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This dissertation presents work on using the GHz sonar transducer, a new type 

of MEMS (microelectromechanical systems) bulk acoustic wave (BAW) technology, 

for communications and sensing applications. As these devices are fabricated with 

aluminum nitride (AlN), a CMOS-compatible piezoelectric thin film material, these 

devices can be integrated directly with CMOS circuits to allow for new circuit 

functionalities.  

The structure and fabrication details of GHz sonar transducers are introduced, 

followed by a discussion of how to model the devices. There are two primary effects 

that will be discussed ï the electrical to acoustic conversion of the piezoelectric thin 

film transducers and how diffraction affects wave propagation from the transducers 

through the silicon substrate. 

In this work, three new applications enabled by the GHz sonar transducer will 

be discussed. The first is the GHz ultrasonic through-silicon via (UTSV), a new type 

of wireless 3D interconnect that enables chip-to-chip communication in multi-chip 3D 

integrated circuit (3DIC) stacks.   

The second application is the GHz sonic memory ï a delay line memory that 

uses the UTSV as an ultrasonic delay line and stores digital bits as ultrasonic waves. 

The novelty of this memory is that it transforms the previously unused silicon 

substrate into 3D memory elements, as opposed to the traditional method of increasing 



 

memory density by stacking 2D memory chips.  

The third application is the GHz ultrasonic fingerprint sensor, a new CMOS 

compatible fingerprint sensor. The use of ultrasound allows for numerous advantages 

over current capacitive and optical fingerprint sensors, including higher penetration 

through glass and metal layers, as well as enhancing the spoof resistance of the 

fingerprint sensor by allowing the sensor to image elastic properties of tissue. The 1.3 

GHz frequency of the sensor potentially allows for two orders of magnitude higher 

resolution over existing ultrasonic fingerprint sensors, which typically operate at 

biomedical ultrasound frequencies of tens of MHz.  
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CHAPTER 1 

INTRODUCTION 

Section 1.1: More-Than-Moore 

Historically, semiconductor scaling has adhered closely to Mooreôs Law ï a 

prediction, first made in 1965 and subsequently revised in 1975, that the number of 

components in an integrated circuit (IC) will approximately double every two years 

[1]. This increase in transistor count is achieved by reducing the transistor size. The 

reduction in component size increases component density, and is traditionally 

accompanied by improvements in power efficiency and transistor switching speed due 

to such factors as reductions in operating voltages and transistor gate capacitances in 

what is known as Dennard scaling [2-4]. This increase in transistor density and speed 

have resulted in an increase in performance for microprocessors of approximately 52% 

per year from 1986 to 2002 [5]. This performance increase, coupled with a reduction 

in cost per transistor of approximately 35% per year [6], has allowed for electronics to 

permeate all aspects of human life and society in what is sometimes known as the 

electronics revolution [7].  

In recent years, however, the trend of increasing transistor density predicted by 

Mooreôs Law, as well as the performance improvements associated with Dennard 

scaling, has begun to stagnate. The size of a SRAM cell, for instance, is no longer 

increasing as fast as historic trends [8]. As transistors scale smaller and smaller, they 

began to approach physical size limitations ï dimensions of 2 to 3 nm correspond to 

10 atom wide features, at which point quantum effects will limit transistor reliability. 

Moreover, the billions of dollars required to set up a fabrication line at the most 

advanced semiconductor process nodes limit the economic incentives of continuing 

with Mooreôs Law [9]. The power savings traditionally associated with process nodes 

improvements has begun to reduce due to an increase in static power consumption 
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from increased transistor off-state leakage current [10]. Furthermore, thermal 

limitations mean that as the density of transistors increases, the clock speed cannot be 

increased beyond a certain point due to a limit to how much heat a microchip can 

dissipate. Hence, starting from around 2003, the semiconductor industry switched 

from increasing clock speeds to increasing the number of cores in a processor in order 

to continue to achieve higher microprocessor performance, reducing the annual 

performance increase to approximately 20% per year [5, 11]. 

Due to this difficulty of meeting Mooreôs Law (ñMore Mooreò) and the 

diminishing returns of transistor scaling, there is growing interest is what is known as 

ñMore-Than-Mooreò technologies [12]. This new paradigm seeks to increase circuit 

functionality not by simply increasing transistor count, but by integrating technologies 

that do not scale with size as MOSFETS do by Dennard scaling such as RF circuits, 

MOEMS (microoptoelectromechanical systems), and MEMS (microelectromechanical 

systems) [6, 13]. Integration of these technologies can be achieved either through 

direct monolithic integration by fabricating devices directly on CMOS wafers or 

through heterogeneous integration, which takes the form of either 3D integration by 

vertical stacking of planar wafers and dies or 2.5D integration by using interposers 

[13-15]. 

In this work, one such ñMore-Than-Mooreò MEMS technology ï GHz chip-

scale ñsonarò transducers in CMOS ï will be discussed. The new functionalities and 

applications enabled by these devices in digital communications, 3D integration, 

hardware security, and biometric sensing that are not possible with only traditional 

CMOS will be described. In the remainder of this chapter, the hardware security 

concerns motivating the initial development of MEMS GHz chip-scale sonar 

technology, as well as a comparison of the device with traditional MEMS bulk 



 

3 

acoustic wave (BAW) device technologies, will be discussed and the basic principle of 

operation of the technology explained. 

 

Section 1.2: Hardware Security Motivations for MEMS GHz Chip-Scale Sonar 

In the early years of the semiconductor industry, during the 1970ôs and the 

early 1980ôs, most semiconductors were manufactured by vertically integrated 

companies, also known as integrated device manufacturers (IDMs), where both IC 

design and IC fabrication were done within the same company. In 1987, TSMC 

pioneered the first pure-play foundry in the world in Taiwan, giving rise to the current 

industry model where the vast majority of non-memory semiconductor IC fabrication 

is done by pure-play foundries. A pure-play foundry is a company that only focuses on 

IC fabrication and fabricates designs for fabless semiconductor design houses, such as 

Qualcomm and Xilinx [16]. The massive investment, which can run greater than $17 

billion [17], that is required for building a semiconductor fab at the latest process 

nodes means that running an internal semiconductor fab is no longer cost effective for 

all but the largest corporations, making the fabless model more attractive.  

The rise of globalization has meant that most such pure-play foundries are 

located either in the United States or in East Asia ï primarily in Taiwan, South Korea, 

Singapore, and China. The vast majority of the pure play foundry market is dominated 

by East Asian players ï in 2016, Taiwan-based TSMC alone had 59% of total sales in 

the pure-play foundry market [18].  

This migration of semiconductor manufacturing from the United States to East 

Asia, combined with the increasing use of COTS components in military systems and 

the increasing fabrication of military grade chips offshore, has caused the U.S. military 

semiconductor supply chain to become increasingly globalized [19]. This 

globalization introduces new vulnerabilities into the supply chain such as the risk of 
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the insertion of malicious hardware modifications, such as hardware trojans, into 

military chips and the theft of military chip designs by foreign adversaries. The 

insertion of hardware trojans can be difficult to detect ï just around 1000 logic gates 

can be used to create a malicious processor, a small fraction of the millions to billions 

of transistors on a typical logic IC today [20]. Even harder to detect are attacks that are 

based on altering dopant profiles or damaging IC wiring to reduce circuit reliability 

[21-22].  

The U.S. Department of Defense Trusted Foundry Program exists to address 

these types of vulnerabilities in the military supply chain by accrediting onshore 

foundries for ñtrustedò fabrication of ICs. However, the rising costs of building a 

fabrication line at the latest semiconductor process nodes has meant that many of these 

foundries are 10 years or more behind the latest state-of-the-art technologies [23].  

The IARPA Trusted Integrated Chips (TIC) program, under which this current 

work was funded, sought to alleviate this issue through the use of split-fabrication 

technology. In split-fabrication manufacturing, the transistor layers (front-end-of-line 

or FEOL) that require the use of a state-of-the-art process node are fabricated at an 

untrusted off -shore foundry. After the first few metal interconnect metal layers are 

fabricated, the wafers are pulled out of the untrusted foundry and the rest of the metal 

interconnects are completed at an on-shore trusted foundry, as those layers do not need 

to be fabricated with as small feature sizes as the transistor layers do [24-25]. 

However, unless some form of circuit obfuscation is used, this manufacturing 

technology can easily be defeated by reverse engineering approaches ï by etching 

down to each layer of a CMOS chip and imaging with a SEM, the complete circuit 

netlist can be extracted by image recognition processes [26].  

To alleviate this concern, a MEMS GHz ultrasonic reconfigurable 

communication link was developed by the SonicMEMS Laboratory at Cornell 
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University using phased arrays of GHz ultrasonic ñsonarò transducers to beam steer a 

bit stream to any one of multiple receiving ñsonarò transducers [27]. The term ñsonarò 

is used because this type of technology is similar in operating principle to the sonar 

used by naval warships for underwater detection and by dolphins and bats to locate 

food, in which pulses of acoustic waves are transmitted and received. As this type of 

interconnect is wireless and capable of communication over long distances on-chip, an 

adversary would not be able to know exactly which subcircuits in a chip are 

communicating to each other. The high frequency of operation, combined with the low 

particle displacements induced in silicon by the acoustic waves, mean that it is 

difficult to probe the GHz ultrasonic communication channel with current 

commercially available vibrometers. 

It was recognized that, in addition to the phased array communication link, this 

technology can also be applied to other applications such as an ultrasonic wireless 3D 

interconnect [28], a delay line memory [29], fingerprint sensing [30-31], temperature 

sensing [32] and delay lines for clocking applications [33]. The first three of these 

applications ï the ultrasonic through silicon via (UTSV), the GHz sonic memory, and 

the GHz ultrasonic fingerprint sensor will be discussed in subsequent chapters in this 

work.   

The MEMS GHz chip-scale sonar transducer is different from most 

conventional thin-film MEMS BAW (bulk acoustic wave) devices in that the 

ultrasonic waves are transmitted into the silicon substrate, instead of being confined to 

the piezoelectric thin film or transmitted into a fluid medium. This difference will 

become evident in the two sections ï in section 1.3, the principle of operation of 

conventional surface micromachined MEMS BAW devices will be discussed and in 

section 1.4, the principle of operation of the GHz chip-scale sonar transducer will be 

introduced. 



 

6 

 

Section 1.3: Surface Micromachined MEMS BAW Devices 

The most commonly used surface micromachined MEMS BAW (bulk acoustic 

wave) devices today can be divided into two categories ï resonator devices for 

electronic RF filter synthesis and sensor devices for ultrasonic imaging applications. 

The former category comprises FBAR and SMR resonators and the latter category 

comprises CMUT and PMUT transducers. A fifth device, the HBAR resonator, will be 

discussed in the next section due to its similarity with GHz sonar transducers. Bulk 

micromachined MEMS BAW devices, such as the commonly used MEMS 

microphone, do exist, but will not be discussed for the sake of brevity.  

 

 

Figure 1.3.1: Typical FBAR structure [35] 

 

The FBAR resonator is perhaps the commonly encountered MEMS BAW 

device today, with each smartphone today containing multiples of these devices. 

While first demonstrated in 1980, the film bulk acoustic resonator (FBAR) was only 

first successfully commercialized in the late 1990ôs and the early 2000ôs through the 

efforts of Rich Ruby and others at HP Labs (later Agilent, then Avago, and now 

Broadcom). The development of the FBAR duplexer was one of the innovations that 
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allowed for the size reduction of cellular phones from the large ñbricksò of yesteryear 

to the small handheld form factors of today [34].  

A typical FBAR structure is shown in Fig. 1.3.1 and consists of a piezoelectric 

thin film with electrodes on both sides of the film. Typically, aluminum nitride (AlN) 

is the piezoelectric material of choice due to its CMOS compatibility and molybdenum 

(Mo) is used for the electrode material [34].  

The piezoelectric thin film layer forms a half-wavelength thickness-mode 

resonator structure. An air gap is etched beneath the resonator, creating a released 

membrane structure such that air is present on both sides of the resonator. The 

impedance mismatch between air and the thin film membrane structure causes 

acoustic energy to be confined to the piezoelectric thin film resonator, allowing a high 

resonator quality factor (Q) to be obtained, which allows for the synthesis of highly 

selective RF filters. The primary energy loss mechanism that would reduce resonator 

Q is therefore energy loss through the anchors supporting the membrane [35].  

 

 

Figure 1.3.2: Solidly mounted resonator structure [36] 

 

A more mechanically robust resonator without a moving membrane can be 

achieved by forgoing the air cavity beneath the piezoelectric thin film resonator 

structure and instead replacing it with a Bragg reflector acoustic mirror film stack to 
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reflect acoustic energy out of the substrate. This structure is known as a solidly 

mounted resonator (SMR) and is shown in Fig. 1.3.2. While more mechanically robust 

and less challenging to fabricate than membrane-based FBAR resonators, SMRs have 

lower quality factors (Q) than FBARs due to the use of a Bragg reflector mirror 

instead of an air-gap to confine energy into the substrate ï there will always be some 

amount of energy leakage into the acoustic mirror film stack [37-39].  

In addition to the aforementioned resonator structures, which seek to confine 

energy within the piezoelectric thin film stack, there exist other MEMS BAW devices 

ï namely the CMUT (capacitive micromachined ultrasonic transducer) and the PMUT 

(piezoelectric micromachined ultrasonic transducer) ï that are used to transmit and 

receive acoustic waves in a fluid medium. These devices work similar in principle to 

the diaphragm-based microphones and speakers commonly encountered today, but 

utilize capacitive and piezoelectric transduction, respectively. Unlike FBAR and SMR 

resonators, which operate at the thickness mode resonance of the piezoelectric thin 

film, these membrane devices are primarily operated at plate-mode or transverse-mode 

resonances, which allow much lower frequencies to be used [40]. 

 

 

Figure 1.3.3: CMUT structure [ 41] 
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A cross section of a typical CMUT transducer is shown in Fig. 1.3.3. Similar to 

the FBAR, the CMUT is a membrane-based device. A DC bias voltage is applied 

between the top electrode, situated on the membrane, and the bottom electrode, 

situated on the substrate. When an incident ultrasonic wave impinges upon the 

membrane, an AC current output is generated due to the change in capacitance caused 

by the movement of the membrane. For transmitting ultrasonic waves into a fluid, an 

AC voltage is applied across the top and bottom electrodes, allowing the membrane to 

move by capacitive actuation [41]. CMUTs with center frequencies as high as 60 MHz 

can be fabricated [42].   

 

 

Figure 1.3.4: PMUT structure [ 44]  

 

The PMUT is a membrane transducer that uses piezoelectric actuation instead 

of capacitive actuation as with the CMUT. A typical film stack is shown in Fig. 1.3.4 

ï while the device in the figure uses thin-film PZT, aluminum nitride (AlN) is also 

commonly used due to its CMOS compatibility [43]. The top and bottom electrodes 

are now both on the membrane, on the top and bottom sides of the piezoelectric thin 
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film. Ultrasonic waves are generated in a fluid medium by applying an AC potential 

across the electrodes and a receive voltage is obtained across the electrodes when an 

ultrasonic wave impinges upon the PMUT membrane. For ultrasonic imaging 

applications, PMUTs with frequencies on the order of 10 MHz are used, which is 

similar to the frequency ranges typically used for conventional biomedical ultrasonic 

imaging [44].  

The four BAW devices discussed above ï the FBAR, SMR, CMUT, and 

PMUT ï share a similarity in that acoustic energy is kept out of the silicon substrate 

by the use of an air-gap or an acoustic mirror in order to achieve high resonator quality 

factor or to have maximum coupling of energy to a fluid medium. If a piezoelectric 

thin film transducer is fabricated such that, instead of attempting to reduce acoustic 

energy leakage into a silicon substrate, ultrasonic waves are directed completely into 

the silicon, then the MEMS GHz chip-scale sonar device is obtained. In the next 

section, the basic principle operation of this device will be discussed.  

 

Section 1.4: Principle of Operation for MEMS GHz Chip-Scale Sonar 

A simplified representation of a MEMS GHz sonar transducer is shown in Fig. 

1.4.1. Like the FBAR resonator, this device primarily consists of a piezoelectric 

aluminum nitride (AlN) thin film transducer operated at half-wavelength thickness 

mode resonance, as opposed to the PMUT transducer which is operated at plate or 

transverse modes. The thin film structure of the device is similar to an unreleased 

PMUT or FBAR. These devices can indeed be fabricated on the same process flow as 

conventional AlN-based RF resonators or PMUTs by simply eliminating the bottom 

silicon dioxide etch step used for membrane release.  
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To transmit ultrasound into the silicon, an RF voltage pulse is applied across 

the top and bottom electrodes of the transducer. The center frequency used is typically 

between 1 GHz to 3 GHz depending on the thickness mode resonances of the thin film 

layer stack for the device ï the frequency response of a transducer will be discussed in 

greater detail in Chapter 2. Driving voltages of 1Vpp to 5Vpp are typically used. This 

applied RF voltage pulse generates a corresponding GHz ultrasonic pulse into the 

silicon substrate. As the acoustic impedance mismatch at the top surface of the 

transducer between the passivation (top) oxide layer and the surrounding air is very 

large, most of the acoustical energy is directed into the silicon substrate.  

 

Top SiO2 Top Electrode

Piezoelectric AlN

Bottom Electrode

Bottom SiO2

Silicon Substrate

Transmitted 
Ultrasonic Waves

 

Figure 1.4.1: MEMS GHz chip-scale sonar transducer ï the transducer is formed 

where there is an overlap between top and bottom electrode metal layers that are 

not shorted together 

 

Similarly, if a GHz ultrasonic wave impinges upon the transducer from within 

the silicon, then a corresponding RF electrical pulse is generated across the top and 

bottom electrodes. When the transducer is loaded by a 50 Ý RF oscilloscope input 

port, unamplified receive voltages of up to tens of millivolts can be obtained. The 
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amplitude of the received voltage depends largely on the acoustic to electrical 

conversion ratio provided by the piezoelectric transducer and the fraction of the 

transmitted energy that reaches the receive transducer ï piezoelectric transducer 

modeling will be discussed in Chapter 2 and energy loss due to diffraction of the 

transmitted acoustic beam will be discussed in Chapter 3.   

 

Figure 1.4.2: Illustration of a HBAR transducer stack [45] 

 

Note that this device bears great similarity to the HBAR (high-overtone bulk 

acoustic resonator), a type of resonator in which a piezoelectric transducer is also 

fabricated directly onto a substrate. Unlike the FBAR or SMR, the HBAR utilizes 

thickness mode resonances of the substrate material, which may not necessarily be 

silicon, instead of the thickness mode resonance of the piezoelectric thin film [45]. 

The primary difference between the GHz chip-scale sonar and the HBAR resonator is 

that the former is operated with pulses and the latter is operated as a resonator in 

which the substrate thickness needs to be controlled to achieve the desired resonance 

frequency. Indeed, if the GHz sonar device is driven with a continuous wave RF 
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waveform or with RF pulses with pulse durations longer than the transit time of the 

acoustic wave through the silicon, as with network analyzer characterization, HBAR 

resonances due to the thickness of the silicon substrate can be observed.  

A typical transmit and receive response of the GHz chip-scale sonar transducer 

is shown in Fig. 1.4.3B and is obtained by receiving from one transducer in the array 

in Fig. 1.4.3A and driving an adjacent transducer in the array with a 20 dbm, 1.3 GHz 

waveform from a RF source ï due to electrical mismatch and electrical parasitics from 

the PCB (printed circuit board) and the wire bonds, the actual voltage that actuates the 

transducer is much less than 20 dbm.  

 

 

Figure 1.4.3: (A) Linear array of 100 µm by 100 µm square transducers. The 

ground pads are connected to the transducer bottom electrodes and the signal 

pads are connected to the top electrodes. The transducers are spaced 200 µm 

apart. (B) Receive signal observed on a 50 Ý oscilloscope input when transmitting 

on one transducer in the array and receiving on an adjacent transducer.  

 

The first pulse shown in Fig. 1.4.3B is due to electrical coupling between the 

transmit and receive electrodes and wire bonds and occurs at the same time as the 

Ground pad Transducer 

Signal pad 

(A) (B) 
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transmit transducer is being driven electrically. The second pulse occurs 

approximately 120 ns after the transmit transducer is initially driven ï this time delay 

is due to the transit time incurred by the transmitted ultrasonic pulse traveling to the 

bottom of a 500 µm thick silicon substrate, reflecting off the bottom silicon-air 

interface, and traveling back to the top of the silicon, where the receive transducer is. 

While the receive transducer is spaced 200 µm center-to-center away from the 

transmit transducer, the acoustic waves diffract enough such that an appreciable 

amount of energy still reaches the receive transducer.  The third, fourth, and fifth 

pulses that are visible in Fig. 1.4.3B are multiple reflection signals due to the 

ultrasonic pulse continuing to bounce back and forth in the silicon due to reflections 

off the air interfaces at the top and bottom of the silicon. The reduction in amplitude of 

these pulses is primarily due to diffraction.  

As mentioned previously, this device is referred to as chip-scale ñsonarò due to 

its similarities with naval sonar in that pulses of ultrasound are transmitted and 

received by the device. However, unlike underwater sonar, which typically operates at 

frequencies between 1 Hz to 1 MHz [46], the MEMS GHz chip-scale sonar operates at 

center frequencies of 1 GHz to 3 GHz. This frequency is also much higher than typical 

biomedical ultrasound frequencies of 2 to 15 MHz and high frequency biomedical 

ultrasound frequencies of 20MHz to 80MHz [47]. 

There are several important reasons for the choice of GHz frequencies ï the 

most important reason being the potential for monolithic integration of GHz sonar 

transducers onto CMOS wafers. As it is desirable to use the GHz sonar transducer as a 

circuit element in CMOS circuits to enable digital communications or ultrasonic 

sensing applications, it is imperative to be able to integrate these devices onto the 

same chip as the rest of the CMOS circuitry. The velocity for bulk (longitudinal) 

acoustic waves in silicon is approximately 8430 m/s [48]. Therefore, ultrasonic waves 
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in silicon at 1 GHz will have wavelengths of approximately 8 microns. This means 

that for frequencies of 1 GHz or higher in silicon and for transducers with dimensions 

of tens of microns, the distance that an acoustic wave will propagate through the 

thickness of silicon to reach a receive transducer located either on the bottom surface 

of the silicon or on the top surface of the silicon on the same plane as the transmit 

transducer can be considered far-field, assuming typical silicon thicknesses of around 

500 µm to 700 µm. This allows for the formation of phased arrays for ultrasonic beam 

steering and beam focusing within CMOS dies. In addition, the acoustic wavelength is 

much thicker than the thickness of CMOS metal and dielectric layers, allowing for the 

propagation of the acoustic waves through the CMOS metal stack.  

A second reason stems from the choice of piezoelectric thin film material. 

Aluminum nitride (AlN) is the most widely used for commercial RF MEMS 

applications due to several desirable characteristics such as deposition process 

reproducibility, high thermal conductivity, and a high sound velocity that allows for 

thicker devices. Most importantly, however, it is selected for its compatibility with 

CMOS processing ï temperatures of less than 400°C can be used to sputter 

piezoelectric AlN thin films [49] [50]. As it is often difficult to grow AlN in layers 

thicker than 4 µm without cracking issues, typically only film thicknesses of up to 3 

µm are grown. Films in the 1 µm to 3 µm thickness range yield thickness mode 

resonances in the hundreds of MHz to 3 GHz range, depending on the particular film 

stack used, therefore limiting chip-scale sonar to this frequency range. While PVDF 

films have been explored to obtain lower frequency transducers, the fabrication is 

more complex in some ways due to the need to pole films with a high voltage at high 

temperature, adhesion issues to silicon, and the softness of the PVDF material [51].  
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For GHz ultrasonic fingerprint sensing applications, a third reason is the potential for 

high resolution imaging due to the small wavelengths of sound at GHz frequencies. 

While the use of GHz ultrasound in silicon for the applications discussed in this work 

is new, GHz ultrasound itself has been employed for decades for imaging applications 

with acoustic microscopy. In the next section, an overview of GHz ultrasonic acoustic 

microscopy will be presented. 

 

Section 1.5: GHz Ultrasonic Acoustic Microscopy 

Asides from the RF resonators discussed in section 1.2, the main application in 

which GHz ultrasound is used is in acoustic microscopy. Development of the modern 

acoustic microscope primarily began in the early 1970s with the work of Lemons and 

Quate at Stanford on the scanning acoustic microscope [52]. 

In acoustic microscopy, high frequency ultrasonic waves are used to image 

samples ranging from biological specimens to semiconductor ICs similar to how 

visible light is used by conventional optical microscopes. Typical frequencies range 

from the hundreds of MHz to a few GHz ï one of the highest frequencies used has 

been with a 15.3 GHz acoustic microscope to achieve 150 Å resolution, using a liquid 

helium coupling fluid [53]. Due to the high attenuation of GHz ultrasound in air, a 

coupling fluid, typically water, is used to couple the ultrasonic waves to the imaging 

specimen.  

As shown in Fig. 1.5.1, a typical acoustic microscope consists of a 

piezoelectric transducer, typically thin film zinc oxide (ZnO), situated on a substrate, 

which is typically fused quartz. An acoustic lens is fabricated in the substrate and is 

used to focus the acoustic beam, similar to how an optical lens is used in an optical 

microscope. This lens is immersed in fluid, to couple acoustic waves to the sample, 

which is placed at the focus of the lens. The acoustic waves reflecting off the sample 
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will travel back through the acoustic lens and substrate material until they reach the 

transducer, where a corresponding electrical pulse is generated ï the amplitude and 

phase of this received pulse is measured by RF amplifiers and mixers. To form an 

image, the lens configuration, which consists of the transducer fabricated on or bonded 

to the same substrate as the acoustic lens, is mechanically scanned over the sample 

[54].   

 

 

Figure 1.5.1: A typical scanning acoustic microscope imaging setup [55]  

 

The choice of GHz frequency ultrasound for acoustic microscopy stems from a 

realization that the much slower propagation velocity of acoustic waves, compared to 

electromagnetic waves, would allow ultrasonic imaging to achieve similar resolution 

to optical imaging at much lower carrier frequencies [52]. The classical equation 

relating frequency and wavelength in (1.4.1), where c is the velocity of a wave, f is the 

frequency, and ɚ is the wavelength, illustrates that as the wave velocity decreases, the 

frequency can be decreased to maintain the same wavelength. 

ὧ Ὢ‗   (1.4.1) 

Indeed, near-infrared light has wavelengths of approximately 1 µm at 

frequencies of 1014 Hz ï this is comparable to the 1.5 µm wavelength of acoustic 
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waves in water at 1 GHz frequency [52]. This reduced frequency allows the use of 

conventional RF and microwave electronics for the imaging circuitry.  

Resolution of a microscope is proportional to the wavelength of sound, as 

shown by the Rayleigh criterion in (1.4.2), where w is the resolution, ɚ is the 

wavelength, and NA is the numerical aperture of the lens employed by the microscope 

[54].  

ύ πȢφρ‗Ⱦὔὃ  (1.4.2) 

Therefore, the smaller the wavelength used by a microscope, the better the resolution 

will be and the smaller the feature size that can be imaged. It is therefore desirable to 

image using GHz ultrasonic waves due to the ability to image elastic properties of 

biological cells to better understand cell biomechanics, as well as to image 

semiconductor ICs for flaw detection [54]. 

 

Section 1.6: Dissertation Scope 

In the earlier sections in this chapter, the background and basic principle of 

operation of the GHz chip-scale sonar transducer have been introduced. To design 

these devices properly, however, a thorough understanding of how the piezoelectric 

transducer itself works and how the ultrasonic waves propagate through the silicon is 

required. In chapter 2, 1D modeling of piezoelectric transducers will be discussed and 

in chapter 3, diffraction modeling of bulk acoustic waves and measurement of 

diffraction patterns will be discussed. In chapter 4, the effects of different types of 

excitation waveforms will be discussed.  

In the next two chapters, new applications enabled by GHz chip-scale sonar 

will be presented. Chapter 5 discusses the ultrasonic through-silicon-via (UTSV), a 

novel wireless 3D interconnect, and the GHz sonic memory, a type of memory that 

utilizes the previously unused silicon substrate for memory storage. Chapter 6 
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discusses the GHz ultrasonic fingerprint sensor, a new type of ultrasonic fingerprint 

sensor that possesses certain advantages over existing fingerprint sensors, such as the 

potential for high resolution fingerprint imaging as enabled by the small wavelengths 

of sound at GHz frequencies.  

As discussed earlier, integration of GHz sonar transducers with CMOS 

electronics is crucial. Therefore, the final chapter, chapter 7, discusses initial testing 

results from prototype CMOS transmitter and receiver circuits for actuating and 

receiving from GHz sonar transducers.
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CHAPTER 2 

TRANSDUCER THIN FILM LAYER STACK MODELING 

 

Prior to fabrication of GHz sonar transducer devices, it is imperative to know 

what thin films thicknesses are required to achieve a desired frequency response. In 

section 2.1, the thin film layer stack used for these transducers will be discussed and a 

process flow for fabrication of transducers will be presented. In section 2.2, a 1D 

circuit model ï the KLM model ï for modeling the frequency response of a 

piezoelectric transducer to ascertain the effects of a certain thin film stack will be 

discussed. As the KLM model is easily converted to an ABCD matrix form, it is most 

suitable for simulating in numerical computation packages such as MATLAB. In 

section 2.3, the Leach controlled-sources model, another 1D circuit model, will be 

discussed ï this model can be used for circuit simulation in Cadence Virtuoso, which 

is the IC design software in which CMOS transmit and receive circuits are designed.  

In section 2.4, a simple analytical expression for quick estimations of transducer 

acoustic responses will be presented.   

 

Section 2.1: Transducer Thin Film Layer Stack and Fabrication 

Most of the GHz sonar devices tested in this work were fabricated at external 

foundries - A*STAR Institute of Microelectronics in Singapore [56] and Sandia 

National Laboratories in Albuquerque, New Mexico [49, 57]. The thin film layer stack 

used for the transducers fabricated at IME is shown in Fig. 2.1.1, where the pad metal 

and pad opening layers are not shown because those layers are not used in the 

transducer itself. The thin film stackup is similar to what is used for RF resonators, 

with the exception of the film thicknesses and the unreleased nature of the device.    
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As discussed earlier in chapter 1, the transducer consists of a piezoelectric AlN 

thin film transducer, with two metal electrode layers on both sides. Molybdenum (Mo) 

is the metal of choice for most RF resonator applications, due to the stiffness of the 

material, the high conductivity, and the etch selectivity ï dry etches for AlN do not 

etch Mo and vice versa [58, 59].  

 

 

Figure 2.1.1: Thin film layer stack for transducers fabricated by A*STAR IME 

 

Note that the presence of a very thin AlN seed layer beneath the bottom Mo 

electrode layer. The purpose of this thin film layer is to orient the polycrystalline AlN 

layer such that (002) orientation, which is required for AlN to exhibit piezoelectric 

properties, is obtained. The AlN seed layer should be grown in the same vacuum cycle 

as the bottom Mo. Good (002) film orientation for AlN can be confirmed through 

XRD rocking curves and through SEM verification of film growth orientation. Note 

that other electrode materials can be used that do not require the growth of an AlN 

seed layer, such as aluminum (used by Sandia) and platinum (requires a Ti adhesion 

layer to silicon). Other bottom electrode materials include tungsten and ruthenium 

[59]. Unlike the bottom electrode, for which only limited materials can be used in 

order to achieve piezoelectric film orientation, the material choices for the top 

Silicon (725 µm)
Silicon Dioxide (2 µm)
AlN Seed Layer (20 nm)
Molybdenum (200 nm)

AlN (2 µm)

Molybdenum (200 nm)
Silicon Dioxide (1 µm)
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electrode are not as restrictive ï films such as Al and Mo are often used for ease of 

patterning.  

In addition to the AlN layer, there are silicon dioxide (hereupon referred to 

simply as ñoxideò) layers above and below the electroded transducer. These stem from 

the original resonator process flows ï the bottom oxide is used for a release layer and 

the top oxide is a passivation layer. For GHz sonar transducer, the passivation function 

of the top oxide is still important. The function of the bottom oxide is primarily to 

isolate the bottom electrode from the silicon substrate, which is conductive. Both 

oxide layers contribute to the frequency response of the transducer ï the layer 

thicknesses can be adjusted to increase or decrease operating frequencies [51, 57].  

The silicon substrate shown in Fig. 2.1.1 is a standard 8ôô silicon substrate. The 

most important aspect is that the substrate should be double side polished (DSP) to 

reduce acoustic scattering from an etched (non-polished) silicon bottom surface.  

 

 

Figure 2.1.2: Fabricated thin film layer stack 
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Figure 2.1.3: Process flow for CNF fabrication of GHz sonar devices.  

 

While fabrication at external foundries provides high quality devices with well 

controlled film thicknesses and properties, the downside is that there are limitations to 

the thin film materials, thicknesses and device geometries allowed. Furthermore, 
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wafers often come diced or are too large for university cleanroom equipment which 

often accept only 4ôô wafers, increasing difficulty of device postprocessing. Therefore, 

a process for fabricating GHz ultrasonic sonar transducers at the Cornell NanoScale 

Science and Technology Facility (CNF) was developed. As there was no AlN 

deposition tool available in CNF for thicker piezoelectric AlN films (2 ɛm), an 

external vendor (OEM Group) was used for the AlN and Mo sputter deposition. 

The fabricated thin film stack is shown in Fig. 2.1.2. Other than layer 

thicknesses, the main differences are the Al (aluminum) layer on top of the top Mo 

film and the Cr (chromium) layer on the bottom of the silicon. The sputtered Al layer 

is used for bond pads and via formation. For fabrication simplicity, the same mask was 

used for the top Mo and Al thin film layers. The bottom Cr layer is serves only for 

alignment purposes. To measure diffraction patterns to characterize acoustic field 

radiation from transducers, it is often desirable to use an interferometer to measure 

particle displacements induced by bulk acoustic waves at the bottom surface of the 

silicon. Alignment marks greatly simplify the process of finding the correct locations 

to measure.  

The process flow is shown in Fig. 2.1.3. A PECVD oxide layer is used to 

isolate the transducer layers from the silicon substrate (P-type, B dopant, 100 

orientation, 10-20 Ohm-cm, 500 Õm thick, double side polished, 4ò wafers). The AlN 

and Mo layers are all grown externally at OEM group. A wet etch (phosphoric acid) is 

used to etch the AlN and a dry etch (SF6) is used to pattern the Mo. The Al layer is 

sputter deposited for sidewall metallization in vias. The top oxide is grown with 

PECVD and pad openings are dry etched. The bottom Cr layer is sputtered deposited 

and wet etched with a Cr etchant. The material used for the bottom alignment layer is 

not very important ï ideally it should be metal so that if wafer bonding is required, an 

IR camera can be used.  
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In process flow development, it was observed that, due to the relatively low 

resistivity of the silicon wafers and the RF frequencies of operation, parasitic 

transducers are formed even when vias to the bottom electrode are not formed 

properly and in the case when AlN is grown directly on the silicon substrate without a 

bottom oxide and bottom electrode layer. These cases result in observable but lower 

amplitude acoustic echoes. This means that long wiring traces between pads and 

transducers should have both top and bottom electrodes shorted and should be kept as 

short as possible. Furthermore, the pads should have both top and bottom electrodes 

shorted, or the pad itself will be a transducer.  

Test results from devices fabricated with this process are shown in Fig. 1.4.3 

and are comparable to results obtained using devices fabricated at external foundries.  

 

Section 2.2: KLM Modeling of Transducers 

One important function of the thin film layer stack is that the thickness of each 

layer can be tuned to alter the frequency response of the GHz sonar transducers. A 

piezoelectric film can be considered most simply as a half-wavelength resonator ï to 

increase or decrease the resonance frequency of the transducer, one can simply 

decrease or increase the thickness of the piezoelectric film. The silicon substrate 

beneath the transducer serves to reduce the Q (quality factor) of the resonator as most 

of the ultrasonic energy is coupled out of the resonator and into the silicon due to the 

similar acoustic impedances, thereby increasing the bandwidth of the transducer. The 

other thin films in the stack such as the electrode metals and the oxide layers will 

contribute additional mechanical resonances and also affect how well the transducer 

couples energy to the surrounding air and to the silicon substrate, by controlling the 

impedance matching to those layers.  
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Due to how much these thin film layers effect the frequency response of the 

GHz sonar transducers, it is important to be able to model their effects so as to know 

exactly what thin film thicknesses to use, as well as what types of thin films to use, in 

order to fabricate a device with the desired frequency response for an application. 

Piezoelectric transducers are commonly modeled with 1D circuit models such as the 

Mason, Redwood, and KLM models. These models are referred to as 1D because they 

only consider thickness mode resonances from the thickness of each layer of material 

in the transducer ï therefore 2D and 3D effects such as plate modes and diffraction are 

not modeled.  

The KLM model is shown in Fig. 2.2.1, where Ὂ, Ὂ, ὺ, and ὺ are the forces 

and particle velocities on the two sides of the transducer, ὸ is the thickness of the 

transducer, and ὠ and Ὅ are the voltage and current at the electrical port of the 

transducer. One of the main advantages of the KLM model is that it can be easily 

converted to an ABCD transfer matrix form [60]. The use of ABCD matrices allows 

this model to be easily evaluated using numerical computing packages such as 

MATLAB.  

 

 

Figure 2.2.1: KLM circuit model schematic 
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Before delving into simulating GHz sonar transducers with the KLM model, 

however, it is important to know the values of the appropriate material parameters for 

simulation. The variables that need to be computed to determine the values of the 

circuit components in the KLM model are the clamped capacitance ὅ, the unloaded 

antiresonance frequency  , the acoustic impedance of the transducer ὤ, the acoustic 

impedances of the other thin film layers ὤ, the frequency dependent capacitance ὅᴂ, 

and the electrical-to-mechanical transformer turns ratio ‰ [60].  

The clamped capacitance ὅ is the capacitance of the piezoelectric transducer 

itself. It is defined by (2.2.1) below, where A is the area of the transducer,  is the 

relative permittivity of the piezoelectric material measured a constant strain,  is the 

permittivity of free space, and ὸ  is the thickness of the piezoelectric material, which 

is AlN for the GHz sonar transducers.  

ὅ ὃȾὸ    (2.2.1) 

Material parameters for thin films tend to vary based on the particular growth 

conditions used and this variation can be seen in the wide range of material parameter 

values reported in the literature [61]. For simulations done in this work, the value of 

9.9 for  for AlN is used [62].  

The unloaded antiresonance angular frequency   is defined by (2.2.2), where 

ὧ is the stiffened elastic constant and ” is the density of the piezoelectric material 

[60, 63].  

     (2.2.2) 

Ã is related to Ã, the elastic constant in the presence of a constant or zero electric 

field, by (2.2.3), where K is the piezoelectric coupling constant, Ë is known as the 

piezoelectric coupling constant for a transversely clamped material, and e is the 

piezoelectric stress constant [63]. This relation is useful when Ã is specified, instead 

of Ã, or is required, as in the case of PZFlex.  



 

28 

Ã ὧ ρ ὑ    (2.2.3) 

+    (2.2.4) 

Ë     (2.2.5) 

When the piezoelectric strain constant (or matrix) Ä is provided instead, Å can be 

obtained with (2.2.6) [60]. 

Å ÄÃ    (2.2.6) 

Note that the above piezoelectric constants refer to matrix terms, while for the 

KLM model, due to the 1D nature of the model, scalar terms for the mode of interest 

are required. For the BAW thickness mode resonance, the σȟσ matrix term is the 

coefficient of interest. Therefore, (2.2.3)-(2.2.5) can be simplified as below. 

ὑ     (2.2.7) 

Ὧ     (2.2.8) 

ὧ ὧ ρ ὑ    (2.2.9) 

The third parameter that needs to be determined for the KLM model is the 

acoustic impedance of the transducer, :, as well as those of the other thin films layers 

in the thin film stack. : is determined by (2.2.10), where A is the area of the 

transducer, : is the characteristic acoustic impedance of the material, ÃЉ is the speed 

of bulk acoustic waves in the material and ʍ is the density of the material [60].  

: ὃὤ ὃ ὧ” ὃ ὧЉ”  (2.2.10) 

The frequency dependent capacitance term # in the KLM model is determined by 

(2.2.11) [60], where the angular frequency ʖ is simply ςʌ times the frequency (Hz) of 

interest.  

#
Ⱦ

Ⱦ
  (2.2.11) 

The electrical to mechanical transformer turns ratio ה is determined by (2.2.12) [60]. 

ה Ë
Ⱦ
    (2.2.12) 
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One issue with the KLM model is that the frequency dependent capacitance 

and transformer turns ratio are difficult to model in circuit simulators, which can be an 

issue if there are multiple frequencies of interest, such as with non-monochromatic 

signals, such as pulses, and for determining frequency responses. This issue can be 

ameliorated by using the Leach controlled source model, which will be discussed in 

the next section. 

The main reason to use the KLM model for GHz sonar transducer modeling is 

that it can be easily transformed to a transfer matrix based model that can be evaluated 

in MATLAB. The usefulness of transfer matrices stems from the fact that they can be 

easily cascaded in series, allowing the effects of complex thin film stacks to be 

evaluated [64].  

Recall from circuit theory that a two port circuit element can be represented by 

a 2x2 transfer matrix, also known as a ABCD matrix, described by (2.2.13) and Fig. 

2.2.2 below [64].  
ὠ
Ὅ

ὃ ὄ
ὅ Ὀ

ὠ
Ὅ
     (2.2.13) 

 

A B
C D

Port 1 Port 2

+
V1

-

+
V2

-

I1 I2

 

Figure 2.2.2: 2 port terminal voltage and current polarities for transfer matrices 

 

It is also possible to model a mechanical layer with a ABCD matrix by noting 

that a layer of material is the mechanical equivalent of an electrical transmission line. 
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The following transfer matrix can be written for a layer of material as shown in Fig. 

2.2.3, where ὺ is particle velocity and Ὂ is force [60].  

 

Ὂ
ὺ

ÃÏÓɼЉ ὮὃὤÓÉÎɼЉ
Љ

ÃÏÓЉ
Ὂ
ὺ
    (2.2.14) 

 

 

Figure 2.2.3: (A) Mechanical layer as a transmission line, (B) particle velocity 

and force polarities 

 

Note that for a lossy transmission line, the matrix representation in (2.2.15) 

should be used instead, where the propagation constant  is defined by (2.2.16), with 

 being the attenuation constant in Nepers/m and  being the wave number, as defined 

in (2.2.17) [60]. 

Ὂ
ὺ

ÃÏÓÈɾЉ ὃὤÓÉÎÈɾЉ
Љ

ÃÏÓÈЉ
Ὂ
ὺ
   (2.2.15) 

  Ὦ      (2.2.16) 

 ς“Ⱦ‗      (2.2.17) 

Using ABCD matrices for the appropriate circuit elements and using 

mechanical transmission lines to represent the non-piezoelectric thin film layers, it can 

be shown that a KLM model representation for the transducer film stack in Fig. 2.1.1 

(A) (B) 
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can be transformed into electrical to acoustic and acoustic to electrical ABCD matrices 

as shown in Fig. 2.2.4.  

The transmit path from the excitation voltage source to the force transmitted 

into the silicon substrate can be modeled as a transfer matrix ὓ  loaded by an 

acoustic load impedance :  representing the silicon substrate, where :  is equal to 

the area ! of the transducer multiplied by the specific acoustic impedance of silicon 

:ȟ , which is approximately 19.7 MRayl [48]. Both the piezoelectric and the non-

piezoelectric thin films, as well as the electrical components or parasitics between the 

transducer and the voltage source, can all be lumped into ὓ .  

 

 

Figure 2.2.4: KLM matrix representing for the transducer in transmit mode and 

receive mode, based on [60] 
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Similarly, the receive path from the incident force from an impinging acoustic 

wave on the receive transducer to the received voltage across an electrical load 

impedance : can be modeled as a transfer matrix ὓ . A source impedance of ὤ  

is used because the force is incident into the transducer from within the silicon 

substrate. Therefore, assuming no loss in the silicon, the input force &  for the 

receive matrix ὓ  should be twice the output force &  for the transmit matrix 

ὓ  to account for the dissipation across this source impedance term. While it is 

possible to instead model the silicon as a transmission line connecting the transmit and 

receive transducer matrices, doing so will result in the frequency response showing 

continuous wave HBAR silicon resonances that do not actually exist in the typical 

mode of operation in which the transducer is driven by a pulsed waveform with pulse 

duration shorter than the propagation time of bulk acoustic waves in the silicon 

substrate. 

The two matrices ὓ  and ὓ  are comprised of transfer matrices 

representing the electrical elements in the transmit and receive paths, the KLM model 

elements representing the piezoelectric thin film, and the transmission line matrices 

representing the other thin film layers (ὓ , ὓ  , ὓ ȟ and 

ὓ  representing the top and bottom molybdenum and silicon dioxide layers) in the 

stack which can be represented by either (2.2.14) or (2.2.15). The electrical elements 

between the transducer and the excitation source or electrical load are lumped into the 

ὓ  matrix and may be different for the transmit and receive paths. The KLM 

model is represented by the matrices ὓ  representing the clamped capacitance #, 

ὓ  representing the frequency dependent capacitance ὅ, ὓ  representing a 

quarter wavelength transmission line comprising half of the thickness of the 

piezoelectric film, ὓ  representing the electrical to acoustic transformer, and ὓ  
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representing the parallel transfer matrices from the transducer backing layers. These 

matrices are described below in (2.2.18) to (2.2.24) [60]. 

ὓ
ρ

π ρ
    (2.2.18) 

ὓ
ρ

π ρ
    (2.2.19) 

ὓ
ÃÏÓ  ὸ Ⱦς Ὦὃὤȟ  ÓÉÎ  ὸ Ⱦς
 Ⱦ

ȟ
ÃÏÓ  ὸ Ⱦς

 (2.2.20) 

ὓ
‰ π
π ρȾ‰

    (2.2.21) 

ὓ ὓ ὓ ὓ
ρ π

ρȾὤ ρ
 (2.2.22) 

ὤ ὃὤȟ      (2.2.23) 

ὓ
ρ π

ὓ Ⱦὓ ρ
   (2.2.24) 

Therefore, the transmit and receive matrices ὓ  and ὓ  and their relationships 

to the input and output voltages, currents, forces, and particle velocities can be 

represented by (2.2.25) to (2.2.30). 

ὓ ὓ ȟ ὓ ὓ ὓ ὓ ὓ ὓ ὓ
ρ π
ρȾὤ ρ

    (2.2.25) 

ὠ
Ὅ

ὓ
Ὂ
π

     (2.2.26) 

ὺ Ὂ Ⱦὤ     (2.2.27) 

ὓ
ρ ὤ
π ρ

ὓ ὓ ὓ ὓ ὓ ὓ ὓ ὓ ȟ ρ π
ρȾὤ ρ

  (2.2.28) 

ὺ
Ὂ ὓ

ὠ
π

    (2.2.29) 

Ὅ ὠ Ⱦὤ     (2.2.30) 

From (2.2.26) and (2.2.29), the input impedance for the transmit transducer ὤ  and 

the insertion losses Ὄ  and Ὄ  for the transmit and receive matrices respectively can 

be determined to be (2.2.31), (2.2.32), and (2.2.33). 

ὤ     (2.2.31) 

Ὄ      (2.2.32) 
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Ὄ      (2.2.33) 

 

 

Figure 2.2.5: Lossless 1D model simulations for a  Ⱨ□ x 100 Ⱨ□ transducer 

in (A) Matlab and (B) PZFlex  

 

(A) 

(B) 
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The total insertion loss Ὄ   from both the transmit and receive paths can be 

determined by (2.2.34), where the factor of 2 is to account for the series silicon 

impedance as discussed earlier.  

Ὄ  ς   (2.2.34) 

The frequency response Ὄ    for the film stack in Fig. 2.1.1 was 

computed using the ABCD matrix implementation of the KLM model and plotted in 

Fig. 2.2.5a. The material parameters (from [48] and [62]) and the MATLAB code used 

can be found in Appendix A. The response is consistent with a lossless 1D FEM 

simulation in PZFlex, shown in Fig. 2.2.5b.  

 

Section 2.3: Controlled Source Model 

For designing custom CMOS integrated circuits to transmit and receive from 

GHz sonar transducers, it is often desirable to have a circuit model of a transducer that 

can be simulated in the same software used to design the custom integrated circuits so 

that transducer properties such as the electrical impedance of the transducer can be 

accounted for. To simulate a thin film transducer using circuit simulators in IC design 

packages such as Cadence Virtuoso, a transducer model that does not have frequency 

dependent capacitances must be used. The model of choice is the Leach controlled 

source model, shown in Fig. 2.3.1 [65].  

 

 

Figure 2.3.1: Leach controlled source model 
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The parameters in Fig. 2.3.1 are as follows. ὅ is the clamped capacitance of 

the transducer, as in the KLM model. ὤ is the acoustic impedance of the piezoelectric 

material (the area of the transducer multiplied by the specific acoustic impedance of 

the material). Љ is the thickness of the piezoelectric layer. ί is the complex frequency, 

as used with Laplace transforms. ὺ, Ὂ, ὺ, and Ὂ are the forces and particle 

velocities on each side of the piezoelectric transducer, while ὠ and Ὅ refer to the input 

voltage and current. The variable h is a piezoelectric constant sometimes referred to as 

the transmitting constant and is defined by (2.3.1) [63], where the σȟσ matrix term is 

used for the transducer thickness mode.   

Ὤ       (2.3.1) 

For the AlN parameters shown in Appendix A, Ὤ  is approximately ρφȢσ ρπ ὠȾά.  

 

 

Figure 2.3.2: Implementations of the Leach controlled source model in Cadence 

using a voltage controlled voltage source or a transmission line to implement the 

silicon substrate 
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As with the KLM model, adjacent non-piezoelectric thin film layers can be 

represented by cascaded transmission lines. The silicon layer can be represented by 

either a voltage controlled voltage source or with a transmission line. If a transmission 

line is used to model the thickness layer, HBAR silicon thickness mode resonances 

will not be observed in transient simulation unless a continuous wave waveform or a 

RF pulse with pulse duration longer than the transit time of acoustic waves through the 

silicon thickness are used. Implementing the silicon substrate with a transmission line 

will also allow the correct acoustic wave propagation delay time to be observed, which 

is useful for simulating circuits in which the same transducer is used for transmit and 

receive and therefore a switch is needed to toggle between transmit drivers and receive 

amplifiers. A schematic of the transducer model implemented in Cadence is shown in 

Fig. 2.3.2. The Verilog-A code used to model the frequency dependent transformer 

(implemented by J. Hoople) is shown in Appendix A.  

 

 

Figure 2.3.3: Simulation of the Leach controlled source model in Cadence for a 

100 µm by 100 µm square transducer  
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The frequency response of the controlled source model was simulated in 

Cadence is shown in Fig. 2.3.3 and compares favorably to the KLM and PZFlex 

simulations in Fig. 2.2.5.  

While only simulation results are shown in this chapter, methods of 

experimentally determining frequency response will be discussed in Chapter 5. As 

measurements are done on transducers wire bonded to a circuit board, additional 

electrical parasitics come into play and signal amplitudes will vary considerably from 

model predictions. However, as will be seen, the overall shape of the frequency 

response matches the modeled response quite well.  

 

Section 2.4: Analytical Equation for Estimating Transducer Acoustic Response 

While the KLM and controlled source models discussed in the previous 

sections are useful design tools and provide much more insight than FEM models, in 

some situations, a simple analytical expression for back of the envelope calculations to 

estimate transducer acoustic responses for a given excitation voltage is desired.  To 

achieve such an expression, the simplified stack shown in Fig. 2.4.1A below is 

assumed, where a piezoelectric transducer with acoustic impedance ὤ, backed by a 

material with acoustic impedance ὤ, is transmitting a wave into a propagation 

medium with acoustic impedance ὤ. In this derivation, the acoustic materials are 

assumed to be lossless. 

It is known that the relationship between the voltage ὠ and current Ὅ from a 

piezoelectric transducer can be related to the forces Ὂ and Ὂ and particle velocities 

ὺ and ὺ on both sides of the transducer, as shown in Fig. 2.4.1B, by a σ σ matrix 

as in (2.4.1) [60, 63, 66]. 
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Ὂ
Ὂ
ὠ

Ὦ

ὤȾÔÁÎὯЉ ὤȾÓÉÎὯЉ ὬȾ
ὤȾÓÉÎὯЉ ὤȾÔÁÎὯЉ ὬȾ
ὬȾ ὬȾ ρȾὅ

ὺ
ὺ
Ὅ

  (2.4.1) 

 

 

Figure 2.4.1: (A) A simple stack is assumed where a piezoelectric transducer with 

acoustic impedance ἨἩ is sandwiched between two infinitely thick layers ï a 

backing medium with impedance Ἠ and a propagation medium with impedance 

Ἠ. (B) The polarities of the forces, particle velocities, voltage and current of the 

piezoelectric transducer as used in the  matrix expression. 

 

As in section 2.2 and 2.3, Љ is the thickness of the piezoelectric transducer, Ὧ is 

the wave number, ʖ is the radial frequency, ὅ is the clamped capacitance of the 

transducer, and Ὤ is the piezoelectric transmitting constant. The acoustic impedances 

ὤ and ὤ can be related to the forces and particle velocities on the two sides of the 

transducer by (2.4.2) and (2.4.3). 

ὤ ὊȾὺ  (2.4.2) 

ὤ ὊȾὺ  (2.4.3) 

To obtain an expression for the particle velocity ὺ ὺ that is propagating 

into the propagation medium, the derivation from [66] is followed. For simplicity, the 

(A) (B) 
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variable • ὯЉ is introduced and both sides of (1) are multiplied by Ὦ to obtain 

(2.4.4), where the expressions from (2.4.2) and (2.4.3) have been substituted in. 

Ὦ
ὤὺ
ὤὺ
ὠ

ὤȾÔÁÎ• ὤȾÓÉÎ• ὬȾ
ὤȾÓÉÎ• ὤȾÔÁÎ• ὬȾ
ὬȾ ὬȾ ρȾὅ

ὺ
ὺ
Ὅ

  (2.4.4) 

Noting that (2.4.4) can be simply considered as 3 sets of equations after the matrix 

multiplication has been evaluated, this equation can be arranged as shown below in 

(2.4.5). 

π
π
Ὦὠ

Ὦὤ ὤȾÔÁÎ• ὤȾÓÉÎ• ὬȾ
ὤȾÓÉÎ• Ὦὤ ὤȾÔÁÎ• ὬȾ
ὬȾ ὬȾ ρȾὅ

ὺ
ὺ
Ὅ

  (2.4.5) 

Defining the matrix ὖ as the σ σ matrix in (2.4.5) and its inverse as ὗ, as shown 

below in (2.4.7), the expression in (2.4.8) for the particle velocity ὺ propagating into 

the propagation medium can be obtained.  

ὖ

Ὦὤ ὤȾÔÁÎ• ὤȾÓÉÎ• ὬȾ
ὤȾÓÉÎ• Ὦὤ ὤȾÔÁÎ• ὬȾ
ὬȾ ὬȾ ρȾὅ

   (2.4.6) 

ὺ
ὺ
Ὅ

ὖ
π
π
Ὦὠ

ὗ
π
π
Ὦὠ

  (2.4.7) 

ὺ ὺ Ὦὗ ὠ   (2.4.8) 

It is known that for an invertible matrix ὃ, the inverse matrix ὃ  can be 

determined by (2.4.9), where ÁÄÊ ὃ is the adjugate matrix of ὃ and ÄÅÔὃ is the 

determinant of ὃ [67].  

ὃ ÁÄÊ ὃ   (2.4.9) 

The adjugate matrix is defined as the transpose of the matrix of cofactors ὧ [67]. 

Therefore, to find the element at the i-th row and j-th column in the inverse matrix 

ὄ ὃ , the relation in (2.4.10) can be used [68]. 

ὄ     (2.4.10) 

The cofactors ὧ of the matrix ὃ are defined by (2.4.11), where the minor ὓ  is the 

determinant of the matrix ὃ with the i-th row and j-th column removed [68, 69].  
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ὧ ρ ὓ    (2.4.11) 

Using these results from matrix algebra, equation (2.4.8) can be written as 

(2.4.12), where ὓ  is the minor of ὖ  and is defined by (2.4.13). 

ὺ Ὦ     (2.4.12) 

- ÄÅÔ
Ὦὤ ὤȾÔÁÎ• ὤȾÓÉÎ•

ὬȾ ὬȾ
 (2.4.13) 

Evaluating (2.4.13), equation (2.4.14) is obtained.  

- Ὦὤ Ὦὤ  (2.4.14) 

Using the half-angle identity in (2.4.15), equation (2.4.14) can be simplified to 

(2.4.16). 

ÔÁÎ     (2.4.15) 

- Ὦὤ ὤÔÁÎ   (2.4.16) 

The determinant of the matrix ὖ can be obtained through Laplace expansion 

(also known as cofactor expansion) [69]. For a ὲ ὲ matrix A, the determinant can be 

obtained by Laplace expansion along the i-th row by (2.4.17), where ὃ  is the matrix 

element in ὃ on the i-th row and j-th column, and ὧ is the cofactor as defined in 

(2.4.11).  

ÄÅÔὃ В ὧὃ В ρ ὓ ὃ  (2.4.17) 

Expanding along the third row in ὖ, the expression in (2.4.18) is obtained.  

ÄÅÔὖ ὖ ὓ ὖ ὓ ὖ ὓ ὓ ὓ ὓ   (2.4.18) 

The minors - , - , and -  can be obtained similarly to (2.4.16) and the final 

simplified forms are shown in (2.4.19) to (2.4.21). 

- ὤÔÁÎὮὤ    (2.4.19) 

- Ὦὤ ὤÔÁÎ   (2.4.20) 

- ὤὤ ὤ Ὦὤ ὤ  (2.4.21) 

Substituting expressions (2.4.19) ï (2.4.21) into (2.4.18) and introducing the variable 

— •Ⱦς ὯЉȾς for simplicity, equation (2.4.18) can be evaluated to be (2.4.22).  
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ÄÅÔὖ ὤὤ ὤ ὅὤÔÁÎ— Ὦὤ ὤ ὤÃÏÔς—  

 (2.4.22) 

Using the formulas in (2.4.23) ï (2.4.25), the expression  ὬὅȾcan be  

simplified to (2.4.26). As in section 2.2., Ὧ is the transversely clamped piezoelectric 

coupling constant, Ὤ is the piezoelectric transmitting constant, Ὡ is the piezoelectric 

stress constant, צ is the dielectric constant measured at constant strain, ὧ is the 

piezoelectrically stiffened elastic constant, ” is the density of the piezoelectric 

material, ὃ is the area of the piezoelectric transducer, Ὧ is the wave number, and 6 is 

the speed of sound in the piezoelectric medium (not to be confused with voltage ὠ 

across the piezoelectric transducer) [ 60, 63, 66].  

Ὧ   (2.4.23) 

Ὤ    (2.4.24) 

: ὃ”ὠ  (2.4.25) 

Љ Љ
  (2.4.26) 

Substituting (2.4.26), (2.4.22), and (2.4.16) into (2.4.8), equation (2.4.27) describing 

the particle velocity ὺ of the wave transmitted into the propagation medium for an 

applied voltage ὠ can be obtained, where — ὯЉȾς  [66].  

ὺ  (2.4.27) 

In the case where the transducer is air-backed, ὤ π and (2.4.27) can be simplified 

to (2.4.28) [66].  

ὺ    (2.4.28) 

In many cases, only the particle velocity at the frequency of maximum 

response for the transducer is of interest, as it is most desirable to operate at that 

frequency for maximum signal levels. For an unloaded resonator, in which a 

piezoelectric transducer is air-backed on both sides with : ὤ π, the maximum 
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acoustic response is obtained at the series resonance frequency Ὢ (also simply called 

the resonance frequency as it is where the electrical impedance of the transducer is 

minimum). This frequency can be related to the half-wavelength parallel resonance 

frequency Ὢ (also simply called the anti-resonance frequency of the transducer as it is 

where the electrical impedance of the transducer is maximum), defined in (2.4.29), by 

the approximation in (2.4.30) for materials with small piezoelectric coupling factor ὑ 

[66, 70].  

Ὢ ὠȾςЉ   (2.4.29) 

   (2.4.30) 

However, for a transducer that is loaded on one side by the impedance of a 

propagation medium, there is some deviation from either of these two frequencies, as 

shown in Fig. 2.4.2. From the figure, it can be seen that as the Ὧ of a piezoelectric 

transducer increases, the frequency response becomes less symmetric. For an unloaded 

transducer, this can be seen by the shift of Ὢ from Ὢ in (2.4.30) as Ὧ increases from 

0. In addition, as the impedance of the propagation medium increases, relative to the 

impedance of the piezoelectric transducer, the frequency response shape begins to 

change, with a lower frequency resonance and a higher frequency resonance appearing 

and the half wavelength resonance reducing in magnitude. This is because when the 

impedance of the propagation medium becomes much larger than the impedance of 

the piezoelectric material, the transducer is free at the air-backed end and fixed on the 

other end, allowing ʇȾτ and σʇȾτ modes to be excited [66]. For large propagation 

medium impedances, the maximum acoustic responses will occur at those two modes.   

For the case of an AlN transducer coupled to a silicon propagation medium, as 

shown in Fig. 2.4.1, as Ὧ for AlN is very small (typically around 5% to 7% [61]), the 

particle velocity frequency response can be considered to be almost symmetric. 

Furthermore, the acoustic impedance of AlN is greater than the acoustic impedance of 
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silicon. Therefore, the frequency of maximum response can be considered 

approximately equal to Ὢ, the parallel half wavelength resonance of the transducer, 

defined in (2.4.29), instead of the ʇȾτ and σʇȾτ modes.  

 

 

Figure 2.4.2: From [66]. The frequency response for the particle velocity ○ 

generated in a propagation medium of impedance ╩ by a transducer, with 

acoustic impedance ╩▬ and backing impedance of 0, is plotted for three cases of 

▓◄ (referred to as ╚  in the figure) and for varying ╩▬Ⱦ╩. The frequencies are 

normalized by the half wavelength parallel resonance frequency (anti-resonance 

frequency) █▬ of the transducer.  

 



 

45 

For convenience, the formula for the particle velocity of the wave excited into 

the propagation substrate by a transducer from (2.4.28) is repeated below in (2.4.31).  

ὺ    (2.4.31) 

Assuming the half wavelength resonance is the frequency of maximum response, the 

thickness of the transducer Љ is equal to ʇȾς and therefore the variable ʃ can be 

evaluated as in (2.4.32). 

—     (2.4.32) 

Using (2.4.32) and the trigonometric equalities in (2.4.33) ï (2.4.35), the expression in 

(2.4.31) can be simplified to (2.4.36), where the term ὺ  is used as a reminder 

that the frequency of maximum response is not exactly Ὢ. 

ÃÏÔ π  (2.4.33) 

ÃÏÔÃÏÔ“ ÌÉÍ
ᴼ

ÌÉÍ
ᴼ

ÌÉÍ
ᴼ

 (2.4.34) 

ÌÉÍ
ᴼ

πȢυ   (2.4.35) 

ὺ
Ȣ

  (2.4.36) 

The imaginary term in (2.4.36) means that it is still difficult to apply this 

expression directly. However, as the particle velocity magnitude is often what is of 

interest, equation (2.4.37) can be written. 

ὺ

Ȣ

  (2.4.37) 

By rearranging (2.4.37), an interesting result can be obtained. The frequency 

dependence of (2.4.37) is captured in the clamped capacitance term #, which is 

dependent on the thickness Љ of the transducer. The half wavelength parallel resonance 

frequency Ὢ, which is the frequency at which the transducer is assumed to be 

operating at changes as the thickness Љ of the transducer changes by (2.4.29), repeated 

below in (2.4.38) for convenience.  
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Ὢ ὠȾςЉ    (2.4.38) 

Therefore, the clamped capacitance # can be rewritten as (2.4.39).  

#     (2.4.39) 

Substituting this result into (2.4.37), equation (2.4.40) can be obtained.  

ὺ

Ȣ

  (2.4.40) 

From (2.4.40), it can be seen that, ignoring electrical matching and material 

loss considerations, as a transducer is designed for higher resonance frequencies, the 

particle velocities generated by the transducer will increase proportionally. This may 

prove useful for ultrasonic actuation applications such as in microfluidics or 

biomedical applications, where a high frequency transducer may allow for higher 

acoustic intensity to be generated without increasing transducer drive voltage, which is 

limited by the voltage limitations of CMOS electronics.   

As an example of the use of equation (2.4.37), the particle velocity magnitude 

generated in silicon by a ρππ ʈÍ ρππ ʈÍ AlN transducer is calculated for AlN film 

thickness of ς ʈÍ, assuming no absorption loss in the piezoelectric film. The material 

properties used are from [48] and [62]. The applied voltage magnitude ὠ is assumed to 

be ρ 6 for simplicity. The variables that need to be calculated are therefore the 

piezoelectric transmitting constant Ὤ, the clamped capacitance ὅ, the acoustic 

impedance of the propagation medium ὤ, the piezoelectric coupling factor ὑ , and 

the acoustic impedance of the transducer ὤ. These variables are defined as below. 

Ὤ Ὤ     (2.4.41) 

#
Љ

    (2.4.42) 

: ὃὤȟ ὃ”ὠ   (2.4.43) 

: ὃὤȟ ὃ ὧ”   (2.4.44) 

Ë    (2.4.45) 
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The variables # and : can be computed readily in (2.4.46) and (2.4.47) from 

the information provided in [48] and [62]. The dielectric constant for aluminum nitride 

is 9.9 and for silicon, the bulk velocity is ψτσπ ÍȾÓ and the density is ςȢστ ÇȾÃÍ. 

The area of the transducer is ρππ ʈÍ ρππ ʈÍ and the thickness of the AlN thin film 

is ς ʈÍ.  

#
Ȣ Ȣ

& πȢτσψρ Ð&  (2.4.46) 

: ὃ ψτσπ ÍȾÓ ςȢστ ÇȾÃÍ ! ρωȢχςφς -2ÁÙÌ  (2.4.47) 

The rest of the terms require knowledge of the Ὡ and ὧ matrices, neither of which are 

given. However, using the following relations, they can be determined from the Ã and 

Ὠ matrices, which are provided.  

From [62], the stiffness matrix Ã is defined by (2.4.48), where the individual 

coefficients are Ã σωφ '0Á, Ã ρσχ '0Á, Ã ρπψ '0Á, Ã σχσ '0Á, and 

Ã ρρφ '0Á.  

Ã

ụ
Ụ
Ụ
Ụ
Ụ
ợ
ὧ ὧ ὧ π π π
ὧ ὧ ὧ π π π
ὧ ὧ ὧ π π π
π π π ὧȾς π π
π π π π ὧȾς π
π π π π π ὧ ὧ ȾςỨ

ủ
ủ
ủ
ủ
Ủ

  (2.4.48) 

The piezoelectric strain matrix Ὠ is defined by (2.4.49), where the individual 

coefficients are Ä τȢωψ ÐÍȾ6, Ä ρȢωψ ÐÍȾ6, and Ä τȢπ ÐÍȾ6 [62]. 

Ä

ụ
Ụ
Ụ
Ụ
Ụ
ợ
π π Ὠ
π π Ὠ
π π Ὠ
π Ὠ π
Ὠ π π
π π πỨ

ủ
ủ
ủ
ủ
Ủ

   (2.4.49) 

Using the following relation in (2.4.50), the stress matrix Ὡ can be obtained. 

Ὡ Ὠ ὧ
π π π π πȢτφτπ
π π π πȢτφτ π π
πȢυρχυπȢυρχυρȢτςωω π π π

 #ȾÍ  

 (2.4.50) 
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Using the value of Ὡ  from (2.4.50), the expression for Ὤ from (2.4.41) can be 

evaluated.  

Ὤ
Ȣ  Ⱦ

Ȣ Ȣ  Ⱦ
ρφȢσρςρπ 6ȾÍ  (2.4.51) 

The stiffened elastic constant is defined in (2.4.52), where +  is the piezoelectric 

coupling constant. The stiffness constant of interest Ã  can then be solved as in 

(2.4.54).  

ὧ ὧ ρ ὑ        (2.4.52) 

ὑ
Ȣ Ȣ

  Ȣ Ȣ  
πȢπφςυ (2.4.53) 

Ã ὧ ρ ὑ σχσ '0ÁρȢπφςυσȢωφσρπ 0Á (2.4.54) 

The piezoelectric coupling constant Ë can now be evaluated as below in (2.4.55).   

Ë
Ȣ Ȣ

Ȣ   Ȣ Ȣ  
πȢπυψω  (2.4.55) 

The acoustic impedance of the AlN layer can also be evaluated as in (2.4.56), where 

the density of AlN is ςσςπ ËÇȾÍ .  

: ὃ ὧ” ὃ σπȢσςςψ -2ÁÙÌ   (2.4.56) 

Substituting in all these values in to (2.4.37) and assuming actuation voltage of 

1V, the particle velocity magnitude at the half wavelength parallel resonance 

frequency can be determined in (2.4.58). 

ὺ

Ȣ

Ȣ Ȣ  

Ȣ  Ȣ  
Ȣ  Ȣ  

   (2.4.57) 

ὺ πȢπχς ÍȾÓ  (2.4.58) 

The frequency at which this particle velocity magnitude is obtained is given by 

Ὢ
Љ Љ  

ρσπχπ σȢςφχυ '(Ú (2.4.59) 
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From the controlled source model evaluated in Cadence, the frequency of 

maximum response is obtained to be approximately 3.176GHz, with a particle velocity 

magnitude of 72.5 mm/s, which is in close agreement with the approximate value 

obtained by using equation (2.4.37). In experiment conditions, however, this estimated 

value would not entirely be an accurate approximation due to the presence of electrode 

and oxide layers, which would change the resonance frequencies of the transducer.   

With equation (2.4.37), the goal stated at the beginning of this section of 

obtaining a simple analytical expression to estimate the acoustic response in a 

propagation medium for a voltage applied to a transducer has been achieved. Note, 

however, that (2.4.37) is only valid for a transducer that is air backed on one side, is 

stiffer than the propagation medium (:Ⱦ: ρ), and has a small Ë. As such, for 

more complex geometries and film stacks, the KLM model or FEM simulations 

should be used.  
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CHAPTER 3 

WAVE PROPAGATION MODELING AND CHARACTERIZATION 

 

The concept of wave spreading via diffraction is all around us, from the fuzzy 

edges seen on shadows, or the diffraction patterns generated by pin-holes. In classical 

ray theory, light is assumed to move in a straight line away from a source. Therefore, 

if a circular coherent light source is placed at some distance away from an observation 

plane, according to ray theory, one would expect to see an illuminated circle of the 

exact same shape and size as the original source on the observation plane. In reality, 

however, diffraction causes waves to spread out from all the different points on the 

source and interfere with each other, generating a pattern with circular fringes often 

referred to as an Airy pattern.  

Diffraction is a wave phenomenon and therefore affects acoustic waves 

propagating from the GHz sonic transducers. In communications applications such as 

the ultrasonic TSV and GHz sonic memory discussed in this work, wave spreading 

from diffraction introduces signal loss and cross-talk between adjacent transducers. In 

imaging applications such as the GHz ultrasonic fingerprint reader, diffraction can 

reduce the resolution attainable by increasing the beam width of the acoustic beam 

emanating from a transducer.  

While diffraction effects can be modeled using FEM simulation software such 

as PZFlex, many of the geometries of interest to the GHz ultrasonic applications 

discussed in this work result in problems that are too big to solve in a reasonable 

amount of time without errors using FEM. For example, consider a transducer on a 

725 µm thick piece of silicon. Assuming an area of interest of 500 µm by 500 µm, for 

simulating diffraction side-lobes for transducers with diameters of tens of microns, an 

isotropic bulk velocity of 8430 m/s [48], a frequency of 1 GHz, and the need to sample 
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each wavelength with at least 20 elements, the mesh required to solve the complete 

problem in 3D must contain at least 2.4 billion elements, which would require a very 

long time to simulate, perhaps prohibitively long. While a 2D FEM model may suffice 

in some cases, more intuition and faster computation time can instead be obtained by 

using analytical diffraction models while sacrificing some accuracy.  

However, the use of analytical diffraction models requires an understanding of 

the physical approximations used to obtain them so that the appropriate model can be 

used for a given situation. One of the goals of this chapter is to elucidate which 

expressions are appropriate for modeling wave propagation from GHz sonar 

transducers and give an overview of some of the more simpler, but still useful, 

analytical expressions. If an analytical equation is too complicated or requires too 

much computation time, then there is no advantage to using it over a finite element 

model, because of the advantage of providing better intuition or faster computation is 

lost. 

It is also desirable to ascertain the validity of diffraction models 

experimentally. In this chapter, a method for using a Polytec UHF high frequency 

vibrometer for measuring transient displacement patterns generated by a GHz sonar 

transducer will be presented with some initial results. In addition, experimental results 

from phased array focusing will be compared with expected values from analytical 

diffraction calculations. 

 

Section 3.1: Introduction to Elastic Waves 

Before delving into analytical diffraction models, it should be noted that 

because the study of acoustic diffraction originated from the study of sound 

propagation in air and in water, much of the diffraction equations and analyses 

presented in the literature are derived for those cases. Therefore, it is pertinent to first 
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consider what key differences need to be accounted for in modeling wave propagation 

in solids versus modeling wave propagation in fluids, i.e. liquids or gases. 

Elastic waves in a medium can be described by three field variables ï strain ╢, 

stress ╣, and particle displacement ◊. Note that stress and strain are second order 

tensors and particle displacement is a vector, as shown in (3.1.1) ï (3.1.3) [71,72] in 

both the full and reduced notations. 

╣

Ὕ Ὕ Ὕ

Ὕ Ὕ Ὕ

Ὕ Ὕ Ὕ

ụ
Ụ
Ụ
Ụ
Ụ
Ụ
ợ
Ὕ
Ὕ

Ὕ
Ὕ

Ὕ
Ὕ Ứ
ủ
ủ
ủ
ủ
ủ
Ủ

ụ
Ụ
Ụ
Ụ
Ụ
ợ
Ὕ
Ὕ
Ὕ
Ὕ
Ὕ
ὝỨ
ủ
ủ
ủ
ủ
Ủ

  (3.1.1) 

╢

Ὓ Ὓ Ὓ

Ὓ Ὓ Ὓ

Ὓ Ὓ Ὓ

ụ
Ụ
Ụ
Ụ
Ụ
Ụ
ợ
Ὓ
Ὓ

Ὓ
ςὛ

ςὛ
ςὛ Ứ
ủ
ủ
ủ
ủ
ủ
Ủ

ụ
Ụ
Ụ
Ụ
Ụ
ợ
Ὓ
Ὓ
Ὓ
Ὓ
Ὓ
ὛỨ
ủ
ủ
ủ
ủ
Ủ

  (3.1.2) 

◊

ό
ό
ό

   (3.1.3) 

These field variables are governed by three elastic field equations ï the strain-

displacement relation in (3.1.4), the equation of motion in (3.1.5), and the elastic 

constitutive equation in (3.1.6), where the colon denotes the inner product of second 

order tensors [72].  

╢ ᶯ◊ ◊ɳ ◊ɳ     (3.1.4) 

 ɳϽ╣ ”
◊
╕     (3.1.5) 

╣ ╬ȡ╢ Ɫȡ
╢
     (3.1.6) 

In an isotropic solid, material properties are independent of the orientation of 

the coordinate system. It can be shown that for isotropic solids, the stiffness matrix ╬ 

can be reduced to a matrix with just two independent elastic constants ‗ and ‘ that are 

known as the Lamé coefficients, as in (3.1.7) [71, 72]. 
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╬

ụ
Ụ
Ụ
Ụ
Ụ
ợ
‗ ς‘ ‗ ‗ π π π
‗ ‗ ς‘ ‗ π π π
‗ ‗ ‗ ς‘ π π π
π π π ‘ π π
π π π π ‘ π
π π π π π ‘Ứ

ủ
ủ
ủ
ủ
Ủ

   (3.1.7) 

From the above relations, the wave equation in (3.1.8) can be obtained [3], 

assuming zero body force ╕. 

”
◊

‗ ς‘ᶯ Ͻɳ◊ ‘ᶯ ᶯ ◊  (3.1.8) 

The particle displacement vector ◊ can be decomposed into a divergence-less 

component ◊╢ and an irrotational component ◊╛, which are defined by a vector 

potential ⱶ and a scalar potential •, respectively, as shown in (3.1.9) ï (3.1.11) [1][3]. 

The divergence-less displacement ◊╢ describes shear waves and the irrotational 

displacement ◊╛ describes longitudinal (bulk) waves.    

◊ ◊╢ ◊╛ ᶯ ⱶ •ɳ  (3.1.9) 

◊╢ ᶯ ⱶ   (3.1.10) 

◊╛ •ɳ   (3.1.11) 

Substituting into the wave equation and using the identities Ͻɳᶯ ⱶ π 

and ɳ •ɳ π, it can be shown that two uncoupled wave equations, (3.1.12) and 

(3.1.13), can be obtained [63, 71]. 

” ‗ ς‘ᶯ• π  (3.1.12) 

”
ⱶ
‘ɳ ⱶ   (3.1.13) 

These two equations demonstrate that both a pure longitudinal wave and a pure 

shear wave can exist in an isotropic solid, independent of each other, propagating with 

velocities ὧ and ὧ, respectively, defined in (3.1.14) ï (3.1.15).  

ὧ   (3.1.14) 

ὧ   (3.1.15) 
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In an inviscid fluid (no viscosity), shear stresses cannot exist. Therefore, the 

coefficient ‘ goes to 0 for inviscid fluids, leaving only the wave equation for 

longitudinal waves. By convention, the velocity potential ‰ is used, instead of the 

displacement potential •, and is defined in (3.1.16), where ○ is the particle velocity 

vector, which is simply the time derivative of the particle displacement ◊. Either 

potential can be used with no difference in results [71]. 

○ ‰ɳ    (3.1.16) 

○
◊
    (3.1.17) 

Therefore, the following wave equation can be obtained.  

ᶯ•    (3.1.18) 

In a fluid, a scalar hydrostatic pressure ὴ is typically used, instead of stress. 

Note that stress is the surface force per unit area applied to a surface of an acoustic 

particle. In a fluid, the stress is isotropic and therefore independent of the orientation 

of the surface. Furthermore, only normal stresses (no shear stresses) can exist in an 

inviscid fluid. That is, if the acoustic particle is a cube in a Cartesian system as shown 

in Fig. 3.1.1, the stress can be described as in (3.1.19), with a scalar pressure p, where 

the negative sign notation is because compression is typically defined as a negative 

stress [71].   

 

╣

ὴ π π
π ὴ π
π π ὴ

  (3.1.19) 
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Figure 3.1.1: Normal stresses for a cube in a Cartesian coordinate system 

 

From the relations ɳϽ╣ ὴɳ ”
○
 and ○ ‰ɳ, the pressure can be 

related to the velocity through the following equation. 

ὴ ”    (3.1.20) 

The wave equation can then be expressed in terms of pressure in (3.1.21), where the 

longitudinal velocity ὧ is defined in (3.1.22) and the parameter ‖ is the 

compressibility of the fluid [71]. 

ᶯὴ     (3.1.21) 

ὧ    (3.1.22) 

In the following sections, the wave equation for acoustic waves in fluids, 

(3.1.18) or (3.1.21), will be built upon to derive diffraction equations, where the 

pressure p will be used to represent the bulk wave stress field Ὕ, greatly simplifying 

the mathematics. While full derivations are not shown for many of the equations used 

in the interest of brevity, they can be found in the references [51, 60, 63, 71-72].  

The effects of shear waves will also be ignored. This is a reasonable 

approximation to make. In experiments, the GHz sonar transducers are observed to be 
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much more efficient at radiating and receiving bulk waves, due to the geometries of 

the devices, as no acoustic echoes corresponding to the time delays associated with 

slower shear waves are observed. In addition, it is known that in an isotropic solid, for 

far field distances from a radiating bulk wave transducer and at sufficiently high 

frequencies, shear wave radiation can be ignored [71]. 

A third simplification that will be employed is to treat silicon as an isotropic 

material even though it is actually an anisotropic crystalline material. Experiment 

results presented later in this section show that isotropic models correspond reasonably 

well with measured results such that it is not necessary to consider anisotropy, due to 

the complexity of the associated mathematics, at least for the ultrasonic TSV, sonic 

memory and GHz ultrasonic fingerprint sensor discussed in this work.  

 

Section 3.2: Greenôs Function Method and the Rayleigh Integral 

In this section, the Greenôs function method for calculating diffraction from a 

source will be introduced. The main idea of this method is to represent an arbitrary 

source distribution by a collection of point sources. By solving for the velocity 

potential from a single point source, the velocity potential from the source distribution 

can be determined by simply integrating the fields of the individual point sources [60]. 

The purpose of this discussion is to highlight the boundary condition used in the 

derivation ï for the case of a rigid baffled boundary condition, such as a loudspeaker 

radiating into air, the Greenôs function method yields the Rayleigh integral, which is 

often used to model wave propagation in fluids. For the GHz sonar transducer, a 

pressure release boundary condition should be used instead. However, it will be shown 

that in the far field, these expressions converge, and therefore unless near-field 

modeling is of interest, diffraction models derived from the Rayleigh integral will be 

suffice.  



 

57 

 

 

Figure 3.2.1: Source distribution enclosed by a closed surface 

 

From the previous section, the velocity potential ‰ is defined by (3.2.1), where 

○ is the particle velocity vector, ὸ is time, and ► is the position vector.  

○►Ƞὸ ‰ɳ►ȟὸ   (3.2.1) 

In an inviscid fluid, the wave equation in (3.2.2) applies, where (3.1.18) is modified to 

add an additional term Ὢ►ȟὸ to represent the body forces due to a source distribution.  

ᶯ‰ Ὢ►Ƞὸ  (3.2.2) 

Taking the Fourier transform of (3.2.2), equations (3.2.3) and (3.2.4) are obtained, 

where Ὧ Ⱦὧ ς“Ⱦ‗ is the wave number and ‗ is the wavelength (not to be 

confused with the Lamé coefficient). Equation (3.2.4) is also known as the Helmholtz 

equation.  

ɮ ᶯɮ Ὂ►Ƞ    (3.2.3) 

ᶯ Ὧ ɮ Ὂ►Ƞ     (3.2.4) 
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Assume a collection of point sources in the source distribution Ὂ►ȟ , where 

► is the position vector and ,is the angular frequency of vibration of the source  

which is enclosed by a surface Ὓ, as shown in Fig. 3.2.1.  

A Greenôs function Ὃ►ȿ►  is a particular solution for ɮ in (3.2.4), for a point 

source of unit strength located at ► that satisfies (3.2.5) below, where ► ►  is 

the Dirac delta function [73]. The notation Ὃ►ȿ►  used in [60] is borrowed and 

refers to the value of G at the point ► for a source at ►.  

ᶯ Ὧ 'ἺȿἺ ► ►   (3.2.5) 

Using (3.2.4) and (3.2.5), the integral form for the velocity potential at an observation 

point ► can be derived [60], where Ⱦὲ is a partial derivative with respect to the 

surface normal vector for a point on Ὓ.  

ɮ►Ƞ Ḁ Ὃ►ȿ►
►Ƞ

ɮ►Ƞ
►ȿ►

ὨὛ

ḁ Ὃ►ȿ► Ὂ►ȠὨὠ  (3.2.6) 

Using this equation, given a source distribution and a set of boundary conditions, the 

velocity potential at an observation point can be determined. 

In the case that no sources exist within the closed surface Ὓ, (3.2.6) can be 

simplified to the following form: 

ɮ► Ḁ Ὃ►ȿ►
►

ɮ►
►ȿ►

ὨὛ  (3.2.7) 

The existence of a velocity potential in Ὓ means that parts of the boundaries must be 

acting as a source ï such as in the case of a piezoelectric transducer on the boundary 

of Ὓ.   

The Greenôs function Ὃ►ȿ►  must be chosen to satisfy (3.2.4) and the 

boundary conditions for the problem of interest. From (3.2.7), it can be seen that, on 

the surface Ὓȟ if Ὃ is 0, then ɮȾὲ needs to be specified. This is called the Dirichlet 

boundary condition, which is also known as the Huygen boundary condition. If 

ὋȾὲ is 0, then ɮ needs to be specified. This is called the Neumann boundary 
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condition, which is also known as the radiating dipole boundary condition. ɮȾὲ is 

equivalent to the normal component of the particle velocity, ὺ. Therefore, for the 

Dirichlet boundary condition, ὺ along the surface Ὓ needs to be specified as the 

boundary condition. For the Neumann boundary condition, as the pressure phasor is 

proportional to ɮ, then the pressure needs to be specified as the boundary condition 

[60, 74].  

By the method of images, the following Greenôs functions Ὃ  and Ὃ , can be 

derived for the Dirichlet and the Neumann boundary conditions, respectively [60, 71].  

Ὃ ὶ     (3.2.8) 

Ὃ ὶ     (3.2.9) 

Ὑ ὼ ὼ ώ ώ ᾀ ᾀ   (3.2.10) 

Ὑ ὼ ὼ ώ ώ ᾀ ᾀ    (3.2.11) 

╡ ► ►      (3.2.12) 

Substituting in these two Greenôs functions into equation (3.2.7), the velocity 

potentials ɮ  and ɮ  for the two boundary conditions can be determined, where 

ÃÏÓ▪ȟ╡  refers to the cosine of the angle formed between the surface normal vector 

▪ and the vector ╡ that points from the point source to the observation point. The 

equations in (3.2.13) and (3.2.14) describing the velocity potentials are called the 

Rayleigh-Sommerfeld diffraction equations.  

ɮ Ḁ ɮÃÏÓ▪ȟ╡ ὮὯ ὨὛ   (3.2.13) 

ɮ Ḁ ὨὛ      (3.2.14) 

The mean of ɮ  and ɮ , the velocity potential ɮ  shown in equation (3.2.15) below, 

is itself also a solution to (3.2.6) and applies to the case when there is a source 

distribution enclosed by a surface in an infinite medium [60]. This is referred to as the 

Kirchhoff boundary condition. 

ɮ Ḁ ɮ ÃÏÓ ▪ȟ╡ ρ ὨὛ  (3.2.15) 
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To know which of equations (3.2.13), (3.2.14), and (3.2.15) to use, the physical 

meaning behind these boundary conditions must be understood.  

The Dirichlet or Huygen function in (3.2.13) refers to the case in which a 

transducer is surround by a rigid infinite baffle. That is, the transducer is located on a 

plane, say at ᾀ π, and everywhere on that plane, except on the face of the 

transducer, the normal component of particle velocity is zero. This is sometimes 

simply called a rigid baffle boundary condition. One example where this boundary 

condition applies is on a sonar transducer mounted on the side of a naval ship. The 

Kirchhoff function in (3.2.15) applies to the case where an unbaffled transducer 

produces no radiation from its back surface, and is totally immersed in an uniform 

infinite acoustic medium [60, 74]. Lastly, the Neumann or radiating dipole function in 

equation (3.2.14) refers to the case where there is zero acoustic pressure on the ᾀ π 

plane where the transducer is located, except on the face of the transducer itself. Due 

to the zero pressure, this is also known as a pressure release boundary condition. This 

is the boundary condition that is applicable to when a transducer is applied on an air to 

liquid or air to solid interface [71, 74]. Therefore, this is the appropriate boundary 

condition to use for analyzing the GHz sonar transducers discussed in this work, as 

they consist of thin film AlN transducers situated on an air to silicon boundary. In the 

case of sonar transducers located in a multi -chip stack or with an absorbing backing 

layer, the Kirchhoff boundary condition would apply [51]. 

To obtain the time dependent form of the Dirichlet and Neumann equations, 

the inverse Fourier transforms of (3.2.13) and (3.2.14) are taken. Assuming Ὑḻ

‗Ⱦς“, the following equations describing the time dependent velocity potentials are 

obtained [60, 71], where ὺ refers to the particle velocity normal to the surface Ὓ.  

‰ ►Ƞὸ Ḁ ÃÏÓ▪ȟ╡ὨὛ  (3.2.16) 
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‰ ►Ƞὸ Ḁ ὨὛ   (3.2.17) 

Equation (3.2.17) is known as the Rayleigh integral and most of the simpler diffraction 

modeling equations introduced in the next sections are derived from this expression.  

However, will those expressions apply to the case of the GHz sonar transducer 

on silicon, considering that a pressure release surface is the actual boundary condition 

that should be used? In the far field case, at small angles, it turns out that bulk waves 

in a solid behave the same as bulk waves in an equivalent fluid medium [75]. In the 

next section, it will also be shown that indeed the equations for the different boundary 

conditions converge in the far field and therefore use of the Neumann expression 

instead of the Dirichlet expression is an acceptable approximation.  

 

Section 3.3: Radiation from Circular and Rectangular Transducers 

In this section, radiation from circular and rectangular transducers will be 

described, as well as the Fraunhofer approximation expressions for the fields from 

those transducer geometries. In addition, a single integral expression that can be used 

to model radiation from a circular radiator for the Dirichlet, Neumann, and Kirchhoff 

boundary conditions will be introduced and used to show the convergence of the three 

expressions in the far field. The advantage of this expression is that it is much faster to 

compute than double integral expressions such as the Rayleigh integral. Expressions 

for the full-width half maxima (FWHM) of the circular and spherical transducers will 

be introduced ï the FWHM is essentially the beam width of a transducer and can be 

used for a quick estimation of whether the beams of two adjacent transducers overlap.  

Consider a radiating surface S, as shown in Fig. 3.3.1, located on the source 

plane at ᾀ π. Coordinates on the source plane are denoted by ὼȟώ . An 

observation plane lies a distance ᾀ, on the z axis, away from the source plane and the 
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field on this observation plane is to be calculated. Coordinates on the observation 

plane are denoted by ὼȟώ .  
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Figure 3.3.1: Geometry for evaluating radiation from a radiating surface S 

 

The velocity on the source plane, ὺ ὸ, as used in the Rayleigh integral in 

(3.2.17), can be rewritten as (3.3.1) below, where monochromatic sinusoidal drive of 

the radiating surface is assumed.  

ὺ ὼȟώȠὸ ‚ὼȟώὺὩ    (3.3.1) 

The spatial variation of the drive velocity is separated out into ‚ὼȟώ , which is 

called an apodization function. The Rayleigh integral can then be rewritten as [60]: 

‰ ὼȟώȟᾀȠὸ Ḁ
ȟ

ὨὛ Ḁ ‚ὼȟώὩ ὨὛ  (3.3.2) 

The approximate expression comes about as a result of assuming the distance z is 

large enough such that variations in R in the integral can be ignored.  

The distance R between a point on the source plane and the observation plane 

is given by (3.3.3) 
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Ὑ ᾀ ὼ ὼ ώ ώ ᾀρ   (3.3.3) 

Recall that the Taylor expansion for the square root of ρ ὼ is given by (3.3.4). 

Ѝρ ὼ ρ ὼ ὼ ὼ Ễ   (3.3.4) 

Therefore, the expression for R can be expanded as: 

Ὑ ᾀρ ὼ ώ ςὼὼ ώώ ὼ ώ Ễ   (3.3.5) 

The Fresnel approximation is obtained by ignoring all higher order terms in the 

Taylor expansion not shown in (3.3.5). The Fraunhofer approximation is obtained by 

neglecting the ὼ ώ term in the assumption that the distance z is far enough such 

that, for the maximum values of ὼ ώ of interest, Ḻᾀ. 

When is it valid to use the Fraunhofer approximation? Typically, for a circular 

transducer, the transition point between the far field and the near field is when ᾀ

ὥȾ‗, where ὥ is the radius of the transducer. This distance is also known as the 

Rayleigh distance or natural focus of the transducer. The Fresnel approximation is 

valid well into the near-field. The Fraunhofer approximation, on the other hand, 

requires larger distances well into the far-field. It has been shown that for distances 

ᾀ ςȢσὥȾ‗, the error between the Fraunhofer approximation and the full Rayleigh 

integral expression is less than 5% [60]. This distance can be used as the minimum 

distance at which the use of the Fraunhofer approximation is deemed acceptable.  

The Fraunhofer approximation is useful because it can be rewritten into a 

simple 2D Fourier transform form. Applying the Fraunhofer approximation to (3.3.2), 

equation (3.3.6) is obtained below. An aperture function ɱὼȟώ  is defined that is 1 

for all points inside the radiating surface S and 0 for all points outside of it. This 

enables the integral to be taken from Њ to Њ, which allows for putting the 

expression in terms of a Fourier transform. 

‰ ὼȟώȟᾀȠὸ Ὡ

᷿ ᷿ ɱὼȟώ‚ὼȟώὩ ὨὼὨώ   (3.3.6) 
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Defining spatial frequencies as Ὧ ὯὼȾᾀ and Ὧ ὯώȾᾀ and using (3.1.20) to 

convert from velocity potential to pressure, (3.3.7) is obtained, where ὴ is the pressure 

phasor and the harmonic time dependence Ὡ  is implicitly assumed.  

ὴὼȟώȟᾀȠ Ὡ

᷿ ᷿ ɱὼȟώ‚ὼȟώὩ ὨὼὨώ    (3.3.7) 

Recall the definition of the 2-D Fourier transform ὊὯȟὯ  of a function Ὢὼȟώ: 

ὊὯȟὯ ᴑὪὼȟώ ᷿ ᷿ ὪὼȟώὩ ὨὼὨώ   (3.3.8) 

The integral in (3.3.7) is simply the Fourier transform of ɱὼȟώ‚ὼȟώ  with 

spatial frequencies Ὧ ὯὼȾᾀ and Ὧ ὯώȾᾀ.  

(3.3.7) can therefore be written as (3.3.9) 

ὴὼȟώȟᾀȠ Ὡ ᴑɱὼȟώ‚ὼȟώ     (3.3.9) 

This expression shows that the far field pressure field is simply the Fourier transform 

of the product of the apodization and aperture functions multiplied by a constant term 

and a phase term.  
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Figure 3.3.2: Geometry for evaluating radiation from a circular transducer 
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For uniformly driven transducers, the apodization function ‚ὼȟώ  is simply 

unity for all points. It can be shown that the Fraunhofer approximation expressions for 

uniformly driven circular and square transducers can be derived from equation (3.3.9) 

by replacing the aperture function with a circ function or a rect function, respectively, 

that simply describes the shape of the transducer [60]. 

Therefore, for a circular transducer with the geometry shown in Fig. 3.3.2, the 

Fraunhofer approximation is given by (3.3.10), where a is the radius of the transducer, 

R is the distance from the center of the transducer to the observation point, — is the 

angle R makes with the z axis, and ὐ denotes a Bessel function of the first order [60]. 

ὴὙȟ—ȟᾀȠ Ὡ   (3.3.10) 
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Figure 3.3.3: Geometry for evaluating radiation from a rectangular transducer 

 

For a rectangular transducer with the geometry shown in Fig. 3.3.3, the 

Fraunhofer approximation is given by (3.3.11), where W is the width of the 

transducer, H is the height of the transducer, R is the distance from the center of the 
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transducer to the observation point and the sinc function is defined as ίὭὲὧ ὼ

ÓÉÎ“ὼȾ“ὼ [60]. 

ὴὼȟώȟᾀȠ Ὡ ὡὌ ίὭὲὧ  ίὭὲὧ    (3.3.11) 

As the distance z is large compared with the size of the transducer, generally it is an 

acceptable approximation to use Ὑ ᾀ in (3.3.10) and (3.3.11).  

A plot comparing beam patterns for square transducers of widths 60 ‘ά and 

τπ ‘ά and circular transducers with those same diameters along the ώ π axis is 

shown in Fig. 3.3.4 below, where the pressure phasor magnitude is normalized by 

ὖ ”ὺὧ. The physical meaning of ὖ will be discussed later in this section. The 

slightly different pressure magnitude for square transducers from circular transducers 

is primarily due to the larger area.   

 

Figure 3.3.4: Fraunhofer approximation beam pattern comparison between 

square and circular transducers assuming a round trip through silicon of 

thickness 725 µm for a total propagation distance of 1450 µm, a frequency of 1.3 

GHz, and a velocity of 8430 m/s, along the ◐▫  axis. 
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From Fig. 3.3.4, it can be seen that the beam patterns consist of a single main 

lobe, or center lobe, centered at ὼ π where most of the energy is concentrated, 

along with several side lobes. Larger transducers have a more focused, narrower 

center lobe, while smaller transducers have a broader, less focused center lobe.  

A useful parameter for defining the width of the center lobe of a transducer is 

the full width half maximum (FWHM), defined as the distance between the two points 

where the pressure falls to half the maximum value. For a circular transducer of radius 

a, the FWHM is defined by (3.3.12) [60]. For a square transducer of width W, the 

FWHM is defined by (3.3.13) [76]. 

ὊὡὌὓ  ρȢτᾀ‗Ⱦςὥ    (3.3.12) 

ὊὡὌὓ ρȢςπφ‗ᾀȾὡ   (3.3.13) 

The FWHM can be used as an estimate of the minimum distance between which 

transducers used in separate communication channels should be placed apart. For 

example, for the 60 ‘ά wide square transducers in Fig. 3.3.4, the FWHM is 

approximately 189 ‘ά wide. Therefore, transducers of this size used in adjacent 

communication channels should be placed at least 189 ‘ά apart due to cross talk 

concerns. In the next section, crosstalk between transducers will be discussed in detail.  

From the ᾀ ςȢσὥȾ‗ criterion for the Fraunhofer approximation discussed 

previously, for the 1.45 mm silicon thickness and the 1.3 GHz frequency used for Fig. 

3.3.4, the maximum transducer radius that we may use this approximation for is 

φτ ‘ά. For larger transducers, the Fresnel approximation or the full Rayleigh integral 

should be used. These methods require double integrals to be calculated, which may 

be time consuming depending on the accuracy required and the number of field points 

to be calculated. 

Fortunately, it has been shown that, for the case of a circular transducer, it is 

possible to convert the double integral expressions for velocity potentials in equations 
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(3.2.13), (3.2.14), and (3.2.15) for the Dirichlet, Neumann, and Kirchhoff boundary 

conditions into a single integral expression, allowing for faster computation time [60, 

74, 77]. Unlike the Fraunhofer approximation, which also allows for fast computation, 

the single integral expressions are valid for all distances in the near field and far field. 
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Figure 3.3.5: Geometry for single integral diffraction expressions 

 

Using those results, for the geometry in Fig. 3.3.5, the pressure can be defined 

by the expression in (3.3.14), where R is defined by equation C14 and ꞊ is the 

Heaviside step function [60]. The function ὪᾀȟὙ  varies depending on the boundary 

condition on the plane where the transducer is situated. For a rigid baffle condition, as 

in the Neumann case, Ὢ is described by equation (3.3.16). For the pressure release 

condition, that is the Dirichlet case, Ὢ is described by equation (3.3.17). The Kirchhoff 

boundary condition is described by equation (3.3.18).  
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ὴὶȟᾀȠὸ ”ὧὺ ꞊ ὥ ὶὩ ᷿Ὡ ὪᾀȟὙὨ—     (3.3.14) 

Ὑ ᾀ ὦ ᾀ ὥ ὶ ςὥὶÃÏÓ—   (3.3.15) 

Ὢ ᾀȟὙ ρ    (3.3.16) 

Ὢ ᾀȟὙ ᾀȾὙ   (3.3.17) 

Ὢ ᾀȟὙ    (3.3.18) 

Assuming the same conditions as in Fig. 3.3.4, equation (3.3.14) is evaluated 

for all three boundary conditions for a 60 ‘ά diameter transducer, at 1.3 GHz 

frequency, and a propagation distance of 1450 ‘ά. Of interest is the field on the ᾀ π 

axis, where the transducer is located. Plotting this field along the x-axis and 

normalizing by ὖ ”ὺὧ, Fig. 3.3.6 is obtained.  

 

 

Figure 3.3.6: Normalized pressure on the transducer plane for the pressure 

release, rigid baffle, and Kirchhoff boundary conditions 

 

For the pressure release surface (Dirichlet), the pressure magnitude is ὖ on the 

face of the transducer and zero elsewhere, as expected from the boundary conditions 

defined for the problem. However, for the rigid baffle and Kirchhoff boundary 
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conditions, this is not the case. For those conditions, ὖ is the pressure magnitude that 

would exist on the face of the transducer if the transducer diameter were infinite [78].  

It is important to see what differences between the pressures for these three 

boundary conditions and the Fraunhofer approximation for a circular transducer are in 

the far field, as that is the typical regime used for GHz sonar transducers. The 

normalized pressure at the ᾀ ρτυπ ‘ά plane is plotted in Fig. 3.3.7 below.  

 

 

Figure 3.3.7: Single integral diffraction expression evaluated for the three 

different boundary conditions for a 60 Ⱨ□ diameter circular transducer, at 1.3 

GHz frequency and a propagation distance of 1450 Ⱨ□, and compared with the 

Fraunhofer approximation expression for a circular transducer 

 

The plots for the 4 expressions overlap entirely, except at the nulls for the 

Fraunhofer approximation. Looking at equations (3.3.16) ï (3.1.18), it can be seen that 

in the far field and at small angles, for ᾀ Ὑ, those expressions all converge to unity. 

This verifies the previous statement that it is acceptable to use the Rayleigh integral 
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and its Fraunhofer approximation to model pressure release boundary conditions if 

only far field diffraction patterns are of interest.  

In the next section, the single integral expressions and the Fraunhofer 

approximation equations will be used to develop expressions to answer the questions 

of how much loss can be expected from diffraction and how much cross talk signal an 

adjacent transducer will receive.  

 

Section 3.4: Diffraction Loss and Crosstalk 

In order to determine diffraction loss and transducer crosstalk, the relationship 

between the transmit voltage and the output pressure from a transmit transducer, as 

well as the relationship between an incident pressure field on a receive transducer and 

the received voltage level on that transducer, must be known. 

From the KLM model discussed in chapter 2, it is known that for a 

transmitting transducer, the output force from the transducer is proportional to the 

voltage applied to it. Similarly, for a receiving transducer, the output voltage is 

proportional to the input force applied to it.  

Assume the geometry shown in Fig. 3.4.1, where a transmit transducer is 

situated on the bottom of the silicon substrate and a receive transducer is on the top of 

the silicon. Both transducers are air-backed.  

An input voltage is applied across the transmit transducer, which generates a 

corresponding output force Ὂ  into the silicon. From the previous section, it was 

shown that on the ᾀ π plane where the transmit transducer is situated, assuming a 

pressure release surface and assuming the transducer is driven sinusoidally with a 

pressure amplitude ὴ, the pressure ὴ  across the surface of the transducer is 

uniform ï that is, ὴ  is ὴ on the face of the transducer and zero elsewhere on the 

plane. Therefore, the output force from the transducer can be described by (3.4.1), 
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where ὃ  is the area of the transducer and harmonic time dependence Ὡ  is 

assumed. In this section, pressure will be used interchangeably with stress, as only the 

bulk acoustic waves are of interest. 

Ὂ ὃ ὴ     (3.4.1) 
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Figure 3.4.1: Geometry for relating the transmitted and received pressure to the 

transmit and receive voltages  

 

Now that the input pressure field is determined, diffraction equations from the 

previous section can be applied to determine the incident pressure field ὴ  at the 

receive plane ᾀ ᾀ. The incident force on the transducer is simply the integral of the 

incident pressure field across the surface of the transducer, as in (3.4.2), where Ὓ  

denotes that the integral is taken over the surface of the receive transducer.  

Ὂ Ḁ ὴ ὨὛ   (3.4.2) 

The total force Ὂ  that the receive transducer actually experiences is twice the 

incident force Ὂ  due to the pressure release boundary condition [79]. The received 

voltage on the transducer is proportional to Ὂ . However, in the KLM model used in 
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chapter 2, this factor of 2 is automatically accounted for due to incorporating the air 

backing of the transducer into the model. Therefore, this factor of 2 will be ignored in 

the calculation of diffraction loss in this chapter.  

 

Figure 3.4.2: Diffraction loss at 1.3 GHz for ◑  Ⱨ□ and c = 8430 m/s for 

identical transmit and receive square transducers of varying widths 

 

If both transducers have the same thin film layer stack, then the conversion 

factors between voltage and force on the transmit and receive transducers can be 

considered identical. Therefore, the voltage diffraction loss ὒ from the transmit 

transducer to the receive transducer is defined by (3.4.3) below, where the 

aforementioned factor of 2 is relegated to be accounted for by the KLM model: 

ὒ ȟ

ȟ

Ḁ
   (3.4.3) 

Assuming a rectangular transducer and using the Fraunhofer approximation from 

(3.3.11), equation (3.4.3) can be rewritten as (3.4.4).  

ὒ
Ḁ   

  (3.4.4) 
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Assuming identical square receive and transmit transducers, in Fig. 3.4.2, the square 

transducer widths are varied from ςπ ‘ά to ρππ ‘ά and (3.4.4) is evaluated for each 

case to demonstrate the effects of diffraction loss. 

The much higher diffraction loss seen for smaller transducers is because not 

only do they receive smaller proportion of the diffracted field due to having smaller 

areas, but the main lobes diffract more as well. Larger transducers, on the other hand, 

provide a much more focused beam, and also receive a larger proportion of the 

diffracted waves due to having a larger area.  

 

z

xTX

RX ADJ
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Figure 3.4.3: Illustration of how crosstalk occurs due to diffraction ï an adjacent 

transducer (ADJ) will receive a portion of the ultrasonic waves that are intended 

to be sent to a receiver transducer (RX) 

 

Diffraction loss can also be defined, as in (3.4.5), as the power received by the 

receive transducer divided by the power transmitted from the transmit transducer, 

where ὒ is the power diffraction loss, Ὓ  and Ὓ  are the transmit and receive 
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transducer surfaces, ὴ  is the output pressure field from the transmit transducer, and 

ὴ  is the input pressure field to the receive transducer [76]. 

ὒ
Ḁ ᶻ

Ḁ ᶻ
   (3.4.5) 

However, in on-chip sonar, as the received voltage level is often more important to 

know, equation (3.4.3) is more convenient to use.  

From Fig. 3.4.2, it can be noted that for small transmit and receive transducers, 

most of the diffracted energy is not received by the receive transducer. Therefore, 

adjacent transducers will experience substantial crosstalk if they are placed too close, 

as can be seen in Fig. 3.4.3, where an adjacent transducer receives a portion of the 

diffracted field emanating from the transmit transducer.   

In (3.4.6), the crosstalk level Ὃ  that a sonar transducer receives is defined as 

the incident force  Ὂ  on an adjacent transducer normalized by the force Ὂ  that the 

receive transducer receives.   

Ὃ
Ḁ

Ḁ
    (3.4.6) 

In (3.4.6), ὴ refers to the pressure field on the plane where the receive and adjacent 

transducers are located.  

The case in which the transducers labeled RX and ADJ in Fig. 3.4.3 are 40 µm 

square transducers is considered in Fig. 3.4.4, in which the pitch ά between the two 

transducers is varied from 40 µm to 240 µm and (3.4.6) is evaluated for varying 

transmit transducer (TX) widths of 40 µm, 60 µm, and 100 µm.  

It can be seen that for a 100 µm transmitter, the beam is more focused and 

hence the crosstalk decays rapidly as the distance from the transducer increases. Note 

that when the pitch is greater than 100 µm the crosstalk level increases slightly ï this 

is due to the first side lobe in the diffraction pattern. It can also be seen that for the 40 

µm transmit transducer, the crosstalk level decays much more slower due to the wider 
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main lobe ï the adjacent transducer must be placed at least 200 µm away for the 

crosstalk level to be below 10%.   

 

Figure 3.4.4: Crosstalk level between a receive transducer and an adjacent 

transducer assuming both of those transducers are 40 µm square transducers 

 

In the above analysis, two sets of integrals are required to be evaluated to 

obtain the diffraction loss for a transducer ï a diffraction integral is needed to model 

the field propagating from the transmit transducer while another integral is used to 

determine the received force on the receive transducer. These two integrals are too 

cumbersome to use for quick approximations, due to the computation time required.  

From the literature, a simpler approximate expression can be determined 

graphically by plotting the diffraction loss as a function of propagation distance in 

terms of the Rayleigh distance ᾀ (not to be confused with the observation plane 

distance ᾀ used previously) [80-82]. The Rayleigh distance is defined in (3.4.7), 
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where ὥ is the radius of a circular piston transducer and ‗ is the wavelength of 

ultrasound.  

ᾀ ὥȾ‗    (3.4.7) 

The approximate expression for diffraction loss ὒ  (for pressure/force) is 

shown in (3.4.8) and (3.4.9) [82]. Note that transmit and receive transducers are 

assumed to be the size and to be located directly across from each other, i.e. with zero 

displacement on the x and y axes, as in Fig. 3.4.3 with transducers TX and RX. 

ὒ ᾀȾᾀ  Ὠὄ for ς ᾀȾᾀ ρπ  (3.4.8) 

ὒ ςπÌÏÇ   Ὠὄ for ᾀȾᾀ ρπ  (3.4.9) 

 

 

Figure 3.4.5: Figures are from [81]. The y-axis in the plots is the diffraction loss. 

The x axis is the propagation distance normalized by the Rayleigh distance. (A) 

For distances closer to the transducer, the diffraction loss is approximately 1 dB 

per ◑Ⱦ◑ as in (3.4.8). (B) For propagation distances ◑Ⱦ◑ , the log function 

in (3.4.9) better approximates the observed diffraction loss. 

 

(A) (B) 
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Fig. 3.4.5 shows how closely the calculated diffraction loss using integral 

methods matches the approximate expressions from (3.4.8) and (3.4.9). The exact 

radius ὥ of the transducer does not cause significant change in the plotted diffraction 

loss [80], because the x axis in the plot is a function of the Rayleigh distance. To 

confirm that these expressions are consistent with the diffraction equations discussed 

earlier in this section, the diffraction loss is calculated using the single integral 

expression for a circular piston transducer with a pressure release condition and is 

plotted for different transducer radii and propagation distances in Fig. 3.4.6, assuming 

1.3 GHz operation and a speed of sound of 8430 m/s. The transmit and receive 

transducers are assumed to be circular piston transducers of the same radii.  

 

 

Figure 3.4.6: Diffraction loss for transducers of various radii computed with the 

single integral expression for a pressure release boundary condition and 

compared with the approximate expression for diffraction loss, as shown in the 

dotted lines.  
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As can be seen, these approximate expressions provide a good approximation 

to the diffraction loss calculated using integral expressions and are valid over a wide 

range of transducer radii. These equations prove useful for estimating density of 

UTSV and GHz sonic memory later in this work. The diffraction loss and crosstalk 

discussed in this section have important implications in the design of the delay line 

memory and ultrasonic TSV devices. They reveal that shrinking down the size of a 

transducer does not always allow for the highest density of sonar devices due to 

increased crosstalk levels and higher diffraction loss.  

 

Section 3.5: Experimental Verification of Diffraction Models 

In the above sections, only theoretical calculations from analytical diffraction 

theory are described. It is necessary to confirm the validity of these models. However, 

it is difficult to do so electrically using the transmit and receive responses from a 

single transducer or a pair of transducers when it is unknown how much of the signal 

loss is due to other mechanisms such as absorption loss.  

If one must do so electrically, one method is to use a phased array of multiple 

transducers to vary the amount of energy focused onto a single transducer and 

compare the experiment data with predictions from analytical diffraction models. In 

this way, any changes in receive signal level as the phases on the transducers are 

varied will be due to wave interference phenomena from the diffracted fields of the 

array transducers, provided that the excitation voltage amplitude does not change with 

phase.  

In addition, it is also possible to simply measure the entire diffraction pattern 

from a transducer using an interferometer if one has access to an interferometer that is 

fast enough. The necessary experiment setup to do so on a commercial Polytec UHF 
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unit is described later in this section. Only preliminary results will be presented, due to 

the amount of time required to scan large areas with good SNR using this method.  

For the phasing measurement, the transducer geometry (designed by J. Hoople) 

in Fig. 3.5.1 was used, where a linear array of 4 transducers are used to vary the signal 

level on a receive transducer that is offset from the center of the array. The reason that 

only four transmit transducers are used, despite the 4 by 4 2D array, is because the 

arbitrary waveform generator (AWG) used to actuate them only has four channels.  

 

1 2 3 4

RX

 

Figure 3.5.1: Transducer transmitter array and receiver geometry. The center to 

center pitch of transmit array transducers (labeled 1, 2, 3, and 4) is 80 µm. The 

transmit transducers are octagonal transducers 20 µm wide. The RX transducer 

is 43 µm wide and 30 µm offset from the axis on which the transmit transducers 

are situated.  

 

The experiment setup used is shown in Fig. 3.5.2. The AWG output 

waveforms are 50 ns wide, 1.3 GHz RF pulses with approximately 1V amplitude. A 

64 GSa/s sample rate is used for waveform generation. The 4 channel option of the 
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M8195A AWG was used. The oscilloscope data is demodulated in MATLAB to 

determine the signal amplitude from the receive transducer. 

 

Agilent M8195A AWG

Agilent DSO-X 
91304A Oscilloscope

CH1 CH2 CH3 CH4

Silicon Substrate ~725µm thick

AlN Transducers
RX1 2 3 4

 

Figure 3.5.2: Setup for linear array focusing experiment 
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Figure 3.5.3: Geometry for equation (3.5.1) in which a phased array is used to 

simulate a lens with focal length F 

 

Instead of attempting to beam-steer with the array, the array is used to focus 

instead, because only two different phases need to be applied, reducing the number of 

variables in the experiment. By changing the phases on each of the four transducers, 
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the depth at which the beam is focused is changed. The phases are applied so as to 

simulate the curvature of a lens, as shown in Fig. 3.5.3, where an array is situated on 

the x axis to simulate a lens with a focal distance Ὂ.  It can be shown that for a source 

located at ὼ ὼ, the appropriate delay ɝὸ to apply is given by (3.5.1), where the 

paraxial approximation Ḻρ is used and c is the speed of sound [79]. 

ɝὸ ὼ    (3.5.1) 

 

 

Figure 3.5.4: Demodulated receive voltage amplitude. Transducers 1 and 4 are 

driven with zero time delay. The delay on transducers 2 and 3 is varied to change 

focal distance ï this is the delay varied on the x axis in the plot.  

 

Because the lens is symmetric across the z-axis, only two phases are required. 

In the measurement, transducers 1 and 4 are driven with the same signal at zero phase. 

Transducers 2 and 3 are driven with the same signal but with a time delay, and this 

delay is varied to change the focus of the lens. A more intuitive description is that 
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transducers 2 and 3 are fixed at zero time delay and a time advance is applied on 

transducers 1 and 4. For maximum signal on the receive transducer, the beam must be 

focused at twice the thickness of the silicon, to account for the ultrasound having to 

travel from the top side of the silicon to the bottom side, reflect off the silicon-air 

interface, and travel back to the top side where the receive transducer is located.  

Calculating using (3.5.1), a phase delay of around 520 ps is required for 

focusing and this is not what is observed experimentally, as shown in Fig. 3.5.4, where 

a maximum receive amplitude is obtained around 300 ps delay. The deviation between 

these two is primarily because the transducers used in the experiment are much larger 

than a wavelength and are spaced relatively far apart, and furthermore, the receive 

transducer has a relatively large area.  

 

 

Figure 3.5.5: Plot of normalized transducer receive amplitude for phased array 

focusing experiment 
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The behavior of this array is better predicted by turning to the models 

introduced in section 3.3. If the transmit array transducers are modeled as circular 

transducers using the Bessel function model from (3.3.10) and the receive transducer 

is modeled as a square transducer for ease of performing integration in MATLAB, the 

plot in Fig 3.5.5 can be obtained, where the incident force on the receive transducer is 

normalized by its maximum value and plotted against the data in Fig. 3.5.4, which is 

also normalized by the maximum voltage.   

From Fig. 3.5.5, it can be seen that the Fraunhofer approximation equation can 

accurately the predict the focusing behavior of the transducers. However, there is a 

fixed offset in time delay between the measured and predicted results. This is most 

likely due to fixed electrical phase offsets in the system. 

 

 

Figure 3.5.6: Displacement on the top surface of a 50 µm transducer measured in 

frequency domain mode ï the transducer is driven with a continuous wave 5Vpp 

waveform. The spacing between scan points is 10 µm and the displacement is 

measured to be approximately 30 pm on the surface of the transducer. 
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As mentioned earlier, a more straightforward method to verify diffraction 

models is by using an interferometer to directly measure diffraction patterns. Very few 

interferometers exist that can measure acoustic waves in the GHz range. One such 

interferometer is the Polytec UHF-120, which is capable of measuring acoustic waves 

at frequencies up to 1.2 GHz [83]. 

The Polytec UHF-120 is the highest frequency commercially available 

vibrometer as of this writing. It is based on a laser-Doppler vibrometer design in 

which a heterodyne interferometer is used. The high bandwidth of the system is due to 

a combination of several factors such as the 2 GHz bandwidth PIN photodiode, the 

high frequency oscilloscope used for data acquisition, a confocal microscope that is 

capable of focusing to a spot size of less than 1 micron, a 613 MHz frequency shift 

Bragg cell, and a bandwidth extension algorithm that allows for doubling of the 

measurement bandwidth [83].  

 

 

Figure 3.5.7: Displacement on the bottom silicon surface below a 50 µm 

transducer as measured in frequency domain mode ï the transducer is driven 

with a continuous wave 5Vpp waveform. The spacing between scan points is 11 

µm and the displacement is measured to be approximately 20 pm in the center 

lobe of the displacement pattern 
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There are two modes of operation for this tool ï frequency domain (FFT) mode 

and time domain mode. In frequency domain mode, the device is driven using a 

continuous wave (CW) waveform and the frequency spectrum of the measured 

displacement is obtained for each scan point ï the displacement profile is measured 

point by point over an area by scanning the scanning sample with a motion stage. In 

time domain mode, the transient response at each measurement point is obtained. 

Driving a 50 um transducer at 1.2 GHz with a continuous sinusoidal signal and at 

~5Vpp, the displacement patterns in Figs. 3.5.6 and 3.5.7 are obtained.  

 

 

Figure 3.5.8: (A) Displacement pattern predicted by Fraunhofer approximation 

for a 725 µm propagation distance, (B) Displacement pattern predicted by 

summing up the effects of multiple reflections on the bottom surface of the silicon 

substrate, (C) Illustration of pressure fields adding up with multiple reflections 

(A) (B) 

(C) 
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The main lobe and the first side lobe of a diffraction pattern can clearly be 

seen. However, the main lobe peak amplitude is much closer in magnitude to the 

sidelobe peak amplitudes in the measurement data as compared to what is expected 

from the Fraunhofer approximation ï from the data a 2:1 amplitude ratio is observed, 

however, the model predicts an approximately 5:1 ratio, as shown in Fig. 3.5.8a. 

The reason for this is because the air-backed surfaces are causing waves to 

reflect and build up within the silicon, similar to a Fabry-Perot resonator. Therefore, 

the pressure fields over multiple passes in the silicon should be added up to model the 

appropriate continuous wave response, as shown in Fig. 3.5.8.   

The magnitudes of the side lobes, relative to the magnitude of the center lobe, 

are increased. The first sidelobe can still be distinguished and is now indeed 

approximately a 1:2 amplitude ratio compared with the magnitude of the center lobe. 

The rest of the diffraction pattern appears to smear out and become ñnoisyò ï this is 

also corroborated in the measurement data.  

Therefore, in order to measure the diffraction pattern for an acoustic wave traveling a 

single pass through the silicon, as is the case when the first acoustic echo is the signal 

of interest, the measurement must be done in time domain mode, as opposed to in the 

frequency domain with a continuous wave drive signal. The transducers are driven 

with a pulsed RF sine wave that can be considered a quasi-CW signal ï for most of the 

pulse, except for the beginning and end, the interference patterns derived in the theory 

for continuous wave drive Ὡ  can still be obtained.  

Because the RF pulse must be shorter than 170 ns (for a 725 µm thick silicon 

substrate) in order for the waves from multiple reflections to not interfere with each 

other, some additional circuitry is needed to generate this pulse from existing trigger 

outputs available on the Polytec system. These are shown in Fig. 3.5.9.  A RF power 
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amplifier is used due to the low SNR in time domain measurement mode on the 

Polytec UHF. A split version of the RF pulse is sent to the oscilloscope in the system 

as a time reference when analyzing measurement results.  
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SMBV100A 
Vector Signal 

Generator

Polytec UHF: LeCroy
WavePro 725Zi-A Oscilloscope
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Ref Out
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MiniCircuits
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Aux In
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CRBAMP-100-
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Hittite HMC547LP3E 
RF Switch

Inverter Tree for Digital Splitter 
based on inverters (Mouser 
Part # 512-NC7WZ04P6X), 
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Ophir 5205 
Power 
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Figure 3.5.9: Additional instrumentation required for time domain measurement 

on the Polytec UHF-120 system 

 

Shown in Fig. 3.5.10 is the time domain measurement for a single point on a 

100 um square transducer driven by a pulse train of three RF pulses. The first set of 3 

pulses is the displacement generated at the time the actuation voltage is applied, 

because the top of the transducer electrode is being imaged. The following sets of 

pulses are due to the waves traveling multiples passes through the silicon due to 

reflections off the air-silicon interfaces and are space approximately 170 ns apart due 

to the transit times of the acoustic waves through the silicon substrate. By obtaining 

the time domain displacement waveforms for each scan point and demodulating the 

amplitude of a specific acoustic echo, a diffraction pattern can be obtained. 

The disadvantage of time domain mode is that a large number of signal 

averages is required for each measurement point to obtain good SNR, even when the 
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power amplifier is used to drive the transducers. Therefore, it is not uncommon for 

area scans over distances of a few hundred microns to take more than 2 or 3 days.  

 
Selected 
point

Selected 
point

 

Figure 3.5.10: Time domain measurement of the displacement on the top surface 

of a 100 µm GHz sonar transducer ï the displacement at the center of the 

transducer over a 2 µs time period when driven by a waveform consisting of 3 

consecutive RF pulses is shown. The multiple acoustic echoes occurring to 

reflections off the top and bottom surfaces of the silicon can be easily 

distinguished. The maximum displacement occurs when the transducer is initially 

driven by the excitation waveform and is approximately 1000 pm peak-to-peak 
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CHAPTER 4 

EXCITATION WAVEFORMS FOR GHZ SONAR TRANSDUCERS 

 

From Fig. 2.2.5 in chapter 2, it can be seen that the GHz sonar transducer is a 

device with a bandpass filter characteristic, with optimal response at center 

frequencies determined by the thickness mode resonances of the thin film layer stack. 

As the GHz sonar transducers are intimately coupled to silicon for maximum 

transduction efficiency of bulk acoustic waves into the silicon substrate, each 

resonance has a low quality factor (Q), and is therefore relatively broad-band, with 

maximum bandwidths of a few hundred MHz, depending on the thin film stack used. 

In order to transmit and receive an acoustic pulse from the transducer, the transmit 

voltage waveform used to drive the transducer must have frequency components 

within the bandwidth of the resonance frequency of interest.  

In this section, three types of excitation waveforms that can be used to drive 

GHz sonar transducers to elicit an acoustic response will be discussed ï using a RF 

pulse, using a digital square wave pulse, and using the rising or falling edges of a 

digital signal. While in the previous sections and in most of this work, the first type of 

waveform is used, there are certain advantages to using the other two methods instead, 

such as to reduce complexity of CMOS transmit and receive circuits.  

 

Section 4.1: Single Tone Excitation with Sinusoidal RF Pulses 

The simplest method to use in experiments is to actuate the transducer with a 

sinusoidal RF pulse, as shown in Fig. 4.1.1, where a 1 GHz to 3 GHz sinusoidal RF 

signal is amplitude modulated using a RF switch controlled by a pulse generator. If the 

rising and falling edges of this waveform are ignored, then the majority of the 

frequency content lies at the RF frequency selected on the signal generator. 
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Figure 4.1.1: Experiment setup for driving a GHz sonar transducer with a RF 

pulse 

 

The HMC547LP3E RF switch is chosen for its high off-state isolation of more 

than 50 dB of isolation at up to 5 GHz. This type of GaAs MESFET RF switch 

requires differential negative control voltages. Therefore, a level shifting circuit is 

required to allow for control with a positive voltage pulse, such as when using a 

microcontroller or a FPGA to communicate through a GHz ultrasonic communication 

channel.  

The advantage of using RF pulses is that is these waveforms are relatively easy 

to generate using commercial off-the-shelf RF switches and the waveform primarily 

consists of a single frequency component. One downside, however, is that these 

waveforms require larger and more complex circuits such as mixers and RF amplifiers 

to generate and distribute on-chip, reducing the transducer density that can be 

achieved. Furthermore, there is an issue of RF oscillator coupling across the RF switch 

ï if this switch off-state coupling signal is large enough in amplitude, it may drown 

out the acoustic echoes. 
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Section 4.2: Driving GHz Sonar Transducers with Digital Waveforms 

Digital waveforms are much more easily generated on-chip, compared with 

single-tone RF pulses, due to the small size required for digital inverters and logic 

gates, provided the load capacitance to be driven is not large. Generating a RF pulse 

on-chip using analog circuits typically requires a RF switch or a mixer. If a square 

wave can be used, then the transmit circuit can consist solely of logic gates. For 

instance, a simple AND gate can be used to generate a pulsed square wave if one of 

the inputs is a GHz clock signal at the resonance frequency of the transducer. In 

instances where distributing a GHz clock signal on-chip or a GHz pulse is undesirable 

or too difficult, due to the more complex clock distribution, clock leakage, and circuit 

speed constraints, it is also possible to excite a transducer using the rising and falling 

edges of a pulse, even if the pulse width is longer than half of the period of the 

resonance frequency of the transducer, at a cost of reduced efficiency.  

One method to compare the difference between driving a transducer with these 

waveforms is to compare the difference between the frequency content of an ideal sine 

wave, an ideal square wave, and a trapezoidal pulse with finite rise and fall times.  

It is known that the Fourier series representation of an ideal square wave with 

50% duty cycle, fundamental angular frequency  , and peak-to-peak amplitude A is 

a sum of odd harmonic sine waves, as shown in (4.2.1) [84].  

ὼὸ ÓÉÎὸ ÓÉÎσὸ Ễ  (4.2.1) 

If the peak-peak magnitude of a square wave is 1, (4.2.1) can be reduced to (4.2.2).  

ὼὸ ÓÉÎὸ ÓÉÎσὸ Ễ   (4.2.2) 

A sine wave with the same peak to peak amplitude and DC level can be expressed as 

(4.2.3). 

ώὸ ÓÉÎ ὸ (4.2.3) 
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In comparison to the sine wave, a square wave drive offers slightly higher 

amplitude drive at the fundamental frequency, as well as additional odd harmonics. 

Due to increased electrical to acoustic conversion losses at higher frequencies, these 

additional harmonics are not likely to generate high ultrasonic responses at harmonic 

resonances of the GHz sonar transducers and therefore there is little disadvantage to 

using square wave drive over sine wave drive.  The square wave signal also allows 

one to drive the transducer using lower clock frequencies, albeit with reduced 

efficiency, by taking advantage of the odd harmonics.  

Driving a transducer with the rising or falling edge of a pulse can be 

considered the equivalent to driving a resonator with a step function and causing it to 

ring at its resonance frequency. The number of cycles the resonator rings is 

determined by the quality factor Q of the resonator. In the case of the GHz ultrasonic 

transducers, the amount of ringing is quite low as the Q is very low due to the 

coupling of the transducers to the silicon substrate. The amount of ringing in this case 

is primarily determined by the impedance mismatch between the transducers and the 

silicon substrate [85]. The transient response of a transducer to a step function can 

easily be simulated in circuit simulators using the transducer model discussed in 

chapter 2 and will not be discussed in detail, as it varies depending on the exact thin 

film layer stack used.  

What is of interest is determining the requirements on how fast the rising and 

falling edges of a pulse should be in order to actuate a transducer successfully. To do 

so, the relationship between the rise-fall times and the frequency content of a pulse 

must be determined.   

From the derivations in references [84] and [86], the Fourier transform of a 

trapezoidal pulse with 0% to 100% rise time †, pulse width †, peak-to-peak 

amplitude A, and with equal rise and fall times is given by (4.2.4).  
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ὢὮ ὃ†
 Ⱦ

Ⱦ

 Ⱦ

Ⱦ
  (4.2.4) 

A bounding envelope can be derived for this spectrum and consists of three different 

regions consisting of different slopes, as shown in Fig. 4.2.1: one from DC to ρȾ“† 

with slope of 0 dB/decade, one from ρȾ“† to ρȾ“† with slope of -20 dB/decade, and 

one starting from ρȾ“† with -40 dB/decade slope.  

 

 

Figure 4.2.1: Single sided spectrum of a 1 ns pulse with 0.1 ns rise and fall times 

(0% to 100%) with the bounding envelope shown 

 

An effective bandwidth of the trapezoidal pulse can be defined by (4.2.5) [84]. 

ὄὥὲὨύὭὨὸὬ ρȾ†  (4.2.5) 

Therefore, it can be said that to excite a transducer with resonance frequency Ὢ, the 

rise/fall time of the pulse must be shorter than ρȾὪ, in order to operate within the first 

or second regions of the plot in Fig. 4.2.1, with the 0 dB/decade and -20 dB/decade 

slopes, as opposed to the third region with a -40 dB/decade slope.  

A comparison of the received signal for actuating a transducer with a 

sinusoidal pulse, a square wave pulse, and a trapezoidal pulse was done using the 
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experiment setup in Fig. 4.2.2. The transmit and receive transducers are both 60 µm by 

60 µm square transducers, fabricated on a double sided process from A*STAR IME, 

and are aligned directly underneath each other to minimize diffraction loss. The use of 

different transducers for transmit and receive is to allow the electrical waveforms on 

the transducers to be measured separately to reduce parasitic loading ï the transmit 

waveform is measured using a high impedance browser probe (Agilent N5445A 

differential browser head with Agilent N2800A 16 GHz probe system) near the wire 

bond pad on the PCB and the receive waveform and a differential version of the 

transmit waveform are measured on 50 Ý loaded oscilloscope inputs. The transducer 

thin film stack is identical to the stack shown in Fig. 2.1.1, with the exception of the 

top oxide being 1.3 µm thick instead of 1 µm. 

 

 

Figure 4.2.2: Experiment setup for comparing the effect of driving a GHz sonar 

transducer with a sinusoidal RF pulse, a square wave RF pulse, and the 

transition edges of a trapezoidal pulse.  
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A comparison of the receive voltage waveforms for differential drive 

waveforms is shown in Fig. 4.2.3, generated using 64 GSa/s waveforms using an 

arbitrary waveform generator. The rise time of the pulse was measured to be 

approximately 0.2 ns with the browser probe, although it was designed to be 

nominally 0.05 ns for the AWG software. This discrepancy may be due to the load 

impedance from the PCB and the browser probe, which is designed for 500 Ý 

impedance to ground. 

 

Pulsed Square 
Wave Drive

Pulsed Sine 
Wave Drive

Rising/Falling 
Edge Drive

AWG Differential 
Output (Scope рлҠύ

Transmit Voltage 
(Browser Probe)

Receive Voltage 
(Scope рлҠύ

 

Figure 4.2.3: Comparison of the transmitted and receive voltages for sinusoidal 

RF pulse drive, square wave RF pulse drive, and rising/falling edge drive. The 

acoustic echoes from the rising and falling edges are circled to distinguish from 

the background noise. Capacitive loading from the browser probe and the PCB 

filters out some of the higher frequency content in the square wave and pulse 

signals.  

 

The receive signal from the pulse edge drive waveform, due to the lower 

frequency content at the transducer resonance frequency, is quite low. As no averaging 



 

97 

was used in the measurement, the acoustic echoes can be difficult to distinguish from 

the background noise.  

For a clearer illustration of the number of cycles that an edge excitation causes 

a transducer to ring, a larger amplitude drive waveform of 3Vpp with a rise/fall time 

of 500 ps was achieved using rising and falling edges generated from a current mode 

logic (CML) output driver. To reduce noise, 16 averages were used on the 

oscilloscope. The particular layer stack used is the single sided CNF process shown in 

Fig. (2.1.2). As can be seen, the transducer is shown to ring for approximately 5 cycles 

due to the edge excitation.  
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Figure 4.2.4: Experiment setup and measurement results for transition edge 

drive with a 3Vpp, 500 ps rise/fall time pulse waveform 

 

From the above discussion, it can be seen that pulsed square wave drive and 

pulsed sine wave drive give approximately the same performance, with the former 

being easier to generate on-chip and the latter being more convenient to generate using 

discrete 50Ý commercial components. A pulse with pulse width longer than half the 

period of the resonance frequency of the transducer can be used to excite a transducer, 

provided that it has a sufficiently fast rising and falling edge. The receive signal from 
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edge excitation is a pulse that rings for several cycles. As a result of the low quality 

factor of these transducers, the number of cycles is quite low, making such signals 

difficult to downconvert using an envelope detector or a demodulator, as the resultant 

baseband frequency will be too high. The frequency of ringing will also change based 

on the thin film stack composition and therefore will be sensitive to changes in process 

variation. 
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CHAPTER 5 

GHZ ULTRASONIC TSV AND MEMORY 

 

A novel application enabled by the GHz sonar transducer that will be discussed 

in this chapter is the GHz sonic memory, a delay line memory that essentially 

transforms the previously unused silicon bulk into memory elements. Before 

discussing the GHz sonic memory, however, the ultrasonic TSV (through-silicon via), 

a novel 3D interconnect, will be first introduced, as it is a constituent component used 

in the GHz sonic memory.  

 

Section 5.1: Introduction to 3D Interconnect Technology 

As semiconductor scaling through shrinking transistor sizes becomes more 

difficult and more expensive year or year, the industry has turned to 2.5D integration 

and 3D integrated circuits in order to maintain increasing circuit capability as dictated 

by Mooreôs Laws.  

2.5D integration can be broadly described as the integration of multiple 

integrated circuit dies on a fine pitch interposer substrate, while 3D integrated circuits 

are vertical stacks of many integrated circuit dies [87]. Current commercial 

applications of 2.5D interposers include GPU integration with HBM (high bandwidth 

memory) [88] and FPGA integration with high frequency transceivers (e.g. Intel 

EMIB technology) [89], while applications of 3D IC integration include stacked 

memory [90, 91] and MEMS-CMOS integration [92].  

The workhorse 3D interconnect for current 2.5D interposers and 3DICs is the 

through-silicon via (TSV), which is essentially a metal via that provides an electrical 

interconnect between the top and bottom surfaces of a chip, as shown in Fig. 5.1.1A. 

Compared with the predecessor 3D interconnect technology of wire bonding on 
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stacked dies (Fig. 5.1.1B), the TSV offers several advantages. As wire bonds can only 

be made on the periphery of dies and require large bond pads, TSVs enable much 

higher density interconnects. In addition, TSVs enable higher frequency and higher 

power interconnects than is allowed by wire bond interconnects [93, 94].   

 

 

Figure 5.1.1: (A) Illustration of a 3DIC with stacked chips connected using TSVs 

[95], (B) Wire bonds as 3D interconnects [96] 

 

The disadvantage of using TSVs however is the much higher processing costs 

required. Many different process flows for fabricating through silicon vias exist, but in 

general, it is a costly process involving thinning the wafer down to tens of microns, 

deep silicon etch of TSV cavities, insulation of the cavities, and metallization of the 

cavities [97, 98]. Furthermore, due to stress from the thermal expansion mismatch 

between the Si and Cu of the TSV and the BEOL stack, active devices such as 

transistors must be located outside the keep-out zone of each TSV to prevent alteration 

of device parameters [98]. 

To enable lower cost chip to chip interconnects than is possible with TSVs, 

various high bandwidth wireless interconnects have been explored in the literature. 

(A) (B) 
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These include capacitive interconnects and inductive interconnects [99]. The 

capacitive interconnect comprises a capacitor formed between two chips, as shown in 

Fig. 5.1.2A. The limitation of this type of interconnect is that the active sides of the 

chips must face each other ï therefore this type of interconnect is limited to two 

stacked chips, as it is difficult for electric fields to penetrate through the metal CMOS 

interconnect layers and the silicon substrate. The inductive interconnect, on the other 

hand, is capable of operating in stacks of more than two chips and can be used for both 

wireless power transfer, as well as digital communication links, as shown in Fig. 

5.1.2B [100]. However, the disadvantage is that the inductors consume large CMOS 

area due to their large dimensions of over 100 µm by 100 µm. 

 

 

Figure 5.1.2: (A) Capacitive 3D interconnect [101], (B) Inductor -based 3D 

interconnect for wireless chip-to-chip communication [102]  

 

(A) 

(B) 
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Section 5.2: The Ultrasonic Through Silicon Via (UTSV) 

To address these flaws of existing wireless interconnects, the ultrasonic TSV 

(UTSV) is proposed. The concept of the UTSV is shown in Fig. 5.2.1 below. In a 

multi-chip stack, piezoelectric thin-film transducer ñpixelsò with dimensions of tens of 

microns are used to transmit and receive GHz ultrasonic wave packets between 

multiple chips. While only transmit-receive communication between a single pair of 

transducers is demonstrated in this work, phased arrays can conceivably be used to 

send waves between transducers that are not directly above or below each other, 

similar to the intra-chip phased array communication link demonstrated in [27, 51]. 

The use of ultrasound enables both digital signals and wireless power to traverse 

across multiple chips in a 3D stack, provided the chips in the stack are mechanically 

coupled to each other, while allowing for greater interconnect densities than is 

possible with inductively coupled communication links.  

 

 

Figure 5.2.1: UTSV for chip to chip communication concept: (A) with a single 

pair of transducers, (B) the possibility of using phased arrays 

 

(A) (B) 
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The ultrasonic TSV structure can be thought of as a bulk acoustic wave (BAW) 

delay line, where the delay medium is the silicon substrate. BAW delay lines have 

historically been widely used for such applications as delay elements, memory storage, 

and timing generation, and have been discussed extensively in the literature [82]. 

A prototype UTSV was demonstrated by bonding two dies, each with GHz 

AlN sonar transducers, back to back with an acoustically thin layer of cyanoacrylate 

adhesive (3M Scotch-Weld CA40), as shown in Fig. 5.2.2. The thickness of the 

adhesive layer was verified to be approximately 5 ɛm by cleaving the stacked die and 

measuring the cross section with a SEM. 

 

 

Figure 5.2.2: Cross section of prototype UTSV 

 

The transducers used were 100 ɛm by 100 ɛm square transducers, fabricated in 

a 4 by 4 array with center to center element spacing of 200 um, as shown in Fig. 

5.2.3A and as discussed previously in [57]. The aluminum nitride thickness is 1.5 ɛm, 

with a 3.5 ɛm thick layer of oxide between the transducer and the silicon, as shown in 

Fig. 1. The devices were fabricated by SANDIA National Laboratories with aluminum 

top and bottom electrodes [62]. The silicon thickness for each die is approximately 

675 ɛm. 
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The stacked die was mounted to an FR4 printed circuit board (PCB), with the 

transmit and receive transducers wire bonded to the board, as shown in Fig. 5.2.3B. To 

allow for wire-bonding on both sides of the board, the PCB had a rectangular hole at 

the center, with the die supported at 4 locations along its sides. The dimensions of the 

entire AlN die is approximately 2 cm by 2 cm. Thus, long wire bond lengths on the 

order of 1 cm had to be used to access the transmit and receive transducers, which 

were situated at the center of the die. 

 

 

Figure 5.2.3: (A)Transducer array structure ï a single transducer in the array is 

used on each side for the UTSV, (B) PCB for prototype UTSV testing with the 

bonded silicon dies in the middle of the board ï while only the transmit 

transducer on the top side is shown, the receive transducer is located in an array 

directly beneath the transmit arrays and is wire bonded on the bottom of the 

PCB. 

(A) 

(B) 
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For noise immunity, and higher transduction efficiency, AM modulated signal 

transmission is used with a carrier whose frequency is close to the center frequency of 

the transducer. An RF pulse at 2 GHz is generated from a signal generator (Agilent 

N9310A) gated with an RF switch (Hittite HMC547LP3E), modulated by a 40 ns 

square pulse from a pulse generator (Agilent 81101A) as shown in Fig. 5.2.4. This 

pulse is used to actuate the transmit transducer. The receive signal is directly measured 

on the 50Ý input of an oscilloscope (Agilent Infiniium DSO-X 91304A), without 

further amplification or buffering. A MATLAB code is used to acquire data from the 

oscilloscope and demodulate the received signals. 

 

 

Figure 5.2.4: Experiment setup for prototype UTSV 

 

For a transmit amplitude of 100 mV at 2 GHz, an acoustic signal amplitude of 

700 ɛV was received, as can be seen in Fig. 5.2.5. The amplitude of this signal will 

vary depending on how well the transmit and receive elements are aligned with each 

other. The RF feedthrough level has an amplitude of around 20 mV, and the 
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background feedthrough level from the off-state leakage of the RF switch has an 

amplitude of 100 ɛV.  

 

 

Figure 5.2.5: The received signal from the oscilloscope is shown as well as the 

demodulated signal at 2 GHz to illustrate the amplitudes of the acoustic echoes 

 

As can be seen from Fig. 5.2.5, as least two acoustic echoes can be seen 

following the initial RF coupling signal. The first echo is the primary acoustic signal, 

which comes about from the acoustic waves traveling a single pass through the delay 

medium from the transmit transducer to the receive transducer. The second acoustic 

echo is due to the waves bouncing off the adhesive layer used to bond the two die 

together, before reflecting off the top surface of the delay line and then traveling to the 

bottom transducer. For larger transmit signals, a third acoustic echo will be more 

visible. This third echo can comprise of both the triple travel signal, which comes 

about from the acoustic waves traveling three passes through the delay line, and also a 

signal coming about from the two reflections off the adhesive layer, followed by a 

single pass through the delay line. For a communication link, these additional 
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reflections are undesirable, and their amplitudes can be minimized by using absorbing 

layers [82]. 

As can be seen from the above, one main advantage is that the UTSV is a 

wireless link, which allows for simplification of the fabrication process. Compared to 

a traditional TSV, the UTSV, on the other hand, only requires an additional 3 layers 

comprising of electrodes and piezoelectric material to be deposited on the CMOS 

wafer. The UTSV also allows for both transistors and metal stack to be located under 

each interconnect, simplifying both fabrication and CAD design. 

Another advantage is the low load capacitance the transducers present to the 

driving circuitry. The dielectric constant of AlN is 9.9 [62], so for a 100 ɛm by 100 

ɛm transducer of 1.5 ɛm thickness, the capacitance is 584 fF. As the size of the pixel 

decreases to dimensions comparable to those of a TSV, i.e. to 10 ɛm by 10 ɛm or less, 

the capacitance correspondingly decreases by a hundred fold or more.  

In addition, while only a communication link has been demonstrated with the 

UTSV, it is not inconceivable to apply the UTSV to ultrasonic power transfer 

applications, as has been demonstrated in [103], where a resonant ultrasonic charging 

link with -12dB efficiency was demonstrated. 

One disadvantage of the ultrasonic TSV is the latency of the link. The velocity 

of sound in silicon is 8433 m/s. For a 1350 ɛm thickness of silicon as we have 

demonstrated, the latency is 160 ns, as can be observed in Fig. 5 .2.5 in the time delay 

between the initial RF feedthrough and the first acoustic return pulse. However, the 

low speed of sound, in comparison to that of electromagnetic waves, is also what 

simultaneously makes the ultrasonic TSV attractive for such applications as phased 

array communication, as it allows for far field operation. It should also be noted that 

the latency of the link only applies to the first bit in a bit stream.  
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Noticeable from Fig. 5.2.5 is the high loss in the UTSV communication link - 

approximately 40 dB. Much of this loss, however, is due to wire bond and PCB 

parasitics and electrical mismatch with the 50 ohm source and load resistances of the 

RF test equipment. Experimentally, it is difficult to measure the exact losses due to 

these effects. However, the losses in an ideal case, where the transducers are CMOS 

integrated in close proximity to a transmitter and receiver, can be estimated.  

The transfer function of the acoustic link can be obtained by using the KLM 

model, as discussed in chapter 2. Assuming lossless materials and zero source 

resistance and infinite load impedance, the ideal amplitude conversion loss from the 

electrical domain to the acoustic domain, and then back to electrical can be determined 

to be approximately -12 dB at resonance (3.5GHz) and approximately -30dB to -13dB 

in the 2GHz to 3GHz frequency ranges for the thin film layer stackup used in our 

device. Due to silicon being crystalline, material absorption losses can be assumed to 

be relatively small at 2 GHz [51].  

The rest of the loss in the communication channel is then dominated by 

diffraction loss, as discussed in chapter 3. The approximate expression for diffraction 

loss from Chapter 3 can be used to evaluate diffraction loss ὒ  as repeated below in 

(5.2.1) and (5.2.2), where the Rayleigh distance ᾀ is defined by (5.2.3). 

ὒ ᾀȾᾀ  Ὠὄ for ς ᾀȾᾀ ρπ  (5.2.1) 

ὒ ςπÌÏÇ   Ὠὄ for ᾀȾᾀ ρπ  (5.2.2) 

ᾀ ὥȾ‗      (5.2.3) 

Using these equations, for a 100 µm wide circular transducer operating at 2 GHz, for 

example, with propagation distance in silicon of 1350 ‘ά, the diffraction loss is 

approximately 2.3 dB, which is relatively small compared to the other sources of loss. 

Increasing the carrier frequency will cause the acoustic beam to be more focused, and 

therefore the diffraction loss will decrease with increased frequency. For example, 
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increasing the frequency to 3 GHz will reduce the loss to ~2 dB, and decreasing the 

frequency to 1 GHz will increase diffraction loss to ~4.5 dB. The center frequency of a 

transducer can be tuned by adjusting the thickness of the various thin films in the layer 

stack, as discussed in chapter 2. Note, however, that increasing the carrier frequency 

may increase electrical losses from electrical parasitics in the transmit and receive 

signal paths.   

Another implication of beam spreading from diffraction for the UTSV is 

crosstalk between adjacent channels. It is necessary to determine the required pitch Ὀ 

between adjacent transducers with radius ὶ to ensure adequate cross talk suppression. 

This will be discussed further later in this chapter in the discussion of sonic memory 

density.  

In addition to optimizing for SNR, there are several improvements that can be 

made to the prototype UTSV. Without any additional microfabricated structures, the 

UTSV emits acoustic waves in both directions in a 3D stack - waves are excited by the 

transducer to travel towards both the top and bottom of the stack. In order to avoid this 

complication, a true unidirectional solution is desirable, and one possible 

implementation is by the fabrication of Bragg reflectors beneath the transducer as has 

been demonstrated in solidly mounted resonators [104]. Another alternative is to 

fabricate absorbing layers above or below transducers to absorb acoustic energy from 

traveling in a particular direction. Absorbing layers can also be used to suppress the 

multiple acoustic echoes that are present in the current prototype.  

One issue discussed earlier in this section that could limit the use of UTSVs in 

communications applications is the latency of the link. However, as will be discussed 

later in this chapter, this latency can also be an advantage, as it allows the UTSV to be 

used as an ultrasonic delay line, allowing for applications such as delay line memories. 

Prior to discussing the GHz sonic memory, a delay line memory that can be integrated 
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in silicon, the concept of the delay line memory and its history will be discussed in the 

next section. 

 

Section 5.3: History of the Delay Line Memory 

What is a delay line memory? A good definition is given in a classic paper 

[105] by J. Presper Eckert, who is best known as the chief engineer behind the ENIAC 

project and as a pioneer of early electronic computers through his role in the Eckert-

Mauchly Computer Corporation, which developed the UNIVAC I, the first 

commercial computer in the United States.  

 

The basic concept of a delay-line memory is simple: an information pattern is inserted 

into a path containing a delay element. From the end of the delay element the pattern 

may be fed back to the beginning through amplifying and timing circuits, thus forming 

a closed loop for recirculation. In simplest terms, a delay-line memory is equivalent to 

the short-range human device of repeating a phone number to oneself from the time it 

is located in the phone book until it has been dialed. The delay medium should slow 

the propagation rate of the information sufficiently that the physical size of the storage 

equipment for a large number of pulses will be within reason. 

J. Presper Eckert, Jr., ñA Survey of Digital Computer Memory Systemsò, 1953 

 

The delay line memory was one of the first memories used in early mainframe 

computers, such as in the EDVAC and the UNIVAC I, as shown in Fig. 5.3.1.  

In these early delay line memories, mercury was used as the acoustic 

propagation medium for the delay line. A piezoelectric quartz transducer is used to 

write data into the delay line in the form of acoustic pulses. After this acoustic pulse 

travels through the length of the delay line, it is converted to an electrical pulse with a 
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receiving quartz transducer. A nonreflective backing material, such as steatite, is used 

on the quartz transducer to ensure that no acoustic pulses reflect backwards into the 

delay line and forcing the use of a secondary storage and amplitude discrimination 

circuitry [106].  

 

 

Figure 5.3.1: (A) UNIVAC I mercury delay line memory [107] and (B) its block 

diagram [106] 

 

From the earlier definition, it can be seen that a delay line memory is a serial 

memory ï unlike the random access memories in common use today, the bits can only 

be accessed one by one as they exit the delay line. The number of bits in a delay line 

(a) 

(b) 
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memory is determined by the number of pulses that can fit within the delay time 

through the delay line ï the longer the delay line, the more pulses that can be stored. 

However, as the average access time of the memory is approximately half the delay 

time, it is also of great interest to not have a very long delay line, due to size 

considerations [106]. Therefore, to increase the memory capacity of a delay line, 

shortening the pulse widths of each bit is preferred over using a longer delay line. 

Early mercury delay lines could operate at bit rates of 5 Mbps or more [3]. The 

mercury tank memory used for the UNIVAC I comprised of 100 delay line channels, 

each having the capacity to store ten 91-bit words, for a capacity of approximately 

1000 bits per delay line [105].  

One of the problems of using mercury as the delay medium was that the 

velocity of sound in liquid mercury varies with the density, which changes as a 

function of temperature. Therefore, a temperature control system must be used to keep 

the temperature of the mercury constant so as to ensure a constant delay [105].  

This problem could be solved by using a solid delay line, such as a nickel wire, 

as shown in Fig. 5.3.2. These magnetostrictive nickel delay line memories were much 

more compact and reliable than mercury tank delay line memories, and as a result, 

were in use in applications such as desktop calculators up until the 1970s [108]. 

Another issue with the delay line memory is that retiming circuits are needed. 

This is because the pulse shape for each bit is distorted due to the electromechanical 

process at the quartz transducers and additional distortion from the propagation of the 

wave along the delay line. Furthermore, the delay through the delay line may not be 

precise enough to be fully in sync with the system clock. These retiming circuits, as 

well as the recirculation circuits used for refreshing the memory, cannot be shared 

between multiple delay lines, bringing up the cost of the system.   
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Figure 5.3.2: Magnetostrictive nickel wire delay line memory used in Friden 1162 

calculators [109] 

 

The most severe limitation for delay line memories is the serial nature of the 

memory ï i.e. the memory is not random access memory. It was out of economic 

necessity that they were initially used as the main memory for computers. While flip-

flops could be made out of vacuum tubes for high speed memory storage, and were 

indeed used in such capacity for the ENIAC, thousands of vacuum tubes were required 

and this resulted in high power consumption, high heat generation, high cost, and low 

reliability. A delay line memory was, in comparison, a much more economical and 

reliable solution, despite the fine temperature control required for the mercury tank.  

True random access memory came about with the development of memories 

based on the Williams tube, a cathode ray tube (CRT) based storage technology. 

However, reliability issues prevented it from completely supplanting the delay line 

memory. What finally brought about the demise of the delay line memory as a main 

memory in mainframe computers was the development of the magnetic core memory, 
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a technology in which a bit is stored by magnetizing a ferrite core in one of two 

polarities.   

Their higher densities ï the outer diameter of a core was typically 50 mils or 

smaller [110] ï and lower power consumption and higher speed ï meant that this was 

the most economical and highest performance memory technology available to use at 

that time. Therefore, when the UNIVAC II was announced in 1955, the delay line 

memory in its predecessor was now replaced by a magnetic core memory.  

These same economic considerations, however, also meant that the magnetic 

core memory too would be obsoleted in turn by the advent of DRAM technology. 

Early 6T-SRAM technology, due to the higher number of transistors and higher power 

consumption, could not offer a cost effective alternative to magnetic core memory. 

The 1024 bit Intel 1103 3T-DRAM based memory chip, however, was both smaller 

and cheaper than magnetic core memory and its launch in 1970 was what finally 

replaced magnetic core memories with the solid state memories in use today [108].  

Given that delay line memories have been surpassed by other memory 

technologies in terms of memory density and pricing, one might question the rationale 

behind using the GHz ultrasonic delay line memories in silicon. In the next section, 

the motivations for doing so will be elucidated.  

 

Section 5.4: GHz Sonic Memory 

Memory density of DRAMs and SRAMs has traditionally been increased by 

shrinking the transistor sizing by switching to more advanced CMOS process nodes. 

In recent years, however, the pace of lithographic scaling has slowed due to physical 

limitations and equipment and cost challenges [111]. In order to increase memory 

density in the face of these limitations, 3-dimensional memories are required. This is 
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typically achieved by stacking multiple 2D planar memory chips on top of each other 

in a 3D integrated chip, using through silicon vias (TSVs).  

Instead of achieving a 3D memory by the vertical stacking of planar memories, 

what if the unused bulk of the silicon substrate was also turned into memory? This is 

one motivation behind using GHz sonic delay line memory.  

In addition to density, memory security has become an important consideration 

in storing cryptography keys. Side channel attacks are attacks on systems based on 

physical vulnerabilities of the hardware, as opposed to weaknesses in the 

cryptographic algorithms. One such attack that can be used to retrieve encryption keys 

from memory is based on low temperature remanence of charge in memory ï it has 

been demonstrated that data stored in SRAM [111] and DRAM [112] can be extracted 

even after power down due to memory charge retention, as shown in Fig. 5.4.1. Using 

ultrasonic memory to hold cryptographic data may solve this potential chip security 

vulnerability. 

 

 

 

Figure 5.4.1: Use of low temperature (-50°C) to reduce decay of stored charge in 

DRAM over a span of several minutes [112] 

 

As mentioned in the previous section, the use of ultrasonic pulses for the 

storage of memory formed some of the first memories and operation frequencies of up 

to 100 MHz have been used [114]. However, integration within CMOS circuits does 
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not seem to have been pursued. Previous efforts were constrained by off-chip 

transducer drive, requiring 50-ohm impedances, and very low bit densities. 

Delay line memories consist of a transmitting and a receiving transducer, and a 

delay medium between the two transducers. When an electrical pulse excites the 

transmit transducer, an ultrasonic pulse is generated in the silicon substrate. This pulse 

travels through the delay line to the receive transducer. If the thickness of the silicon is 

L and the speed of sound is c, than the amount of time needed is Ô , as defined in 

(5.4.1).  

Ô    (5.4.1) 

The time delay Ô  is also effectively the storage time of the memory. Once 

the pulse reaches the receive transducer, it generates an electrical pulse that can be 

amplified and resolved into a digital pulse. The received signal then be used to drive 

the transmit transducer. This results in the bit being rewritten into the delay line, thus 

completing a refresh operation. The transit time of the pulse is the effective storage 

time, similar to the refresh time in a DRAM cell. If the wavelength of sound is ɚ, and 

assuming each wavelength represents a single bit, then the number of bits, N, stored in 

this delay line memory is simply: 

. ,Ⱦʇ   (5.4.2) 

Using the high frequency GHz ultrasonic TSV discussed earlier in this chapter, 

it is possible to take advantage of the high frequency scaling of CMOS to create a high 

speed delay line memory. There are several possible approaches to implementing this 

delay line memory, as can be seen in Fig. 5.4.2. In the first approach, the silicon delay 

line can be combined with a TSV for refreshing the transmitting transducer. If a TSV 

process is unavailable, a second delay line can be used in parallel. While the CMOS 

metal stack is located between the transducers and the silicon, as long as the thickness 
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of the CMOS metallization beneath a transducer is much smaller than an acoustic 

wavelength, the acoustic energy is able to pass through.   

 

 

Figure 5.4.2: CMOS integrated silicon delay line memory concept ï (A) with the 

use of a TSV to refresh from the top transducer, (B) by using an adjacent delay 

line to carry pulses back to the top to be received by CMOS electronics and then 

used to refresh the original transmit transducer 

 

The transducers used were fabricated at the Institute of Microelectronics 

(A*STAR IME) and layer thicknesses are shown in Fig.5.4.3A. The AlN transducers 

were 2 ɛm thick, with 200 nm molybdenum electrodes. There is 2 ɛm of SiO2 

between the transducer and the bulk silicon, which is approximately 725 ɛm thick. 

The transducers used are shown in Fig. 5.4.3B. 

As with the UTSV demonstration, the silicon die were bonded back to back 

with an acoustically thin layer (~5 to 10 ɛm) of cyanoacrylate glue (3M Scotch-Weld 

CA40). The layout of the transducers used on the silicon die was mirror-symmetric so 

that the top and bottom transducers are aligned to each other. The silicon die were 
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mounted on a FR4 PCB with a cut-out in the middle such that the top and bottom 

transducers can be wire bonded. 

 

 

Figure 5.4.3: (A) Delay line transducer thin film layer thicknesses, (B) 

Microscope image of transducers used, with wire bonds shown. The dimensions 

of the transducers were 100 ɛm by 100 ɛm. 

 

Due to the relatively low receive signal amplitudes (tens of mV) and the short 

pulses required (> 1 GHz), which are more difficult to generate using discrete 

(A) 

(B) 
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electronics, a modulation and demodulation scheme was used in which each bit is a 

RF pulse, instead of a single digital pulse.  

The complete circuit used is shown in Fig. 5.4.4. An Agilent N9310A RF 

source at 1.3 GHz is used. This frequency is chosen to be close to the center frequency 

of the transducer. A low pass filter is used to filter out higher order harmonics. A 

splitter is used to provide oscillator signals for down conversion mixing and as an 

input to a RF switch for generating the RF pulse required for exciting the AlN 

transducer. Amplifiers are used after the splitter to provide further isolation between 

the two split signals. On the receive side, after amplification, the received signal is fed 

into an ADL5801 downconversion mixer. A phase shifter is used to adjust the phase of 

the LO input to the mixer to ensure that the first acoustic pulse generates the highest 

amplitude after demodulation. A baseband amplifier is used to amplify the 

demodulated signal to a large enough level such that a comparator can be used to 

resolve it into a digital pulse. Since the width of this pulse is can be slightly shorter 

than the original pulse written to the delay line memory, it is necessary to use a flip 

flop to retime the pulse such that the refresh pulse is the same width as the original 

write pulse. Furthermore, a short delay is necessary to keep prevent the RF 

feedthrough from overlapping with the actual acoustic pulses in the receive signal. A 

FPGA (Digilent Nexys 3, Xilinx Spartan 6) is used to implement this simple logic 

circuit, due to the relatively fast pulses required, which are difficult to implement with 

discrete COTS logic circuits. 

When the system is not placed in feedback, a RF feedthrough pulse is detected 

right after the excitation at the receiver. After 174 ns, the acoustic wave emitted from 

the transmit transducer reaches the receiver. In multiples of 174 ns after this first 

acoustic pulse, due to reflections from the adhesive interface and the air backing, we 

begin to receive the multiple travel signals, which are lower in amplitude than the 
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initial acoustic signal and are due to the acoustic wave traveling multiple passes 

through the silicon due to reflections off the air interfaces on both sides of the silicon 

die. Due to the low acoustic absorption loss in crystalline silicon, most of this 

amplitude drop can be attributed to diffraction effects. 

 

 

Figure 5.4.4: Schematic of PCB circuit for proof of concept delay line memory 

 

Putting the system in feedback to store the memory, the waveforms shown in 

Fig. 5.4.5 are obtained, where a sequence of 2 logical ones (11 bit sequence) is written 

into the memory. Due to additional delays from the wiring and circuitry, the delay 

between when a bit is written or refreshed into the memory and when it is next 

refreshed into the memory after traveling through the silicon delay line once is 220 ns. 

The pulse widths for each bit is 16 ns. The waveform shown is when an 11 sequence is 

stored in the memory, but all combinations are possible. Note that to prevent RF 

coupling effects from disturbing the stored memory when performing the refresh 

operation, the two 1 bits are spaced 105 ns apart, instead immediately after each other. 

It can be noted that the receive signal has a low amplitude, which is primarily 

due to the 50 ohm loading from the oscilloscope, the long wire bonds required to 

access the transducers, and the capacitive division between the clamped capacitance, 
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the pad capacitance, and the PCB capacitance. These factors can be greatly improved 

through CMOS integration.  

 

 

Figure 5.4.5:  Delay line memory waveforms ï output of receive amplifier (top), 

and digital control  pulses to RF switch for memory write and refresh (bottom) 

 

Furthermore, the electrical feedthrough and the multiple travel signals prevent 

storage of a larger amount of memory in the current system. The electrical 

feedthrough is primarily contributed from wire bond coupling, and therefore a CMOS 

integrated AlN transducer, with appropriate ground shielding and power supply 

decoupling will have a feedthrough magnitude significantly lower than in the current 

approach. The multiple travel signals are obtained because the receive transducer is air 

backed. If an absorbing material was used to absorb the acoustic energy instead of 

reflecting it back into the silicon, these signals will reduce in amplitude. Ideally, a 

matching layer should be used between the transducer and silicon to minimize 

reflections from pulsed excitations.  
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The GHz ultrasonic delay line memory is envisioned as an alternative memory 

used to supplement the existing planar DRAM and SRAM memories, as opposed to 

replacing them. As mentioned in the previous section, delay line memories have 

several main disadvantages. Because the memory needs to be constantly refreshed at 

high frequency, the power consumption required per delay line may be significant. 

Furthermore, the memory is a serial memory and not random access ï hence it is 

necessary to wait the entire delay time of the memory, ὸ , to access the same bit. 

As each die used in our experiment is about 725 um thick and two die are stacked, this 

time is approximately 172 ns. This number can be decreased by reducing the thickness 

of the silicon, which would reduce the number of bits that one is able to store in the 

delay line. This can be offset by increasing the frequency of the transducer, which 

would, however increase diffraction effects, illustrating the tradeoffs in delay line 

memory design. 

Despite these disadvantages, there are some applications in which this high 

frequency delay line memory might be useful. Unlike solid-state memory, which can 

suffer from remanence effects on the order of milliseconds [111] and thus be accessed 

by adversaries for valuable information, the delay line memory is inherently secure 

from such attacks due to signal decay when the memory is not refreshed. This can 

make it useful for secure storage of valuable data such as encryption keys.  

Furthermore, high density of FIFO memory may be useful for reducing power in 

image processing applications [114].  

A first order estimation of the possible density that can be achieved is as 

follows. Assume the radius of a transducer is ὶ. Due to crosstalk considerations, each 

delay line occupies a planar area greater than the area of its transducer. This area is 

Ὀ , where Ὀ is the center to center spacing between transducers determined by where 

the acoustic signal drops 3dB from the center of the transducer. This is also known as 
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the FWHM (full width half maximum) of the center lobe of the diffraction pattern and 

was defined in (3.3.12) and (3.3.13). For a circular transducer, the FWHM is 

approximated as (5.4.3) below. 

Ὀ ‗ὒȾςὶ    (5.4.3) 

From (5.4.2) and (5.4.3), an expression for bits for area can be obtained: 

ὄὭὸί ὴὩὶ ὃὶὩὥ     (5.4.4) 

If ὶ is linearly proportional to the wavelength by a factor ῲ, (5.4.6) can be obtained, 

where Ὢ is the frequency of operation and ὧ is the speed of sound.   

ὶ ῲ‗     (5.4.5) 

 
  

 
    (5.4.6) 

 

 

Figure 5.4.6:  Delay line memory bits per area scaling with frequency, assuming a 

silicon bulk 100 ɛm in thickness 

 

From the above, it can be seen that for a fixed substrate thickness, the bits per 

thickness will increase linearly with thickness. The densities are plotted in Fig. 5.4.6. 
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The density increases with operating frequency as the wavelength shrinks to 

accommodate more number of bits in all directions. The access time for consecutive 

bits in a FIFO memory block is the time of each bit arriving at the carrier frequency 

and is approximately the period of the carrier wave, which can approach sub-

nanosecond times.  

While it may seem from the above model that it is possible to arbitrarily 

increase the delay line memory by increasing the transducer sizing or frequency, in 

reality, other factors limiting the memory performance should be considered, such as 

signal losses that increase as frequency is increased and SNR limitations of the 

system.  

 In conclusion, a proof of concept 2-bit delay line memory comprised of CMOS 

compatible AlN transducers on a bulk silicon substrate has been demonstrated, 

allowing the traditionally unused bulk to be transformed into a memory. Future work 

needs to involve CMOS integration to alleviate the electrical feedthrough and low 

signal amplitude. Further investigation on matching and absorption layers is necessary 

to eliminate the multiple travel signals and reduce signal reflections at the transducer 

to delay medium interface. As the delay line memory is a serial memory and is not 

able to achieve densities to rival that of planar memories, it is more suitable for 

applications such as secure bit storage and fast access time local memories to enable 

enhanced computation power in specialized computer architectures. 
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CHAPTER 6 

GHZ ULTRASONIC FINGERPRINT SENSING 

 

In addition to being used as a digital communication link as demonstrated in 

the previous chapter, the GHz sonar transducer can also be used as a sensor for GHz 

ultrasonic imaging of fingerprints. In this chapter, the working principle behind the 

GHz ultrasonic fingerprint sensor is described, as well as the development of a 

prototype system for acquiring fingerprints using the device. 

 

Section 6.1: Motivations for GHz Ultrasonic Fingerprint Sensing 

In todayôs world, fingerprint sensors are deployed everywhere in applications 

such as in smartphones for authenticating users, at airports for identifying travelers, 

and in offices for clocking in and clocking out of work. Fingerprints are one of the 

most widely used methods of biometric identification and are generally considered 

unique between individuals and are even different between identical twins [115]. 

Numerous types of fingerprint sensors exist in practice. These include optical 

sensors that measure the reflection off fingerprint ridges, capacitive sensors that 

measure the capacitance between a fingerprint and CMOS electrodes, and thermal 

sensors that measure temperature differentials caused by the presence of a fingerprint 

ridge [115]. Ultrasonic fingerprint sensors have also been developed, most notably 

from a group at SUNY Buffalo, leading to a company called Ultra-scan. Ultrasonic 

fingerprint sensors offer advantages that may enable them to supersede the 

performance of other types of fingerprint sensors.  

There are several important motivations for ultrasonic fingerprint sensors. It 

has been shown that capacitive sensors, which are the most widely used sensors in 

smartphones, can be spoofed with a variety of means, such as by printing a 2D image 
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of a fingerprint on paper using conductive ink [116] or by using gelatin phantoms to 

spoof both capacitive and optical fingerprint readers [117]. With ultrasound, the 

acoustic impedance of the finger is also measured, thereby increasing the difficulty of 

spoofing. Other promises of ultrasonic fingerprint readers are of increased penetration 

depth for imaging past oil and dirt accumulation on the skin [115] and the glass and 

metal of smartphone bodies, as well as the possibilities of subdermal imaging and 

increased reliability by working with wet fingers. 

Due to these advantages, there are numerous groups in industry (most notably 

Qualcomm, Invensense, and Sonavation) and in academia developing ultrasonic 

fingerprint sensors. There are two main types of sensors ï sensors that sense changes 

in impedance near resonance due to mass loading from fingerprint ridges, such as the 

Sonovation sensor shown in Fig. 6.1.1B, and sensors that use pulse-echo ultrasound, 

similar to biomedical ultrasound imaging, such as the PMUT and CMUT sensors 

shown in Fig. 6.1.1A and Fig. 6.1.1C. These sensors operate at ultrasound frequencies 

of tens of MHz, similar to the frequencies used in biomedical ultrasound imaging.  

There are several disadvantages to these current sensors that need to be 

addressed to make ultrasonic fingerprint sensors more viable as an alternative to the 

capacitive sensors that now dominate the market. One is that current ultrasonic 

fingerprint sensors are fabricated on separate chips from the CMOS due to the bulk 

PZT or the membrane devices used. Furthermore, membrane devices need to be 

packaged with liquids to allow ultrasound to couple from the membrane transducers to 

an imaging surface, resulting in increased risk from leakage. This special packaging 

and requirements for a 2 chip solution increases costs. Maximum I/O density between 

two chips is lower than a single chip solution due to minimum pitches of flip chip 

bump connections, thereby reducing the number of transducers possible in an array, 

which in turn reduces resolution. Furthermore, the minimum thickness and lateral size 
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of the sensor increases. This is detrimental for applications where a thin, flexible 

sensor is required, such as flexible smartphones and smart credit cards.  

 

 

Figure 6.1.1: (A) 22 MHz PMUT-based ultrasonic fingerprint sensor (Invensense 

and UC Berkeley) [118], (B) Sonavation PZT pillar fingerprint sensor [119, 120], 

(D) CMUT fingerprint sensor [121]  

 

One other disadvantage is that current ultrasonic sensors require high actuation 

voltages of tens of volts, which is higher than what is typically available in state-of-

(a) 

(b) (c) 
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the-art CMOS process nodes. This means that special high voltage processes on older 

nodes are required, reducing CMOS circuit speed and increasing costs.  

It can be seen that what is needed is a single chip ultrasonic sensor that uses 

CMOS compatible voltages of 1V to 5V, with no moving parts or liquid couplants for 

maximum reliability. It turns out that such a solution is possible by using a GHz 

ultrasonic sensor based on the GHz sonar devices discussed in previous sections.   

 

Section 6.2: Principle of Operation of GHz Ultrasonic Fingerprint Sensing 

The high frequency of GHz ultrasound, compared to conventional MHz 

ultrasound, allows the sensor to take advantage of the higher speeds of more advanced 

process nodes as well as improve the resolution. The resolution ύ for an acoustic 

microscope being focused with a lens of numerical aperture ὔȢὃȢ is given by (6.2.1), 

where ‗ is the wavelength [54]. Note that this is slightly better than what the Rayleigh 

criterion in (1.4.2) suggests.  

ύ πȢυρ‗ȾὔȢὃȢ    (6.2.1) 

As can be seen, the resolution for an imaging system is dependent on the wavelength ï 

the smaller the wavelength, and therefore the higher the frequency, the better the 

resolution will be. While the transducers used in the current demonstration of GHz 

ultrasonic fingerprint imaging are currently unfocused, it is conceivable in future work 

to use a phased array of transducers instead for lensless focusing and electronic beam 

steering.  

One tradeoff of using higher frequencies, however, is that absorption loss 

increases. Absorption in skin is proportional to ὪȢ, while absorption in water is 

proportional to Ὢ [60]. This frequency dependent absorption loss therefore will 

decrease the penetration depth of ultrasound into tissue, compared with lower 

frequency ultrasonic imaging, limiting the applications in sub-dermal imaging. 
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The concept of the CMOS integrated GHz ultrasonic fingerprint reader is 

shown in Fig. 6.2.1. Using the backside of the silicon, where there are no devices, as 

the sensing surface, an array of transducers can be used as a fingerprint sensor. An 

ultrasonic wave packet is generated from a transducer by applying a GHz RF pulse to 

it. This ultrasonic wave packet travels through the thickness of the silicon, reflects off 

the backside interface, and then travels back to the transducer, generating a received 

RF pulse signal upon arrival. The CMOS compatibility of AlN allows the piezoelectric 

transducers to be fabricated directly on the CMOS electronics for a single chip sensor 

solution.  

 

 

Figure 6.2.1: Single chip GHz ultrasonic fingerprint sensor concept  

 

The amount of signal that the transducer receives is determined by the 

reflection coefficient ɜ of the backside silicon interface, which is in turn determined 

by the material contacting the backside of silicon. ɜ is defined in (6.2.2) below, where 

:  is the acoustic impedance of the backing material contacting the backside of the 

silicon, which in the case of the fingerprint sensor is either skin or air, and :  is the 

acoustic impedance of silicon.  

ɜ       (6.2.2) 
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The energy that is not reflected back into the silicon is transmitted into the backing 

material with transmission coefficient T as shown in (6.2.3).  

4       (6.2.3) 

 

 

Figure 6.2.2: 1D transmitted and receive ultrasonic waves and transducer 

voltages for the GHz ultrasonic fingerprint sensor 

 

In Fig. 6.2.2, the 1D case with no diffraction and no absorption loss is shown, 

where the transducer is driven with a voltage amplitude 6 , generating an acoustic 

pulse with pressure 0 . At the silicon backside interface, the amplitude of the 

pressure wave reflecting into the silicon is 0  and the amplitude of the pressure wave 

transmitting into the backing medium is 0. The voltage amplitude of the signal 

received by the transducer is 6 . As it is assumed that there is no diffraction loss and 

no absorption loss, the acoustic wave amplitudes ὖ  and ὖ and the received voltage 

amplitude ὠ  cane be determined by (6.2.4), (6.2.5), and (6.2.6), respectively, 

demonstrating the effect of the backing medium on the received voltage signal at the 

transducer. 

ὖ ɜὖ     (6.2.4) 
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ὖ Ὕὖ     (6.2.5) 

ὠ ɜὠ     (6.2.6) 

As the impedance of the backing medium increases, the amount of energy reflected 

into the silicon reduces, and therefore the received voltage is reduced. As the 

impedance of air is very small, it can be assumed to be negligible and therefore the 

maximum receive voltage is present when there is no skin tissue present on the back 

surface of the sensor.  

To determine what the amplitude of the received signal should be when a 

fingerprint ridge is present on the backside, the physical nature of a fingerprint needs 

to be examined. 

Fingerprints are comprised of ridges and valleys. Ridges, also called friction 

ridges, are raised portions of the epidermis, while valleys refer to the spacings between 

ridges. The width of a ridge may vary from 100 µm to 300 µm, and the distance from 

one ridge to an adjacent ridge across a valley is typically 500 µm [115].  

The skin consists of two main layers ï the epidermis and the dermis, as shown 

in Fig. 6.2.3 [122]. Beneath the dermis is a subdermal layer of subcutaneous fat, 

known as the hypodermis [124].  

 

 

Figure 6.2.3: Physical structure of volar skin on a finger [122]  
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Due to high viscoelastic loss of ultrasonic waves at high frequencies, the 

primary skin layer of interest is the outer layer of skin ï the epidermis. The outermost 

layer of the epidermis is known as the stratum corneum, and primarily consists of 

dead, keratinized cells. While this layer is typically 10-20 µm thick on non-load-

bearing skin, it is typically 600 µm thick on the palmar and plantar skin on hands and 

feet [124]. The acoustic properties of the stratum corneum are shown in Table 6.2.1 

below. 

 

Acoustic Property Value 

Average Density ρȢρ ρπ ὯὫ ά  

Elastic Modulus ς ρπ ὔ ά  

Sound Velocity ρȢσυρπ ά ί  

Acoustic Impedance ρȢτψ ὓὙὥώὰ 

Table 6.2.1: Acoustic properties of the stratum corneum, adapted from [124] 

 

Using (6.2.2) and assuming the acoustic impedance of silicon is approximately 

19.7 MRayl [48], the reflection coefficient ɜ is approximately -0.86. Therefore, 

assuming no diffraction loss and no absorption loss, the amplitude of the received 

acoustic echo from the silicon to stratum corneum interface should be about 90% of 

the air-backed value.  

 

Section 6.3: GHz Ultrasonic Fingerprint Sensor Prototype and Results 

An initial single pixel GHz fingerprint sensor was first demonstrated in earlier 

work described in [51, 125] and demonstrated that while it was possible to image a 

rubber phantom, the fingerprint pattern can barely be recognized in the initial images, 

as shown in Fig. 6.3.1. This is built upon in this work by using an array of transducers 
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to image a larger scan area, resulting in images of full fingerprints from both a rubber 

phantom and actual finger swipes.  

 

 

Figure 6.3.1: Rubber phantom imaging results from mechanically scanned single 

pixel fingerprint sensor 

  

 

Figure 6.3.2: (A) Film stack of transducers, (B) Linear array transducers with 

signal and ground pads shown. Fingerprint swiping direction is delineated by the 

arrow.  

Silicon (725 µm)
Silicon Dioxide (2 µm)
AlN Seed Layer (20 nm)
Molybdenum (200 nm)

AlN (2 µm)

Molybdenum (200 nm)
Silicon Dioxide (1 µm)

(a) (b) 
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A fingerprint swipe sensor was formed using a linear array of 64 square 

transducers of dimensions 75 µm by 75 ‘ά and fabricated at A*STAR Institute of 

Microelectronics (IME) in Singapore, under the IARPA TIC program, with the film 

stack shown in Fig. 6.3.2A, which gives maximum acoustic response at around 1.3 

GHz. The linear array transducers are shown in Fig. 6.3.2B. 

 

 

Figure 6.3.3: Circuit board with wire bonded transducer array and transmit and 

receive electronics 

 

This linear array was wire bonded to a printed circuit board, as shown in Fig. 

6.3.3, where the fingerprint imaging electronics are located. The system implemented 

on the circuit board is shown in Fig. 6.3.4. The transmit electronics consist of an 

integrated VCO (voltage controlled oscillator) that is gated with an RF switch to 

generate a 1.3 GHz RF pulse. The magnitude of this RF pulse is amplified to 2Vpp 

with a RF amplifier and a low pass filter is used to attenuate higher order harmonics. 
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This pulse then passes through a SPDT switch that is used to select between the 

transmit electronics and the receive electronics. A cascade of SP4T RF switches is 

used to form a 1 to 64 RF switch, as there are such switches available on the market. 

This cascade of switches attenuates the signals driving the transducers and the signals 

received from the transducers, hence the need to amplify the drive voltage. Using an 

Agilent N5445A browser probe, the transmit voltage can be measured to be ~0.5Vpp. 

Each of the outputs of the 1 to 64 switch is wire bonded to a transducer in the 64 pixel 

linear array.  

 

 

Figure 6.3.4: Block diagram of the fingerprint reader setup 
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Approximately 170 ns after a transducer is driven with the transmit RF pulse, 

the acoustic echo from the silicon backside interface is received at the transducer. This 

signal passes through the 1 to 64 RF switch, through the SPDT switch which is now 

connected to the receive electronics, and is amplified by two 18 dB RF amplifiers 

(Crystek CRBAMP-100-6000), before passing into an envelope detector, which 

demodulates the received signal from RF to baseband. This baseband signal is then 

measured with an oscilloscope, recorded on a PC with MATLAB, and the voltage 

amplitude of the first acoustic echo is used to plotted to form an image of a fingerprint. 

Note that since there is only one set of the transmitting and receiving circuitry on the 

PCB, the transducers in the 64 pixel array are actuated and read from serially, one 

after another. 

 

 

Figure 6.3.5: Rubber fingerprint phantom scanning setup 

 

Initial testing of the fingerprint sensor was performed by scanning a rubber 

phantom across the array using the setup shown in Fig. 6.3.5. The rubber phantom is 

formed by pressing rubber (Staedler Mars Plastic eraser) at high temperature into a 

silicon mold in which a fingerprint pattern was cut using laser micromachining with a 
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LPKF Protolaser U laser system. The choice of rubber as the phantom material is 

because the acoustic impedances of various rubbers varies between 1 to 2 MRayl [48], 

which is close to the ~1.5 MRayl acoustic impedance expected from the epidermis. A 

Newport UTM150CC.1 translation stage, in conjunction with a Newport ESP300 

motion controller, is used to scan the phantom across the array. 

 

 

Figure 6.3.6: Image of fingerprint generated by scanning a fingerprint phantom 

along the array and plotting the voltage difference between loaded and unloaded 

conditions. Each transducer is spaced 200 µm apart in the array and the 

mechanical scan resolution is 50 µm. Because the phantom was offset, two scans 

were combined, hence the transducer number is greater than 64.      

 

The image obtained from imaging the rubber phantom with the 64-pixel array 

is shown in Fig. 6.3.6. This image is generated by plotting the difference between the 

air-backed received voltage and the measured received voltages while the phantom is 

being scanned across the sensor array. A comparison between the rubber backed 

output voltage and the air backed output voltage is shown in Fig. 6.3.7, demonstrating 
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that, for the first acoustic echo, the rubber backed signal drops to approximately 85% 

that of the air backed value. As can be seen from Fig. 6.3.6, the fingerprint phantom 

pattern is clearly resolved. The ability to measure these signals by actuation with 

0.5Vpp drive voltages and receive amplifiers powered by a 5V rail demonstrate the 

ability to use CMOS compatible voltages for transmitting and receiving from the 

fingerprint sensor array.  

 

 

Figure 6.3.7: (A) RF received signal prior to amplification and demodulation. 

The first acoustic echo is the signal of interest. (B) Envelope detector output 

voltages from a single pixel in the array in the air-backed case and in the rubber-

backed case 

 

One might wonder if this sensor can be image actual fingerprints as well. 

Indeed, to alleviate these concerns, the author has scanned the fingerprints from his 

own fingers with this setup, yielding images similar to or better than what is shown in 

Fig. 6.3.6. For privacy considerations, however, these images will not be shown in this 

work.  

(A) (B) 
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The 64 pixels in the sensor limit the resolution attainable along the array ï the 

width of the finger can only be represented by 64 data points, while the resolution in 

the swiping direction is determined by how slow or fast the finger is scanned.  

 

 

Figure 6.3.8: (A) Rubber tips used to test fingerprint sensor. (B) Dimensions of 

rubber tips. (C) The rubber tips are bonded to a glass slide and scanned across 

the array. 

 

To investigate how wide the transducer beam is and therefore how large the 

sensing area of the transducer is, which may allow for sub-pixel imaging, rubber tips 

that are approximately 90 µm in diameter at the tip were fabricated, as shown in Fig. 

6.3.8 and Fig. 6.3.9, and scanned across the backside of the array, at 1 µm scanning 

resolution. As the tips were scanned across the array, the output voltage from a 

transducer pixel begins to drop when the tip is 100 µm from the center of the 

transducer. When the pixel is completely covered by the rubber tip, the signal reaches 

its minimum value. As the tip moves away from the transducer, the voltage increases 

(C) 

(A) 

7 mm 

2 mm 

(B) 
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until it reaches the air-backed value. The transducer is therefore sensitive to material is 

that is placed up to 100 µm from its center on the silicon backside, for a 200 µm wide 

region of sensitivity. The width of the region where the signal drops 3dB from the 

maximum point is approximately 100 µm, as be seen from the receive voltage 

magnitudes shown in Fig. 6.3.9B. The width of this region is the full width half 

maximum (FWHM) of the center lobe of the transducer radiation, defined for a square 

transducer in far field by (6.3.1), where ɚ is the acoustic wavelength in the medium, z 

is the propagation distance, and W is the width of the transducer [76].  

FWHM=1.206ɚz/W  (6.3.1) 

For 1.3 GHz frequency and assuming isotropic propagation in silicon, the FWHM can 

be estimated to be 75 µm wide, which is slightly smaller than the observed distance. 

The resolution of this subpixel imaging is limited to approximately 15 to 20 µm due to 

signal noise of 20mVpp from the 8-bit ADC input on the high frequency oscilloscope.  

 

 

Figure 6.3.9: (A) Tip scanning experiment setup, (B) First acoustic echo voltage 

magnitudes for 4 adjacent transducers in the linear array as the rubber tips are 

scanned across the array 

(B) (A) 



 

141 

 

It can be noted that in Fig. 6.3.9 the background DC levels for the output 

voltage corresponding to the 4 transducers are different (0.62V for transducer 5 to 

0.7V for transducer 4). As the traces connecting each transducer to a RF switch have 

different lengths and are connected to different RF switches in different regions of the 

PCB, the signal paths and parasitics for each channel are different and hence the off-

state RF coupling (when the transmit switch is off) for each channel is different, and is 

resolved by the envelope detector as different background DC levels. 

 

 

Figure 6.3.10: PZFlex simulation of tip scanning experiment using PDMS to 

model rubber 

 

To verify the results from this experiment, simulation was performed in 

PZFlex using a 2D model and using PDMS, with an acoustic impedance of ~1 MRayl, 

to model rubber. The received echo magnitude on the transducer is shown in Fig. 

6.3.10. The voltage drop ratio observed is slightly smaller than what is measured in 
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Fig. 6.3.9 with a maximum reflection coefficient of 0.92 instead of 0.85 as measured 

experimentally, but this may be due to a variety of factors in the experiment, such as 

the actual size of the rubber tip and the exact acoustic properties of the rubber used. 

Overall, the pattern matches that measured in the experiment, with little signal being 

received from beyond 100 ‘ά from when the rubber tip is directly above the 

transducer. 

 

Section 6.4: Frequency Sweep Measurements 

One might wonder if the antispoof potential for ultrasonic fingerprint sensors 

will be useless if a phantom with similar acoustic impedances, as demonstrated by 

using a rubber phantom for testing the sensor. One way that this can be countered is by 

using the GHz ultrasonic sensor as a thermal sensor, as described in [32], to do 

liveness detection. By sensing body temperature and the thermal conductance of the 

skin, the sensor is able to discriminate better between a fingerprint ridge and a 

spoofing phantom, increasing the difficulty of spoofing.  

Another method to differentiate between a finger and a rubber phantom is to 

take advantage of the large bandwidth of the transducer, which is much larger than is 

possible with lower frequency 10 MHz transducers. The coupling of the transducer to 

silicon decreases its Q (quality factor), therefore resulting in large bandwidths of more 

than 100 MHz due to the high center frequency (~1.3 GHz). This allows the sensor to 

operate over a large frequency range, allowing for the measurement of frequency 

variation of acoustic properties. 

As discussed earlier in this chapter and shown in (6.4.1), the reflection 

coefficient on the bottom sensing surface of the silicon is a function of the acoustic 

impedance ὤ  of a material placed on the surface.   

ɜ      (6.4.1) 
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The specific acoustic impedance Z of a material is related to the phase velocity ὧ and 

the density ” of a material, as shown in (6.4.2). 

ὤ ”ὧ     (6.4.2) 

Variation of impedance stems from the frequency dependence of the phase 

velocity ὧ   ï the change in phase velocity with frequency is known as dispersion. 

Wave dispersion in materials is a consequence of energy loss in the material and 

therefore can be related to the absorption in the material through the Kramers-Kronig 

relationships [60].  

 

Figure 6.4.1: Attenuation coefficient vs. frequency in different types of human 

tissue [126] 

Absorption loss is the loss of energy from an ultrasonic wave due to 

conversion into heat. In fluids such as water, absorption typically increases with a 

quadratic relation with frequency as in (6.4.3), where  is the attenuation constant 
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(Nepers/m), c is the speed of sound, ” is the density, – is the angular frequency and  

is the coefficient of viscosity (ὔ ίȾά ) [71]. 

      (6.4.3) 

This   dependence is due to viscous loss, where frictional forces between fluid 

particles converts acoustic energy into heat loss [127].  

However, measurements of absorption in biological tissues indicate an almost 

linear dependence with frequency instead of a quadratic relation ï the exact frequency 

dependence varies depending on the particular tissue being measured [128], as shown 

in Fig. 6.4.1 [126]. This difference is due to absorption loss being dominated by 

macromolecular relaxation effects instead of viscous loss [127, 129]. 

Relaxation refers to when the bulk modulus of a material has different values 

for a ñslowò process at low frequencies and a ñfastò process at high frequencies, with 

the transition occurring at a frequency known as the relaxation frequency. Thus, the 

sound velocity will transition from one value to another as the frequency increases 

from low frequency to high frequency. The observed almost-linear frequency 

dependence of absorption in biological tissues can be explained by a distribution of 

relaxation frequencies [127, 129].  

In fluids, relaxation is due to the transfer of energy from one molecular 

vibrational energy state to another. The transfer of energy between these states leads to 

a time delay, resulting in this energy interfering out of phase with the acoustic wave, 

leading to absorption [130]. For biological tissues, however, the exact mechanisms for 

the numerous relaxation processes are yet to be completely understood [60, 127].    

Numerous studies exist in the literature on the frequency dependence of 

acoustic properties. Instead of acoustic impedance, however, these have primarily 

focused on measurements of attenuation (which comprises absorption and scattering) 

or velocity dispersion [54, 127, 129, 131, 132]. These measurements are done by 
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transmitting an acoustic pulse into a material and measuring the pulse after it travels 

through the material. It is possible to measure properties well into the GHz frequencies 

with this method for liquids [131, 133].  

 

 

Figure 6.4.2: De-embedded S11 measurement of a 100 µm square transducer 

using GSG probes with an Agilent N5230A network analyzer 

 

However, measuring frequency dependence of attenuation by propagating a 

bulk acoustic pulse through a material is not suitable for a fingerprint sensor, because 

the transducers are located on a single side of the material and the material (i.e. a 

finger) presented to the sensor is typically of an unknown thickness. Therefore, the 

property chosen to be investigated is the frequency dependence of the reflection 

coefficient at the silicon backside interface, which serves as a measurement of the 

frequency dependence of the specific acoustic impedance of the material to be sensed. 
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As silicon is a crystalline material, it is assumed that any frequency variation of the 

reflection coefficient is predominantly from the backside material. 

 

 

Figure 6.4.3: Dual directional coupler setup for pulse reflectometry  

 

The conventional method to measure the frequency response of a RF network 

is to use a network analyzer. However, as shown in Fig. 6.4.2, continuous-wave 

HBAR silicon resonances will occur, preventing accurate determination of transducer 

S11 in the pulsed mode. A pulsed vector network analyzer with pulse width less than 

the ultrasonic transit time through the silicon could conceivably be used if one has 

access to such a tool. Alternatively, the arrangement shown in Fig. 6.4.3 can be used.   

In this arrangement, the transmit RF pulse used for actuating the transducer is 

generated by a RF source and RF switches that are cascaded to reduce off-state RF 

coupling, along with a driver amplifier to increase the excitation voltage. As 
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impedance mismatch with 50 Ý RF measurement equipment is a concern, a dual 

directional coupler is used to measure the forward and reflected power traveling to and 

from the transducer, as a measurement of the electrical impedance of the transducer, as 

well as the power emitted from the transducer due to the acoustic echoes. The signals 

on the forward and reverse ports of the dual directional coupler are amplified and 

measured with a high frequency oscilloscope. The oscilloscope signals are recorded on 

a PC and demodulated in MATLAB.  

To characterize the acoustic impedance of a material, the frequency response 

of a 100 µm by 100 µm sonar transducer when the silicon sensing surface is air-

backed is first measured with the setup in Fig. 6.4.3. This is done by normalizing the 

received echo amplitude by the amplitude of the transmitted pulse. The first acoustic 

echo is the signal of interest because it has the largest amplitude ï the subsequent 

echoes are attenuated more due primarily to increased diffraction loss in silicon due to 

the further distance traversed. The measured response is shown below in Fig. 6.4.4B, 

measured at 10 MHz resolution. The frequency applied from the RF source is set by 

the PC ï frequency response measurements are performed by measuring the 

transmitted and receive powers when different frequencies are applied. Note that the 

transmit pulse seen at the forward coupled port is proportional to the voltage 

transmitted by the pulse generator but the actual voltage applied to the transducer is 

smaller because the transducer is not matched to 50 ohms and because of loss through 

the wire bonds. 
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Figure 6.4.4: (A) Unamplified first acoustic echo at 1.3 GHz, (B) Frequency 

sweep responses for air backing, (C) PCB with wire bonded transducer used for 

the frequency sweep experiment, (D) Microscope image of the 100 µm transducer 

used for the experiment 

 

As the transducer thin film stack used is the same as in Fig. 2.1.1, the center 

frequencies are similar to those predicted in Chapter 2, but the amplitudes are lower, 

particularly for the higher frequency 2.4 GHz resonance, due to the effects of the wire 

bond inductance and PCB capacitance. From Fig. 6.4.4B, in the 1 GHz to 3 GHz 

range, there are three resonances around which the transducer has the highest response 

(a) (b) 

(c) (d) 
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ï one centered at 1300 MHz with 3 dB bandwidth of 120 MHz, one at 1520 MHz with 

bandwidth of 130 MHz, and one at 2430 MHz with bandwidth of 60 MHz. The 

combined frequency response therefore allows for transducer operation from 

approximately 1 GHz to 1.7 GHz and 2.35 GHz to 2.55 GHz. The measurements were 

only performed between 1 GHz to 3 GHz due to frequency range limitations of the 

coupler (1 to 4 GHz) and the RF source (up to 3 GHz). 

 

 

Figure 6.4.5: (A) Setup for performing frequency sweep measurements of 

acoustic impedance of a sample with the GHz sonar transducer, (B) amplitude of 

first acoustic echo with frequency 

 

Several materials were placed on the sensor, as shown in Fig. 6.4.5A, to 

measure the frequency response for the first acoustic echo. As the amplitude of this 

echo is determined by the acoustic impedance of the material placed in contact with 

the silicon backside, it can serve as a method of measuring the frequency response of 

the acoustic impedance of materials.  

(a) (b) 
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The materials used were water, tuna, PDMS (Sylgard 184), and salmon. Water 

and PDMS are chosen due to their similar acoustic impedances to skin. Tuna and 

salmon were chosen because they are easily obtainable and are used to demonstrate 

how the sensor performs with biological tissue. The amplitudes of the first acoustic 

echo for the 1.05 GHz to 1.45 GHz range are shown in Fig. 6.4.5B.  

 

 

Figure 6.4.6: Normalized frequency response at the transducer resonances ï (A) 

1.05 GHz to 1.45 GHz, (B) 2.43 GHz to 2.49 GHz 

 

In Fig. 6.4.5B, the echo amplitudes of the different materials have similar 

amplitudes and it is difficult to distinguish between the materials. In order to remove 

the effects of the frequency response of the transducer and the frequency dependence 

of diffraction loss within silicon, the echo amplitudes of the tested materials are 

normalized by the echo amplitude when the silicon is air-backed. This assumes that 

the impedance of air is small enough compared to the impedances of the tested 

materials such that its frequency variation is considered negligible.   

The normalized frequency response for the tested materials are shown in Fig. 

6.4.6. Only the data from the frequencies near the transducer resonances are shown 

(A) (B) 
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due to small signal levels outside of those operating bandwidths. It can be seen that the 

responses between the materials can now be more easily distinguished than in Fig. 

6.4.5B.  

Note that for water, little frequency dependence is expected from the literature 

due to the quadratic frequency dependence of attenuation [134]. This is reflected in the 

measured data. Some amount of frequency dependence for the materials is observed, 

but due to low signal levels, more work needs to be done to determine how much of it 

is due to electrical noise. The current results however are encouraging in the 

possibility of the use of the GHz ultrasonic transducer for material differentiation 

based on frequency response. 

One particular concern with measuring impedance of solids is that repeatability 

of results depends heavily on the quality of contact of the solid to the silicon. If the 

amount of material that contacts the silicon is different, then the amount of energy that 

reflects back to the transducer will also be different. Typically in acoustic microscopy, 

a coupling fluid is used to couple ultrasound to the sample [54]. However, this is not 

very practical for a fingerprint sensor, hence the experiments are done without a 

coupling fluid to reflect actual conditions. 

In future work, transducers can be designed with different frequency ranges to 

investigate at different frequencies to see if the same trends can be observed. Other 

techniques for directly measuring absorption should also be investigated because in 

liquids such as water, absorption should have a quadratic relation with frequency, 

which should provide more measurable signal differences. 
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CHAPTER 7 

CMOS TRANSMIT AND RECEIVE CIRCUITS FOR GHZ CHIP-SCALE SONAR 

 

One of the primary motivations to use GHz sonar in silicon is the prospect of 

CMOS integration with GHz sonar transducers to realize devices such as 

reconfigurable phased array communication links, sonic memory, and sonic TSVs on-

chip. In this section, transmit and receive circuits for driving GHz sonar transducers 

will be discussed and results from wire bond testing and monolithic AlN on CMOS 

testing will be presented.  

 

Section 7.1: Introduction to CMOS Integration for MEMS Ultrasonic Transducers 

The most commonly used types of bulk acoustic wave MEMS ultrasonic 

transducers for imaging applications are CMUT and PMUT transducers. CMUT 

transducers are used in biomedical ultrasound imaging [135] and PMUT transducers 

have been explored for fingerprint imaging as well as in-air sensing [136-138]. 

Integration of CMUT and PMUT transducers with CMOS circuits has been 

explored in the literature [139-141]. Several of the driving factors for integrating 

transducers with CMOS circuits are for reduced parasitic capacitance to increase 

signal levels, to eliminate the need for impedance matching to electrical transmission 

lines, and to reduce the size required for the transmit and receive electronics for arrays 

with larger numbers of transducer elements [135, 140]. These same considerations 

also apply for GHz sonar transducers. 

Typical circuits for PMUT and CMUT transducer integration are shown below 

in Fig. 7.1.1 and Fig. 7.1.12, and typically consist of a high voltage pulser for driving 

the transducer and a receive amplifier for amplifying the pulse-echo return signal, 



 

153 

which is typically on the order of tens of mV in amplitude post-amplification [139-

141].  

 

 

Figure 7.1.1: (A) CMUT high voltage pulser driver circuit, (B) receive 

transimpedance amplifier for CMUT transducers [140] 

 

 

Figure 7.1.2: (A) PMUT receive amplifier and (B) transmit pulser for an 

ultrasonic fingerprint sensor [139] 

 

(a) (b) 

(a) (b) 


