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This dissertation presents work on using the GHz sonar transducer, a new type
of MEMS (microelectromechanical systems) bulk acoustic wave (BAW) technology,
for communications and sensing applications. As these devices aratiethmuath
aluminum nitride (AIN), a CMO&ompatible piezoelectric thin film material, these
devices can be integrated directly with CMOS circuits to allow for new circuit
functionalities.

The structure and fabrication details of GHz sonar transduceirgraduced,
followed by a discussion of how to model the devices. There are two primary effects
that will be discussetl the electrical to acoustic conversion of the piezoelectric thin
film transducers and how diffraction affects wave propagation frotrdheducers
through the silicon substrate.

In this work, three new applications enabled by the GHz sonar transducer will
be discussed. The first is the GHz ultrasonic thresitibon via (UTSV), a new type
of wireless 3D interconnect that enables dioigchip communication in mukchip 3D
integrated circuit (3DIC) stacks.

The second application is the GHz sonic meniaaydelay line memory that
uses the UTSV as an ultrasonic delay line and stores digital bits as ultrasonic waves.
The novelty of this mem®y is that it transforms the previously unused silicon

substrate into 3D memory elements, as opposed to the traditional method of increasing



memory density by stacking 2D memory chips.

The third application is the GHz ultrasonic fingerprint sensor, aCle@®S
compatible fingerprint sensor. The use of ultrasound allows for numerous advantages
over current capacitive and optical fingerprint sensors, including higher penetration
through glass and metal layers, as well as enhancing the spoof resistance of the
fingerprint sensor by allowing the sensor to image elastic properties of tissue. The 1.3
GHz frequency of the sensor potentially allows for two orders of magnitude higher
resolution over existing ultrasonic fingerprint sensors, which typically operate at

biomedical ultrasound frequencies of tens of MHz.
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CHAPTER 1
INTRODUCTION

Section 1.1: MoreThan-Moore

Hi storically, semiconductor sdaling has
prediction, first made in 1965 and subsequently revised in 1975, that the number of
components in an integrated circuit (IC) will approximately double every two years
[1]. This increase in transistor count is achieved by reducing the transis¢ormhe
reduction in component size increasemponent densityand is traditionally
accompanied by improvements in power efficiency and transistor switching speed due
to such factors asdactions in operating voltages and transistor gate capacitances in
what is known as Dennard scaling4R This increase in transistor density and speed
have resulted in an increase in performance for microprocessors of approximately 52%
per year from 1986 2002 p]. This performance increase, coupled with a reduction
in cost per transistor of approximately 35% per yéhrtas allowed for electronics to
permeate all aspects of human life and society in what is sometimes known as the
electronics revoludn [7].

In recent years, however, the trend of increasing transistor density predicted by
Mooreds Law, as well as the performance ir
scaling, has begun to stagnate. The size of a SRAM cell, for instance, is no longer
increasing as fast as historic trenfls As transistors scale smaller and smaller, they
began to approach physical size limitatiordimensions of 2 to 3 nm correspond to
10 atom wide features, at which point quantum effects will limit transistor itefab
Moreover, the billions of dollars required to set up a fabrication line at the most
advanced semiconductor process nodes limit the economic incentives of continuing
wi t h Mo o Bl.eTbespowerssavings traditionally associated with process nodes

improvements has begun to reduce due to an increase in static power consumption



from increasedransistor offstateleakage currentlD]. Furthermore, thermal

limitations mean that as the density of transistors increases, the clock speed cannot be
increasd beyond a certain point due to a limit to how much heat a microchip can
dissipate. Hence, starting from around 2003, the semiconductor industry switched
from increasing clock speeds to increasing the number of cores in a processor in order
to continue tachieve higher microprocessor performance, reducing the annual
performance increase to approximately 20% per ygdrl].

Due to this difficulty of meeting Moor €
diminishing returns of transistor scaling, there is growing@steis what is known as
A Mo-ThanMo or e 0 t e &Zh This hew gdraeligm seeks to increase circuit
functionality not by simply increasing transistor count, but by integrating technologies
that do not scale with size as MOSFETS do by Dennard slsigas RF circuits,
MOEMS (microoptoelectromechanical systems), and MEMS (microelectromechanical
systems) 6, 13. Integration of these technologies can be achieved either through
direct monolithic integration by fabricating devices directly on CMOS gader
through heterogeneous integration, which takes the form of either 3D integration by
vertical stacking of planar wafers and dies or 2.5D integration by using interposers
[13-15].

Il n this wor k-ThamVvhoeo rseudc hM EfiMNBo irCddzactipn o | o g y
scaleisonar 0 tr an ¢ dillbe discsssed. Mhe GeM @uBctionalities and
applications enabled by these devices in digital communications, 3D integration,
hardware security, and biometric sensing that are not possible with only traditional
CMOS will bedescribed. In the remainder of this chapter, the hardware security
concerns motivating the initial development of MEMS GHz «uple sonar

technology, as well as a comparison of the device with traditional MEMS bulk



acoustic wave (BAW) device technologjjevill be discussed and the basic principle of

operation of the technology explained.

Section 1.2: Hardware Security Motivations for MEMS GHz Ch§rale Sonar

I n the early years of the semiconductor
ear | y 1 9smidosdyuctorswesetmanufactured by vertically integrated
companies, also known as integrated device manufacturers (IDMs), where both IC
design and IC fabrication were done within the same company. In 1987, TSMC
pioneered the first puselay foundry in thevorld in Taiwan, giving rise to the current
industry model where the vast majority of Am@mory semiconductor IC fabrication
is done by purglay foundries. A purplay foundry is a company that only focuses on
IC fabrication and fabricates designs fabliess semiconductor design houses, such as
Qualcomm and Xilinx16]. The massive investment, which can run greater than $17
billion [17], that is required for building a semiconductor fab at the latest process
nodes means that running an internal semiconductor fab is no longer cost effective for
all but the largest corporations, making the fabless model more attractive.

The rise of globlézation has meant that most such pplay foundries are
located either in the United States or in East Agamarily in Taiwan, South Korea,
Singapore, and China. The vast majority of the pure play foundry market is dominated
by East Asian playeiisin 2016, Taiwarbased TSMC alone had 59% of total sales in
the pureplay foundry market [8].

This migration of semiconductor manufacturing from the United States to East
Asia, combined with the increasing use of COTS components in military systems and
theincreasing fabrication of military grade chips offshore, has caused the U.S. military
semiconductor supply chain to become increasingly globaltz@dThis

globalization introduces new vulnerabilities into the supply chain such as the risk of



the inseribn of malicious hardware modifications, such as hardware trojans, into
military chips and the theft of military chip designs by foreign adversaries. The
insertion of hardware trojans can be difficult to detejctst around 1000 logic gates
can be used toreate a malicious processor, a small fraction of the millions to billions
of transistors on a typical logic IC toda30]. Even harder to detect are attacks that are
based on altering dopant profiles or damaging IC wiring to reduce circuit reliability
[21-22).

The U.S. Department of Defense Trusted Foundry Program exists to address
these types of vulnerabilities in the military supply chain by accrediting onshore
foundries for Atrustedo fabrication of | Cs
fabricaton line at the latest semiconductor process nodes has meant that many of these
foundries are 10 years or more behind the latestsfdtes-art technologiesZ3).

The IARPA Trusted Integrated Chips (TIC) program, under which this current
work was fundegdsought to alleviate this issue through the use otfgliitication
technology. In spli#fabrication manufacturing, the transistor layers (frem¢tof-line
or FEOL) that require the use of a statehe-art process node are fabricated at an
untrusted &@-shore foundry. After the first few metal interconnect metal layers are
fabricated, the wafers are pulled out of the untrusted foundry and the rest of the metal
interconnects are completed at arstiore trusted foundry, as those layers do not need
to befabricated with as small feature sizes as the transistor laye?g-@d||
However, unless some form of circuit obfuscation is used, this manufacturing
technology can easily be defeated by reverse engineering approdmshehing
down to each layer & CMOS chip and imaging with a SEM, the complete circuit
netlist can be extracted by image recognition procegés [

To alleviate this concern, a MEMS GHz ultrasonic reconfigurable

communication link was developed by the SonicMEMS Laboratory at Cornell



University using phased arrays of GHz

u l

tr

bit stream to any one of ml.tiPpHe trercmiivd a

is used because this type of technology is similar in operating principle todre so

used by naval warships for underwater detection and by dolphins and bats to locate
food, in which pulses of acoustic waves are transmitted and received. As this type of
interconnect is wireless and capable of communication over long distarchgpem
adversary would not be able to know exactly which subcircuits in a chip are
communicating to each other. The high frequency of operation, combined with the low
particle displacements induced in silicon by the acoustic waves, mean that it is
difficult to probe the GHz ultrasonic communication channel with current
commercially available vibrometers.

It was recognized that, in addition to the phased array communication link, this
technology can also be applied to other applications such as an ultrasetessvaD
interconnect28§], a delay line memory2[), fingerprint sensingd0-31], temperature
sensing 32] and delay lines for clocking applicatior33]. The first three of these
applicationg the ultrasonic through silicon via (UTSV), the GHz sonic msmand
the GHz ultrasonic fingerprint sensor will be discussed in subsequent chapters in this
work.

The MEMS GHz chipscale sonar transducer is different from most
conventional thidfilm MEMS BAW (bulk acoustic wave) devices in that the
ultrasonic wave are transmitted into the silicon substrate, instead of being confined to
the piezoelectric thin film or transmitted into a fluid medium. This difference will
become evident in the two sectidnm section 1.3, the principle of operation of
conventionaburface micromachined MEMS BAW devices will be discussed and in
section 1.4, the principle of operation of the GHz efgple sonar transducer will be

introduced.



Section 1.3: Surface Micromachined MEMS BAW Devices

The most commonly used surface micromachined MEMS BAW (bulk acoustic
wave) devices today can be divided into two categdriresonator devices for
electronic RF filter synthesis and sensor devices for ultrasonic imaging applications.
The former categoryamprises FBAR and SMR resonators and the latter category
comprises CMUT and PMUT transducers. A fifth device, the HBAR resonator, will be
discussed in the next section due to its similarity with GHz sonar transducers. Bulk
micromachined MEMS BAW devicesich as the commonly used MEMS

microphone, do exist, but will not be discussed for the sake of brevity.

Electrodes Piezoelectric

Thickness
Substrate (Si, GaAs)

Figure 1.3.1: Typical FBAR structure [35]

The FBAR resonator is perhaps the commonly encountered MEMS BAW
device today, with each smartphone today containing multiples of these devices.
While first demonstrated in 1980, the film bulk acoustic resonator (FBAR) was only
first successfully commercialz ed i n the | ate 199006s and th
efforts of Rich Ruby and others at HP Labs (later Agilent, then Avago, and now

Broadcom). The development of the FBAR duplexer was one of the innovations that



allowed for the size reductionofcebutr phones from the | arge

to the small handheld form factors of tod&y][

A typical FBAR structure is shown in Fig.311 and consists of a piezoelectric
thin film with electrodes on both sides of the film. Typically, aluminumdet(AIN)
is the piezoelectric material of choice due to its CMOS compatibility and molybdenum
(Mo) is used for the electrode material].

The piezoelectric thin film layer forms a havelength thicknessiode
resonator structure. An air gap is etchedeath the resonator, creating a released
membrane structure such that air is present on both sides of the resonator. The
impedance mismatch between air and the thin film membrane structure causes
acoustic energy to be confined to the piezoelectricfilmmresonator, allowing a high
resonator quality factor (Q) to be obtained, which allows for the synthesis of highly
selective RF filters. The primary energy loss mechanism that would reduce resonator

Q is therefore energy loss through the anchors supgdhe membrane3p).

Electrodes w\ F g 4 - Piezoelectric
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Figure 1.3.2: Solidly mounted resonator structure [3]

A more mechanically robust resonator without a moving membrane can be
achieved by forgoing the air cavity beneath the piezoelectric thin film resonator

structure and insteaéplacing it with a Bragg reflector acoustic mirror film stack to

A



reflect acoustic energy out of the substrate. This structure is known as a solidly
mounted resonator (SMR) and is shown in Fig.2L.While more mechanically robust
and less challenging fabricate than membras®msed FBAR resonators, SMRs have
lower quality factors (Q) than FBARs due to the use of a Bragg reflector mirror
instead of an aigap to confine energy into the substiiateere will always be some
amount of energy leakage inteetacoustic mirror film stack3[-39.

In addition to the aforementioned resonator structures, which seek to confine
energy within the piezoelectric thin film stack, there exist other MEMS BAW devices
i namely the CMUT (capacitive micromachined ultrasaracsducer) and the PMUT
(piezoelectric micromachined ultrasonic transducehat are used to transmit and
receive acoustic waves in a fluid medium. These devices work similar in principle to
the diaphragnbased microphones and speakers commonly era@ahtoday, but
utilize capacitive and piezoelectric transduction, respectively. Unlike FBAR and SMR
resonators, which operate at the thickness mode resonance of the piezoelectric thin
film, these membrane devices are primarily operated atplate or tansversanode

resonances, which allow much lower frequencies to be dégd [

- -

Oxide passivation
Top electrode

Silicon nitride membrane

Vacuum 25

Insulating layer t

Bottom electrode (silicon)

Figure 1.3.3: CMUT structure [ 4]1]



A cross section of a typical CMUT transducer is shown in F&31Similar to
the FBAR, the CMUT is a membraib@sed device. A DC biasltage is applied
between the top electrode, situated on the membrane, and the bottom electrode,
situated on the substrate. When an incident ultrasonic wave impinges upon the
membrane, an AC current output is generated due to the change in capacitaede cau
by the movement of the membrane. For transmitting ultrasonic waves into a fluid, an
AC voltage is applied across the top and bottom electrodes, allowing the membrane to
move by capacitive actuatiod]]. CMUTs with center frequencies as high as 60 MHz

can be fabricatedip).

MM Y

% PIT “5 Device Si layer
Dielectric NN\ §i0,
- Electrodes Bulk Si wafer

Figure 1.3.4: PMUT structure [44]

The PMUT is a membrane transducer that uses piezoelectric actuation instead
of capacitive actuation as with the CMUT. A typical film stack is shown in F3g 1.
T while the device in thé@gure uses thitfilm PZT, aluminum nitride (AIN) is also
commonly used due to its CMOS compatibiliyg]. The top and bottom electrodes

are now both on the membrane, on the top and bottom sides of the piezoelectric thin



film. Ultrasonic waves are geneedtin a fluid medium by applying an AC potential
across the electrodes and a receive voltage is obtained across the electrodes when an
ultrasonic wave impinges upon the PMUT membrane. For ultrasonic imaging
applications, PMUTs with frequencies on the omfetO MHz are used, which is
similar to the frequency ranges typically used for conventional biomedical ultrasonic
imaging @4).

The four BAW devices discussed abdvine FBAR, SMR, CMUT, and
PMUT T share a similarity in that acoustic energy is keptabtle silicon substrate
by the use of an agap or an acoustic mirror in order to achieve high resonator quality
factor or to have maximum coupling of energy to a fluid medium. If a piezoelectric
thin film transducer is fabricated such that, insteaati@mpting to reduce acoustic
energy leakage into a silicon substrate, ultrasonic waves are directed completely into
the silicon, then the MEMS GHz chgtale sonar device is obtained. In the next

section, the basic principle operation of this device vgldiscussed.

Section 1.4: Principle of Operation for MEMS GHz Chifcale Sonar

A simplified representation of a MEMS GHz sonar transducer is shown in Fig.
14.1 Like the FBAR resonator, this device primarily consists of a piezoelectric
aluminum nitridg(AIN) thin film transducer operated at halavelength thickness
mode resonance, as opposed to the PMUT transducer which is operated at plate or
transverse modes. The thin film structure of the device is similar to an unreleased
PMUT or FBAR. These devisecan indeed be fabricated on the same process flow as
conventional AINbased RF resonators or PMUTs by simply eliminating the bottom

silicon dioxide etch step used for membrane release.
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To transmit ultrasound into the silicon, an RF voltage pulsppBeal across
the top and bottom electrodes of the transducer. The center frequency used is typically
between 1 GHz to 3 GHz depending on the thickness mode resonances of the thin film
layer stack for the devidethe frequency response of a transducelrlvéldiscussed in
greater detail in Chapter 2. Driving voltages of 1Vpp to 5Vpp are typically used. This
applied RF voltage pulse generates a corresponding GHz ultrasonic pulse into the
silicon substrate. As the acoustic impedance mismatch at the topesoffhe
transducer between the passivation (top) oxide layer and the surrounding air is very

large, most of the acoustical energy is directed into the silicon substrate.

Bottom Electrode Top SiQ Top Electrode

\\ g

! Piezoelectric AIN

Bottom SiQ

Transmitted

&_/

&% Ultrasonic Waves
N

y

Silicon Substrate

Figure 14.1: MEMS GHz chip-scale sonar transducei the transducer is formed
where there is an overlap between top and bottom electrode metal layers that are

not shorted together

Similarly, if a GHz ultrasonic wave impinges upon the transducer from within
the silicon, then a corresponding RF electricabpu$ generated across the top and
bottom el ectrodes. When the transducer

port, unamplified receive voltages of up to tens of millivolts can be obtained. The

11



amplitude of the received voltage depends largely oacbastic to electrical

conversion ratio provided by the piezoelectric transducer and the fraction of the

transmitted energy that reaches the receive transdymezoelectric transducer

modeling will be discussed in Chapter 2 and energy loss due tactidin of the

transmitted acoustic beam will be discussed in Chapter 3.
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Figure 14.2 lllustration of a HBAR transducer stack [45]

Note that this device bears great similarity to the HBAR (agértone bulk

acoustic resonator), a type of resonatarimch a piezoelectric transducer is also

fabricated directly onto a substrate. Unlike the FBAR or SMR, the HBAR utilizes

thickness mode resonances of the substrate material, which may not necessarily be

silicon, instead of the thickness mode resonantleeopiezoelectric thin film45].

The primary difference between the GHz ebgale sonar and the HBAR resonator is

that the former is operated with pulses and the latter is operated as a resonator in

which the substrate thickness needs to be controlladhieve the desired resonance

frequency. Indeed, if the GHz sonar device is driven with a continuous wave RF
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waveform or with RF pulses with pulse durations longer than the transit time of the
acoustic wave through the silicon, as with network analyzaackerization, HBAR
resonances due to the thickness of the silicon substrate can be observed.

A typical transmit and receive response of the GHz-shgle sonar transducer
is shown in Fig. #.3B andis obtained by receiving from one transducer inahray
in Fig. 14.3A and driving an adjacent transducer in the array with a 20 dbm, 1.3 GHz
waveform from a RF sourdedue to electrical mismatch and electrical parasitics from
the PCB (printed circuit board) and the wire bonds, the actual voltage tixatesche

transducer is much less than 20 dbm.

Transducer Ground pad RF Feedthrough

........... F@” B — S

/

1%t acoustic signal
(~*50mVpp)

Multlple Reflections

Signal pad 120 um

(A) (B)

Figure 14.3 (A) Linear array of 100 um by 100 um square transducers. The
ground pads are connected to the transducer bottom electrodes and the signal
pads are connected to the top electrodes. The transducers are spaced 200 um
apart. (B) Receive signal observed on

on one transducer in the array and receiving on an adjacent transducer.

The first pulse shown iRig. 14.3B is due to electrical coupling between the

transmit and receive electrodes and wire bonds and occurs at the same time as the
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transmit transducer is being driven electrically. The second pulse occurs
approximately 120 ns after the transtréinsducer is initially driven this time delay

is due to the transit time incurred by the transmitted ultrasonic pulse traveling to the
bottom of a 500 pum thick silicon substrate, reflecting off the bottom si#&zon
interface, and traveling back to ttep of the silicon, where the receive transducer is.
While the receive transducer is spaced 200 um céoegnter away from the

transmit transducer, the acoustic waves diffract enough such that an appreciable
amount of energy still reaches the recera@sducer. The third, fourth, and fifth
pulses that are visible in Fig.413B are multiple reflection signals due to the
ultrasonic pulse continuing to bounce back and forth in the silicon due to reflections
off the air interfaces at the top and bottohthe silicon. The reduction in amplitude of
these pulses is primarily due to diffraction.

As mentioned previously, this device is referred to assshipal e fAsonar 0
its similarities with naval sonar in that pulses of ultrasound are transmitted and
received by the device. However, unlike underwater sonar, which typically operates at
frequencies between 1 Hz to 1 MH®], the MEMS GHz chigscale sonar operates at
center frequencies of 1 GHz to 3 GHz. This frequency is also much higher than typical
biomedical ultrasound frequencies of 2 to 15 MHz and high frequency biomedical
ultrasound frequencies of 20MHz to 80MHZT.

There are several important reasons for the choice of GHz frequérbes
most important reason being the potential for monolititiegration of GHz sonar
transducers onto CMOS wafers. As it is desirable to use the GHz sonar transducer as a
circuit element in CMOS circuits to enable digital communications or ultrasonic
sensing applications, it is imperative to be able to integnatetdevices onto the
same chip as the rest of the CMOS circuitry. The velocity for bulk (longitudinal)

acoustic waves in silicon is approximately 8430 M&.[Therefore, ultrasonic waves
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in silicon at 1 GHz will have wavelengths of approximately 8 rmsrd his means

that for frequencies of 1 GHz or higher in silicon and for transducers with dimensions
of tens of microns, the distance that an acoustic wave will propagate through the
thickness of silicon to reach a receive transducer located either bottben surface

of the silicon or on the top surface of the silicon on the same plane as the transmit
transducer can be consideredfiatd, assuming typical silicon thicknesses of around
500 pm to 700 pm. This allows for the formation of phased arraygltf@sonic beam
steering and beam focusing within CMOS dies. In addition, the acoustic wavelength is
much thicker than the thickness of CMOS metal and dielectric layers, allowing for the
propagation of the acoustic waves through the CMOS metal stack.

A second reason stems from the choice of piezoelectric thin film material.
Aluminum nitride (AIN) is the most widely used for commercial RF MEMS
applications due to several desirable characteristics such as deposition process
reproducibility, high thermal ewuctivity, and a high sound velocity that allows for
thicker devices. Most importantly, however, it is selected for its compatibility with
CMOS processing temperatures of less than 400°C can be used to sputter
piezoelectric AIN thin films [8] [50]. As it is often difficult to grow AIN in layers
thicker than 4 um without cracking issues, typically only film thicknesses of up to 3
pm are grown. Films in the 1 pum to 3 um thickness range yield thickness mode
resonances in the hundreds of MHz to 3 GHz radgpending on the particular film
stack used, therefore limiting chgzale sonar to this frequency range. While PVDF
films have been explored to obtain lower frequency transducers, the fabrication is
more complex in some ways due to the need to pole filithsa high voltage at high

temperature, adhesion issues to silicon, and the softness of the PVDF niitkrial [
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For GHz ultrasonic fingerprint sensing applications, a third reason is the potential for
high resolution imaging due to the small wavelesgihsound at GHz frequencies.

While the use of GHz ultrasound in silicon for the applications discussed in this work
is new, GHz ultrasound itself has been employed for decades for imaging applications
with acoustic microscopy. In the next section, amaegv of GHz ultrasonic acoustic

microscopy will be presented.

Section 1.5:GHz Ultrasonic Acoustic Microscopy

Asides from the RF resonators discussed in section 1.2, the main application in
which GHz ultrasound is used is in acoustic microscopy. Devedopof the modern
acoustic microscope primarily began in the early 1970s with the work of Lemons and
Quate at Stanford on the scanning acoustic micros&pe [

In acoustic microscopy, high frequency ultrasonic waves are used to image
samples ranging fromiological specimens to semiconductor ICs similar to how
visible light is used by conventional optical microscopes. Typical frequencies range
from the hundreds of MHz to a few GHone of the highest frequencies used has
been with a 15.3 GHz acoustic niscope to achieve 150 A resolution, using a liquid
helium coupling fluid $3]. Due to the high attenuation of GHz ultrasound in air, a
coupling fluid, typically water, is used to couple the ultrasonic waves to the imaging
specimen.

As shown in Fig. B.1, a typical acoustic microscope consists of a
piezoelectric transducer, typically thin film zinc oxide (ZnO), situated on a substrate,
which is typically fused quartz. An acoustic lens is fabricated in the substrate and is
used to focus the acoustic beammikar to how an optical lens is used in an optical
microscope. This lens is immersed in fluid, to couple acoustic waves to the sample,

which is placed at the focus of the lens. The acoustic waves reflecting off the sample
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will travel back through the acstic lens and substrate material until they reach the
transducer, where a corresponding electrical pulse is genérdtecamplitude and

phase of this received pulse is measured by RF amplifiers and mixers. To form an
image, the lens configuration, whicbnsists of the transducer fabricated on or bonded
to the same substrate as the acoustic lens, is mechanically scanned over the sample

[54].
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Figure 15.1: A typical scanning acoustic microscope imaging setu¥p|

The choice of GHz frequenaytrasound for acoustic microscopy stems from a
realization that the much slower propagation velocity of acoustic waves, compared to
electromagnetic waves, would allow ultrasonic imaging to achieve similar resolution
to optical imaging at much lower carrigequenciesg2]. The classical equation
relating frequency and wavelength in (1.4.1), where c is the velocity of a wave, fis the
frequency, and & is the wavelength, il 1l ust
frequency can be decreased to rteamthe same wavelength.

w0 "Q_ (1.4.1)
Indeed, neamfrared light has wavelengths of approximately 1 pm at

frequencies of 1 Hz i this is comparable to the 1.5 pm wavelength of acoustic

17



waves in water at 1 GHz frequen®g]. This reduced frequency allows the use of
conventional RF and microwave electronics for the imaging circuitry.

Resolution of a microscope is proportional to the wavelength of sound, as
shown by the Rayleigh criterion in (1.4.2), where wis theresolutio &= i s t he
wavelength, and NA is the numerical aperture of the lens employed by the microscope
[54].

0 T pf0 O 1.4.2)
Therefore, the smaller the wavelength used by a microscope, the better the resolution
will be and the smaller the feature sizattbhan be imaged. It is therefore desirable to
image using GHz ultrasonic waves due to the ability to image elastic properties of
biological cells to better understand cell biomechanics, as well as to image

semiconductor ICs for flaw detectio®].

Secton 1.6: Dissertation Scope

In the earlier sections in this chapter, the background and basic principle of
operation of the GHz chipcale sonar transducer have been introduced. To design
these devices properly, however, a thorough understanding of how the piezoelectric
transducer gelf works and how the ultrasonic waves propagate through the silicon is
required. In chapter 2, 1D modeling of piezoelectric transducers will be discussed and
in chapter 3, diffraction modeling of bulk acoustic waves and measurement of
diffraction patters will be discussedn chapter 4, the effects of different types of
excitation waveforms will be discussed.

In the next two chapters, new applications enabled by GHzstlaile sonar
will be presented. Chaptérdiscusses the ultrasonic througticon-via (UTSV), a
novel wireless 3D interconnect, and the GHz sonic memory, a type of memory that

utilizes the previously unused silicon substrate for memory storage. CBapter
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discusses the GHz ultrasonic fingerprint sensor, a new type of ultrasonic fingerprin
sensor that possesses certain advantages over existing fingerprint sensors, such as the
potential for high resolution fingerprint imaging as enabled by the small wavelengths
of sound at GHz frequencies.

As discussed earlier, integiat of GHz sonar transducers with CMOS
electronics is crucial. Therefore, the final chapter, chaptéiscusses initial testing
results from prototype CMOS transmitter and receiver circuits for actuating and

receiving from GHz sonar transducers
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CHAPTER?2
TRANSDUCER THIN FILM LAYER STACK MODELING

Prior to fabrication of GHz sonar transducer devices, it is imperative to know
what thin films thicknesses are required to achieve a desired frequency response. In
section 2.1, the thin film layer stack usedtfoese transducers will be discussed and a
process flow for fabrication of transducers will be presented. In section 2.2, a 1D
circuit modeli the KLM modeli for modeling the frequency response of a
piezoelectric transducer to ascertain the effects eftaia thin film stack will be
discussed. As the KLM model is easily converted to an ABCD matrix form, it is most
suitable for simulating in numerical computation packages such as MATLAB. In
section 2.3, the Leach controlledurces model, another 1D ciittonodel, will be
discussed this model can be used for circuit simulation in Cadence Virtuoso, which
is the IC design software in which CMOS transmit and receive circuits are designed.
In section 2.4, a simple analytical expression for quick estimatibinansducer

acoustic responses will be presented.

Section 2.1Transducer Thin Film Layer Stack and Fabrication

Most of the GHz sonar devices tested in this work were fabricated at external
foundries- A*STAR Institute of Microelectronics in Singapo[56] and Sandia
National Laboratories in Albuquerque, New Mexid® [57]. The thin film layer stack
used for the transducers fabricated at IME is shown in Fidl,2vhere the pad metal
and pad opening layers are not shown because those layers asect the
transducer itself. The thin film stackup is similar to wisatsed for RF resonators,

with the exception of the film thicknesses and the unreleased nature of the device.
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As discussed earlier in chaptierthe transducer consists opi@zoelectric AIN
thin film transducer, with two metal electrode layers on both sides. Molybdenum (Mo)
is the metal of choice for most RF resonator applications, due to the stiffness of the
material, the high conductivity, and the etch selectivitlyy ethes for AIN do not

etch Mo and vice vers®8, 59.

‘ Silicon Dioxide (fum) \

AIN (2um)

AIN Seed Layer (20 nm)]
Silicon Dioxide (Am)
Silicon (72%um)

Figure 2.1.1: Thin film layer stack for transducers fabricated by A*STAR IME

Note thatthe presence a very thin AIN seed layer beneath the bottom Mo
electrode layer. The purpose of this thin film layer is to orient the polycrystalline AIN
layer such that (002) orientation, which is required for AIN to exhibit piezoelectric
properties, is obtained. ThdMseed layer should be grown in the same vacuum cycle
as the bottom Mo. Good (002) film orientation for AIN can be confirmed through
XRD rocking curves and through SEM verification of film growth orientation. Note
that other electrode materials can bedubat do not require the growth of an AIN
seed layer, such as aluminum (used by Sandia) and platinum (requires a Ti adhesion
layer to silicon). Other bottom electrode materials include tungsten and ruthenium
[59]. Unlike the bottom electrode, for whichlgrnimited materials can be used in

order to achieve piezoelectric film orientation, the material choices for the top
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electrode are not as restrictivéilms such as Al and Mo are often used for ease of
patterning.
In addition to the AIN layer, there asdicon dioxide (hereupon referred to
simply as fioxideo) | ayers above and bel ow
the original resonator process flowthe bottom oxide is used for a release layer and
the top oxide is a passivation layer. ForZd®nar transducer, the passivation function
of the top oxide is still important. The function of the bottom oxide is primarily to
isolate the bottom electrode from the silicon substrate, which is conductive. Both
oxide layers contribute to the frequenegponse of the transdudethe layer
thicknesses can be adjusted to increase or decrease operating freq6énéigs [
The silicon substrate showninFig.2Al s a st andard 8060 sili
most important aspect is that the substrate shmildouble side polished (DSP) to
reduce acoustic scattering from an etched {mmirshed) silicon bottom surface.

Transducers defined by overlap

of top and bottom electrodes Pad Opening

\ SiO, (400 nm)] /

Top Electrode
Piezoelectric Film

AIN (2 >m)
[

Bottom Electrode

AIN Seed Layer (30 nm)

SiO; (2 >m)

Silicon (500 >m)

For Backside Alignment | \ Cr (100 nm)

Figure 2.1.2: Fabricated thin film layer stack

22



Start with double
side polished 500
um thick 100 silicon
wafer

GSI PECVD 2 um of
Sio2

OEM group bottom
Mo and AIN seed
layer deposition

Pattern Molybdenum
bottom electrode
(Oxford 82 etcher —
SF6/02 etch)

Sputter Cr (CVC) for
backside alignment

Etch Cr (wet etch)

OEM group AIN and
top Mo deposition

Pattern Top Mo —
Via etch (Oxford 82)

11l

Si02 (~2.1 um)

E!

SI02 (~2.1 um)

2

AN
SI0Z (~2.1 um)
Cr

SI02 (-2.1 um).
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Figure 2.1.3 Process flow for CNF fabrication of GHz sonar devices.
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While fabrication at external foundries provides high quality devices with well

controlled film thicknesses and properties, the downside is that there are limitations to

the thin film materials, thicknesses and device geometries allowed. Furthermore,
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wafers often come diced or are too large for university cleanroom equipment which
often accept only 4606 wafers, increasing ¢
a process for fabricating GHz ultrasonic sonar transducers at the Cornell NanoScale
Sciene and Technology Facility (CNF) was developed. As there was no AIN
deposition tool available in CNF for thick
external vendor (OEM Group) was used for the AIN and Mo sputter deposition.
The fabricated thin film stack ghown in Fig. 2L.2. Other than layer
thicknesses, the main differences are the Al (aluminum) layer on top of the top Mo
film and the Cr (chromium) layer on the bottom of the silicon. The sputtered Al layer
is used for bond pads and via formation. Foritation simplicity, the same mask was
used for the top Mo and Al thin film layers. The bottom Cr layer is serves only for
alignment purposes. To measure diffraction patterns to characterize acoustic field
radiation from transducers, it is often desirableise an interferometer to measure
particle displacements induced by bulk acoustic waves at the bottom surface of the
silicon. Alignment marks greatly simplify the process of finding the correct locations
to measure.
The process flow is shown in Fig1l3. A PECVD oxide layer is used to
isolate the transducer layers from the silicon substratgp@ B dopant, 100
orientation, 120 0hmc m, 500 Om thick, double side po
and Mo layers are all grown externally at OEM group. Aeteh (phosphoric acid) is
used to etch the AIN and a dry etch (SF6) is used to pattern the Mo. The Al layer is
sputter deposited for sidewall metallization in vias. The top oxide is grown with
PECVD and pad openings are dry etched. The bottom Cr lagpuitered deposited
and wet etched with a Cr etchant. The material used for the bottom alignment layer is
not very important ideally it should be metal so that if wafer bonding is required, an

IR camera can be used.
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In process flow development, it walsserved that, due to the relatively low
resistivity of the silicon wafers and the RF frequencies of operation, parasitic
transducers are formed even when vias to the bottom electrode are not formed
properly and in the case when AIN is grown directly onsiheon substrate without a
bottom oxide and bottom electrode layer. These cases result in observable but lower
amplitude acoustic echoes. This means that long wiring traces between pads and
transducers should have both top and bottom electrodes shadtsdauld be kept as
short as possible. Furthermore, the pads should have both top and bottom electrodes
shorted, or the pad itself will be a transducer.

Test results from devices fabricated with this process are shown in£&Ry. 1.

and are comparable tesults obtained using devices fabricated at external foundries.

Section 2.2: KLM Modeling of Transducers

One important function of the thin film layer stack is that the thickness of each
layer can be tuned to alter the frequency response of the GHz sonar transducers. A
piezoelectric film can be considered most simply as aviaelength resonatérto
increae or decrease the resonance frequency of the transducer, one can simply
decrease or increase the thickness of the piezoelectric film. The silicon substrate
beneath the transducer serves to reduce the Q (quality factor) of the resonator as most
of the ultasonic energy is coupled out of the resonator and into the silicon due to the
similar acoustic impedances, thereby increasing the bandwidth of the transducer. The
other thin films in the stack such as the electrode metals and the oxide layers will
contribue additional mechanical resonances and also affect how well the transducer
couples energy to the surrounding air and to the silicon substrate, by controlling the

impedance matching to those layers.
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Due to how much these thin film layers effect the freqyaesponse of the
GHz sonar transducers, it is important to be able to model their effects so as to know
exactly what thin film thicknesses to use, as well as what types of thin films to use, in
order to fabricate a device with the desired frequencyrespfor an application.
Piezoelectric transducers are commonly modeled with 1D circuit models such as the
Mason, Redwood, and KLM models. These models are referred to as 1D because they
only consider thickness mode resonances from the thickness of gachflanaterial
in the transducer therefore 2D and 3D effects such as plate modes and diffraction are
not modeled.

The KLM model is shown in Fig. 2.1, where'O, 'O, 0 , andu are the forces
and particle velocities on the two sides of the transdads the thickness of the
transducer, and and"Gare the voltage and current at the electrical port of the
transducer. One of the main advantages of the KLM model is that it can be easily
converted to an ABCD transfer matrix for@0]. The use 0ABCD matrices allows
this model to be easily evaluated using numerical computing packages such as

MATLAB.

Ve t/2 t/2 v
I N ey . e - 2 '
Fl P— Za Za — FZ

=

Figure 2.2.1: KLM circuit model schematic
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Before delving into simulating GHz sonar transducers with the KLM model,
however, it is important to kmothe values of the appropriate material parameters for
simulation. The variables that need to be computed to determine the values of the
circuit components in the KLM model are the clamped capacit@ndbe unloaded
antiresonance frequengy , the acastic impedance of the transducer, the acoustic
impedances of the other thin film layebs, the frequency dependent capacitadge
and the electricaio-mechanical transformer turns ra¥e 60].

The clamped capacitanée is the capacitance the piezoelectric transducer
itself. It is defined by (2.1) below, where A is the area of the transducers the
relative permittivity of the piezoelectric material measured a constant strasnthe
permittivity of free space, anl is the thickness of the piezoelectric material, which
is AIN for the GHz sonar transducers

6 O | 1O (22.1)

Material parameters for thin films tend to vary based omp#nmgculargrowth
conditionsusedand this variation can be seerthe wide range of material parameter
values reported in the literatur®l]. For simulations done in this work, the value of
9.9 forf for AIN is used 62].

The unloaded antiresonanaegularfrequency is defined by (2.2), where
o is the stiffened elastic constant dndis the density of the piezoelectric material
[60, 63.

1 _— = (2.22)

A is related tdA , the elastic constant in the presence of a constant or zero electric
field, by (22.3), where K is theipzoelectric coupling constark, is known as the
piezoelectric coupling constant for a transversely clamped material, and e is the
piezoelectric stress constab8]. This relation is useful whef is specified, instead

of A , or is required, as in ttease of PZFlex.
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A &p 0 (22.3)
+ — (2.2.4)

E — (2.25)

When the piezoelectric strain constant (or mathii§ provided insteaddcan be
obtained with (2.6) [60].
A AA (2.2.6)
Note that the above piezoelectric conssarefer to matrix terms, while for the
KLM model, due to the 1D nature of the model, scalar terms for the mode of interest
are required. For the BAW thickness mode resonancegtiematrix term is the

coefficient of interest. Therefore, £23)-(2.2.5) can be simplified as below.

 J— (22.7)
o J— (2.2.8)
@ ® p U (2.2.9)

The third parameter that needs to be determined for the KLM model is the
acoustic impedance of the transduycer as well aghose of the other thin films layers
in the thin film stack: is determined by (2.10), where A is the area of the
transducer; is the characteristic acoustic impedance of the matéia,the speed
of bulk acoustic waves in the material ands the density of the materiab()].

0¢) o0 " 0 & (2.2.10)
The frequency dependent capacitance térim the KLM model is determined by
(2.2.11)[60], wherethe angular frequency is simply¢ atimes the frequencfHz) of
interest.

7
T

# — (22.11)

The electrical to mechanical transformer turns ratie determined by (2.12) [60].

n E —— (22.12)

T

28



One issue with the KLM model is that the frequency dependent capacitance
andtransformetturns ratio are difficult to model in circuit simulators, which can be an
issue if there are multiple frequencies of interest, such as witmoeolochromatic
signals, such as pulses, and for determining frequency responses. This issue can be
ameliorated by using the Leach controlled source model, which will be discussed in
the next section.

The main reason to usiee KLM modelfor GHz sonar transducer modeliisg
that it can be easily transformed to a transfer matrix based model that canuiageelval
in MATLAB. The usefulness of transfer matrices stems from the fact that they can be
easily cascaded in series, allowing the effects of complex thin film stacks to be
evaluated64].

Recall from circuit theory that a two port circuit element careipeasented by
a 2x2 transfer matrix, also known as a ABCD matrix, described ByL&.and Fig.

22.2below [64].

) 0 0 W
0 8 ,‘(’) 0 (22.13)
Il |2
— 2y
OF— A B —=0
V]_ VZ
O— C D O

Port 1 Port 2

Figure 2.2.2 2 port terminal voltage and current polarities for transfer matrices

It is also possible to model a mechanical layer with a ABCD matrix by noting

that a layer of material is the mechanical equivalent of an electrical transmission line.
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The following transfer matrix can be written for a layer of material as shoWwiyi

2.2.3, wherev is particle velocity andOis force[60].

o Al 0d 0k

o LIS i &b N (2.2.14)
« Area A Mo V2
P Ox A B %0
—_— — F1 C D Fa
vi,F1 |z, B V2, F2 O— —
— Port 1 Port 2
(A) (B)

Figure 2.2.3: (A) Mechanical layer as a transmission line, (B) particle velocity

and force polarities

Notethat for a lossy transmission line, thatrix representatiom (2.2.15)
should be used instead, whéne propagation constantis defined by (2.16), with
| being the attenuation constant in Nepers/mfabéing the wave number, as defined

in (22.17) [60. o L
o Al OB 8O OEHE -

oY (2.2.16)
S & (2217)

Using ABCD matrices for the appropriate circuit elements and using
mechanical transmission lines to represent thepieroelectric thirfilm layers, it can

be shown that a KLM model representation for the transducer film stack in Eig. 2.
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can be transformed into electrical to acoustic and acoustic to electrical ABCD matrices
as shown in Fig. 2.4

The transmit path from the excitation voltage source to the force transmitted
into the silicon substrate can be modeled as a transfer matrix loaded by an
acoustic load impedance representing the silicon substraihere: is equal to
the ared of the transducer multiplied by the specific acoustic impedance of silicon
 h , which is approximately 19.7 MRay§]. Both the piezoelectric and the ron
piezoelectric thin films, as well as the electrical components or parasitics between the

transduer and the voltage source, can all be lumped into .

— e e o o o —— —— —— — — — — . — — — — — — — — — —— — ]

Figure 2.2.4: KLM matrix representing for the transducer in transmit mode and

receive mode, based or6[)
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Similarly, the receive path from the incident fofo@m an impinging acoustic
waveonthe receive transducer to the received voltage across an electrical load
impedance can be modeled as a transfer matéix . A source impedance ¢f
is usedbecausehe force is incident into the transducer framhin the silicon
substrateTherefore assuming no loss in the silicon, the input fakce for the
receive matrix 0 should be twice the output for&e for the transmit matrix

0 to account for the dissipation across this source impedance term. While it is
possible to instead model the silicon as a transmissiocdimeecting the transmit and
receive transducer matrigeing so will result in the frequency response showing
coninuous wave HBAR silicon resonances that do not actually exist in the typical
mode of operatiom whichthe transducer is driven by a pulsed wavefuarith pulse
durationshorter than the propagation time of bulk acoustic waves in the silicon
substrate.

The two matricesd and 0 are comprised of transfer matrices
representing the electrical elements in the transmit and receive paths, the KLM model
elements representing the piezoelectric thin film, and the transmission line matrices
representing thether thin film layers @ , 0 , 0 hand

0 representing theop and bottormolybdenum and silicon dioxide layers) in the
stack which can be represented by eithé?.12) or (22.15). The electrical elements
between the transducand the excitation source or electrical load are lumped into the

0 matrix and may be different for the transmit and receive paths. The KLM
model is represented by the matrices representing the clamped capacitatice

0  representing threquency dependent capacitaiice U  representing a
quarter wavelength transmission line comprising half of the thickness of the

piezoelectric film, O representing the electrical to acoustic transformer, and
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representing the parallel transfaatrices from the transducer backing layers. These

matrices are described below in328) to (22.24) [60].

0 P (2.2.18)
m p
0 P (2.2.19)
LT . o
AifO0 0 T Q&; OBl o Ic
o %o Tt
O T o (22.21)
. . ow . P Tt
0 0O 0 0 o) 0 (22.22)
O 80y (22.23)
. P T
O 5T p (22.24)

Therefore, the transmit and receive matrides and 0 and their relationships
to the input and output voltages, currents, forces, and particle velocities can be

represented by (225) to (22.30).

D o 6 06 0 b 0 O D p}%) g (2.2.25)
o D “(1)1 (2.2.26)
0 "O T (2.2.27)
3 i‘)
19[02) 0 3 i‘)“ i)(bi‘) 6o o o °f p;(,b 2(2.2.28)
0 O o (2.2.29)
0 6 TH (2.2.30)

From (22.26) and (2.29), the input impedance for the transmit transdticerand
the insertion lossé® and© for the transmit and receive matrices respectively can

be determined to be @31), (22.32), and (2.33).
@ —_ — (2.2.31)

017 @ — — (22.32)
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The total insertion los® 71 from both the transmit and receive paths can be
determined by (2.34), where the factor of 2 is to account for the series silicon
impedance adiscusseearlier.

0 ] —_— ¢ — — (2.2.34)

Thefrequency respons® 1 for the film stack in Fig. 2.1.1 was
computed using the ABCD matrix implementation of the KLM modelatted in
Fig. 22.5a The material parameters (fron8]4and [62]) and the MATLAB code used
can be foundn AppendixA. Theresponseés cansistent witha lossless 1[IFEM

simulation in PZFlex, shown in Fig.2%.

Section 2.3: Controlled Source Model

For designing custor@MOSintegrated circuits to transmit and receive from
GHz sonar transducers, it is often desirable to have a circuglmabd transducer that
can be simulated in the same software used to design the custom integrated circuits so
that transducer properties such as the electrical impedance of the transducer can be
accounted for. To simulate a thin film transducer usingitissmulators in IC design
packages such as Cadence Virtuoso, a transducer model that does not have frequency
dependent capacitances must be used. The model of choice is the Leach controlled

source modelshown in Fig. 2.3.165].

P = /\0/2 N
wp—_ =
I—» CO
= + o——— E
TV h(vivo)fs hi/s ;
i (o 3-

Figure 2.3.1 Leach controlled source model



Theparametern Fig. 2.3.1are as follows0 is the clamped capacitance of
the transducer, as in the KLM modél. is the acoustic impedance of the piezoelectric
material (the areaf the transducemultiplied bythe specificacoustic impedance of
the material)/bs the thickness of the piezoelectric layeis the complex frequency,
as used with Laplace transfornos, "O, 0 , and"O are the forces and particle
velocities on each side of the piezoelectric transdudgte w andQefer to the input
voltage and current. The varialblés a piezoelectric constant sometimes referred to as
the transmitting constant and is defined by (2.3%3), where the ofo  matrix term is
used for the transducer thickness mode.

(o (2.3.1)

For the AIN parametershownin AppendixA, 'Q is approximatelyp @ p TTwla .

Top Top AIN Bot Bot
Air  Si02 Mo : : . Mo Si02

Silicon

‘ Using voltage | vouT
Lizeige controlled voltage T
Transformer . . source:

Silicon
Using transmission

line for silicon

Figure 2.3.2 Implementations of the Leach controlled source model in Cadence
using a voltage controlled voltage source or a transmission line implement the

silicon substrate
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As with the KLM model, adjacent nguezoelectric thin film layers can be
represented bgascadedransmission lines. The silicon layer can be represented by
either a voltage controlled voltage source or with a transmidisie. If a transmission
line is used to model the thickness layer, HBAR silittokness modessonances
will not be observed in transient simulation unless a continuous weaweformor a
RF pulse with pulse duration longer than the transit time afsimowaves through the
silicon thicknessre usedimplementing the silicon substrate with a transmission line
will also allow the correct acoustic wave propagation delay time to be observed, which
is useful for simulating circuits whichthe same tramicer is used for transmit and
receive andhereforea switchis neededo toggle between transmit drivers and receive
amplifiers. A schematic of the transducer model implemented in Cadence is shown in
Fig. 23.2 The VerilogA code used to model the frezncy dependent transformer
(implemented by J. Hoople) is shown in Appendix A.

/_// \\‘ ' / f\“x—n-
// \\1 I!/ E
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Figure 2.3.3 Simulation of the Leach controlled source model in Cadence for a

100 pm by 100 pum square transducer
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The frequency response of the controlled source modesiwasgated in
Cadence is shown in Fig.23and compares favorably to the KLM and PZFlex
simulations in Fig. 2.5.

While only simulation results are shown in this chapter, methods of
experimentally determining frequency response will be discussed in Chaptger 5.
measuremeni@re donen transducers wire bonded to a circuit board, additional
electrical parasitics conmipto play and signal amplitudegll vary considerably from
model predictionsHowever, as will be seen, the overall shape of the frequency

response matches the modeled response quite well.

Section 2.4: Analytical Equation for Estimating Transducer AcdicsResponse

While the KLM and controlled source models discussed in the previous
sections are useful design tools and provide much more insight than FEM models, in
some situations, a simple analytical expression for back of the envelope calculations to
edimate transducer acoustic responses for a given excitation voltage is desired. To
achieve such an expression, the simplified stack shown i2 BigA below is
assumed, where a piezoelectric transducer with acoustic impedarizacked by a
materialwith acoustic impedana® , is transmitting a wave into a propagation
medium with acoustic impedande. In this derivation, the acoustic materials are
assumed to be lossless.

It is known that the relationship between the voltagad currentGrom a
piezoelectric transducer can be related to the fo@asd O and particle velocities
0 andL on both sides of the transducer, as shown inFflB, by ac 0 matrix

as in ¢.41) [60, 63, 66]
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"0 OTOATL GTOEdL "N 0

O QOTOEdL GTOAGL " U (2.41)
w [9 [9 pi 6 O
Backing Medium )
7, Backing Fi, Ve
I Medium
Piezoelectric Transducer ¥+ Piezoelectric
Z,
v Transducer
Propagation Medium Propagation
Z : 2,V2
Medium
(A) (B)

Figure 24.1: (A) A simple stack is assumed where a piezoelectric transducer with
acoustic impedancéH,is sandwiched between two infinitely thick layers a
backing medium with impedanceH and a propagation medium with impedance
'H . (B) The polarities of the forces, particle velocities, voltage and current of the

piezoelectric transducer as used in the matrix expression.

As in section 2.2 and 2.Bs the thickness of the piedeetric transducerQis
the wave numbel is the radial frequency is the clamped capacitance of the
transducer, an@s the piezoelectric transmitting constant. The acoustic impedances
@ and® can be related to the forces and particle veleitin the two sides of the
transducer by (2.2 and @.43).
® O(V (2.42)
® "OXo (2.43)
To obtain an expression for the particle velotity U that is propagating

into the propagation medium, the derivation fra@f[is followed. For simplicity, the
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variablee  "0Hs introduced and both sides of (1) are multiplied(hy obtain

(2.44), where the expressions froh42) and £.4.3) have been substituted in.
DU OFTOAl OTOBT O 0

Q Oo OQTOBT OTOAT A U (2.44)
W £ (2 pii 6 O

Noting that 2.44) can be simply considered as 3 sets of equations after the matrix

multiplication has been evaluated, this equation can be arranged as shown below in

(2.45).
nm @ OTO0AI O TOBI KO Y
Tt OwTOBI @ OOTOAT r 0 (2.45)
Qo a o pl & O

Defining the matrix) as theo o matrix in 2.45) and its inverse as, as shown
below in @.47), the expression ir2(48) for the particle velocity propagating into

the propagation medium can be obtained.

@ OTOAI OWTOBI X
0 OTOBEI ©  QOTOAT T (2.46)
ar [0 pfl 6
V) Tt Tt
b 0 m 0 m (2.47)
0 Qw® Q®
0 0 Q o (2.48)

It is known that for an invertible matrix, the inverse matrie  can be
determined byZ.49), whereA AdHs the adjugate matrix @ andA AdQs the

determinant ob [67].
o) —A ME (2.49)

The adjugate matrix is defined as the transpose of the matrix of cofact@d.

Therefore, to find the element at ththirow and jth column in the inverse matrix

60 0 ,therelationinZ.410) can be used§].
o) — (2.410)

The cofactorsy of the matrixd are defined by2.411), where the mindy is the

determinant of the matria with the ith row and jth column removedd8, 69].
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® p 0 (2.411)
Using these results from matrix algebra, equat®#8) can be written as

(2.412), wherd) is the minor o0 and is defined by 413).

b B— (2.412)
. A QOFTOAT OTOEBI
- AAO o o (2.413)
Evaluating 2.413), equationZ.414) is obtained.
- - — — - — — (2419

Using the haHangle identity in2.415), equationZ.414) can be simplified to

(2.416).
OA —— (2.415)

- - OOA (2.416)
The determinant of the matrixcan be obtained through Laplace expansion
(also known as cofactor expansioBy]} For a¢ & matrix A, the determinant can be
obtained by Laplace expansion along ttile iow by @.417), whered is the matrix
element ind on the ith row and jth column, andl is the cofactor as defined in
(2.411).
AMRO B w6 B p 0 06 (2417
Expanding along the third row @n, the expression ir2(4.18) is obtained.
AAO 0 O 0 0 0 0 -0 -0 —0 (2.418)
The minorss ,- ,and- can be obtained similarly t@.416) and the final

simplified forms are shown ir2(419) to R.421).

- - OO0 @ (2.419)
- - OOAd (2.420)
- W O T 0 — (2.421)

Substituting expression2.419)71 (2.421) into €.418) and introducing the variable

— < T¢ QB for simplicity, equationZ.418) can be evaluated to 12422).
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AARO — o & —O6OO0AF X & OAIH —
(2.422)

Using the formulas in2(423)i (2.425), the expressiofRQ0 X can be
simplified to @.426).As in section 2.2°Q is the transversely clamped piezoelectric
coupling constantQis the piezoelectric transmitting constais the piezoelecic
stress constany, is the dielectric constant measured at constant stoaiis, the
piezoelectrically stiffened elastic constant,is the density of the piezoelectric
material,0 is the area of the piezoelectric transdu&s the wave number, aréd is
the speed of sound in the piezoelectric medium (not to be confused with wltage

across the piezoelectric transducesp[63, 66).

Q — (2.423)
0 — (2.424)
8" & — (2.425)
— - == — — (2.426)

Substituting 2.426), 2.422), and 2.416) into .48), equationZ.427) describing
the particle velocity of the wave transmitted into the propagation medium for an

applied voltageo can be obtained, where- "TB¢ [66].
0 (2.427)

In the case where the transducer isbaicked®  1and @.427) can be simplified

to (2.428) [66].
0 (2.428)

In many cases, only the particle velocity at the frequency of maximum
response for the transducer is of interest, as it is most desirable to operate at that
frequency for maximum signal levels. For an unkdesonator, in which a

piezoelectric transducer is dincked on both sides with & 11, the maximum
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acoustic response is obtained at the series resonance fre@éisy simply called

the resonance frequency as it is where the electrical impedétice transducer is
minimum). This frequency can be related to the-hal’elength parallel resonance
frequencyQ (also simply called the antesonance frequency of the transducer as it is
where the electrical impedance of the transducer is maxipdefiped in 2.429), by

the approximation in2.430) for materials with small piezoelectric coupling facior
[66, 70].

N oTc /b (2.429)
— — (2.430)

However, for a transducer that is loaded on one side by the impedamnce of
propagation medium, there is some deviation from either of these two frequencies, as
shown in Fig. 2.2 Fromthe figure it can be seen that as tkie of a piezoelectric
transducer increases, the frequency response becomes less syriireaicutoaded
transducer, this can be seen by the shiffiiom "Qin (2.430) asQ increases from
0. In addition, as the impedance of the propagation medium increases, relative to the
impedance of the piezoelectric transducer, the frequency resgapsel®egins to
change, with a lower frequency resonance and a higher frequency resonance appearing
and the half wavelength resonance reducing in magnitude. This is because when the
impedance of the propagation medium becomes much larger than the impgfdance
the piezoelectric material, the transducer is free at tHeagked end and fixed on the
other end, allowind 7t ando ¥t modes to be excite®§|. For large propagation
medium impedances, the maximum acoustic responses will occur at those two modes.

For the case of an AIN transducer coupled to a silicon propagation medium, as
shown in Fig2.41, asQ for AIN is very small(typically around 5% to 7% [61]}he
particle velocity frequency response can be considered to be almost symmetric.

Furthermore, the acoustic impedance of AIN is greater than the acoustic impedance of
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silicon. Therefore, the frequency of maximum response can be considered

approximately equal t@, the parallel half wavelength resonance of the transducer,

defined in R.429), instead of theft ando ¥t modes.

K?-0.2

I\
St
f/
TN

Figure 2.4.2 From [66]. The frequency response for the particle velocity

generated in a propagation medium of impedancé by a transducer, with

acoustic impedance_and backing impedance of 0, is plaed for three cases of

(referred to as L in the figure) and for varying it F2L. The frequencies are

normalized by the half wavelength parallel resonance frequency (antesonance

frequency) I_of the transducer.
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For convenience, the formular the particle velocity of the wave excited into

the propagation substrate by a transducer fi2#h28) is repeated below i2.4.31).
0 (2.431)

Assuming the half wavelength resonance is the frecyuef maximum respongsthe
thickness of the transduchss equal td ¢ and thereforg¢he variablg can be
evaluated a1 (2.4.32).

_ - - - - - (2.432)
Using @.432) and the trigonometric equalities B1433)1 (2.4.35), theexpression in
(2.431) can be simplified ta2(4.36), where the term is used as a reminder

that the frequency of maximum response is not exatly

Al-O — — - m (2.433)
AT-OAT“0 1 El—— | El——— | EF—— (2434
| Eb—— @ (2.435)
0 (2.436)

8 _

The imaginary ternm (2.4.36)means that it is still difficki to apply this
expression directly. However, as the particle velocity magnitude is ofterismfat

interest, equatior2(4.37) can be written.
0 —_— (2.437)

By rearranging4.4.37), an interesting result can betained. The frequency
dependence o2(437) is captured in the clamped capacitance térmvhich is
dependent on the thickne@®f the transducer. The half wavelength parallel resonance
frequency'Q, which is the frequency at which the transducer is assumed to be
operating at changes as the thickngs$the transducer changes 2y429), repeated

below in .4.38) for convenience.
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Q Wi /b (2.438)
Therefore, the clamped capacitaticecanbe rewritten as.4.39).

S — (2.439)

Substituting this result int®(4.37), equation.440) can be obtained.
0 _— (2.440)

From(2.4.40) it can be seen thagnoringelectrica matching and material
loss considerations, as a transducer is designed for higher resonance frequencies, the
particle velocities generated by the transducer will increase proportionally. This may
proveuseful for ultrasonic actuation applications sucimasicrofluidicsor
biomedical applicationsvhere a high frequency transducer may allow for higher
acoustic intensity to be generated without increasing transducer drive voltage, which is
limited by the voltage limitations of CMOS electronics.

As an eample of the use of equatio?.4.37), the particle velocity magnitude
generated in silicon by@ il p i AIN transducer is calculated for AIN film
thickness of; { | , assuming no absorption loss in the piezoelectric flie material
properties used are frop8] and [63. The applied voltage magnitudeis assumed to
bep 6 for simplicity. The variables that need to be calculated are therefore the
piezoelectric transmitting constafthe clamped capacitande, theacoustic
impedance of the propagation meditim the piezoelectric coupling factor , and

the acoustic impedance of the transdugerThese variables are defined as below.

N - 0 — (2.441)
#o— (2.442)
STATSN R (2.443)
0GfF 0 " (2.444)
E — — (2.445)
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The variable¢ and: can be computed readily i2.446) and 2.447) from
the information provided idg] and [62). The dielectric constant for aluminum nitride
is 9.9 and for silicon, the bulk velocityyst o ¥Oand the density is& TCGIA | .

The area of the transducepistii  p 1l and the thickness of the AIN thin film
isctl .
# & T@ O (Pp& (2.446)

O YtdimO c&WWAI | p&ce AUl (2447
The rest of the terms require knowledge of@land® matrices, neither of which are
given. However, using the following relations, they can be determined frofn tired
‘Qmatrices, which are provided.
From [62], the stiffness matri is defined by 2.448), where the individual
coefficientsardd o0 w90,A pox0,A pmnPYOo,A ox'c0,And

l

A ppo0.A

LY.
or
e
19
Tt

LTt
uTt

()
¥
i (2.448)
11
1

o o U

433343

A

3 2 o E1EE
4 9 5 E1E1ER

The piezoelectric strain matris defined by 2.449), where the individual

coefficients ardd 180 yp 76, A pgo P 76, andA 181D 76 [62].

LT mn Q 0l
GTomoQ o
’Q 1
A nmo TR 2.44
1ITT Q TN ( 9)
K p) T T 1
Uur n nV
Usingthe following relation in2.450), the stress matri®can be obtained.
~ Tt Tt Tt Tt ™ Q1T
N Qo m m T ™ et T n #A
T PXULUT®PX PE CWW T L1 L1
(2.450)
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Using the value 02 from (2.450), the expression fdRfrom (2.441) can be

evaluated.

Q- - - p@ pcp n6i (2.451)

The stiffened elastic constant is definedam62), wheret is the piezoelectric
coupling constant. The stiffness constant of intekestan then be solved as in
(2.454).

® wp O (2.452)

0 — T8 @ G §2.453)

A & p 0 ox'c0Apgtpcuoopopm 0A (2.454)

The piezoelectric coupling constdhtcan now be evaluated as below 24(55).

. 8 — 8 —
E - — — TEIU Yo (2.455)

The acoustic impedance of the AIN layer can also be evaluated2ag 56), where
the density of AIN i o ¢Erfl
0 0" 0 o®wccyr AUI (2.456)

Substitutingn all thesevaluesin to (2.4.37) and assuming actuation voltage of

1V, the particle velocity magnitude at the half wavelength parallel resonance

frequency can be determined in (2.4.58).

(2.457)

0 1118 W (O] (2.458)
The frequency at which this particle velocity magnitude is obtained is given by

M — — — —— ponxmnogd ¢xX u U(2.4.59)
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From the controlled source model evaluated in Cadence, the frequency of
maximum response is obtained to be approximately 3.176GHz, with a particle velocity
magnitude of 72.5 mm/s, which is in close agreement with the approximate value
obtained by using emtion @.437).In experiment conditions, however, this estimated
value would not entirely be an accurate approximation due to the presence of electrode
and oxide layers, which would change the resonance frequencies of the transducer.

With equation 2.4.37), the goal stated at the beginning of this section of
obtaining a simple analytical expression to estimate the acoustic response in a
propagation medium for a voltage applied to a transducer has been acNeted.
however, tha{2.4.37)is only validfor a transducer that is air backed on one,s&le
stiffer than the propagation medium ¥: p), and has a small . As such, for
more complex geometries and film stacks, the KLM model or FEM simulations

should be used.
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CHAPTER3
WAVE PROPAGATIONMODELING AND CHARACTERIZATION

The concept of wave spreading via diffractiomlisaround usfrom the fuzzy
edges seen on shadqws the diffraction patterns generated by-poles. In classical
ray theory, light is assumed to move in a straight line away from a source. Therefore,
if a circular coherent light source is placed at some distance away from an observation
plane, accordig to ray theory, one would expect to see an illuminated circle of the
exact same shape and size as the original source on the observation plane. In reality,
however, diffraction causes waves to spread out from all the different points on the
source and imtrfere with each other, generating a pattern with circular fringes often
referred to as an Airy pattern.

Diffraction is a wave phenomenon and therefore affects acoustic waves
propagating from the GHz sonic transducers. In communications applicatiorsssuch
the ultrasonic TSV an@Hz sonic memory discusseal this work wave spreading
from diffraction introduces signal loss and crta& between adjacent transducers. In
imaging applications such as the GHz ultrasonic fingerprint reader, diffraction can
reduce the resolution attainable by increasing the beam width of the acoustic beam
emanating from a transducer.

While diffraction effects can baodeledusing FEM simulation software such
as PZFlex, many of the geometries of interest to the GHz ultraguplications
discussed in this work result in problems that are too big to solve in a reasonable
amount of time without errors using FEM. For example, consider a transducer on a
725 um thick piece of silicon. Assuming an area of interest of 500 um by 50fdpum
simulaing diffraction sidelobes for transducers with diameters of tens of microns, an

isotropic bulk velocity of 8430 m/<lf§], a frequency of 1 GHz, and the need to sample
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each wavelength with at least 20 elements, the mesh required to soleenttiete
problem in 3D must contain at least 2.4 billion elementsch would require a very
long time to simulateperhaps prohibitively longNVhile a 2D FEM model may suffice
in some cases, more intuition and faster computation time can instead bedbtain
using analytical diffraction modeighile sacrificing some accuracy.

However, the use of analytical diffraction models requires an understanding of
the physical approximations used to obtain tisenthat the appropriate model can be
used for a givesituation One of the goals of this chapter is to elucidate which
expressiongre appropriate for modeling wave propagation from GHz sonar
transducersind give an overview of some of thmresimpler, but still useful,
analytical expressions. If an anaty equation is too complicated or requires too
muchcomputation timethen there is no advantage to using it over a finite element
model, because of the advantage of providing better intuition or faster computation is
lost.

It is also desirable to ascairt the validity of diffraction models
experimentally. In this chapter, a method for using a Polytec UHF high frequency
vibrometer for measuring transient displacement patterns generated by a GHz sonar
transducer will be presented with some initial resiittaddition, experimental results
from phased array focusing will be compared with expected values from analytical

diffraction calculations.

Section 3.1: Introduction to Elastic Waves

Before delving intanalyticaldiffraction models it should be notethat
because the study of acoustic diffraction originated from the study of sound
propagation in air and in water, much of the diffraction equations and analyses

presented in the literature are derived for those cases. Therefore, it is pertinent to first
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consider what key differences need to be accounted for in modeling wave propagation
in solids versus modeling wave propagatiofiurds, i.e. liquids or gases

Elastic waves in a medium can be described by three field variabtesin{,
stress]|, andparticle displacemerit. Note that stress and strain are second order
tensors and particle displacement is a vector, as sho@nl.1)i (3.1.3)[71,79 in

both the full and reduced notations.

q:Y ] >
el
YUY Y :,:,T( TN
1 v i (3.1.1)
1Y o LIYn
GY 0 UYU
”:(( w0
Y vy ounloa )Yy
oy ooy oy n s (3.1.2)
v Y v |¢ Y EA 1Y
€Y 5 UYn
LY ¢ UYU
o]
O c") (3.1.3)
)

These field variables are governed bgee elastic field equatioiisthe strain
displacement relatiom (3.1.4) the equation of motiom (3.1.5) and the elastic
constitutive equatiom (3.1.6), where the colon denotes the inner product of second

order tensor§72).

] no -no o (3.1.4)
vy = g (3.1.5)
4 A egd (3.1.6)

In an isotropic solid, material properties are independent of the orientation of
the coordinate system. It can be shown that for isotropic solids, the stiffnessdmatrix
can be educed to a matrix with just two independent elastic consteans’ that are

known as the Lamé coefficientss in (3.1.7)11, 73.
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From the above relationthewave equatiorn (3.1.8)can be obtained],

assuming zero body foreg

n_° _ ¢ nnd fnoon 9 (3.1.8)

The particle displacement vectbrcan bedecomposethto a divergencéess
component y and an irrotational componet, which are defined by a vector
potentialt and a scalar potential, respectivelyas shown in (3.1.9) (3.1.11)[1][ 3].
The divergencdess displacemet describes shear waves and the irrotational

displacemen¢ . describes longitudinal (bulk) was.

Y I L L (3.1.9)
O Nk (3.1.10)
Oy Ne (3.1.11)

Substituting into the wave equation and using the identits + T
andn ne 11, it can be shown that two uncoupled wave equati$.12) and
(3.1.13),can be obtainedp3, 71.
p— ¢ e T (3.1.12)
— ‘N (3.1.13)
These two equations demonstrate that both a pure longitudinal wave and a pure
shear wave can exist in an isotropic solid, independent of each other, propagating with

velocities® andw, respectivelydefined in (3.1.14) (3.1.15)

A — (3.1.14)

o - (3.1.15)
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In an inviscid fluid (no viscosity), shear stresses cannot exist. Therefore, the
coefficient* goes to O for inviscid fluids, leaving only the wave equation for
longitudinal waves. By convention, the velocity poterfdas used, instead of the
displacement potential, and is defined i43.1.16) whereo is the particle velocity
vector, which s simply the time derivative of the particle displacenderiither
potential can be used with no difference in resuli$. [

o N% (3.1.16)
2 (3.1.17)

o

Therefore, the following wave equation can be obtained.
N (3.118)

In a fluid, a scalar hydrostatic pressgres typically used, instead of stress
Note that stress is the surface force per unit area applied to a surface of an acoustic
particle. In a fluid, the stress is isotropic and therefore independent ofeh&aton
of the surface. Furthermore, only normal stresses (no shear stresses) can exist in an
inviscid fluid. That is, if the acoustic particle is a cube in a Cartesian system as shown
in Fig. 3.1.], the stress can be described a@if.19) with a schar pressure p, where

the negative sign notation is because compression is typically defined as a negative

stress 71].
n m T
1 m™ A & (3.1.19)
m T n
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Figure 3.11: Normal stresses for a cube in a Cartesian coordinate system

Fromthe relations 3]  ny " —ando  n% the pressure can be

related to the velocity through the following equation.

n " — (3.1.20)
The wave equation can then be expressed in terms of pres§8re.21) where the
longitudinal veloity & is defined in(3.1.22) andhe parametel is the

compressibility of the fluid71].
nnp o —— (3.1.21)

A R — (3.1.22)

In the following sectionshe wave equation for acoustic waves in fluids,
(3.1.18)or (3.1.21) will be built upon to derive diffraction equations, where the
pressure p will be used to represent the bulk wave stresS¥ieddeatly simplifying
the mathematica/NVhile full derivations are not shown for many of the equations used
in the interest Dbrevity, they can be found in thheference$51, 60, 63, 7172).

The effects of shear waves will also be ignorius is a reasonable

approximation to makeén experiments, th&Hz sonartransducers arebserved to be
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much more efficient at radiatirand receiving bulk wavedue to the geometries of
the devicesas o acoustic eches corresponding to the time delays associated with
slowershear waveare observedn addition, it is known that in an isotropic solid, for
far field distances from a raating bulk wave transducandat sufficiently high
frequencies, shear wave radiation can be ignofgd [

A third simplification that will be employed is to treat silicas an isotropic
material even though it is actually an anisotropic crystalline maatéxperiment
results presentddter in this section show that isotropic models correspond reasonably
well with measured results such that it is not necessary to consider anisotropy, due to
the complexity of the associated mathematics, at least foiltthsonic TSV, sonic

memory and GHz ultrasonic fingerprint sensor discussed in this work

Section 3.2: Greeno0s Function Method and t
I n this section, the Greends function r

sourcewill be introduced The main idea of this method is to represent an arbitrary

source distribution by a collection of point sources. By solving for the velocity

potential from a single point source, the velocity potential from the source distribution

can be determinedytsimply integrating the fields of the individual point sourd&3.[

The purpose of this discussion is to highlight the boundary condition used in the

derivationi for the case of a rigid baffled boundary condition, such as a loudspeaker

radiating into air, the Greenb6s function n

often used to model wave propagation in fluids. For the GHz sonar transducer, a

pressure release boundary condition should be used instead. However, it will be shown

that in the far field, these expressions converge, and therefore unlefigldear

modelirg is of interest, diffraction models derived from the Rayleigh integral will be

suffice.
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Figure 3.2.1: Source distribution enclosed by a closed surface

From the previous sectipthe velocity potentidhkds defined by(3.2.1) where
o is the partiak velocity vectorpis time, andwis the position vector.
o Mp N %o PO (3.2.1)
In an inviscid fluid, the wave equation (8.2.2)applies, wher¢3.1.18)is modified to
add an additional teri@ D to represent the body forcdee toa sairce distribution.

—— N % QM (3.2.2)

Taking the Fourier transform ¢8.2.2) equations (3.2.3nd(3.2.4)are obtained,
where’Q 1 T ¢* ¥_is the wave number andis the wavelength (not to be

confused with the Lamé coefficienBquation (3.2.4)s also known as the Helmholtz

equation.

—k g COM) (3.2.3)

"o QR COM) (3.2.4)
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Assume a collection of point sources in the source distribi@eh , where
»is the position vector and is theangularfrequency of vibration of the source,
which isenclosed by a surfaC¥, as shown in Fig3.2.1

A Gr e e n 0 ¥O»shk uisiacparticalan solution fdg in (3.2.4) for a point
source olnit strength located a# that satisfie¢3.2.5)below, wherg » » is
the Dirac delta function/p3]. The notatioriO ps» used in 0] is borrowed and
refers tothe value of G at the poimtfor a source a» .

nooQ Tl 1T » » (3.2.5)

Using(3.2.4) and (3.2.5)he integral form for the velocity potential at an observation
point »can be derivedd0], wherd Tt &is a partial derivative with respect to the

surface normal vector for a point on
5 A O ——L g »n —= Qv
a Omr OrN w (3.2.6)

Using this equation, givensource distribution and a set of boundary conditions, the
velocity potential at an observation point can be determined.
In the case that no sourcessxwithin the closed surfac¥, (3.2.6)can be

simplified to the following form:
E» A Omr —— E» —2 QY (3.2.7)

The existence of a velocity potential'vimeans that parts of the boundaries must be
acting as a sourdesuch as in the case of a piezoelectric transducer on the boundary
of Y.

The Gr een®ss» fmustlocetchosen to satiffy.2.4)and the
boundary conditions for the problem of interest. F{8r2.7) it can be seen that, on
the surfac&Yhif "Ois 0, ther] B &needs to be specified. This is called the Dirichlet
boundary conditionwhich isalso known as the Huygen boundary condition. If

T ™ é&is 0, thers needs to be specified. This is called the Neumann boundary
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condition,which isalso known as the radiating dipole boundary conditigif &is
equivalent to the normal component of the particle velogtityTherefore, for the
Dirichlet boundary condition) along the surfacé’ needs to be specified as the
boundary condition. For the Neumann boundary condition, as the pressure phasor is
proportional td3, then the pressure needs to be specified as the boundary condition
[60, 74.
By the method of | magnetisnsO and'®,candé | owi ng

derived for the Dirichlet and the Neumann boundary conditions, respectely].

ofF - — — (3.2.8)
i - — — (3.2.9)
Y O o O O a a (3.2.10)

a a (3.2.11)
4 » » (3.2.12)

Substituting in these t @BR7)Geeematys functior
potentialds andlz for the two boundary conditions can be determined, where
AT &y refers to the cosine of the angle formed between the surface normal vector
= and the vectod that points from the point source to the observation point. The
equations irn(3.2.13)and(3.214) describing the velocity potentials are called the
RayleighSommerfeld diffraction equations.

B —A BAT O — QQ- Qv (3.2.13)

E —A ——QY (3.2.14)
The mean of andl3 , the velocity potentids shown in equatiof3.2.15)below,
is itself dso asolution to(3.2.6)and applies to the case when there is a source
distribution enclosed by a surface in an infinite medi60).[This is referred to as the

Kirchhoff boundary condition.
E —A — — BAI p — QY (3.2.15)
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To know which of equation@.2.13) (3.2.14) and(3.2.15)to use, the physical
meaning behind these boundary conditions must be understood.

The Dirichlet or Huygen function i(8.2.13)refers to the case in which a
transducer is surround by a rigid mte baffle. That is, the transducer is located on a
plane, say a1, and everywhere on that plane, except on the face of the
transducer, the normal component of particle velocity is zero. This is sometimes
simply called a rigid baffle boundary conditicdOne example where this boundary
condition applies is on a sonar transducer mounted on the side of a naval ship. The
Kirchhoff function in(3.2.15)applies to the case where an unbaffled transducer
produces no radiation from its back surface, and ifyoramersed in an uniform
infinite acoustic mediumgo, 74. Lastly, the Neumann or radiating dipole function in
equation(3.2.14)refers to the case where there is zero acoustic pressuredn the
plane where the transducer is located, except on teeofathe transducer itself. Due
to the zero pressure, this is also known as a pressure release boundary condition. This
is the boundary condition that is applicable to when a transducer is applied on an air to
liquid or air to solid interfacer[l, 74. Therefore, this is the appropriate boundary
condition to use for analyzing the GHz sonar transducers discussed in this work, as
they consist of thin film AIN transducers situated on an air to silicon boundary. In the
case of sonar transducers located in &éirchip stack or with an absorbing backing
layer, the Kirchhoff boundary condition would appbd].

To obtain the time dependent form of the Dirichlet and Neumann equations,
the inverse Fourier transforms(@2.13)and(3.2.14)are taken. Assuminy |
_J¢", the following equationdescribing the time dependent velocity potentaés
obtained 60, 71, wherev refers to the particle velocity normal to the surfate

% WP —A ——AI G QY (3.2.16)
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ay (3.2.17)

% MP —A
Equation(3.2.17)is known as the Rayleigh integral and most of the simpler diffraction
modeling equations introduced in the next sections are derived from this expression.

However, will those expressions apply to the csfsbe GHz sonatransducer
on silicon, considering that a pressure release surface is the actual boundary condition
that should be us@dn the far field case, at small angles, it turns out that bulk waves
in a solid behave the same as bulk waves imgaivelent fluid medium{5]. In the
next section, it will also be shown that indeed the equations for the different boundary
conditions converge in the far field and therefore use of the Neumann expression

instead of the Dirichlet expression is an accdptapproximation.

Section 3.3: Radiation from Circular and Rectangular Transducers
In this section, radiation from circular and rectangular transducers will be
describedas well aghe Fraunhofer approximation expressions for the fiitas
thosetransducer geometriel addition, a single integral expressibiat can be used
to model radiation from a circular radiator for the Dirichlet, Neumann, and Kirchhoff
boundary conditions will be introduced and used to show the convergence of the three
expressions in the far field-he advantage of this expression is that it is much faster to
compute than double integral expressions such as the Rayleigh inegralssions
for the fullwidth half maxima (FWHM) of the circular and spherical transducets wil
be introduced the FWHM is essentially the beam width of a transducer and can be
used for a quick estimation of whether the beams of two adjacent transducers overlap.
Consider a radiating surface S, as shown in¥RB}], located orthesource
planeat ¢ Tt Coordinates on the source plane are denotedligb . An

observation plane lies a distaneon the z axis, away from the source plane and the
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field on this observation plane is to be calculated. Coordinates on the observation

plane are dested by @ o .

(XsY9) S

Figure 3.3.1: Geometry for evaluating radiation from aradiating surface S

The velocity on the source plane, 0, as used in the Rayleigh integral in
(3.2.17) can be rewritten g8.3.1)below, whee monochromatisinusoidal drive of
the radiating surface is assumed.

0 ol |, o 1 Q (3.3.1)
The spatial variation of the drive velocity is separated out irdofto , which is

called an apodization function. The Rayleigh integral can then be rewritfé@] as

h

% hohrp A QY —A , ohd 'Q Q7Y3.3.2)
Theapproximate expressiaromes about a&s result of assuming the distance z is
large enough such that variations in R in the integral can be ignored.

The distance R between a point on the source plane and the observation plane

is given by (3.3.3)
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Y o W W W W ap (3.3.3)
Recall that the Taylor expansion for the square ropt ofwis given by(3.3.4).
M o p -® - —o E (3.3.4)
Therefore, the expression for R can be expanded as:
Y dp — O O COO OO O © E (3.35)
The Fresnel approximation is obtained by ignoring all higher order terms in the
Taylor expansion not shown {8.3.5) The Fraunhofer approximation is obtained by

neglecting thes  w term in the assumption that the distance z is far enough such

that, for the maximum values af  w of interest; L &

When is it valid to use the Fraunhofer approximation? Typically, for a circular
transducer, the transition point between the far field and the near field iiwhen
@ T_, where®is the radius of the transduc@&his distance is also known as the
Rayleigh distance or natural focus of the transduldee.Fresnel approximation is
valid well into the neafield. The Fraunhofer approximation, on the other hand,
requires larger disteces well into the fafield. It has been shown that for distances
a ¢&w T_, the error between the Fraunhofer approximation and the full Rayleigh
integral expression is less than 560][ This distance can be used as the minimum
distance at which these of the Fraunhofer approximation is deemed acceptable.
The Fraunhofer approximation is useful because it can be rewritten into a
simple 2D Fourier transform form. Applying thReaunhofeapproximation tq3.3.2)
equation(3.3.6)is obtained below. Angerture functionm who is defined that is 1
for all points inside the radiating surface S and 0 for all points outside of it. This
enables the integral to be taken frordb to Ho, which allows for putting the
expression in terms of a Fourier transform.
% Ohop —Q
moho , who O Qo' Qo (3.3.6)
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Defining spatial frequenciesQ Qv TaandQ "o T and using3.1.20)to
convert from velocity potential to pressuf®,3.7)is obtained, wherg is the pressure
phasor and the harmonic time dependé@ce is implicitly assumed.

hon —o

mohd , oo Q Qo' XD (3.3.7)
Recall the definition of the-® Fourier transformriO QRQ  of a function Qo :
00 oMy | . QG Q QOQW (3.3.8)

The integral in(3.3.7)is simply the Fourier transforof m whd , oo with
spatial frequencie’® o TaandQ o 14
(3.3.7)can therefore be written é3.3.9)

A o fo fon) —0 T omohd, ohd (3.3.9)
This expression shows that the fi@td pressure field is simply the Fourier transform

of the product of the apodization and aperture functions multiplied by a constant term

and a phase term.

Ys Yo
4 y R Z
y
Xs R e Xo
a .
Z

Figure 3.3.2: Geometry for evaluating radiation from a circulartransducer
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For uniformly driven transducers, the apodization functiai ity is simply
unity for all points. It can be shown that the Fraunhofer approximation expressions for
uniformly driven circular and square transducers can be derived fromag(tad.9)
by replacing the aperture function with a circ function or a rect function, respegtively
that simply describes the shape of the transdiépr

Therefore, ér a circular transducer with the geometry shown in &ig1.2 the
Fraunhofer approxiation is given by3.3.10),where a is the radius of the transducer,
R is the distance from the center of the transducer to the observatior-psitite

angle R makes with the z axis, amndlenotes a Bessel function of the first orf&.

N YRR Q (3.3.10)
Ys Yo
' A (X0,Yo.2)

//xs R /xo
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Figure 3.33: Geometry for evaluating radiation from a rectangular transducer

For a rectangular transducer with the geometry shown irBE@ the
Fraunhofer approximation is given (8.3.11), vhere W is the width of the

transducer, H is the height of the transducer, R is the distance from the center of the
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transducer to the observation point and the sinc function is defirieds @
OET wF * w[60].
A o Fro fan —0 T 00 e | QE& (3.3.11)
As the distance z is large compared with the size of the transducer, generally it is an
acceptable approximation to u¥e a&in (3.3.10) and (3.3.11)
A plot comparing beam patterns for square transducers of widthsi@hd
T 1 @and circular transducers with those same diameters along thet axis is
shown in Fig.3.34 below, where the pressure phasor magnitude is normalized by
0 "0 &.The physical meaning @ will be discussed later in this sectidrhe
slightly differentpressuranagnitudefor square transducefi®m circular transducers

is primarily due to thlarger area.

0.4

30 pm radius
20 pm radius |
60 pm width
40 pm width

035

03

x_(m) <10

Figure 3.3.4: Fraunhofer approximation beam pattern comparison between
square and circular transducers assuming a round trip through silicon of
thickness 725um for a total propagation distance of 1450 uma frequency of 1.3

GHz, and a \elocity of 8430 m/s, along the. axis.
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From Fig.3.34, it can be seen that the beam patterns consist of a single main
lobe, or center lobe, centerediat TTwWhere most of the energy is concentrated,
along with several side lobes. Larger transducers have a more focused, narrower
center lobe, while smaller transducers have a broader, less focused center lobe.

A useful parameter for defining the width of thente lobe of a transducer is
the full width half maximum (FWHM), defined as the distance between the two points
where the pressure falls to half the maximum value. For a circular transducer of radius
a, the FWHM is definedy (3.3.12)[60]. For a square ansduceof width W, the
FWHM is definedby (3.3.13)[76].

Ow 0 p8a Z ¢ (3.3.12)

0w 0 p& T_odw (3.3.13)
The FWHM can be used as an estimate of the minimum distance between which
transducers used in separate communication channels should be placed apart. For
example, for the 60 awide square transducers in F&3.4 the FWHM is
approximately 189 awide. Therefore, transducers of this size used in adjacent
communication channels should be placed at least 1@8part due to cross talk
concerns. In the next section, crosstalk between transducers dididossedn detail.

From thed ¢&w T_ criterion for the Fraunhofer approximation discussed
previously, for the 1.45 mm silicon thickness and the 1.3 GHz frequency used for Fig.
3.3.4 the maximum transducer radius that we may use this approximation for is
@ T a For larger transducers, the Frdsmgproximation or the full Rayleigh integral
should be used. These methods require double integrals to be calculated, which may
be time consuming depending on the accuracy required and the number of field points
to be calculated.

Fortunately, i has beeshown thatfor the case of a circular transducer, it is

possible to convert the double integral expressions for velocity potentials in equations
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(3.2.13) (3.2.14) and(3.2.15)for the Dirichlet, Neumann, and Kirchhoff boundary
conditions into a singlentegral expression, allowing for faster computation ti6 [
74, 77. Unlike the Fraunhofer approximation, which also allows for fast computation,

the single integral expressions are valid for all distances in the near field and far field.

Y4
A

e, (2)

Figure 3.3.5: Geometry for single integral diffraction expressions

Using those results, for the geometry in B@5, the pressure can be defined
by the expression i(8.3.14) where R is defined by equation C14 ands the
Heaviside step functior6f]. The functionQoRY varies depending on the boundary
condition on the plane where the transducer is situated. For a rigid baffle condition, as
in the Neumann cas&)s described by equatidB.3.16) For the presge release
condition, that is the Dirichlet cas€)s described by equatidB.3.17) The Kirchhoff

boundary condition is described by equai{8rs.18)
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AP "ov = & 1 Q - Q ——"04iY Q— (3.3.14)

Y 4 ©®© a & i coiAl-o (3.3.15)
QaiY p (3.3.16)
QoY  oFY (3.3.17)
QoY — (3.3.18)

Assumingthe same conditions as in F&)3.4 equation3.3.14)is evaluated
for all three boundary conditiorier a 60° adiameter transducer, at 1.3 GHz
frequency, and a propagation distance of 1450 Of interest is the field on tiie Tt
axis, where the transducer is located. Plotting this field along-#&xésxand

normalizing byd0 "0 @, Fig.3.3.6is obtaired.

Pressure Release
Rigid Baffle
Kirchhoff

181

16
1471

1predly

ARALLARA
LALL

pIP,

08
06

04r

g 0 1

-4
Xo (m) <10

Figure 3.3.6: Normalized pressure on the transducer plane for the pressure

release, rigid baffle, and Kirchhoff boundary conditions
For the pressure release surface (Dirichlet), the pressure magnitudmithe

face of the transducer and zero elsewhere, as expected from the boundary conditions

defined for the problem. However, for the rigid baffle and Kirchhoff boundary
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conditions, this is not the case. For those conditidnis the pressure magnitutieat
would exist on the face of the transducer if the transducer diameter were imghite [

It is important to see what differences between the pressures for these three
boundary conditions and the Fraunhofer approximation for a circular transduger are
the far field, as that is the typical regime used for GHz sonar transdiibers

normalized pressure at thie p 1t U miplane is plotted in FigB.3.7 below.
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Figure 3.3.7: Single integral diffraction expression evaluated for the three
different boundary conditions for a 60H O diameter circular transducer, at 1.3
GHz frequency and a propagation distance of 1456, 00, and compared with the

Fraunhofer approximation expression for a circular transducer

The plots for the 4 expressions overlap entjrelkcept at the nulls for the
Fraunhofer approximation. Looking at equati¢8$.16)i (3.1.18) it can be seen that
in the far field and at small angles, for 'Y, those expressions all converge to unity.

This verifies the previous statement that idéseptabléo use the Rayleigh integral
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and its Fraunhofer approximation to model pressure release boundary conditions if
only far field diffraction patterns are of interest.

In the next section, the single integral expressions and the Fraunhofer
approximation equations will be used to develop expressions to answer the questions
of how much loss can be expected from diffraction and how much cross talk signal an

adjacent transducer will receive.

Section 3.4: Diffraction Loss and Crosstalk

In order todetermine diffraction loss and transducer crosstalk, the relationship
between the transmit voltage and the output pressure from a transmit transducer, as
well as the relationship between an incident pressure field on a receive transducer and
the received oltage level on that transducer, must be known.

From the KLM model discussed chapter 2it is known thatfor a
transmitting transducer, the output force from the transducer is proportional to the
voltage applied to it. Similarly, for a receiving tranedy the output voltage is
proportional to the input force applied to it.

Assume the geometry shown in F8g41, where a transmit transducer is
situated on the bottom of the silicon substrate and a receive transducer is on the top of
the silicon. Bothrtansducers are aacked.

An input voltage is applied across tin@nsmittransducer, which generates a
corresponding output forc® into the silicon. Fronthe previous sectignt was
shown that on thé@ T planewhere the transmit transducersituated assuming
pressure release surfamedassuming the transducer is driven sinusoidally with a
pressure amplitudg , the pressurg§  across the surface of the transducer is
uniformi thatis,fj isrf] on the face of the transducerdazero elsewhere on the

plane. Therefore, the output force from the transdcaerbe described by (3.4.1),
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where0 s the area of the transducer and harmonic time depen@enceis
assumedin this section, pressure will be used interchangeatih stress, as only the

bulk acoustic waves are of interest

O 0 N (3.4.1)
2=2 A Receive
AFII’]C
N
7~ Pinc

A
—N
/‘;\ pout
Transmit
Vina |:0Ut

=

Figure 3.4.1: Geometry for relating the transmitted and received pressure to the

transmit and receive voltages

Now that the inptuipressure field is determined, diffraction equations ftben
previous sectiogan be applied to determine the incident pressurerjieldat the
receive plané& ¢ . The incident force on the transducesiimply the integral of the
incidentpressure field across the surface of the transdasen (3.4.2)where™Y
denotes tht theintegralis taken over the surface of the receive transducer.

O A QY (3.4.2)
The total forcéO that thereceive transducer actlyabexperiences is twice the
incident forceO due to the pressure release boundary condi@i®n The received

voltage on the transducer is proportional@a However, in the KLM model used in
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chapter2, this factor of 2 is automatically accdead for due to incorporating the air
backing of the transducer into the model. Therefitris,factor of 2 will be ignored in

thecalculation of diffraction loss this chapter

0.8

0.7
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Figure 3.4.2: Diffraction loss at 1.3 GHz for» H Oand c = 8430 m/s for

identical transmit and receive square transducers of varying widths

If both transducers have the same thin film layer stack, then the conversion
factors between voltage and force on the transmit and receive transducers can be
consideed identical. Therefore, the voltage diffraction 10sfrom the transmit
transducer to the receive transducer is define8lay3)below, where the
aforementionedactor of 2 is relegated to be accounted for by the KLM model:

A

0 hoo = (3.4.3)

h

Assuming a rectangular transducer and using the Fraunhofer approximation from

(3.3.11) equation(3.4.3)can be rewritten a8.4.4)

,‘ A — — —
) (3.4.4)
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Assumingidenticalsquare receive and transmit transdudergjg. 3.4.2the square
transducer widths are varied framntt  ato p 1 7T dand(3.4.4)is evaluated for each
case to demonstrate the effects of diffraction loss.

The much higher diffraction loseenfor smalkertransducers is because not
only do they receivemaller proportion of the diffracted fietthe tohavingsmaller
area, but the main lobes diffract moas well Larger transducers, on the other hand,
provide a much more focused beam, and also receive a [angpertion of the

diffracted waveslue to having a larger area.

»X

RX ADJ
P

v m

Y4

Figure 3.4.3: lllustration of how crosstalk occurs due to diffractioni an adjacent
transducer (ADJ) will receive a portion of the ultrasonic waveghat are intended

to be sent to a receiver transducer (RX)

Diffraction loss can also be defineak in (3.4.5)as thepower received by the

receive transducer divided by the power transmitted from the transmit transducer

where0 is the power diffraction los8Y and"Y are the transmit and receive
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transducer surface§, is the output pressure field frotine transmit transducer, and
n isthe input pressure field to the receive transdudgr [
o A (3.4.5)
A
However, h onchip sonaras thereceivedvoltagelevel is often more important to
know, equation(3.4.3) is more convenient to use.

From Fig.3.42, it can be noted that for small transmit and receive transducers,
most of the diffracted energy is not received by the receive transducer. Therefore,
adjacent transducers will experience substantiaktathsif they are placed too close,
as can be seen in Fi§4.3 where an adjacent transducer receives a portion of the
diffracted field emanating from the transmit transducer.

In (3.4.6),the crosstalk leveD that a sonar transducer receiiedeinedas

theincidentforce 'O onan adjacent transducer normalized by the fd@cethat the

receive transducer receives.

A

"0 ° (3.4.6)
A

In (3.4.6) n) refers to the pressure field on the plane where the receive and adjacent
transducers are located.

The casen which thetransducertabeledRX and ADJ in Fig3.4.3 are 4Qum
square transducers is considered in Big4, in whichthe pitchd betweenhe two
transducers is varied from 44n to 240 pm and(3.4.6)is evaluated fovarying
transmit transducer (TXyidthsof 40 pm, 60 pm, and100 pm.

It can be seen that for a 1Qéh transmitter, the beam is more focused and
hence the crosstalk decays rdpials the distance from the transducer increases. Note
that when the pitch is greater than 100 the crosstalk level increases slighitlthis
is due to the first side lobe in the diffraction pattern. Italaobe seen that for the 40

pm transmit transakcer, the crosstalk level decays much more slower due to the wider
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main lobei the adjacent transducer must be placed at leagt20@wayfor the

crosstalk leveto bebelow 10%.
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Figure 3.4.4: Crosstalk level between a receive transducer and an adjate

transducer assuming both of those transducers are 40 um square transducers

In the above analysisyb sets of integrals are required to be evaluated to
obtain the diffraction loss for a transducea diffraction integral is needed to model
the field popagating from the transmit transducer while another integral is used to
determine the received force on the receive transducer. These two integrals are too
cumbersome to use for quick approximatiahg to the computation time required

From the literture, a simpler approximate expression can be determined
graphically by plotting the diffraction loss as a function of propagation distance in
terms of the Rayleigh distange (not to be confused with the observation plane

distancex used previously)80-82]. The Rayleigh distance is defined(k4.7)
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where®is the radius of a circular piston transducer amlthe wavelength of
ultrasound.
a 71 (3.4.7)
The approximate expression for diffraction lass (for pressure/force) is
shown in (3.4.8) and (3.4.982]. Note that transmit and receive transducers are
assumed to be the size and to be located directly across from each other, i.e. with zero

displacement on the x and y axes, as in Fig. 3.4.3 with transducers TX and RX.

0 ofa Qoforg ofa pT (3.4.8)
0 ¢hl-6 Qbforafd pm (3.4.9)
15 15
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Figure 3.4.5: Figures are from B81]. The y-axis in the plots is the diffraction loss.
The x axis is the propagation distance normalized by the Rayleigh distand@)
For distances closer to the transducer, the diffraction loss is approximately 1 dB
per »I» asin(3.4.8) (B) For propagation distances»f» , the log function

in (3.4.9) better approximates the observed diffraction loss
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Fig. 3.4.5shows how closely the calculated diffraction lassg integral
methodsmatches the approximate expressions f(8m.8) and (3.4.9)The exact
radiusof the transducer does not cause significant changpeiplotted diffraction
loss[80], because the x axis in the plot is a function of the Rayleigh distdace.
confirm that these expressions are consistent with the diffraction@upidtscussed
earlier in this sectiarthe diffraction loss is calculated using the single integral
expression for a circular piston transducer with a pressure release condition and is
plotted for different transducer radii and propagation distancegil.Big assuming
1.3 GHz operation and a speed of sound of 8430 m/s. The transmit and receive

transducers are assumed to be circular piston transducers of the same radii.

10 1
\ a=20 pum
\ a=40 um
5 \\ a=60 um
\ a=80 um
\ — — —Near Approx.
ok \ — — =Far Approx.

Diffraction Loss (dB)
()]

st

-200 2 4 6 8 1lO 112 1‘4 116 1‘8 20
Distance (z,)

Figure 3.4.6: Diffraction loss for transducers of various radii computed with the

single integral expression for a pressure release boundary condition and

compared with the approximate expression for diffraction loss, as shown in the

dotted lines.
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As canbe seen, these approximate expressions provide a good approximation
to the diffraction loss calculated using integral expressions and are valid over a wide
range of transducer radii. These equations prove useful for estimating density of
UTSV and GHz somi memorylater in this work The diffraction loss and crosstalk
discussed in this section have important implications in the design of the delay line
memory and ultrasonic TSV devices. They reveal that shrinking down the size of a
transducer does not alwsagllow for the highest density of sonar devices due to

increased crosstalk levels and higher diffraction loss.

Section 3.5: Experimental Verification of Diffraction Models

In the above sections, only theoreticalculationdrom analyticaldiffraction
theory are described. It is necessary to confirm the validity of these models. However,
it is difficult to do so electrically using the transmit and receive responses from a
single transducer or a pair of transducers when it is unknown hoWw oftice signal
loss is due to other mechanisms such as absorption loss.

If one must do so electrically, one method is to use a phased array of multiple
transducers to vary the amount of energy focused onto a single transducer and
compare the experimenath with predictions fromnalyticaldiffraction models. In
this way, any changes in receive signal level as the phases on the transducers are
variedwill be due to wave interference phenomena ftomdiffracted fields of the
array transduceyprovided hat the excitationoltageamplitude does not change with
phase.

In addition, it is also possible to simply measure the entire diffraction pattern
from a transducer using an interferometer if one has access to an interferometer that is

fast enough. The gessary experiment setup to do so on a commercial Polytec UHF
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unit is described later in this sectiddnly preliminary results will be presented, due to
the amount of time required to scan large areas with good SNR using this method

For the phasing meaement, the transducer geometry (designed by J. Hoople)
in Fig.3.51 was used, where a linear array of 4 transducers are used to vary the signal
level on a receive transducer that is offset from the center of the array. The reason that
only four transmitransducers are used, despite thy 4 2D array, is because the

arbitrary waveform generator (AWG) used to actuate them only has four channels.

Figure 3.5.1: Transducer transmitter array and receiver geometry. The centerat
center pitch of transmit array transducers (labeled 1, 2, 3, and 4) is 80 um. The
transmit transducers are octagonal transducers 20 um wide. The RX transducer
is 43 um wide and 30 um offset from the axis on which the transmit transducers

are situated
The experiment setup used is shown in Bi§2. The AWG output

waveforms are 50 ns wide, 1.3 GHz RF pulses with approximately 1V amplitude. A

64 GSa/s sample rate is used for waveform generation. The 4 channel option of the
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M8195A AWG was used. The odo$cope data is demodulated in MATLAB to

determine the signal amplitude from the receive transducer

Agilent M8195A AWG

Agilent DSEX  |a---meeeemmmmaannnnan.d I P
91304A Oscilloscope

CH3 CH
AIN Transduce T IJZ_I B 3 i

Silicon Substrate ~72# thick

Figure 3.5.2: Setup for linear array focusing experiment

Figure 3.5.3: Geometry forequation (3.5.1) in which a phased array is used to

simulate a lens with focal length F

Instead of attempting to beasteer with the arrayhe array is usetb focus

instead, because only two different phases need to be gpplieting the number of

variables inthe experimentBy changing the phases on each of the four transducers,
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the depth at which the beam is focused is changed. The phases are applied so as to
simulate the curvature of a leras shownn Fig.3.5.3 wherean array is situated on
the x axis to simulate a lens with a focal distai@dt can be shown that for a source

located atv  w, the appropriate dela® to apply is given by3.5.1) where the
paraxial approximatioa- L pis used and c is th¢peed of sound/9].

0 00 @ — 9 — (3.5.1)
L1072 4 Element Focusing: Experiment
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Figure 3.5.4: Demodulated receive voltage amplitude. Transducers 1 and 4 are

driven with zero time delay. The delay on transducers 2 and 3 is varied to change

focal distancei this is the celay varied on the x axis in the plot.

Because the lens is symmetaicross the-axis, only two phases are required.
In the measurement, transducers 1 and 4 are driven with the same signaphase.
Transducers 2 and 3 are driven with the sameabigut with a time delay, and this

delay is varied to change the focus of the lens. A more intw#seriptionis that
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transducers 2 and 3 are fixedzatotime delay and a time advance is applied on

transducers 1 and 4. For maximum signal on the rec¢eansducer, the beam must be

focused at twice the thickness of the silicon, to account for the ultrasound having to

travel from the top side of the silicon to the bottom side, reflect off the siizon

interface, and travel back to the top side whieeeréceive transducer is located.
Calculatingusing (3.5.1)a phase delay of around 520 ps is required for

focusing and this is not what is observed experimenta$iyshownn Fig.3.5.4 where

a maximunreceive amplitude is obtainedound 300 ps delayhe deviation between

these two is primarily because the transducers used in the experiment are much larger

than a wavelength and are spaoadtivelyfar apart, and furthermore, the receive

transducer has a relatively large area.
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Figure 3.5.5: Plot of normalized transducer receive amplitudéor phased array

focusing experiment

83



The behavior of this array is better predicted by turning to the models
introducedn section3.3. If the transmit array transducers are modeled as circular
tranglucers using the Bessel function model fi@18.10)and the receive transducer
is modeled as a square transducer for ease of performing integration in MATHeAB,
plot in Fig 3.5.5can be obtained, where the incident force on the receive transducer is
nomalized by its maximum value and plotted against the data ir8/5ig, which is
alsonormalized by the maximum voltage.

From Fig.3.5.5 it can be seen that the Fraunhofer approximation equation can
accurately the predict the focusing behavior of taedducers. However, there is a
fixed offset in time delay between the measured and predicted results. This is most

likely due to fixedelectricalphase offsets in the system

Figure 3.5.6 Displacement on the top surface of a 50 um transducer measured
frequency domain modei the transducer is driven with a continuous wave 5Vpp
waveform. The spacing between scan points is 10 um and the displacement is

measured to be approximately 30 pm on the surface of the transducer.
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As mentioned earlier, a moregaghtforwardmethodto verify diffraction
models is by using an interferometer to directly measure diffraction patterns. Very few
interferometers exist that can measure acoustic waves in the GHz range. One such
interferometer is the Polytec UHE20, whichis capable of measuring acoustic waves
at frequencies up to 1.2 GH&3].

The Polytec UHFL20 is the highestequency commercially available
vibrometer as of this writing. It is based on a laBeppler vibrometer desigin
which a heterodynmterferometer is used. The high bandwidth of the system is due to
a combination o$everal factors such as the 2 GHz bandwidth PIN photodiode, the
high frequency oscilloscope used for data acquisition, a confocal microscope that is
capable of focusing ta spot size of less than 1 micran613 MHz frequency shift
Bragg cell, and a bandwidth extension algoritiat allows for doubling of the

measurement bandwidth [83].

Figure 3.5.7: Displacement on the bottom silicon surface below a 50 um
transducer as measured in frequency domain modé the transducer is driven
with a continuous wave 5Vpp waveform. The spacing between scan points is 11
pm and the displacement is measured to be approximately 20 pm in the center

lobe of the displacement pattern
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There ae two modes of operation for this taofrequency domaifFFT) mode
and time domain mode. In frequersymainmode, the device is drivarsing a
continuous wave (CW)yaveformand thefrequencyspectrunof the measured
displacemenis obtainedor eachscan pointi the displacement profile is measured
point by point over an area by scanning the scanning sample with a motiarirstage
time domain mode, the transient response at each measurement point is obtained
Driving a 50 um transducer at 1.2 GHz witbantinuous sinusoidal signal and at

~5Vpp, the displacement patterns in$:85.6and3.5.7are obtained.
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Figure 3.5.8: (A) Displacement pattern predicted by Fraunhofer approximation
for a 725 um propagation distance, (BPisplacement pattern predicted by
summing up the effects of multiple reflections on the bottom surface of the silicon

substrate, (C) lllustration of pressure fields adding up with multiple reflections



The main lobe and the first side lobe of a diffracpattern can clearly be
seen. However, the main lopeakamplitude is much closer in magnitude to the
sidelobepeakamplitudes in the measurement data as compared to what is expected
from the Fraunhofer approximatiérfromthe data a 2:1 amplitude ratsobserved
however, the model predicta approximately:1ratio, as shown in Fig. 3.5.8a

The reason for this is because thebaicked surfaces are causing waves to
reflect and build up within the silicon, similar to a FaBgrot resonator. Therefore
the pressure fields over multiple passes in the silicon should be added up to model the
appropriate continuous wave response, as shown i3 5i&

The magnitudes of the side lobedative to the magnitude of the center lobe
are increased. The $ir sidelobe can still be distinguished and is now indeed
approximatelya 1:2 amplituderatio compared with the magnitude of the center lobe.
The rest of the diffraction pattern appears to smeaaoutd b e c ori¢hisBnoi sy o
also corroborated in the memsment data.

Therefore, in order to measure the diffraction patterran acoustic wave travelirey
single pass through the silicaas is the case when the first acoustic echo is the signal
of interestthe measurement must be done in time domeide,as opposed to in the
frequency domain with a continuous wave drive signal. The transreedriven

with apulsed RF sine wauhat can be consideredquasiCW signali for most of the
pulse, except for the beginning and end, the interferenterpaderived in the theory
for continuous wave driv®  can still be obtained.

Because the RF pulse must be shorter than 1{f@ma 725 um thick silicon
substrate)n order for the waves from multiple reflections to not interfere with each
othe, some additional circuitry is needed to generate this pulse from existing trigger

outputs availablen the Polytec system. These are shown inFg2 A RF power
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amplifier is used due to the low SNR in time domain measurement mode on the
Polytec UHF A split version of the RF pulse is sent to the oscilloscope in the system

as a time reference when analyzing measurement results.

Aux Ini Polytec UHF: LeCroy
> WavePro 7252ZA Oscilloscope
. o cH3 ¢
Polytec UHF: 0.05V amp||tuqe or Hittite HMC547LP3E
Rohde & Schwarf gret?;er:s%if:ipili;g on RE Switch 18 dB gain 48 dB min gain

SMBV100A N o e
Vector Signal [~ Rp J 3 TN Transducer

Generator Pulse Out

A MiniCircuits i
Pulse Out zERS@2-S+ Crystek Ophir 5205
Ref Out Marker 1 IVErter Tree for Digital Sphigr splitter CRBAMPLOO- Power
TRIG | Agilent81101a based on inverters (Mouser 6000 Amplifier ~ Amplifier
—| Pulse Generator] Part # 512NC7WZ04P6X),
ClockIn ™ using 3V VDD Primarily here
No Delay as buffer to

protect RF
source

Notes:

Marker 1 is intended for oscilloscope trigger
Marker 2 is intended for laser turn on/off

In this case, we do not use Marker 2 for laser on/off, we just keep the laser on throughout acquisition

Figure 3.5.9: Additional instrumentation required for time domain measurement

on the Polytec UHF-120 system

Shownin Fig. 3.5.10s the time domain measurement for a single point on a
100 um square transducer driven by a pulse train of three RF pulses. The first set of 3
pulses is the displacement generated at the time the actuation voltageets app
because the top of the transducer electrode is being imaged. The following sets of
pulses are due to the waves traveling multiples passes through the silicon due to
reflections off the aisilicon interfacesnd are space approximately 170 ns apast d
to the transit times of the acoustic waves through the silicon substrate. By obtaining
the time domain displacement waveforms for each scan point and demodulating the
amplitude of a specific acoustic echo, a diffraction pattern can be obtained.

The disavantage of time domain mode is that a large number of signal

averages is required for each measurement powibtain good SNR, even when the
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power amplifier is used to drive the transduc@&lserefore, it is not uncommon for

area scanever distances af few hundred micron® take more than 2 or 3 days.

Selecte!
point

Figure 3.5.10 Time domain measurement of the displacement on the top surface
of a 100 um GHz sonar transducer the displacement at the center of the
transducer over a 2us time period when driven by a waveform consisting of 3
consecutive RF pulses is shown. The multiple acoustic echoes occurring to
reflections off the top and bottom surfaces of the silicon can be easily
distinguished. The maximum displacement occurs whethe transducer is initially

driven by the excitation waveform and is approximately 1000 pm peato-peak
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CHAPTER4
EXCITATION WAVEFORMS FOR GHZ SONAR TRANSDUCERS

From Fig. 2.2.5 in chapter 2, it can be seen that the GHz sonar transducer is a
device wih a bandpass filter characteristic, with optimal response at center
frequencies determined by the thickness mode resonances of the thin film layer stack.
As the GHz sonar transducers are intimately coupled to silicon for maximum
transduction efficiency dbulk acoustic waves into the silicon substrate, each
resonance has a low quality factor (@)d is therefore relatively brodwhnd, with
maximum bandwidths of a few hundred MHz, depending on the thin film stack used.
In order to transmit and receive aroastic pulse fronthetransducer, the transmit
voltage waveform used to drivieetransducer must have frequency components
within the bandwidth of the resonance frequency of interest.

In this section, three types of excitation waveforms that can beasede
GHz sonar transducers to elicit an acoustic response will be dis¢ussied) a RF
pulse, using a digital square wave pulse, and using the rising or falling edges of a
digital signal. While in the previous sections and in most of this workjr8teyipe of
waveform is used, there are certain advantages to using the other two methods instead,

such as to reduce complexity of CMOS transmit and receive circuits.

Section 4.1: Single Tone Excitation with Sinusoidal RF Pulses

The simplest method tcsa in experiments i® actuatehe transducer with a
sinusoidaRF pulseas shown in Figd.1.1, where a I5Hzto 3 GHz sinusoidal RF
signal isamplitude modulatedsing a RF switcleontrolledby a pulse generatdf.the
rising and falling edges of thigaveform are ignored, then the majority of the

frequency content lies at the RF frequency selected on the signal generator.
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Agilent 33612A
Wavreform Gner_ator

RF Pulse for Transducer
Excitation

Transducer

Agilent N9310A RF
Signal Generator

HMC547LP3E
RF Switch

HI-

Figure 4.1.1: Experiment setup for driving a GHz sonar transducer with a RF

pulse

The HMC547LP3E RF switch is chosen for itglhpff-state isolation omore
than50 dB of isolation at up to 5 GHz. This type of GaAs MESFET RF switch
requires differential negative control voltages. Therefore, a level shifting ascuit
required to allow for control with a positive voltage pulsghsas when using a
microcontroller or a FPGA to communicate through a GHz ultrasonic communication
channel.

The advantage of using RF pulses is that is these waveforms are relatively easy
to generate using commercial -tiffe-shelf RF switches and the weferm primarily
consists of a single frequency component. One downside, however, is that these
waveforms require larger and more complex circsuish as mixerand RF amplifiers
to generatand distributeon-chip, reducing the transducer density that loan
achieved. Furthermore, there is an issuRebscillator couplingacross the RF switch
T if this switchoff-state couplingignalis large enough in amplitude, it mdyown

outthe acousti@choes
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Section 4.2: Driving GHz Sonar Transducers wibigital Waveforms
Digital waveformsare much more easily generatedatip, compared with
singletone RF pulsegjue to the small size required for digital inverters and logic
gates, provided thead capacitance to be driven is not large. Generating a RF pulse
onchip using analog circuits typically requires a RF switch or a mikarsquare
wave can be used, théme transmit circuit can consist solelylofjic gates. For
instance, a simple AND gatan be used to generate a pulsed square wave if one of
the inputs is a GHz clock signal at the resonance frequency of the transducer. In
instances where distributing a GHz clock signathip or a GHz pulse is undesirable
or too difficult, due to the nte complex clock distribution, clock leakage, and circuit
speed constraints, it is also possible to excite a transducer using the rising and falling
edges of a pulse, even if the pulse width is longer than half of the period of the
resonance frequency dfd transducer, at a cost of reduced efficiency.
One method to compare the difference between driving a transducehegéh
waveforms is to compare the difference between the frequency content of an ideal sine
wave, an ideal square wave, and a trapetgpudaae with finite rise and fall times.
It is known thatle Fourier series representation of an ideal square wave with
50% duty cycle, fundamental angular frequency and peako-peak amplitude A is
a sum of odd harmonic sine wayas shown in (4.2) [84].
w6 - —OBTo —OE4d o E (4.2.1)

If the peakpeak magnitude of a square wave is 1, (4.2.1) can be reduced ta (4.2.2)
wd - -O0BTo0 —OEd o E (4.2.2)

A sine wave with the same peak to peak amplitude and DC lavélecaxpressed as

(4.2.3).
wo - -0BTo (4.2.3)
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In comparison to the sine wave, a square wave drive offers slightly higher
amplitude drive at the fundamental frequency, as well as additional odd harmonics.
Due to increased electrical to acoustnversion losses at higher frequencies, these
additional harmonics are not likely to generate hifjfasonicresponses at harmonic
resonances of th@Hz sonatransducers and therefore there is little disadvantage to
using square wave drive over sine walrive. Thesquare wavsignalalsoallows
one todrive the transducer using lower clock frequencies, albeit with reduced
efficiency, by taking advantage of the odd harmonics.

Driving a transducer witktherising or falling edgef a pulsecan be
consicered the equivalent to driving a resonator with a step function and causing it to
ring at its resonance frequency. The number of cybkesesonatorings is
determined by the quality factor Q of the resonator. In the case of the GHz ultrasonic
transduces, the amount of ringing is quite low as the Q is very low due to the
coupling of the transducers to the silicon substrate. The amount of ringing in this case
is primarily determined by the impedance mismatch between the transducers and the
silicon substree [85]. The transient response of a transducer to a step function can
easily be simulated in circuit simulators using tite@sducer model discussed in
chapter 2and will not be discussed in detail, as it varies depending on the exact thin
film layer stack used.

What is of interest is determining the requirements on how fast the rising and
falling edges of a pulse should ineorder toactuate a transducsuccesfully. To do
so, the relationship between the +ia# times and the frequency content of a pulse
must be determined.

From the derivatiosin referencesg4] and [B€], the Fourier transform of a
trapezoidal pulse with 0% to 100% rise tifne pulse vidth T , peakto-peak

amplitude A, andvith equal rise anéall timesis given by (4.2.4).
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T ¥
T T

©Q ot (4.2.4)

A bounding envelope can be derived for this spectrum and consists of three different

regions onsisting of different slopeas shown in Fig. 4.2.bne from DC t@X1* 1
with slope of 0 dB/decade, one fr@i#‘ T to pf“ T with slope of-20 dB/decade, and
one starting fronp#*  with -40 dB/decade slope.

f=1/nt f=1/nt,
0 dB/dec ! -20 dB/dec | -40 dB/dec

-

m\ ﬂqﬂ\n\

3 3
—————d
J
[ S E——

Magnitude

10°18

107 108 10° 10'°

Frequency (Hz)

Figure 4.2.1: Single sided sprum of a 1 ns pulse with 0.1 ns rise and fall times

(0% to 100%) with the bounding envelope shown

An effective bandwidth of the trapezoidal pulse can be defigdd.2.5) B4].
0 W& QUOQQB (4.2.5)
Therefore, it can be said that to excite a transducer with resonance freifdrey
rise/fall time of the pulse must lsdorterthanp¥'Qin order to operate within the first
or second regions of the plot in Fig2.1, with the 0 dB/decade artD dBHecade
slopes as opposed to the third region withd@ dB/decade slope.

A comparison of the received signal for actuating a transducer with a

sinusoidal pulse, a square wave pulse, and a trapezoidal pulse was done using the
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experimensetup in Fig4.2.2 The transmit and receive transducers are both 60 pm by

60 um square transducers, fabricatechdouble sided proce$som A*STAR IME,

and are aligned directly underneath each other to minimize diffractionlussise of

different transducers faransmit and receivis to allow theelectrical waveforms on

the transducer® be measured separately to reduce parasitic loadimgtransmit

waveform is measured using a high impedance broprsbe(Agilent N5445A

differential browseheadwith Agilent N2800A 16 GHz probe systemgar the wire

bond pad on the PCB and the receive waveformeatifflerential version of the

transmi-t

waveform are measur &hdtramsaducér O

thin film stack is identical to the stack showrfAig. 2.1.1, with the exception of the

top oxide being 1.3 um thick instead of 1 pum.

Agilent
DSO-X 91304A
Oscilloscope

Channel 2

ouT

Keysight M8195A AWG

Channel 1

for trigger

Channel 3 -

Channel 4 <4

OQ

Browser Probe

Probe near transmit wire
bond to verify rise/fall times

Agilent N5445A I ! ouT

Probe Location on PCB

60 um dimension square
$ transducers using IME
double-sided AIN process

T«

Figure 4.2.2: Experiment setup for comparing the effect of driving a GHz sonar

transducer with a sinusoidal RF pulse, a square wave RF pulse, and the

transition edges @ a trapezoidal pulse.
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A comparison of the receive voltage waveforms for differential drive
waveforms is showm Fig. 4.2.3 generated using 64 GSa/s waveforms using an
arbitrary waveform generator. The rise time of the pulse was measured to be
approximately 0.2 ns with the browser probe, although it was designed to be
nominally 0.05 ngor the AWG software.This discrepancy ay be due to the load
impedancdrom the PCB and the browser probe, whictdsigned fo600 Y

impedanceo ground

AWG Differential Transmit Voltage Receive Voltage
Output (Scop® K0 (Browser Probe) (Scopep KO
S S2 S o.01
Pulsed Square & o —J\M“UWJWHMMNUUWW—— So —WWWMWMNW“W & o -«MWMMWWIMM
Wave Drive 2 4 S S oo
0 10 20 30 40 0 10 20 30 40 80 100 120 140
Time (ns) Time (ns) Time (ns)
S S2 S oo
puised sine & o ANI— % o N & bt
Wave Drive 2 4 S S oo
0 10 20 30 40 0 10 20 30 40 80 100 120 140
Time (ns) Time (ns) Time (ns)
.. . = = i A0S
= > 2 R e S T i =
Rising/ Fa!llng S e + = S O
Edge Drive :8’0“' = 89 [T B O peimlmasasaneiotiinumameni
S S Sl . :
-30 -20 -10 0 10 -30 -20 -10 0 10 50 60 70 80 90 100 110
Time (ns) Time (ns) Time (ns)

Figure 4.2.3: Comparison of the transmitted and receive voltages for sinusoidal
RF pulse drive, square wave R pulse drive, and rising/falling edge drive. The
acoustic echoes from the rising and falling edges are circled to distinguish from
the background noise. Capacitive loading from the browser probe and the PCB
filters out some of the higher frequency contenin the square wave and pulse

signals.

The receive signal from the pulse edge drive waveform, due to the lower

frequency content at the transducer resonance frequency, is quite low. As no averaging
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was used in the measurement, the acoustic echoes défduedt to distinguish from
the background noise.

For a clearer illustration of the number of cycles that an edge excitation causes
a transducer to ring, a larger amplitude diaeveformof 3Vpp with a rise/fall time
of 500 ps wasichievedusing risingand falling edges generated from a current mode
logic (CML) output driver To reduce noisd,6 averages were used on the
oscilloscope. The particular layer stack used is the single sided CNF process shown in
Fig. (2.1.2) As can be seen, the transduceshewn to ring for approximately 5 cycles

due to the edge excitation.

er;.; M,.(kvgsnt oes ml
! = 2 @
e . 7@ @ »a
Amplifier required due to i : .
low swing for CML Acoustic eChO
o stek from rising and
ADCMP580 CR%’AMP eall q
! allin
Bval. Board 55 6000 . Talingeages
N
Function = 50 Ohm
Generator —v ;
Comparator % Oscilloscope
has CML =
(current
mode logic) - | ,
outpLt e

Figure 4.2.4: Experiment setup and measurement results for transition edge

drive with a 3Vpp, 500 ps rise/fall time pulse waveform

From the above discussion, it can be seen that pulsed square wave drive and
pulsed sine wave drive give approximately the same performance, with the former
being easier to generate-ohip and the latter being more convenient to generate using
di s cr econemerbidd components. A pulse with pulse width longer than half the
period of the resonance frequency of the transducer can be used to excite a transducer,

provided that it has a sufficiently fast rising and falling edge. The receive signal from
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edge exitation is a pulse that rings for several cycles. As a result of the low quality
factor of these transducers, the number of cycles is quite low, making such signals
difficult to downconvert using an envelope detector or a demodulator, as the resultant
basdand frequency will be too higffhe frequency of ringing will also change based

on the thin film stack composition and therefore will be sensitive to changes in process

variation.
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CHAPTERS
GHZ ULTRASONIC TSV AND MEMORY

A novel application enabled lilge GHz sonar transducer that will be discussed
in this chapter is the GHz sonic memory, a delay line memory that essentially
transforms the previously unused silicon bulk into memory elements. Before
discussing the GHz sonic memory, however, the ultrasb8V (througksilicon via),

a novel 3D interconnect, will be first introduced, as it is a constituent component used

in the GHz sonic memory.

Section 5.1: Introduction to 3D Interconnect Technology

As semiconductor scaling through shrinking transistor sizes becomes more
difficult and more expensive year or year, the industry has turned to 2.5D integration
and 3D integrated circuits in order to maintain increasing circuit capability as dictated
byMoor e6s Laws.

2.5D integration can be broadly described as the integration of multiple
integrated circuit dies on a fine pitch interposer substrate, while 3D integrated circuits
are vertical stacks of many integrated circuit d&§.[Current commercial
apgications of 2.5D interposers include GPU integration with HBM (high bandwidth
memory) B8] and FPGA integration with high frequency transceivers (e.g. Intel
EMIB technology) 89, while applications of 3D IC integration include stacked
memory PO, 9] andMEMS-CMOS integration$2].

The workhorse 3D interconnect for current 2.5D interposers and 3DICs is the
throughsilicon via (TSV), which is essentially a metal via that provides an electrical
interconnect between the top and bottom surfaces of a ctshpas in Fig5.11A.

Compared with the predecessor 3D interconnect technology of wire bonding on
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stacked dies (Fig.1.1B), the TSV offers several advantages. As wire lsarath only
be maden the periphery of dies and require large bond pads, TSVieanabh
higher density interconnects. In addition, TSVs enable higher frequency and higher

power interconnects than is allowed by wire bond interconne8{9p

Bridge Via Plug Via
NN A

Dielectric
3rd Level

(Thinned
Substrate)

2nd Level
(Thinned
Substrate)

<« Device

(Face-to-face)
1st Level Multi-level on-chip interconnects
surface

Substrate

(A)

Figure 5.1.1: (A) Illustration of a 3DIC with stacked chips connected usingSVs

[95], (B) Wire bonds as 3D interconnectsd6]

The disadvantage of using TSVs however is the much higher processing costs
required. Many different process flows for fabricating through silicon vias exist, but in
general, it is a costly process inviolg thinning the wafer down to tens of microns,
deep silicon etch of TSV cavities, insulation of the cavities, and metallization of the
cavities P7, 99. Furthermore, due to streBesm the thermal expansion mismatch
between the Si and Cu of the TSV ahd BEOL stack, active devices such as
transistors must be located outside the kag#jzone of each TSV to prevent alteration
of device parameter9§].

To enable lower cost chip to chip interconnects than is possible with TSVs,

various high bandwidth witess interconnects have been explored in the literature.
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These include capacitive interconnects and inductive interconi®€tt3 he

capacitive interconnect comprises a capacitor formed between two afigisown in

Fig. 5.1.2A The limitationof this type of interconneas that the active sides of the

chips must face each othietherefore this type of interconnect is limited to two
stacked chips, as it is difficult for electric fields to penetrate through the metal CMOS
interconnect layers and the edn substrate. The inductive interconnect, on the other
hand, is capable of operating in stacks of more than two chips and can be used for both
wireless power transfer, as well as digital communication liakshown in Fig.
5.1.2B[10Q. However, the dizdvantage is that the inductors consume large CMOS
area due to their large dimensions of over 100 pm by 100 pm.

DC Connection Capacitive

(Buned Solder W)
Chipl \a

Chip#1(Logic)

(B)
Figure 5.1.2: (A) Capacitive 3D interconnect]01], (B) Inductor-based 3D

interconnect for wireless chipto-chip communication [102]
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Section 5.2: The Ultrasonic Through Silicon Via (UTSV)

To address these flaws of existing wireless interconnects, the ultrasonic TSV
(UTSV) is proposed. The concept of the UTSV is shown inF=Rj1below. In a
multi-chip stack, piezoelectricthifi | m t r ansducer Apixel so
microns are used to transmit and receive GHz ultrasonic wave packets between
multiple chips. While only transmiteceivecommunicatiorbetweera singlepair of
transducers is demonstrated in this work sgladearrays can conceivably be used to
send waves between transducers that are not directly abbe®w each other,
similar to the intrachip phased array communication link demonstrateddn%].

The use of ultrasound enables both digital signalsiaredess power to traverse
across multiple chips in a 3D stack, providled chips in the stackre mechanically
coupled to each other, while allowing for greater interconnect densities than is

possible with inductively coupled communication links.

ransducer
= s I e S =g "X
CMOS £ Diel
T .
: Chip 3
L
+ it |
Silicon E '_'1 V..
Bulk E =+ Chip2 %“
: ¥ -‘h
é ITI | — .,
t = L/V R - . -’
o N
¥ e’
Tl Jod g e ke S .
Die 2
(A) (B)

Figure 5.2.1: UTSV for chip to chip communication concept: (A) with a single

pair of transducers, (B) the possibility of using phased arrays
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The ultrasonic TSV structure can be thought of as a bulk acoustic wave (BAW)
delay line, where the delay medium is the silicon substrate. BAW delay lines have
historically been widely used for such applications as delay elements, memory storage,
and timinggeneration, and have begiscusse@xtensively in the literature3g)].
A prototype UTSV was demonstrated by bonding two dies, each with GHz
AIN sonar transducerback to back with an acoustically thin layer of cyanoacrylate
adhesive (3M Scotelveld CA40Q, as shown in Figh.2.2 The thickness of the
adhesive | ayer was verified to be approxin

measuring the cross section with a SEM.

Electrode
(250 nm) Aluminum
+—— Nitride
0 pmj (1.5 ym)
Silicon
(675 pm) . Cyanoacrylate
Siicon ? = Adhesive
(675 pm) (5-10 pm)
 Oxide (3.5 pm)
| I—

Figure 5.2.2: Cross section of prototype UTSV

The transducer dyudédd wer s qL@O ecmhr ansdu
a 4 by 4 array with center to center element spacing of 200 um, as shown in Fig.
5.2.3Aand as discussed previously&¥] . The al uminum nitride t
with a 3.5 egm thi cltrdnsdycer and the silicon, asdsleowrbire t we e r
Fig. 1. Thedeviceswere fabricated by SANDIA National Laboratoriggh aluminum
top and bottom electrod§82]. The silicon thickness for each die is approximately

675 &m.
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The stacked die was mounted to an FRdted circuit board (PCB), with the
transmit and receive transducers wire bonded to the board, as shownb2 BB. To
allow for wire-bondingon both sides of the boarthe PCB had a rectangular hole at
the center, with the die supported at 4 locatialong its sides. The dimensions of the
entire AIN die is approximately 2 cm by 2 cm. Thus, long wire bond lengths on the
order of 1 cm had to be used to access the transmit and receive transducers, which

were situated at the center of the die.

100 um by
100 pm
tranducers

Bond pads

AIN dies
bonded back
to back
Receive
output on
Transmit Input backside
(B)

Figure 5.2.3: (A)Transducer array structurei a single transducer in the array is
used on each side for the UTSV, (B) PCB for prototype UTSV testing with the
bonded silicon dies in the middle of the board while only the transmit

transducer on thetop side is shown, the receive transducer is located in an array
directly beneath the transmit arrays and is wire bonded on the bottom of the

PCB.
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For noise immunity, and higher transduction efficiency, AM modulated signal
transmission is used with a carrwhose frequency is close to the center frequency of
the transducer. An RF pulse at 2 GHz is generated from a signal generator (Agilent
N9310A) gated with an RF switch (Hittite HMC547LP3E), modulated by a 40 ns
square pulse from a pulse generator (Agi1101A) as shown in Fi§.2.4 This
pulse is used to actuate the transmit transducer. The receive signal is directly measured
on the 50Y input of an o sX9iL304Apwithoatpe ( Agi | e
further amplification or buffering. A MATLAB coelis used to acquire data from the

oscilloscope andemodulatehe received signals.

MATLAB

Pulse Generator:

Agilent 81101A

Oscilloscope:
Agilent Infiniium
DSO-X 91304A

"o

RF Switch: Hittite
HMC547LP3E

RF Generator:
Agilent N9310A

uTsv

Figure 5.24: Experiment setup for prototype UTSV

For a transmit amplitude of 100 mV at 2 GHz, an acoustic signal amplitude of
700 eV was r ecei vie325 Thesampitade of thie sighadwilh 1 n F
vary depending on how well the transmit and receive elements are aligned with each

other. The RF feedthrough level has an amplitude of around 20 mV, and the
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background feedthrough level from the-sthte leakag of the RF switch has an

amplitude of 100 ¢V.

Received Signal Amplitude

ad

3
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£
E
<

2 0 0z o4 o8 08 1 12

Time (us)

% Demodulated Received Signal Amplitude
-5 -
'§ 4 RF Feedthrough |
= Acoustic signal
g3 / 1
T 2} Multiple |
5 1 /Reflections |
b pose i ’ A
ﬁ-g.z 0 0.2 04 06 0.8 1 1.2
a Time (us)

Figure 5.2.5: The received signal from the oscilloscope is shown as well as the

demodulated signal at 2 GHz to illustrate the amplitudes of the acoustic echoes

As can be seen from Fi§.2.5 as least twacousticechoesan be seen
following the initial RFcoupling signal The firstechois the primary acoustic signal,
which comes about from the acoustic waves traveling a single pass through the delay
medium from the transmit transducer to the receivesttacer. The second acoustic
echois due to the waves bouncing off the adhesive layer used to bond the two die
together, before reflecting off the top surface of the delay line and then traveling to the
bottom transducer. For larger transmit signals, ra thcoustieechowill be more
visible. Ths third echocan comprise of both the triple travel signal, which comes
about from the acoustic waves traveling three passes through the delay line, and also a
signal coming about frorthetwo reflections off the @hesive layer, followed by a

single pass through the delay line. For a communication link, these additional
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reflections are undesirable, and their amplitudes can be minimized byabsioidping
layers B2].
As can be seen from the above, one main advargdaat the UTSV is a
wireless link, which allows for simplification of the fabrication process. Compared to
a traditional TSV, the UTSV, on the other hand, only requires an additional 3 layers
comprising of electrodes and piezoelectric material to begliel on the CMOS
wafer. The UTSV also allows for both transistors and metal stack to be located under
each interconnect, simplifying both fabrication and CAD design.
Another advantage is the low load capacitance the transducers present to the
driving circuitry. The dielectric constantof AINis9684 , so for a 100 &m
em transducer of 1.5 em thickness, the carg
decreases to dimensions comparable to thos
the capaitance correspondingly decreases by a hundred fold or more.
In addition, while only a communication link has been demonstrated with the
UTSV, it is not inconceivable to apply the UTSV to ultrasonic power transfer
applications, as has been demonstrat¢d@d], where a resonant ultrasonic charging
link with -12dB efficiency was demonstrated.
One disadvantage of the ultrasonic TSV is the latency of the link. The velocity
of sound in silicon is 8433 m/s. For a 13¢
demonstrated, the latency is 160 ns, as casbbervedn Fig. 5.2.5in the time delay
betweerthe initial RF feedthrough and the first acoustic return pulse. However, the
low speed of sound, in comparison to that of electromagnetic waves, is also what
simultaneously makes the ultrasonic TSV attractive for such applications as phased
array communid#on, as it allows for far field operatiofi.should also be noted that

the latency of the link only applies to the first bit in a bit stream.
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Noticeable from Fig5.25 is the high loss the UTSVcommunication link
approximately 40 dB. Much of thisss, however, is due to wire bond and PCB
parasitics and electrical mismatch with the 50 ohm source and load resistances of the
RF test equipment. Experimentally, it is difficult to measure the exact losses due to
these effects. However, the losses indwal case, where the transducers are CMOS
integrated in close proximity to a transmitter and receiver, can be estimated.

The transfer function of the acoustic link can be obtained by using the KLM
model, as discussed amapter 2 Assuming lossless maigis and zero source
resistance and infinite load impedance, the ideal amplitude conversion loss from the
electrical domain to the acoustic domain, and then back to electrical can be determined
to be approximatelyl2 dB at resonance (3.5GHz) and approxetya30dB to-13dB
in the 2GHz to 3GHz frequency ranges for the thin film layer stackup used in our
device. Due to silicon being crystalline, material absorption losses can be assumed to
be relatively small at 2 GHB].

The rest of the loss in the coranication channel is then dominated by
diffraction loss, as discussedahapter 3The approximate expressitor diffraction
lossfrom Chapter Ian be used to evaluate diffraction l0ssas repeated beloin

(5.2.1) and (5.2.2), where tiRayleigh dstanced is definedby (5.2.3).

0 ofd Qoforc ofa p (5.2.1)
0 ¢hl-6 Qéforafd pm (5.2.2)
a O (5.2.3)

Using these equations, for a J0@® wide circular transducer operating at 2 Gfdz
examplewith propagtion distance in silicon of 1350 ¢ the diffraction loss is
approximately 2.3 dB, which is relatively small compared to the other sources.of loss
Increasing thearrierfrequencywill causetheacoustidoeam to be more focused, and

therefore the diffraction lossill decreasewith increased frequency. For example,
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increasing the frequency to 3 GHz will reduce the loss to ~2 dB, and decreasing the
frequency to 1 GHz will increase diffraction loss to ~485 @he center frequency of a
transducer can be tuned by adjusting the thickness of the various thin films in the layer
stack, as discussedcehapter 2Note, however, that increasing the carrier frequency

may increase electrical losses from electricahgidics in the transmit and receive

signal paths.

Another implication of beam spreading fraliffraction for the UTSV is
crosstalk between adjacent channels. It is necessary to determine the requir@d pitch
between adjacent transducers with radlitis ensure adequate cross talk suppression.
This will be discussed further later in this chapter in the discussion of sonic memory
density.

In addition to optimizing for SNR, there are several improvements that can be
made to the prototype UTSWithout anyadditional microfabricated structures, the
UTSV emits acoustic waves in both directions in a 3D stackves are excited by the
transducer to travel towards both the top and bottom of the stack. In order to avoid this
complication, a true unidirectionablution is desirable, and one possible
implementation is by the fabrication of Bragg reflectors beneath the transducer as has
been demonstrated in solidly mounted resonafi®4] [ Another alternative is to
fabricate absorbing layers above or below transds to absorb acoustic energy from
traveling in a particular directioMbsorbing layers can also be used to suppress the
multiple acoustic echoes that are present in the current prototype.

One issue discussed earlier in this section that could lisnige of UTSVsS in
communications applications is the latency of the link. However, as will be discussed
later in this chapter, this latency can also be an advantage, as it allows the UTSV to be
used as an ultrasonic delay line, allowing for applicationk a8 delay line memories.

Prior to discussing the GHz sonic memory, a delay line memory that can be integrated

109



in silicon, the concept of the delay line memory and its history will be discussed in the

next section.

Section 5.3: History of the Delay Linklemory

What is a delay line memory? A good definition is given in a classic paper
[105] by J. Presper Eckert, whe best known as the chief engineer behind the ENIAC
project and as a pioneer of early electronic computers through his role in the Eckert
Mauchly Computer Corporation, which developed the UNIVAC |, the first

commercial computer in the United States.

The basic concept of a detige memory is simple: an information pattern is inserted
into a path containing a delay element. From the endeotittay element the pattern
may be fed back to the beginning through amplifying and timing circuits, thus forming
a closed loop for recirculation. In simplest terms, a déiag memory is equivalent to
the shortrange human device of repeating a phone lbemto oneself from the time it

is located in the phone book until it has been dialed. The delay medium should slow
the propagation rate of the information sufficiently that the physical size of the storage

equipment for a large number of pulses will béhimi reason.

J. Presper Eckert, Jr., AA SurMveg of Digi

The delay line memory was one of the first memories used in early mainframe
computers, such as in the EDVAC and the UNIVAC |, as shown irbEg..

In these early delay line memories, mercury was used as the acoustic
propagation medium for the delay line. A piezoelectric quartz transducer is used to
write data into the delay line in the form of acoustic pulses. After this acoustic pulse

travels throup the length of the delay line, it is converted to an electrical pulse with a
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receiving quartz transducer. A nonreflective backing material, such as steatite, is used
on the quartz transducer to ensure that no acoustic pulses reflect backwards into the
delay line and forcing the use of a secondary storage and amplitude discrimination

circuitry [104.

ACOUSTIC DELAY REGISTER FOR
UNIVAC MEMORY SYSTEM

ELECT RO-ACOU?{!C DELAY LINE

Figure 5.3.1: (A) UNIVAC | mercury delay line memory [107] and (B) its block
diagram [106]

From the earlier definition, it can be seen thdeky line memory is a serial

memoryi unlike the random access memories in common use today, tlcambitsly

be accessedne by one as thegkit the delay line. The number of bits in a delay line
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memory is determined by the number of pulses that cantfiin the delay time

through the delay liné the longer the delay line, the more pulses that can be stored.
However, as the average access time of the memory is approximately half the delay
time, it is also of great interest to not have a very longydele, due to size
considerations10q. Therefore, to increase the memory capacity of a delay line,
shortening the pulse widths of each bit is preferred over using a longer delay line.
Early mercury delay lines could operate at bit rates of 5 Mbps & [BpbrThe

mercury tank memory used for the UNIVAC | comprised of 100 delay line channels,
each having the capacity to store terAd@lwords, for a capacity of approximately

1000 bits per delay line QB.

One of the problems of using mercury as theyeladium was that the
velocity of sound in liquid mercury varies with the density, which changes as a
function of temperature. Therefore, a temperature control system must be used to keep
the temperature of the mercury constant so as to ensure a coptg|i@b].

This problem could be solved by using a solid delay line, such as a nickel wire
as shown in Fig. 5.3.Zhese magnetostrictive nickel delay line memories were much
more compact and reliable than mercury tank delay line memories, and al$, a resu
were in use in applications such as desktop calculators up until the 1930s |

Another issue with the delay line memory is that retiming circuits are needed.
This is because the pulse shape for each bit is distorted due to the electromechanical
process at the quartz transducers and additional distortion from the propagation of the
wave along the delay line. Furthermore, the delay through the delay line may not be
precise enough to be fully in sync with the system clock. These retiming circuits, as
well as the recirculation circuits used for refreshing the memory, cannot be shared

between multiple delay lines, bringing up the cost of the system.
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Figure 5.3.2: Magnetostrictive nickel wire delay line memory used in Friden 1162

calculators [109

The most severe limitation for delay line memoigthe serial nature of the
memoryi i.e. the memory is not random access memory. It was out of economic
necessity that they were initially used as the main memory for computers. While flip
flops could benade out of vacuum tubes for high speed memory storage, and were
indeed used in such capacity for the ENIAC, thousands of vacuum tubes were required
and this resulted in high power consumption, high heat generation, high cost, and low
reliability. A delayline memory was, in comparison, a much more economical and
reliable solution, despite the fine temperature control required for the mercury tank.

True random access memory came about with the development of memories
based on the Williams tube, a cathodg tube (CRT) based storage technology.
However, reliability issues prevented it from completely supplanting the delay line
memory. What finally brought about tdemiseof the delay line memory as a main

memory in mainframe computers was the developmighieomagnetic core memory,
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a technology in which a bit is stored by magnetizing a ferrite core in one of two
polarities.

Their higher densitie the outer diameter of a core was typically 50 mils or
smaller L1Q i and lower power consumption and higepeed meant that this was
the most economical and highest performance memory technology available to use at
that time. Therefore, when the UNIVAC Il was announced in 1955, the delay line
memory in its predecessor was now replaced by a magnetic corerynem

These same economic considerations, however, also meant that the magnetic
core memory too would be obsoleted in turn by the advent of DRAM technology.
Early 6T-SRAM technology, due to the higher number of transistors and higher power
consumption, cdd not offer a cost effective alternative to magnetic core memory.
The 1024 bit Intel 1103 3DRAM based memory chip, however, was both smaller
and cheaper than magnetic core memory and its launch in 1970 was what finally
replaced magnetic core memorieshathe solid state memories in use todkyq.

Given that delay line memories have been surpassed by other memory
technologies in terms of memory density and pricing, one might question the rationale
behind using the GHz ultrasonic delay line memorieslicon. In the next section,

themotivations for doing swiill be elucidated

Section 5.4: GHz Sonic Memory

Memory density of DRAMs and SRAMs has traditionally been increased by
shrinking the transistor sizing by switching to more advanced CMOS proceéss.
In recent years, however, the pace of lithographic scaling has slowed due to physical
limitations and equipment and cost challengdd].1in order to increase memory

density in the face of these limitationsdiBnensional memories are requiredisTis
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typically achieved by stacking multiple 2D planar memory chips on top of each other
in a 3D integrated chip, using through silicon vias (TSVs).

Instead of achieving a 3D memory by the vertical stacking of planar memories,
what if the unused bulk dhe silicon substrate was also turned into memory? This is
one motivation behind using GHz sonic delay line memory.

In addition to density, memory security has become an important consideration
in storing cryptography keys. Side channel attackstiaeks on systems based on
physical vulnerabilities of the hardware, as opposed to weaknesses in the
cryptographic algorithms. One such attack that can be used to retrieve encryption keys
from memory is based on low temperature remanence of charge inryrieinbas
been demonstrated that data stored in SRAM][&nd DRAM [112] can be extracted
even after power down due to memory charge reterdi®@shown in Fig. 5.4.Using
ultrasonic memory to hold cryptographic data may solve this potential chiptgecu

vulnerability.

Figure 5.4.1: Use of low temperature-60°C) to reduce decay of stored charge in

DRAM over a span ofseveralminutes [112]

As mentioned in the previous section, the use of ultrasonic pulses for the

storage of memory formed sometbé first memories and operation frequencies of up

to 100 MHz have been usetil4. However, integration within CMOS circuits does
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not seem to have been pursued. Previous efforts were constraineechipoff
transducer drive, requiring 58hm impedancesnd very low bit densities.

Delay line memories consist of a transmitting and a receiving transducer, and a
delay medium between the two transducers. When an electrical pulse excites the
transmit transducer, an ultrasonic pulse is generated in the silibstrate. This pulse
travels through the delay line to the receive transducer. If the thickness of the silicon is

L and the speed of sound is ¢, than the amount of time nee@ed isas defined in

(5.4.1).

0 - (5.4.1)

The time delay) s also effectively the storage time of the memory. Once
the pulse reaches the receive transducer, it generates an electrical pulse that can be
amplified and resolved into a digital pulse. The received signal then be used to drive
the transmit transducerhis results in the bit being rewritten into the delay line, thus
completing a refresh operation. The transit time of the pulse is the effective storage
time, similar to the refresh time in a
assuming each walength represents a single bit, then the number of bits, N, stored in
this delay line memory is simply:

, (5.4.2)

Using the high frequency GHz ultrasoiii§V discussed earlier in this chapter
it is possible to take advantage of the high frequenalrgy of CMOS to create a high
speed delay line memory. There are several possible approaches to implementing this
delay line memory, as can be seen in Big.2 In the first approach, the silicon delay
line can be combined with a TSV for refreshing tifa@smitting transducer. If a TSV
process is unavailable, a second delay line can be used in parallel. While the CMOS

metal stack is located between the transducers and the silicon, as long as the thickness
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of theCMOS metallization beneath a transdusanuchsmaller than an acoustic

wavelength, the acoustic energy is able to pass through.

Piezoelectric Thin
Film Transducers

/ CMOS
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Figure 5.4.2: CMOS integrated silicon delay line memory concefit(A) with the
use of a TSV to refresh from the top transducer,R§) by using an adjacent delay
line to carry pulses back to the top to be received by CMOS electronics and then

used to refresh the original transmit transducer

The transducers used were fabricated at the Institute of Microelectronics
(A*STAR IME) and layer thicknesses are shown in.5i4.3A The AIN transducers
were 2 em thick, with 200 nm molybdenum el
bet ween the transducer and the bulk silicc
The transducers used are shown in 5ig.3B.

As with the UTSV demonsdtion, the silicon die were bonded back to back
with an acoustically thin |l ayer -Weld to 10
CA40). The layout of the transducers used on the silicon die was 1symonetric so

that the top and bottom transducers aligned to each other. The silicon die were
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mounted on a FR4 PCB with a eutt in the middle such that the top and bottom

transducers can be wire bonded.

Oxide (1 um)

Electrode Aluminum
(200 nm) Mitride
(2 pm)
Silicon
(725 pum) Cyanoacrylate
Siicon % #=—— Adhesive
(725 um) (5-10 pm)

Ground Pads

100 um wide
square

transducers EE REENE RE

(B)

Figure 5.4.3: (A) Delay line transducer thin film layer thicknesses, (B)
Microscopeimage of transducers used, with wire bonds shown. The dimensions

of the transducers were 100 em by 100 & m.

Due to the relatively low receive signal amplitudes (tens of mV) and the short

pulses required (> 1 GHz), which are more difficult to generate dsscagete

118



electronics, a modulation and demodulation scheme was used in which each bit is a
RF pulse, instead of a single digital pulse.

The complete circuit used is shown in B 4. An Agilent N9310A RF
source at 1.3 GHz is used. This frequency @seh to be close to the center frequency
of the transducer. A low pass filter is used to filter out higher order harmonics. A
splitter is used to provide oscillator signals for down conversion mixing and as an
input to a RF switch for generating the RFgaufequired for exciting the AIN
transducer. Amplifiers are used after the splitter to provide further isolation between
the two split signals. On the receive side, after amplification, the received signal is fed
into an ADL5801 downconversion mixer. A @eashifter is used to adjust the phase of
the LO input to the mixer to ensure that the first acoustic pulse generates the highest
amplitude after demodulation. A baseband amplifier is used to amplify the
demodulated signal to a large enough level suchaetibatnparator can be used to
resolve it into a digital pulse. Since the width of this pulse is can be slightly shorter
than the original pulse written to the delay line memory, it is necessary to use a flip
flop to retime the pulse such that the refreslsgis the same width as the original
write pulse. Furthermore, a short delay is necessary to keep prevent the RF
feedthrough from overlapping with the actual acoustic pulses in the receive signal. A
FPGA (Digilent Nexys 3, Xilinx Spartan 6) is used to lerpent this simple logic
circuit, due to the relatively fast pulses required, which are difficult to implement with
discreteCOTSlogic circuits.

When the system is not placed in feedback, a RF feedthrough pulse is detected
right after the excitation atévreceiver. After 174 ns, the acoustic wave emitted from
the transmit transducer reaches the receiver. In multiples of 174 ns after this first
acoustic pulse, due to reflections from the adhesive interface and the air backing, we

begin to receive the muttie travel signals, which are lower in amplitude than the

119



initial acoustic signadnd are due to the acoustic wave traveling multiple passes
through the silicon due to reflections off thie interfaces on both sides of the silicon
die. Due to the lowacoustic absorption loss anystallinesilicon, most of this

amplitude droan be attributetb diffraction effects.

FPGA legic »

CRBAMP-100-6000 Xilinx Spartan 6

Amplifier Silicon Delay
Line with AIN
VLFX-1350 _D__/_ —
Low Pass Filter < TX/Rx LFCN-630
e Transducers Low Pass Filter
n, =) { ZFRSC-42-S+
Splitter i -—_{>_
RF Source

Agilent N9310A CRBAMP-100-6000 HMC799LP3E ADCMP801

E ¢ Amplifier Amplifier Comparator
CRBAMP-100-6000 SPHSA-152+ ADL5801
Amplifier Phase Shifter Mixer

Figure 5.4.4: Schematic of PCB circuit for proof of concept delay line memory

Putting the system in feedback to store the memoryy#veforms shown in
Fig.5.4.5 are obtainedvhee a sequence of 2 logitones(11 bit sequencea$ written
into the memory. Due to additional delays from the wiring and circuitry, the delay
between when a bit is written or refreshed into the memory &ed W is next
refreshed into the memory after traveling through the silicon delay line once is 220 ns.
The pulse widths for each bit is 16 ns. The waveform shown is when an 11 sequence is
stored in the memory, but all combinations are possible. Notéotpatvent RF
couplingeffects from disturbing the stored memory when performing the refresh
operation, the two 1 bits are spaced 105 ns apart, instead immediately after each other.
It can be noted that the receive signal has a low amplitude, which &ryim
due to the 50 ohm loading from the oscilloscope, the long wire bonds required to

access the transducers, and the capacitive division between the clamped capacitance,
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the pad capacitance, and the PCB capacitance. These factors can be greatly improved

through CMOS integration.
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Figure 5.4.5: Delay line memory waveform$ output of receive amplifier (top),

and digital control pulses to RF switch for memory write and refresh (bottom)

Furthermore, the electrical feedthrough and the multiple travehisigprevent
storage of a larger amount of memory in the current system. The electrical
feedthrough is primarily contributed from wire bond coupling, and therefore a CMOS
integrated AIN transducer, with appropriate ground shielding and power supply
decouping will have a feedthrough magnitude significantly lower than in the current
approach. The multiple travel signals are obtained because the receive transducer is air
backed. If an absorbing material was used to absorb the acoustic energy instead of
refleding it back into the silicon, these signals will reduce in amplitude. Ideally, a
matching layer should be used between the transducer and silicon to minimize

reflections from pulsed excitations.
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The GHz ultrasonic delay line memory is envisioned as &erahtive memory
used to supplement the existing planar DRAM and SRAM memories, as opposed to
replacing them. As mentioned in the previous section, delay line memories have
several main disadvantag&ecauseéhe memory needs to be constantly refreshed at
high frequency, the power consumption required per delay line may be significant.
Furthermore, the memory is a serial memory and not random ackesse it is
necessary to wait the entire delay time of the mentory, , to access the same bit.

As each die used in our experiment is about 725 um thick and two die are stacked, this
time is approximately 172 ns. This number can be decreased by reducing the thickness
of the silicon, which would reduce the number of bits that one is able to store in the
delay line. This can be offset by increasing the frequency of the transducer, which
would, however increase diffraction effects, illustrating the tradeoffs in delay line
memory design.

Despite these disadvantages, there are some applications in whialglthis
frequency delay line memory might be useful. Unlike setate memory, which can
suffer from remanence effects on the order of millisecontif find thus be accessed
by adversaries for valuable information, the delay line memory is inherentlyesecur
from such attacks due to signal decay when the memory is not refreshed. This can
make it useful for secure storage of valuable data such as encryption keys.
Furthermore, high density of FIFO memory may be useful for reducing power in
image processing apcations [L14].

A first order estimation of the possible density that can be achieved is as
follows. Assume the radius of a transducaer.iBue to crosstalk considerations, each
delay line occupies a planar area greater than the area of its tran3thicarea is
O , whereOis the center to center spacing between transducers determined by where

the acoustic signal drops 3dB from the center of the transdtlusris also known as
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the FWHM (full width half maximum) of the center lobe of th#fraction pattern and
was defined in (3.3.12) and (3.3.13). For a circular transducer, the FWHM is
approximated as (5.4.3) below.

O _ i (5.4.3)
From(5.4.2)and(5.4.3) an expression for bits for arean be obtained

6 QeI Q- — — (5.4.4)

If i islinearly proportionato the wavelength by a factay, (5.4.6) can be obtained
where Qs the frequency of operation adis the speed of sound.

o (5.4.5)
— (5.4.6)
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Figure 5.4.6: Delay line memory bits per area scaling with frequency, assuming a

silicon bulk 100 em in thickness

From the above, it can be seen that for a fixed substrate thickness, the bits per

thickness will increase linearlyith thickness. The densities are plotted in big.6.
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The density increases with operating frequency as the wavelength shrinks to
accommodate more number of bits in all directions. The access time for consecutive
bits in a FIFO memory block is the tinoé each bit arriving at the carrier frequency
and is approximately the period of the carrier wave, which can approach sub
nanosecond times.

While it may seem from the above model that it is possible to arbitrarily
increase the delay line memory by in@ieg the transducer sizing or frequeniay,
reality, otherfactors limiting the memory performance should be considsregh as
signallosses that increase as frequency is increaselENR limitationsof the
system.

In conclusiona proof of concepi-bit delay line memory comprised of CMOS
compatible AIN transducers on a bulk silicon substnatebeen demonstrated
allowing the traditionally unused butk be transformethto a memory. Future work
needs tanvolve CMOS integration to alleviate the etiecal feedthrough and low
signal amplitude. Further investigation on matching and absorption layers is necessary
to eliminate the multiple travel signals and reduce signal reflections at the transducer
to delay medium interface. As the delay line memsy serial memory and is not
able to achieve densities to rival that of planar memoriesmore suitable for
applications such asecure bit storage and fast access time local memories to enable

enhanced computation power in specialized computertactines.
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CHAPTERG
GHZ ULTRASONIC FINGERPRINT SENSING

In addition to beingised as digital communication link as demonstrated in
the previoushaptey the GHz sonaransducecan also be used as a sensor for GHz
ultrasonic imagig of fingerprints In this chapter, the working principle behind the
GHz ultrasonic fingerprint sensor is described, as well as the development of a

prototype system for acquiring fingerprints usthgdevice.

Section 6.1: Motivations for GHz Ultrasonic Fingerprint Sengn

I n todaydés world, fingerprint sensors &
such as in smartphones for authenticating users, at airports for identifying travelers,
and in offices for clocking in and clocking out of work. Fingerprints are one of the
mog widely used methods of biometric identification and are generally considered
unigue between individuals and are even different between identical tijs [1

Numerous types of fingerprint sensersst in practiceThese include optical
sensors thaneasure the reflection off fingerprint ridges, capacitive sensors that
measure the capacitance between a fingerprint and CMOS electrodes, and thermal
sensors that measure temperature differentials caused by the presence of a fingerprint
ridge [115]. Ultrasonic fingerprint sensors have also been developed, most notably
from a group at SUNY Buffalo, leading to a company called tdtan.Ultrasonic
fingerprint sensors offer advantages that may enable them to supersede the
performance of other types of fingeint sensors.

There are several important motivations for ultrasonic fingerprint sensors. It
has been shown that capacitive sensors, which are the most widely used sensors in

smartphones, can be spoofed with a variety of means, such as by printinghag?D i
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of a fingerprint on paper using conductive iik§] or by using gelatin phantoms to

spoof both capacitive and optical fingerprint read&i3]. With ultrasound, the

acoustic impedance of the finger is also measured, thereby increasing the ddficulty
spoofing. Other promises of ultrasonic fingerprint readers are of increased penetration
depth for imaging past oil and dirt accumulation on the skib][and the glass and

metal of smartphone bodies, as well as the possibilities of subdermal imading a
increased reliability by working with wet fingers.

Due to these advantages, there are numerous groups in industry (most notably
Qualcomm, Invensense, and Sonavation) and in academia developing ultrasonic
fingerprint sensors. There are two main typesearsisor$ sensors that sense changes
in impedance near resonance due to mass loading from fingerprint ridges, such as the
Sonovation sensor shown in F&1.1B, and sensors that use puésgho ultrasound,
similar to biomedical ultrasound imaging, suchitesPMUT and CMUT sensors
shown in Fig6.11A andFig. 6.1.1C These sensors operataititasoundrequencies
of tens of MHz, similar to the frequencies used in biomedical ultrasound imaging.

There are several disadvantages to these current sensorsettiad be
addressed to make ultrasonic fingerprint sensors more viable as an alternative to the
capacitive sensors that now dominate the market. One isuirant ultrasonic
fingerprint sensors afabricated on separate chips from the CMOS due tbuhe
PZT or the membrane devices used. Furthermore, membrane devices need to be
packaged with liquids to allow ultrasound to couple from the membrane transducers to
an imaging surface, resulting in increased risk from leakage. This special packaging
and rejuirements for a 2 chip solution increases costs. Maximum I/O density between
two chips is lower than a single chip solution due to minimum pitches of flip chip
bump connections, thereby reducing the number of transducers possible in an array,

which in tun reduces resolution. Furthermore, the minimum thicknes&srdlsize
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of the sensor increaseThis is detrimental for applications where a thin, flexible

sensor is required, such as flexible smartphones and smart credit cards.
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Figure 6.1.1: (A) 22 MHz PMUT-based ultrasonic fingerprint sensor (Invensense
and UC Berkeley) [118], (B) Sonavation PZT pillar fingerprint sensor [119, 120,
(D) CMUT fingerprint sensor [121]

One other disadvantage is that current ultrasonic sensaliseréigh actuation

voltages of tens of volts, which is higher than what is typically available inaftate
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the-art CMOS process nodes. This means that special high voltage processes on older
nodes are required, reducing CMOS circuit speed and increastsy ¢

It can be seen that what is needed is a single chip ultrasonic sensor that uses
CMOS compatible voltages of 1V to 5V, with no moving parts or liquid couplants for
maximum reliability. It turns out that such a solution is possible by using a GHz

ultrasonic sensor based on the GHz sonar devices discussed in previous sections.

Section 6.2: Principle of Operation of GHz Ultrasonic Fingerprint Sensing

The high frequency of GHz ultrasound, compared to conventional MHz
ultrasound, allows the sensor tkeaadvantage of the higher speeds of more advanced
process nodes as well as improve the resolution. The resalufimman acoustic
microscope being focused with a lens of numerical apebtdd&@s given by 6.2.J),
where_is the wavelengthd4]. Note that this is slightly better than what the Rayleigh
criterion in (1.4.2) suggests.

0 ™ &8 (6.2.1
As can be seen, the resolution for an imaging system is dependent on the wavelength
the smaller the wavelength, and therefore the higher the frequency, the better the
resolution will be. Whilghetransducersised in the current demonstration of GHz
ultrasonic fingerprint imagingre currently unfocused, it is conceivable in future work
to use a phased array of transducers instead for lensless focusing and electronic beam
steering.

One tradeoff of using higher frequencies, however, is that absorptsn los
increases. Absorption in skin is proportional®§ , while absorption in water is
proportional td'Q [60]. This frequency dependent absorption loss therefore will
decrease the penetration depth of ultrasound into tissue, compared with lower

frequencyltrasonic imaging, limiting the applications in sdérmal imaging.
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The concept of the CMOS integrated GHz ultrasonic fingerprint reader is
shown in Fig6.2.1 Using the backside of the silicon, where there are no devices, as
the sensing surface, anayrof transducers can be used as a fingerprint sensor. An
ultrasonic wave packet is generated from a transducer by applying a GHz RF pulse to
it. This ultrasonic wave packet travels through the thickness of the silicon, reflects off
the backside interfacand then travels back to the transducer, generating a received
RF pulse signal upon arrivalhe CMOS compatibility of AIN allows the piezoelectric
transducer$o be fabricated directly on the CMOS electrorfmsa single chigsensor

solution.
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Figure 6.21: Single chip GHz ultrasonic fingerprint sensor concept

Silicon

The amount of signal that the transducer receives is determined by the
reflection coefficiens of the backside silicon interface, which is in turn determined
by the material contacting thed¥side of silicons is defined in §.2.2 below, where
is the acoustic impedance of the backing material contacting the backside of the
silicon, which in the case of the fingerprint sensor is either skin or air, arithe

acoustic impedance eflicon.
3 — (6.2.2
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The energy that is not reflected back into the silicon is transmitted into the backing

material with transmission coefficient T sisownin (6.2.3.

4 (6.2.3
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Figure 6.22: 1D transmitted and receive ultrasonic waves and transducer

voltages for the GHz ultrasonic fingerprint sensor

In Fig.6.2.2 the 1D case with no diffraction and no absorption loss is shown,
where the transducer is driven with a voltage dongié6 , generating an acoustic
pulse with pressur@ . At the silicon backside interface, the amplitude of the
pressure wave reflecting into the silicoDis and the amplitude of the pressure wave
transmitting into the backing mediumds. The voltge amplitude of the signal
received by the transducer@s . As it is assumed that there is no diffraction loss and
no absorption loss, the acoustic wave amplitudesandd and the received voltage
amplitudew cane be determined b§.2.4, (6.2.5, and 6.2.6, respectively,
demonstrating the effect of the backing medium on the received voltage signal at the
transducer.

0 30 (6.2.9
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0 "V (6.2.5

() 30 (6.2.6
As the impedance of the backing medium increases, the amount of energy reflected
into the silicon reduces, and therefore the received voltage is reduced. As the
impedance of air is very small, it can be assumed to be negligible and therefore the
maximum reeive voltage is present when there is no skin tissue present on the back
surface of the sensor.

To determine what the amplitude of the received signal should be when a
fingerprint ridge is present on the backside, the physical nature of a fingerpdst nee
to be examined.

Fingerprints are comprised of ridges and valleys. Ridges, also called friction
ridges, are raised portions of the epidermis, while valleys refer to the spacings between
ridges. The width of a ridge may vary from 1@ to 300um, and thedistance from
one ridge to an adjacent ridge across a valley is typicallyt50[115].

The skin consists of two main layérshe epidermis and the dermis, as shown
in Fig. 6.2.3[127. Beneath the dermis is a subdermal layer of subcutaneous fat,

knownas the hypodermidp4.

Sweat Duct

Epidermis <
Dcrmis< 7

Sweat Gland ———

T+ Pore Opening

/(;cncrating Layer

Basement Membrane

Primary Ridge
Secondary Ridge

Figure 6.23: Physical structure of volar skin on a finger L22]
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Due to high viscoelastic loss of ultrasonic waves at high frequencies, the
primary skin layer of interest is the outer layer of gkthe epidermis. The outermost
layer of the epidermis is known as the stratum corneum, and primarily consists of
dead, kerinized cells. While this layer is typically 120 um thick on nonload
bearing skin, it is typically 60Qm thick on the palmar and plantar skin on hands and
feet[124]. The acoustic properties of the stratum corneum are shown in@.alile

below.

Acoustic Property Value
Average Density PP p MQQ
Elastic Modulus ¢ pmola&
Sound Velocity P& L p TIA

Acoustic Impedance P8 W Y®wa

Table 6.2.1: Acoustic properties of the stratum corneum, adapted fronlp4]

Using(6.2.2 andassuming the acoustic impedance of silicon is approximately
19.7 MRayl @8], the reflection coefficient is approximately0.86. Therefore,
assuming no diffraction loss and no absorption loss, the amplitude of the received
acoustic echo from the silicda stratum corneum interface should be about 90% of

the airbacked value.

Section 6.3: GHz Ultrasonic Fingerprint Sensor Prototype and Results

An initial single pixel GHz fingerprint sensor was first demonstrated in earlier
work describedn [51, 129 and demonstrated thatile it was possible to image a
rubber phantom, the fingerprint pattern can barely be recognized in the initial jmages

as shown in Fig. 6.3.This is built upon in this work by using an array of transducers
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to image a larger scarea, resulting in images of full fingerprints from both a rubber

phantom and actual finger swipes.

Figure 6.3.1: Rubber phantom imaging results from mechanically scanned single

pixel fingerprint sensor

Silicon Dioxide (fum)

AIN (2um)

AIN Seed Layer (20 nm]
Silicon Dioxide (Am)

(a) (b)

Figure 6.3.2: (A) Film stack of transducers, (B) Linear array transducers with
signal and ground pads shown. Fingerprint swiping direction is delineated by the

arrow.
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A fingerprint swipe sensor was formed using a linear array of 64 square
transducers adimensions 7fum by 75° dand fabricated at A*STAR Institute of
Microelectronics (IME) in Singapoyender the IARPA TIC programwith the film
stack shown in Figs.3.2A which gives maximum acoustic response at around 1.3

GHz.The linear array transdecs are shown in Fig. 6.3.2B.

Wire Bao
Transducers

Figure 6.3.3: Circuit board with wire bonded transducer array and transmit and

receive electronics

This linear array was wire bonded to a printed circuit board, as shown in Fig.
6.3.3 where the fingerprint imaging eleatios are located. The system implemented
on the circuit board is shown in Fi§.3.4 The transmit electronics consist of an
integrated VCO (voltage controlled oscillator) that is gated with an RF switch to
generate a 1.3 GHz RF pulse. The magnitude sfRRi pulse is amplified to 2Vpp

with a RF amplifier and a low pass filter is used to attenuate higher order harmonics.
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This pulse then passes through a SPDT switch that is used to select between the

transmit electronics and the receive electronics. A deschSPA4T RF switches is

used to form a 1 to 64 RF switch, as there are such switches available on the market.

This cascade of switches attenuates the signals driving the transducers and the signals

received from the transducers, hence the need to arttpifgrive voltage. Using an

Agilent N5445A browser probe, the transmit voltage can be measured to be ~0.5Vpp.

Each of the outputs of the 1 to 64 switch is wire bonded to a transducer in the 64 pixel

linear array.
Front End PCB
s eoeooooooooooooooooooooooooooooooooooeoeo®>
Vli2izay  TANSMIL g msgpiow
: s V@ REgwitch  Amplifier PassFilter
0! D ' 1t0 64 RF
T LY o o— A\ Switch
0! 0 (use Row of
' .- oo --- ;oo ® ° mm_R
' 0 Receive L3Sk iows T/Rswitch to switches)
' 0 Pass Filter g i
. N ¢ | switchbetween
velope a TX RXpaths
' 0| Detector _q_q_ _\ ; P
' ] Decodersfor Switch
0 (] Amplifiers ' Selection
oo ® ;oo IIFIFOOVCPOOPOPTODODOP D D D D DD C N N N N N N N N N N N J

Agilent DSO-X91304A
Oscilloscope

PCwith MATLAB

Trigger

Digilent Nexys 3 Spartan 6
FPGA Development Board for
Decoder and Switch Gontrol

Sgnals

Figure 6.3.4: Block diagram of thefingerprint reader setup
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Approximately 170 ns after a transducer is driven with the transmit RF pulse,
the acoustic echo from the silicon backside interface is received at the transducer. This
signal passes through the 1 to 64 RF switch, through the SREDh which is now
connected to the receive electronics, and is amplified by two 18 dB RF amplifiers
(Crystek CRBAMP100-6000), before passing into an envelope detector, which
demodulates the received signal from RF to baseband. This baseband sigmal is th
measured with an oscilloscope, recorded on a PC with MATLAB, and the voltage
amplitude of the first acoustic echo is used to plotted to form an image of a fingerprint.
Note that since there is only one set of the transmitting and receiving circuttrg on
PCB, the transducers in the 64 pixel array are actuated and read from serially, one

after another.

Figure 6.3.5: Rubber fingerprint phantom scanning setup

Initial testing of the fingerprint sensarasperformed by scanning a rubber
phantom acros$é array using the setup shown in B.5 The rubber phantom is
formed by pressing rubber (Staedler Mars Plastic eraser) at high temperature into a

silicon mold in which a fingerprint pattern was cut using laser micromachining with a

136



LPKF Protolaser Uaser system. The choice of rubber as the phantom material is
because the acoustic impedances of various rubbers varies between 1 to 24gRayl [
which is close to the ~1.5 MRayl acoustic impedance expected from the epidermis. A
Newport UTM150CC.1 trangi@n stage, in conjunction with a Newport ESP300

motion controller, is used to scan the phantom across the array.

60
50

40

Transducer Number

20

10

0 05 : 15 2

Scan Point (cm)
Figure 6.3.6 Image of fingerprint generated by scanning a fingerprint phantom
along the array and plotting the voltage difference betweelvaded and unloaded
conditions. Each transducer is spaced 200 pum apart in the array and the
mechanicalscan resolution is 50 um. Because the phantom was offset, two scans

were combined, hence the transducer number is greater than 64.

The image obtaed from imaging the rubber phantom with G¥epixel array
is shown in Fig6.3.6 This image is generated by plotting the difference between the
air-backed received voltage and the measured received voltages while the phantom is
being scanned across thensor array. A comparison between the rubber backed

output voltage and the air backed output voltage is shown i Bg, demonstrating

137



that, for the first acoustic echo, the rubber backed signal drops to approximately 85%
that of the air backed valuads can be seen from Fi§.3.6 the fingerprint phantom
pattern is clearly resolved. The ability to measure these signals by actuation with
0.5Vpp drive voltages and receive amplifiers powered by a 5V rail demonstrate the
ability to use CMOS compatible voltages for transmitting andivewy from the

fingerprint sensor array.

30 Pulse Echo Response of 75 um Transducer RF Coupling
RF pulses at 1.3 GHz a8
; [ . 1stEcho m— i
15t Acoustic carrier frequency Air Backing
o —Rubber Backing
Echo
~20 mYy,
= 10 e 06 ﬂ
% Multiple Reflections &
T o
g ° g04
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o

Multiple Reflection Echoes

Look b:hanges in 1stecho
amplitude when silicon : M

backside is loaded with finger 0

R~
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~280 mVpp when loaded by transducer,

Figure 6.3.7: (A) RF received signal prior to amplification and demodulation.
The first acoustic echo is the signal of interest. (B) Envelope detector output

voltages from a single pixel in the arrg in the air-backed case and in the rubber

backed case

One might wonder if this sensor can be image actual fingerprints as well.
Indeed, to alleviate these concerns, the author has scanned the fingerprints from his
own fingers with this setup, yielding images similar to or better than what is shown in
Fig. 6.3.6. For privacy considerations, however, these images will not be shown in this

work.
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The 64 pixels in the sensor limit the resolution attainable along theiatinay
width of the finger can only be represented by 64 data points, while the resolution in

the swiping direction is determined by how slow or fast the finger is scanned.

Rubber

90 um

(B) (C)
Figure 6.38: (A) Rubber tips used to test fingerprint sensar(B) Dimensions of
rubber tips. (C) The rubber tips are bonded to a glass slidand scanned across

the array.

To investigate how wide the transducer beam is and therefore how large the
sensing area of the transducer is, which may allow foipswdd imaging, rubber tips
that are approximately 90 um in diameter at the tip were fatiedc as shown in Fig.
6.3.8 and Fig. 6.3,%nd scanned across the backside of the array, atstaming
resolution. As the tips were scanned across the array, the output voltage from a
transducer pixel begins to drop when the tip is 100 um from thercefithe
transducer. When the pixel is completely covered by the rubber tip, the signal reaches

its minimum value. As the tip moves away from the transducer, the voltage increases
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until it reaches the albacked value. The transducer is therefore seaditi material is
that is placed up to 100 pum from its center on the silicon backside, for a 200 um wide
region of sensitivity. The width of the region where the signal drops 3dB from the
maximum point is approximately 1Q0n, as be seen from the receivdtage
magnitudes shown in Fig. 6.3.9Bhe width of this region is the full width half
maximum (FWHM) of the center lobe of the transducer radiation, defined for a square
transducer in far field by 8.),wher e & i s the acoustzc wavel
is the propagation distance, and W is the width of the transdifjer [

FWHM=1. 20 g684)/ W
For 1.3 GHz frequency and assuming isotropic propagation in silicon, the FWHM can
be estimated to be 75 um wide, which is slightly smaller than the observed distance.
The resolution of this subpixel imaging is limited to approximately 15 to 20 um due to

signal noise of 20mVpfrom the 8-bit ADC input on the high frequency oscilloscope

Signal on 4 adjacent transducers

Scan Direction 0.72

Rubber Tips 0,68

~90 um

Silicon 06
1 ] L ] 1 ] 1 ] L |
- e S
75um 200 pm pitch  AIN Transducers

Transducer 3
Transducer 4
Transducer 5|
Transducer 6

0 05 1 15 2 25 3
Position (mm)

(A) (B
Figure 6.3.9: (A) Tip scanning experiment setup, (B) First acoustic echo voltage

magnitudes for 4 adjacent transducers in the linear array as the rubber tipare

scanned across the array
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It can be noted that in Fig.3.9the background DC levels for the output
voltage corresponding to the 4 transducers are different (0.62V for transducer 5 to
0.7V for transducer 4). As the traces connecting each transdu&HRswitch have
different lengths and are connected to different RF switches in different regions of the
PCB, the signal paths and parasitics for each channel are different and hence the off
state RF coupling (when the transmit switch is off) for eaemeaél is different, and is

resolved by the envelope detector as different background DC levels.

100 um Rubber Tip Scanned Axially

- Pulse Echo 75 um Square Transducer

36.5
36
355
as
34.5

34
-1.5 -1 0.5 0 0.5 1 1.5

Unloaded receive voltage on transducer

Center to center distancef rubber *10”
tip to transducer (m)
Figure 6.3.10: PZFlex simulation of tip scanning ex@riment using PDMS to

model rubber

To verify the results from this experiment, simulation was performed in
PZFlex using a 2D model and using PDMS, with an acoustic impedance of ~1 MRayl,
to model rubberThe received echo magnitude on the transducepisrsin Fig.

6.3.10.The voltage drop ratio observed is slightly smaller than what is measured in
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Fig. 6.3.9with a maximum reflection coefficient of 0.92 instead of 0.85 as measured
experimentally, but this may be due to a variety of factors in the exparisuch as

the actual size of the rubber tip and the exact acoustic properties of the rubber used.
Overall, the pattern matches that measured in the experiment, with little signal being
received from beyond 100 afrom when the rubber tip is directlpave the

transducer.

Section 6.4: Frequency Sweep Measurements

One might wonder if the antispoof potential for ultrasonic fingerprint sensors
will be useless if a phantom with similar acoustic impedances, as demonstrated by
using a rubber phantom ftesting the sensor. One way that this can be countered is by
using the GHz ultrasonic sensor as a thermal sensor, as descriBgd tm flo
liveness detection. By sensing body temperature and the thermal conductance of the
skin, the sensor is able to digninate better between a fingerprint ridge and a
spoofing phantom, increasing the difficulty of spoofing.

Another method to differentiate between a finger and a rubber phantom is to
take advantage of the large bandwidth of the transducer, which islangehthan is
possible with lover frequency 10 MHz transducers. The coupling of the transducer to
silicon decreases its Q (quality factor), therefore resulting in large bandwidths of more
than 100 MHz due to the high center frequency (~1.3 GHz). Thiwstlte sensor to
operate over a large frequency range, allowing for the measurement of frequency
variation of acoustic properties.

As discussed earlién this chapter and shown in (6.4.1)e reflection
coefficient on the bottom sensing surface of the silicon is a function of the acoustic

impedance&d  of a material placed on the surface.
3

(6.41)
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The specific acoustic impedance Z of a miatés related to the phase velocthand
the density of a materiglas shown in (6.4.2)
AR (6.4.2
Variation of impedance stems from the frequency dependence of the phase
velocitycy] 1 the change in phase velocity with frequency iswn as dispersion.
Wave dispersion in materials is a consequence of energy loss in the material and
therefore can be related to the absorption in the material through the Kiaroeis

relationships 0.

Attenuation Coefficient (dB cm)

0.01%

01 1 10 100 1000
Frequency (MHz)

Figure 6.4.1: Attenuation coefficientvs. frequencyin different types of human
tissue[126

Absorption loss is the loss of energy from an ultrasonic wave due to
conversion into heat. In fluids such as water, absorption typically increases with a

guadratic relation with frequency as 4.3, wherg is the attenuation constant
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(Nepers/m), c is the speed of souhds the density, is the angular frequency ard
is the coefficient of viscosity)( i 7a ) [71].

| — (6.4.3
This] dependence is due to viscous loss, whgctional forces between fluid
particles converts acoustic energy into heat [b83]]

However, measurements of absorption in biological tissues indicate an almost
linear dependence with frequency instead of a quadratic relati@exact frequency
dependence varies depending on the particular tissue being med2edg shown
in Fig. 6.4.1 2¢. This difference is due to absorption loss being dominated by
macromolecular relaxation effects instead of viscous &8, [129.

Relaxation refers tavhen the bulk modulus of a material has different values
for a fislowd process at | ow frequencies ar
the transition occurring at a frequency known as the relaxation frequency. Thus, the
sound velocity will trangion from one value to another as the frequency increases
from low frequency to high frequency. The observed aldiosar frequency
dependence of absorption in biological tissues can be explained by a distribution of
relaxation frequencied 7, 129.

In fluids, relaxation is due to the transfer of energy from one molecular
vibrational energy state to another. The transfer of energy between these states leads to
a time delay, resulting in this energy interfering out of phase with the acoustic wave,
leadirg to absorption130. For biological tissues, however, the exact mechanisms for
the numerous relaxation processes are yet to be completely unde6é&pddT{.

Numerous studies exist in the literature on the frequency dependence of
acoustigoroperties. Instead of acoustic impedance, however, these have primarily
focused on measurements of attenuation (which comprises absorption and scattering)

or velocity dispersiond4, 127, 129, 131, 132These measurements are done by
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transmitting an acaitic pulse into a material and measuring the pulse after it travels

through the material. It is possible to measure properties well into the GHz frequencies

with this method for liquids131, 133.

100 um Square Transducer (IME): S11 dB from 300MHz to 3GHz

1 I I I
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Figure 6.42: De-embedded S11 measurement of a 100 psquare transducer

using GSG probes with & Agilent N5230A network analyzer

However, measuring frequency dependence of attenuation by propagating a
bulk acoustic pulse through a material is not suitable for a fingerprint sensor, because
the transducers atecated on a single side of the material and the material (i.e. a
finger) presented to the sensor is typically of an unknown thickness. Therefore, the
property chosen to be investigated is the frequency dependence of the reflection
coefficient at the sition backside interface, which serves as a measurement of the

frequency dependence of the specific acoustic impedance of the material to be sensed.
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As silicon is a crystalline material, it is assumed that any frequency variation of the

reflection coefficiehis predominantly from the backside material.

Marda 3022 Dual
Agilent Directional Coupler
N9310ARF |’ I\

Signal HMCS47LP3E
Generator RF Switches  amplifier Amplifier —
N DSO-X
91304A
To Agilent Amplifier Oscilloscope
D50-X
913044

Oscilloscope

Amplifiers used are
Crystek CRBAMP-100-
6000 18 dB amplifiers

—
Elastic Load: Air/Water/Rubber/Finger

Figure 6.4 3: Dual directional coupler setup for pulse reflectometry

The conventional method to meastire frequency response of a RF network
is to usea network analyzer. However, as shown in Big2, continuousvave
HBAR silicon resonances will occur, preventing accurate determination of transducer
S11 in the pulsed mode. A pulsed vector network analyzer with pulse width less than
the ultrasonic transit time through the silicon could conceivablysbd if one has
access to such a tool. Alternatively, the arrangement shown i.Egcan be used.

In this arrangement, the transmit RF pulse used for actuating the transducer is
generated by a RF source and RF switches that are cascaded to redtate &F

coupling, along with a driver amplifier to increase the excitation voltage. As
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i mpedance mismatch with 50 Y RF measur emer
directional coupler is used to measure the forward and reflected power traveling to and
from the transducer, as a measurement of the electrical impedance of the transducer, as
well as the power emitted from the transducer due to the acoustic echoes. The signals
on the forward and reverse ports of the dual directional coupler are amplified and
measured with a high frequency oscilloscope. The oscilloscope signals are recorded on
a PC and demodulated in MATLAB.

To characterize the acoustic impedance of a material, the frequency response
of a100 pumby 100 pmsonar transducer when the silicon sensundace is ai
backed is first measured with the setup in Big.3. This is done by normalizing the
received echo amplitude by the amplitude of the transmitted pulse. The first acoustic
echo is the signal of interest because it has the largest amplitheesubsequent
echoes are attenuated more due primarily to increased diffraction loss in silicon due to
the further distance traversed. The measured response is shown belovéid 48g.
measured at 10 MHz resolution. The frequency applied from treoRi€e is set by
the PCi frequency response measurements are performed by measuring the
transmitted and receive powers when different frequencies are applied. Note that the
transmit pulse seen at the forward coupled port is proportional to the voltage
transmitted by the pulse generator but the actual voltage applied to the transducer is
smaller because the transducer is not matched to 50 ohms and because of loss through

the wire bonds.
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Frequency Sweep with Single Tone RF Pulses
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Figure 6.44: (A) Unamplified first acoustic echo at 1.3 GHz, (B) Frequency
sweep responses for air backing, (C) PCB with wire bonded transducer used for
the frequency sweep experiment, (D) Microscope image of the 100 um transducer

used for the experiment

As the transducer thin film staclked is the same as in Fig. 2.1He tenter
frequencies are similar to those predicted in Chapter 2, but the amplitudes are lower,
particularly for the higher frequency 2.4 GHz resonance, due to the effects of the wire
bond inductance and PCB capacitarteem Fig.6.44B, in the 1 GHz to 3 GHz

range, there are three resonances around which the transducer has the highest response
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T one centered at 1300 MHz with 3 dB bandwidth of 120 MHz, one at 1520 MHz with
bandwidth of 130 MHz, and one at 2430 MHz witndwidth of 60 MHz. The

combined frequency response therefore allows for transducer operation from
approximately 1 GHz to 1.7 GHz and 2.35 GHz to 2.55 GHz. The measurements were
only performed between 1 GHz to 3 GHz due to frequency range limitations of th

coupler (1 to 4 GHz) and the RF source (up to 3 GHz).

Amplitude of First Acoustic Echo With
Frequency for Different Materials

Air
Water |
Tuna
PDMS | 4
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Figure 6.45: (A) Setup for performing frequency sweep measurements of

acoustic impedance of a sample with the GHz sonar transducer, (B) amplitude of

first acoustic echo with frequency

Several materials were placed on the sereoshown in Fig. 6.8A, to
measure the frequency response for the first acoustic echo. As the amplitude of this
echo is determined by the acoustic impedance of the material placed in contact with
the silicon lackside, it can serve as a method of measuring the frequency response of

the acoustic impedance of materials.
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The materials used were water, tuna, PDMS (Sylgard 184), and salmon. Water
and PDMS are chosen due to their similar acoustic impedances tdwhk&nand
salmon were chosen because they are easily obtainable and are used to demonstrate
how the sensor performs with biological tissue. The amplitudes of the first acoustic

echo for the 1.05 GHz to 1.45 GHz range are shown ir6H&B.
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Figure 6.46: Normalized frequencyresponseat the transducer resonances (A)

1.05 GHz to 1.45 GHz, (B) 2.43 GHz to 2.49 GHz

In Fig. 64 5B, the echo amplitudes of the different materials have similar
amplitudes and it is difficult to distinguish between the materials. In order to remove
the effects of the frequency response of the transducer and the frequency dependence
of diffraction loss vithin silicon, the echo amplitudes of the tested materials are
normalized by the echo amplitude when the silicon bagked. This assumes that
the impedance of air is small enough compared to the impedances of the tested
materials such that its frequeneariation is considered negligible.

The normalized frequency response for the tested materials are shown in Fig.

6.46. Only the data from the frequencies near the transducer resonances are shown
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due to small signal levels outside of those operatimglwalths. It can be seen that the
responses between the materials can nomdre easilydistinguishedhan in Fig.
6.4.58

Note that for water, little frequency dependence is expected from the literature
due to the quadratic frequency dependence ofwtem [L34). This is reflected in the
measured data. Some amount of frequency dependence for the materials is observed,
but due to low signal levels, more work needs to be done to determine how much of it
is due to electrical noise. The current resultsdaer are encouraging in the
possibility of the use of the GHz ultrasonic transducer for material differentiation
based on frequency response.

One particular concern with measuring impedance of solids is that repeatability
of results depends heavily on tipeality of contact of the solid to the silicon. If the
amount of material that contacts the silicon is different, then the amount of energy that
reflects back to the transducer will also be different. Typically in acoustic microscopy,
a coupling fluid isused to couple ultrasound to the sampl.[However, this is not
very practical for a fingerprint sensor, hence the experiments are done without a
coupling fluid to reflect actual conditions.

In future work, transducers can be designed with differequéecy ranges to
investigate at different frequencies to see if the same trends can be observed. Other
techniques for directly measuring absorption should also be investigated because in
liquids such as water, absorption should have a quadratic relatiofreguency,

which should provide more measurable signal differences.
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CHAPTERY
CMOS TRANSMIT AND RECEIVE CIRCUITS FOR GHZ CHIBCALE SONAR

One of the primary motivations to use GHz sonar in silicon is the prospect of
CMOS integration with GHz sonémansducers to realize devices such as
reconfigurable phased array communication links, sonic memory, and sonic TSVs on
chip. In this section, transmit and receive circuits for driving GHz sonar transducers
will be discussed and results from wire bonditgsand monolithic AIN on CMOS

testing will be presented.

Section 7.1: Introduction to CMOS Integration for MEMS Ultrasonic Transducers

The most commonly used types of bulk acoustic wave MEMS ultrasonic
transducer$or imaging applicationare CMUT and PMUT transducers. CMUT
transducers are used in biomedugilasoundmaging [135 and PMUT transducers
have been explored for fingerprint imaging as well aaiirsensing 136-138§|.

Integration of CMUT and PMUT transducers with CMOS circhas been
explored in the literaturelB9-141]. Several of the driving factors for integrating
transducers with CMOS circuits are for reduced parasitic capacitance to increase
signal levels, to eliminate the need for impedance matching to electrical isaigsm
lines, and to reduce the size required for the transmit and receive electronics for arrays
with larger numbers of transducer elemen®5[114Q. These same considerations
also apply for GHz sonar transducers.

Typical circuits for PMUT and CMUT traducer integration are shown below
in Fig.7.11 andFig. 7.1.2, and typically consist of a high voltage pulser for driving

the transducer and a receive amplifier for amplifying the ped$® return signal,
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which is typically on the order of tens of mW amplitude posamplification [L39

141).
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Figure 7.1.1: (A) CMUT high voltage pulser driver circuit, (B) receive

transimpedance amplifier for CMUT transducers [140

(a) (b)

Figure 7.1.2: (A) PMUT receive amplifier and (B) transmitpulser for an

ultrasonic fingerprint sensor [139
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