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Although research has shown that individual job performance changes over time, the extent of such changes is unknown. In this article, the authors define and distinguish between the concepts of temporal consistency, stability, and test–retest reliability when considering individual job performance ratings over time. Furthermore, the authors examine measurement type (i.e., subjective and objective measures) and job complexity in relation to temporal consistency, stability, and test–retest reliability. On the basis of meta-analytic results, the authors found that the test–retest reliability of these ratings ranged from .83 for subjective measures in low-complexity jobs to .50 for objective measures in high-complexity jobs. The stability of these ratings over a 1-year time lag ranged from .85 to .67. The analyses also reveal that correlations between performance measures decreased as the time interval between performance measurements increased, but the estimates approached values greater than zero.

Although it may be common to hear that past performance is the best predictor of future performance, it was noted over 40 years ago that “if the desired criterion is ultimate or total performance, there is some question whether an initial criterion measure will itself be a good predictor” (Ghiselli & Haire, 1960, pp. 230–231). Now, despite a long history of research that has recognized that individual job performance may be dynamic (e.g., Ghiselli, 1956; Ghiselli & Haire, 1960) and that predicting individual job performance to industrial–organizational psychology and organizational practice is of fundamental importance, relatively little is known about the nature of individual job performance over time (Ployhart & Hakel, 1998). Our intent in this article is to contribute to the present literature on dynamic performance by specifically investigating the extent that past performance does predict future performance and how this relationship is moderated by time, job complexity, and the method of performance measurement.
Ghiselli (1956) originally introduced the concept of dynamic criteria, stating that “it is apparent that the performance of workers does change as they learn and develop on the job” (p. 2). Soon thereafter, Humphreys (1960) demonstrated that the correlation between performance measures decreased as the amount of time between performance measures increased. Since this original work on dynamic criteria, abundant empirical evidence has verified that job performance measurements are not perfectly correlated over time (e.g., Austin, Humphreys, & Hulin, 1989; Barrett & Alexander, 1989; Barrett, Caldwell, & Alexander, 1985; Ghiselli & Haire, 1960; Ployhart & Hakel, 1998; Rambo, Chomiak, & Price, 1983; Sturman & Trevor, 2001).

The breadth of research on performance dynamism certainly has provided evidence that measures of individual job performance are not equal over time. Recent research has emerged involving performance over time, such as theoretical models on the relationship between abilities and performance (e.g., Farrell & McDaniel, 2001; Keil & Cortina, 2001), empirical models of performance trends (Deadrick, Bennett, & Russell, 1997; Ployhart & Hakel, 1998), and examinations of the implications of performance changes (Harrison, Virick, & William, 1996; Sturman & Trevor, 2001).

However, there has been scant attention paid to the actual measurement of job performance in a longitudinal context. Ghiselli (1956) long ago noted that “far more attention has been devoted to the development of predictive devices than to the understanding and evaluation of criteria” (p. 1). Today, this remains true, as there has yet to be any research that has specifically estimated the extent to which job performance changes over time are attributable to unreliability of performance measures versus actual changes in job performance (Sturman & Trevor, 2001) or how the extent of performance dynamism is attributable to job or individual characteristics.

The failure to distinguish between actual changes in performance and sources of error variance has created a notable deficiency in the job performance literature; specifically, if the extent of actual performance change is unknown, then it is not clear what the research investigating performance changes over time is actually examining. In cross-sectional research, it has become standard practice to report the reliability of measures. So much so that research has emerged discussing the different types of performance measurement reliability and how these types of reliability relate to practice (e.g., Viswesvaran, Ones, & Schmidt, 1996). Not until recently has psychometric research emerged addressing the measurement of reliability of measures over time (Becker, 2000; Green, 2003). Although it has been acknowledged in the dynamic performance literature that observed performance changes may be attributable to measurement error (e.g., Barrett et al., 1985; Hanges, Schneider, & Niles, 1990), to our knowledge no research has yet specifically examined this phenomenon. Thus, the first contribution of
this article is to partial out systematic changes from random fluctuations of individual performance over time, ultimately providing an estimate of the stability and test–retest reliability of performance measures over time. This is accomplished through the definition and differentiation of three concepts—temporal consistency, stability, and test–retest reliability—and how they relate to the measurement of individual job performance over time. As such, in this study we ask the following: What portion of performance dynamism is attributable to a lack of stability in individual job performance versus test–retest unreliability?

Research on dynamic performance has not examined the method of performance measurement as a potential moderator of the level of performance dynamism, although there is a notable body of literature debating the conceptual and empirical distinctness of different types and sources of performance evaluations (e.g., supervisory evaluations vs. objective performance measures; see Bommer, Johnson, Rich, Podsakoff, & MacKenzie, 1995; Lance, Teachout, & Donnelly, 1992; Sturman, 2003; Vance, MacCallum, Coovert, & Hedge, 1988; Viswesvaran, Schmidt, & Ones, 2002). As such, the second contribution of this study is that we build on existing work about performance measurement to consider how the method of performance measurement affects the temporal consistency, stability, and test–retest reliability of job performance ratings over time. Thus, in this study we ask the following: How will performance’s test–retest reliability be influenced by the type of performance measure under consideration?

Similarly, studies on dynamic performance research have not examined how job characteristics might moderate the level of performance dynamism, even though job complexity has been shown to be a moderator to a number of relationships involving job performance (e.g., Farrell & McDaniel, 2001; Keil & Cortina, 2001; McDaniel, Schmidt, & Hunter, 1988; Oldham & Cummings, 1996; Sturman, 2003). As such, the third contribution of this study involves examining how job complexity influences performance longitudinally. Specifically, we ask the following: How does job complexity affect the stability and test–retest reliability of job performance measures?

Defining Temporal Consistency, Stability, and Test–Retest Reliability

Considering the issue of time in the context of a measure that is often studied cross-sectionally (e.g., job performance) can create confusion if clear steps are not taken to articulate and integrate the issues related to time into the theory and methods of a study (Mitchell & James, 2001). As such, we need to clearly delineate between three distinct terms—temporal consistency, stability, and reliability—to distinguish observed dynamism (i.e., the lack of temporal consistency) from the sources for such
dynamism (i.e., the lack of stability and the lack of reliability). Furthermore, we distinguish between the types of error that cause a lack of reliability (Hunter & Schmidt, 1990; Schmidt & Hunter, 1996). Making these distinctions is important because (a) they are integral to understanding the different phenomena related to the observation of dynamic performance (Heise, 1969), and (b) prior research has used these terms inconsistently (e.g., Deadrick & Madigan, 1990; Heise, 1969; Kerlinger, 1986; Nunnally & Bernstein, 1994; Pedhazur & Schmelkin, 1991; Schwab, 1999).

Figure 1 illustrates many of the phenomena we are studying. The figure illustrates an example of a performance construct being measured by $N$ items at Time 1 and Time 2. In the figure, solid lines and bold-text words represent the performance measurement model; the dotted lines and plain-text words represent the various definitions and phenomena used in our explanations below.

We define stability as the extent to which the true value of a measure remains constant over time (Carmines & Zeller, 1979; Heise, 1969). An individual’s performance may change because of a change in motivation, the acquisition of job knowledge, or changes in the predictors of performance (Alvares & Hulin, 1972, 1973). The level of stability is illustrated in Figure 1 by the dotted curved arrow between the true scores at Time 1 and Time 2.

Because the construct of true performance cannot be observed, it is necessary to produce a measure of job performance. Thus, performance is estimated by a set of $N$ items, which create the observed measures of performance (labeled as Performance Measure [Time 1] and Performance Measure [Time 2]). Frequently, research considering performance over time has examined the relationship between these measures of performance. We defined this relationship—the correlation between performance measures at different points of time—as temporal consistency (Heise, 1969). This is illustrated in Figure 1 by the dotted curved arrow between Performance Measure [Time 1] and Performance Measure [Time 2].

The accuracy of job performance measurement is reduced by the introduction of various types of error variance from the measurement process. The introduction of error variance causes a lack of reliability, defined here as the degree of convergence between an observed score and the true score that the measure estimates (Schwab, 1999). This may be attributable to many types and sources of error, some truly random and others systematic. Thus, it is important to model and control for (or at least understand) the different sources of error variance (Murphy & De Shon, 2000). This includes sampling error, random response error, item-specific error, and transient error (Hunter & Schmidt, 1990; Schmidt & Hunter, 1996). The size and nature of this error may be a function of the measurement device, rater, ratee, or interactions of the same (Murphy & De Shon, 2000). Sampling error and random
response error (discussed in depth elsewhere; cf. Hunter & Schmidt, 1990; Schmidt & Hunter, 1996; Schwab, 1999) are not represented in Figure 1 (although sampling error is discussed in the Methods section and considered in our analyses); item-specific errors can be introduced by something peculiar to the measurement situation or the different ways that individuals respond to the phrasing of an item (Hunter & Schmidt, 1990). The item-specific errors create a lack of internal consistency, which generally is captured by coefficient alpha (Cronbach, 1951) and can be mitigated somewhat by the use of multiitem measures. Transient error occurs because the items at a given point in time may be affected similarly by some influence that varies over time, such as mood (Green, 2003; Hunter & Schmidt, 1990). When performance is measured in only one time period (i.e., cross-sectionally), then the measure of internal consistency will not capture the measure's level of transient error. Consequently, when researchers use only a measure of internal consistency, they will underestimate the total amount of unreliability of a measure (Green, 2003; Hunter & Schmidt, 1990).

As discussed in depth elsewhere (Hunter & Schmidt, 1990; Schmidt & Hunter, 1996), the different sources of error create the need for different types of reliability estimates, each accounting for a different source of error. There is no single measure representing the reliability of a measure (Murphy & De Shon, 2000), but there are different characteristics of a measurement device that are important for generalizations to certain questions. For the purpose of contributing to the understanding of job
performance over time, we are trying to assess the level of test–retest reliability of performance, defined as the relationship between performance measures over time after removing the effects of performance instability.

Note that test–retest reliability and temporal consistency are different because of the (potential) lack of stability. If the true scores of a construct were stable, then test–retest reliability would equal temporal consistency. However, if the true value of a construct changes over time, then temporal consistency captures the correlation of the measures over time, whereas test–retest reliability must partial out the lack of consistency due to actual changes in the construct.

The importance of our research is best revealed by recent work that has examined the implications of performance changes (see Harrison et al., 1996, and Sturman & Trevor, 2001). In both of these studies, the authors showed that changes in performance were predictive of employee turnover, even after controlling for the individual’s most recent performance score. Although both of these studies used objective measures of performance (i.e., sales) in their models, neither study differentiated between potential test–retest unreliability and stability. Indeed, this was not directly relevant to the original focus of these studies in that they both examined the consequences of performance changes, not the causes. Consequently, neither study can truly speak to the reasons for the performance change–turnover relationship. If all performance changes are attributable to true changes in performance (i.e., no test–retest unreliability), then individuals may be more or less inclined to leave their companies because they can forecast and make decisions based on their future potential performance levels (and hence pay levels in their commission systems). However, if all performance changes are attributable to test–retest unreliability (i.e., true performance levels do not change over time), then the relationship between performance changes and turnover may be attributable to psychological factors, such as perceived fairness of the system and employees’ perceptions of self-efficacy. We argue that a better understanding of the stability and test–retest reliability of performance ratings will help all research associated with longitudinal ratings of job performance.

Understanding Job Performance Over Time

Longitudinal Implications of Ackerman’s Model

Theoretical development aimed at understanding job performance over time has been based on the skill acquisition model created by Ackerman (1987, 1988, 1989). This model proposed that the relative importance of various abilities for task performance changes as individuals develop skills in performing a task. Specifically, when one is new to a task, the task is performed slowly, with effort, and
often with error; however, as skills in the task are developed, the task becomes more automatic, thus requiring fewer cognitive resources, and performance improves (Farrell & McDaniel, 2001). Ackerman’s theory has generally been supported in both laboratory and industrial settings (Farrell & McDaniel, 2001; Keil & Cortina, 2001); however, such tests have involved cross-sectional analyses, and the model has not been extended to consider performance measured longitudinally.

Ackerman’s model presented a logical explanation for the presence of dynamic performance. As individuals gain experience, their performance is expected to follow a learning curve (Farrell & McDaniel, 2001). Although learning curves follow a general pattern, individual performance changes at different rates because of individual differences in abilities, motivation levels, and opportunities to perform. Similarly, Alvares and Hulin (1972, 1973) described two general models of dynamic performance: the changing subjects model and the changing tasks model. In the former model, performance changes because of individual changes in performance- causing characteristics, such as job knowledge and motivation. In the changing tasks model, performance changes because the determinants of performance change over time.

Both Ackerman’s work on skill acquisition and the dynamic performance models defined by Alvares and Hulin espoused that performance changes with the passage of time. Furthermore, individual performance changes over time in systematic (i.e., nonrandom, although not necessarily known) ways. It would be valuable for research aimed at predicting individual job performance over time to have an estimate of the stability of individual performance, as this would provide information on the nature of job performance and indicate the extent to which longitudinal performance is potentially predictable.

Evidence for a Lack of Test–Retest Reliability

Although performance may be unstable over time, error variance may make a measure appear more unstable than it truly is (Barrett et al., 1985; Epstein, 1979; Hanges et al., 1990). Yet, although researchers have examined many aspects of job performance rating reliability (e.g., Bommer et al., 1995; Viswesvaran et al., 1996), this research has focused on the reliability of performance measures at a point in time: either intrarater reliability (i.e., internal consistency of the performance measure) or interrater reliability (i.e., the consistency of performance measures across raters). The reliability of a measure over time is also a critical element of a measure’s construct validity (e.g., Cronbach, 1951; De Shon, Ployhart, & Sacco, 1998; Green, 2003; Nunnally & Bernstein, 1994; Schwab, 1999), but this aspect of performance measurement is still in need of a focused research effort.
A lack of test–retest reliability may be attributable to a number of factors. When completing evaluations, the rater (e.g., manager) may become distracted, misunderstand items, rush through items, or feel uncomfortable because of someone else being present. The ratee may also contribute to error, such as by trying to manage impressions, directing the conversation toward positive aspects of performance, or otherwise trying to bias the rating process. Furthermore, both the ratee’s and rater’s mood or disposition at any given time may affect any ratings.

It is likely that these sources of error would affect all the items simultaneously. Yet the factors adding error to the appraisal process at one point in time may be different when a second set of ratings is done at another time period. For example, the halo error in appraisal would cause the items measured at a point in time to be both inflated and highly correlated. This transient error would affect items at a particular time such that the items would be more similar at the same time than across time (Green, 2003). In other words, a multiitem performance measure may have perfect intrarater reliability (i.e., a coefficient alpha of 1.0) but still lack perfect reliability that would only be noted if the measure’s test–retest reliability was assessed.

Error may also be introduced into performance measurement because of environmental factors affecting the results of job performance. For example, the opportunity to perform, or situational constraints that are beyond an individual’s control, may affect individual performance (Blumberg & Pringle, 1982; Peters & O’Connor, 1980; Steel & Mento, 1986). Even if an individual’s ability and motivation remained constant over time, performance ratings may appear unstable because the context within which performance occurred may have changed. Environmental constraints will also likely change over time, attenuating test–retest reliability as such constraints affect the performance rating process in different ways at different times.

For example, in a given year, a particular worker may have projects that need to be completed mostly from inside the main office. As such, that employee’s supervisor may have the opportunity to observe the employee’s performance accurately. In another year, the same worker may have a project that forces her to do her tasks at a different location. Although her true performance may not change, the change in this worker’s observability by her supervisor may cause a change in her rated performance. Furthermore, even if she was evaluated through objective measures, then the environmental constraints that changed the type of project that she worked on each year may influence the performance evaluation received.

Some studies have tried to minimize test–retest unreliability by aggregating performance over multiple time periods (e.g., Deadrick & Madigan, 1990; Epstein, 1979; Hofmann, Jacobs, & Baratta, 1993;
In these studies, the authors argued that by aggregating multiple performance measures, such as by using average sales over 3 months instead of monthly sales, performance would be less susceptible to random shocks. This logic is essentially an implicit argument that aggregation would help reduce the effect of test–retest unreliability. Such aggregation, however, may end up ignoring actual performance changes. Perhaps more importantly, the aggregation of data causes the loss of potentially valuable information. Indeed, when considering individual task performance over time, changes in performance from one time period to the next have been shown to be related to employee turnover (Harrison et al., 1996; Sturman & Trevor, 2001). It may therefore be inappropriate to inflate the temporal consistency of performance data with such aggregations.

Evidence for a Temporally Stable Component of Job Performance

Although our review suggests that measures of performance will be unequal over time because of a lack of performance stability and test–retest reliability, there is also evidence that some aspects of job performance are stable over time. This is not to say that performance will not change over time; rather, we argue that because of the nature of how individual characteristics affect performance, some variance in individual performance remains consistent. In other words, because of the stability of certain performance-causing attributes, we predict there will always be some positive relationship between true performance scores over any given time period.

Building on Ackerman’s skill acquisition model, Murphy (1989) hypothesized that the relationship between cognitive ability and job performance decreases with job experience, but he did not suggest that the relationship reached zero. Rather, he predicted that there are aspects of jobs that change over time, and thus, there always remains a need to learn new behaviors or adapt to new circumstances. Consequently, Murphy suggested that cognitive ability will continue to play a role in the prediction of job performance over time.

This theory is indirectly supported by the following combination of evidence: (a) Cognitive ability remains relatively stable over the period that most people are in the workforce (e.g., Bayley, 1955; Jensen, 1980; Judge, Higgins, Thoresen, & Barrick, 1999), and (b) performance is often well predicted by cognitive ability (Hunter & Hunter, 1984; Ree, Earles, & Teachout, 1994; Salgado, Anderson, Moscoso, Bertua, & Fruyt, 2003). This theory was directly supported by Farrell and McDaniel’s (2001) study. Specifically, they showed that, although the relationship between cognitive ability and performance declined with job experience, the relationship was still positive (i.e., a correlation of .20) at 10 years.
Other research provides indirect, but valuable, support of a stable component of job performance. One stream of research has examined the effects of personality—which is relatively stable over time (Costa & McCrae, 1988, 1992)—on individual job performance, with evidence that the Big Five personality characteristics are related to individual job performance (Barrick & Mount, 1991). Additionally, childhood ratings of personality characteristics were shown to relate to measures of career success measured in late adulthood (Judge et al., 1999). This personality research suggests that these traits maintain their relationship with job performance as they do over time with measures of career success; as such, a portion of individual job performance should be stable.

Summary

Job performance ratings change over time, with evidence indicating that this is attributable to a lack of stability and test–retest reliability. Because of the lack of test–retest reliability, we expect any correlation between job performance measures at different points of time to be less than one, but the nature of this relationship should be a function of time. The true stability of performance should be perfect (i.e., 1.0) when there is no time lag and then decrease as the time lag between performance measures increases. Yet, when we model temporal consistency over time, any lack of test–retest reliability decreases the magnitude of the observed relationships. Because of imperfect reliability (both internal consistency and test–retest reliability), the predicted temporal consistency levels should be less than one even when there is no time lag between measures. If we consider this relationship after correcting for the lack of internal consistency, then the remaining attenuation is attributable to the lack of test–retest reliability. In other words, when plotting the relationship between temporal consistency and time (after this relationship is corrected for attenuation due to a lack of internal consistency of the measure), the intercept of the relationship (i.e., extrapolating the relationship to the point in which there is no time lag) should represent the level of test–retest reliability. Thus, we predict that the relationship between performance scores across time will have a positive intercept that is less than one and will have a curved form that decreases as the time between performance measures increases because of a lack of performance stability, but the curve will not ultimately reach zero because of the expected stable component of performance. Translating this prediction into specific, falsifiable hypotheses, we expect the following:

**Hypothesis 1a:** The predicted temporal consistency between measures of individual job performance with a hypothetical time lag of zero will be less than one.
Hypothesis 1b: As the time lag between performance measures increases, the relationship between performance measures will decline.

Hypothesis 1c: As the time lag between performance measures increases, the relationship between performance measures will approach a value greater than zero.

Moderating Influences on Performance Stability

So far, our discussion has focused on the extent to which measures of overall performance exhibit dynamic and static characteristics without deference to the type of performance measure or job characteristics. However, past research has shown that sample and measurement characteristics also affect relationships with job performance (e.g., Jackson & Schuler, 1985; Sturman, 2003; Tubre & Collins, 2000). We thus turn to examining characteristics that may moderate the relationships set forth in the first hypothesis.

Performance Measurement

Studies that have examined performance ratings over time have used two different types of performance measurement: supervisory evaluations (e.g., Harris, Gilbreath, & Sunday, 1998; McEvoy & Beatty, 1989) and objective measures of employee productivity (e.g., Henry & Hulin, 1987; Ployhart & Hakel, 1998; Sturman & Trevor, 2001). Recent research has shown that supervisory evaluations capture such performance dimensions as task performance, organizational citizenship behaviors, and counterproductive behaviors (Conway, 1999; Motowidlo & Van Scotter, 1994; Rotundo & Sackett, 2002; Van Scotter, Motowidlo, & Cross, 2000). Although it is tenuous to consider supervisory ratings as equivalent to a true measure of some overarching performance construct (Scullen, Mount, & Goff, 2000), Viswesvaran, Schmidt, and Ones (2005) show that performance ratings are largely reflective of an underlying general factor. Regardless, it is undeniable that supervisory performance ratings play an important role in human resource decision making and research.

A common criticism of researchers using supervisory performance ratings is that they are subject to unreliability and bias (Bommer et al., 1995; Campbell, 1990; Feldman, 1981). Many researchers, and particularly for dynamic performance research, have therefore used objective measures of job performance. Although objective job performance measures do capture obviously important outcomes from an organization’s point of view, research has demonstrated that objective (e.g., sales) and subjective (e.g., supervisory rating) measures of job performance are not interchangeable (Bommer et al., 1995; Heneman, 1986). Objective and subjective indicators of performance differ by how, versus what or why, performance is measured (Muckler & Seven, 1992).
Subjective measures of performance are affected by the process of performance measurement (Bommer et al., 1995). Furthermore, subjective measures of overall performance ratings are influenced by the different performance dimensions evaluated by the supervisor (Rotundo & Sackett, 2002). The construct validity of a subjective performance measure is therefore threatened by the decision processes of the rater making the evaluation—such as from bias, contamination, scale unit bias, different weighting schemes or perceived relative importance of various performance dimensions, and criterion distortion (Heneman, 1986)—and perhaps the behaviors of the individual being evaluated, such as from impression management or attempts to influence the evaluator. Consequently, objective measures of performance are believed to have higher reliability at a given point of time.

Yet, the reliability advantage associated with objective performance scores at a given point in time does not necessarily translate to similarly higher test–retest reliability. There are a number of potential reasons for us to hypothesize this effect. First, as illustrated by Figure 1, a lack of item-specific error does not mean there will be a lack of transient error. Even though temporal consistency will be attenuated by a lack of internal consistency, there is no added benefit for researchers to use objective performance measures in reference to minimizing transient error.

Second, objective scores, by their very nature, do not account for circumstances outside of the individual’s control that may affect performance ratings. Objective measures of performance focus on outcomes or results of behavior, not behaviors themselves (Cascio, 1998). Although there is expected overlap between outcomes and behaviors, objective measures of performance also capture the effects of factors outside of employees’ control that have an impact on performance results (Cascio, 1998). For example, economic conditions vary over time, and sales performance has been shown to vary extensively (Barrett et al., 1985). Objective measures of task performance ignore the opportunity factors that may influence the temporal consistency of performance over time, whereas subjective measures of performance provide a means for a rater to consider factors outside of the employee’s control when evaluating performance. Thus, supervisory ratings of performance may actually yield less transient error than objective ratings.

Third, some of the individual decision-making cognitive biases that lead to lower inter- and intrarater reliability may actually lead to greater test–retest reliability. For example, a confirmatory bias may increase the apparent stability of performance ratings across time. The reason for this is that individuals often seek confirmatory evidence and exclude disconfirming information in the decision-making process (Kahneman, Slovic, & Tversky, 1982). Having given a certain evaluation at Time 1, managers may seek information that confirms that rating and thus give similar ratings at Time 2. It is
also possible that managers may suffer from the anchoring and adjustment bias (Bazerman, 1998). That is, managers may use past evaluations as a starting point when making future evaluations and may make future ratings by adjusting from this initial value. The problem with this decision process is that adjustments from the starting value often prove to be inadequate, resulting in final assessments that are inappropriately close to the anchor (Tversky & Kahneman, 1973).

To summarize, many of the factors that lead to lower intrarater reliability when considering performance measurement cross-sectionally may actually enhance the temporal consistency of performance ratings. This includes factors that arguably increase the accuracy of performance evaluations (i.e., by considering contextual factors when evaluating performance) and those that decrease the accuracy (e.g., heuristics, biases, and prejudices). Both the benefits of supervisory ratings (i.e., the greater validity due to considering more dimensions of performance) and the negatives associated with supervisory ratings (i.e., the potential biases and heuristics) would cause subjective measures to have less transient error. This would cause subjective ratings of performance to be more consistent over time and, more specifically, to have greater test–retest reliability. Thus, we hypothesize the following:

**Hypothesis 2:** The test–retest reliability of individual performance measures will be greater with subjective job performance measures than with objective job performance measures.

Performance evaluations are the assessment of either the behaviors or results. We do not expect the method of performance evaluations to affect the way employees change over time. Thus, we do not expect any relationship between measurement type and performance stability.

**Job Complexity**

Performance research has shown that occupational group characteristics, and more specifically job characteristics, influence relationships with job performance (e.g., Schmitt, Gooding, Noe, & Kirsch, 1984; Sturman, 2003; Tubre & Collins, 2000). Ackerman’s (1987, 1988) skill acquisition model and Murphy’s (1989) model of performance both suggested that job complexity plays a role in the nature of job performance over time. Furthermore, research has shown that job complexity moderates a number of relationships with job performance (e.g., Farrell & McDaniel, 2001; Gutenberg, Arvey, Osburn, & Jeanneret, 1983; Keil & Cortina, 2001; McDaniel et al., 1988; Sturman, 2003).

As predicted by Ackerman’s and Murphy’s models, greater complexity necessitates the use of cognitive ability over time to adjust to changing tasks and to learn new skills. One could argue that more complex jobs will have greater stability because cognitive ability remains relatively stable over time, the
A component of performance that is predicted by cognitive ability should be larger in more complex jobs, and cognitive ability is a good predictor of job performance (e.g., Hunter & Hunter, 1984; Salgado et al., 2003). However, by their very nature, more complex jobs lead to changing job requirements and changing predictors of job performance (i.e., more like the changing tasks model; see Alvares & Hulin, 1972, 1973). This greater complexity will reduce the stability of job performance over time. Furthermore, more complex jobs by their very nature will make the assessment of performance more difficult. The greater complexity of the job should actually increase the amount of transient error at any point in time. In Hypotheses 3 and 4, we predict that the curve posited in Hypothesis 1 will be lower in more complex jobs. More specifically, we predict the following:

**Hypothesis 3:** The test–retest reliability of individual job performance will be lower in more complex jobs.

**Hypothesis 4:** The stability of individual job performance will be lower in more complex jobs.

**Method**

The intent of this article is to estimate and partial out the sources causing a lack of temporal consistency in job performance ratings: a lack of stability and imperfect test–retest reliability. To make this assessment, we have a number of specific methodological requirements. Ultimately, this led us to use a random-effects meta-analysis to test our hypotheses. The reason for this choice is based on the following three requirements.

First, we wanted to differentiate between stability and test–retest reliability; thus, we needed to have data from at least three data-collection periods (Heise, 1969). By assuming that the variance of contextual error was constant across time periods (Green, 2003; Heise, 1969), the use of multiple observations was necessary to estimate the two unknown variables in which we were interested. Second, we wanted to test the moderating effects of performance measurement and job complexity on the stability and test–retest reliability of job performance. To gather sufficient data that (a) had correlations from at least three data periods and (b) represented samples of varying levels of job complexity that used both subjective and objective measures of performance, we chose to quantitatively review the existing literature. Third, given these two requirements, the meta-analytic technique needed to account for error that came from both within and across studies. That is, because there were several correlations for a given sample, the potential existed for correlated sampling errors. Given our needs (a) to account for the correlated errors that may exist because of multiple correlations being obtained from the same sample, (b) to model covariates, and (c) to select a meta-analytic
technique that fits with the methodological requirements of the research question being investigated (Hedges & Vevea, 1998; Overton, 1998), we used a random-effects metaanalysis (e.g., Bryk & Raudenbush, 1992; Erez, Bloom, & Wells, 1996; Snijders & Bosker, 1999).

Defining Our Analytic Model

The intent of our methodology was to model the relationship between performance measures over time. Consistent with random-effects metaanalysis, the dependent variable at the first (most micro) level of analysis was based on the correlation of individual performance scores from the original studies. This Level-1 model was the same for all the models described below:

\[ r_{ij} = p_{ij} + e_{ij} \]

The observed correlation \( r_{ij} \) (correlation of study \( j \)) is equal to the true correlation \( p_{ij} \) plus sampling error \( e_{ij} \), which has a mean of zero and whose variance equals \( \sigma^2 \). A requirement of random-effects meta-analysis is that the variance of the error at this first level of analysis be known (Bryk & Raudenbush, 1992). The variance of the correlation can be estimated with formulae designed to estimate the variation of raw correlations, correlations corrected for statistical artifacts (i.e., unreliability, range restriction; see Raju & Brand, 2003; Raju, Burke, Normand, & Langlois, 1991), or transformed correlations (i.e., Fisher, 1932; Mendoza, 1993).

The second level of the model allowed us to predict the true relationship estimated at Level 1 \( p_{ij} \). We began our analyses with a base case, both to serve as a null hypothesis and to provide a source of comparison to evaluate the amount of variance explained in our subsequent models. This null model, labeled Model 1, included no covariates to the relationship between performance scores over time. In this model, performance was assumed not to change, and thus, the lack of consistency in performance measures was a function of test–retest reliability:

\[ p_{ij} = \beta_{0j} + n_{ij} \]

The error at this second level of analysis is represented by \( n \), which has a mean of 0 and a variance of \( \tau^2 \). Because of potentially correlated error terms (with multiple correlations from the same sample), we modeled \( B_{0j} \) as a random effect:

\[ \beta_{0j} = \delta_{0j} + \epsilon_j \]

The test–retest reliability is represented by \( \delta_{0j} \), has a mean of 0 and a variance of \( \tau^2 \).
Our subsequent models challenged the null hypothesis and provided tests of our hypotheses. In both of our hypothesized models (below), the Level-1 and Level-3 formulae were the same, and test–retest reliability was captured by $\delta_0$; the second-level formulae, though, is different.

As predicted by Hypothesis 1, there should be some level of test–retest unreliability (Hypothesis 1a), $p_{ij}$ should decrease with time (Hypothesis 1b), but the decrease should be nonlinear so that it does not directly approach zero (Hypothesis 1c). We thus provided an initial test of Hypothesis 1 through the following Level-2 model:

$$p_{ij} = \beta_{0j} + (\beta_1 \times Time_{ij}) + (\beta_2 \times Time_{ij}^2) + n_{ij} \text{ (Model 2)}$$

In our subsequent hypotheses, we predicted that job complexity and measurement type would affect the level of temporal consistency. In Hypotheses 2 and 3, we predicted that measurement type and complexity would affect the level of test–retest reliability ($\delta_0$). These hypotheses thus suggest the inclusion of main effects for these two variables. In Hypothesis 4, we predicted that job complexity would moderate stability and thus the effect of time in Model 2. We tested this by examining the interaction of complexity and time. Model 3 is as follows:

$$p_{ij} = \beta_{0j} + (\beta_1 \times Time_{ij}) + (\beta_2 \times Time_{ij}^2) + (\beta_3 \times Measurement\ Type_{ij}) + (\beta_4 \times Complexity_{ij})$$
$$+ [\beta_5 \times (Time_{ij} \times Complexity_{ij})] + [\beta_6 \times (Time_{ij}^2 \times Complexity_{ij})] + n_{ij} \text{ (Model 3)}$$

Model 3 represents our full model for the consistency of job performance over time. From this model, test–retest reliability was approximated by the sum of the Level-3 intercept and the Level-2 main effects ($\delta_0 + \beta_3 \times Measurement\ Type + \beta_4 \times Complexity$). The (lack of) stability of job performance is revealed by the Level-2 parameters associated with time.

Literature Search and Study Characteristics

A search was conducted for articles in which researchers studied individual performance over three or more time periods. We did not include studies that used athletes (i.e., Henry & Hulin, 1987; Hofmann et al., 1992) or student grades, as the type of performance from these samples are less generalizable to more common forms of employment. The search involved four different strategies. First, articles that reviewed literature on dynamic performance were used as a source of potential studies (Barrett et al., 1985; Hulin, Henry, & Noon, 1990; Rambo et al., 1983). Second, a manual search was conducted of the following management and marketing journals: *Journal of Applied Psychology, Academy of Management Journal, Administrative Science Quarterly, Personnel Psychology, Organizational Behavior and Human Decision Processes, Journal of Management, Human Resource Management, Human Relations, Journal of Marketing,* and *Journal of the Academy of Marketing Science.*
This search was from 1980 to 2003. Third, a computer search was conducted with ABI/INFORM, which contains abstracts–articles for business and psychological research. Fourth, unpublished articles (or other articles not revealed through our prior search) were requested through Human Resource Division Net and Research Methods Net, both electronic mailing lists associated with their respective divisions of the Academy of Management Association.

From all the above sources, a total of 22 articles were obtained. A summary of the sample and characteristics of each of the studies is provided in Table 1. From each study, the following variables were included in the meta-analysis: sample size for each time interval, correlations for performance at each time interval, time interval between performance measures (in years), type of performance measure used within each study (i.e., objective or subjective), and job complexity. Measurement type was coded as 1 if the study used objective measures of performance; otherwise, it was set equal to 0 (for supervisory ratings).

For each sample, the job being investigated was recorded, and a measure of job complexity was estimated. Similar to previous studies (Farrell & McDaniel, 2001; Sturman, 2003), we used Hunter’s (1983) complexity scale, which is based on the Data and Things dimension of the Dictionary of Occupational Titles (DOT; U.S. Department of Labor, 1991). Gandy (1986) questioned the reliability of the Things dimension reported in the DOT; therefore, we replicated the measurement method and the practice of using only the Data dimension used in previous studies (e.g., Farrell & McDaniel, 2001; Sturman, 2003). The Data scale ranges from 0 (high complexity) to 6 (low complexity); we reverse coded it (and added 1) so that 7 represented high complexity and 1 represented low complexity. We did this to facilitate the interpretation of our results so that higher values would represent higher complexity. To further enhance the interpretability of our analyses, we centered complexity on the basis of its grand mean (raw score $M = 4.19; SD = 2.11$). Therefore, the interpretation of our intercept was based on the idea of a job with average complexity, rather than a job with theoretically no complexity (which does not exist, as our minimum score is 1).

We also examined the situations described in each of the 22 studies. For most studies ($k = 17$), there were no particularly noteworthy events that occurred during the span of the study. That is, the studies were focused on researching individuals over time, and no mention was made of any intervention (or event) that would suggest a major disruption to performance. However, there were some exceptions ($k = 5$). For example, Griffin (1991) examined the effects of work redesign. In this study, data were purposely collected before and after the redesign occurred. Harrison et al. (1996) examined employee performance when employees’ pay system changed from a flat amount and commission (during their first 2 months of service) to a purely commission-based system. In Tziner, Ronen, and Hacohen’s (1993)
study, the researchers conducted the study after an assessment center was set up to evaluate, develop, and promote employees to upper management levels. Finally, Warr and Bunce (1995) collected data prior to and after a 4-month, self-paced, open-training program. We point these studies out to provide a complete picture of our metaanalysis. Our investigations, though, suggest that the relationships across performance scores in these studies were not significantly different from the relationships found in the rest of our sample. There were no significant differences for this set of studies compared with the others with regard to the measurement type, job complexity, length of time examined in the longitudinal study, sample size, or mean correlation (corrected or uncorrected). We also examined residual scores of these five studies and compared them with the distribution of residuals from the 17 other studies but found no significant differences. We argue that the changes examined in these five studies (i.e., training, work redesign, pay system changes) are all types of changes that frequently occur over time as the natural course of work, and thus we did not expect these five studies to be notably different. Nonetheless, it is important to point out these situations so that readers can draw their own conclusion on the validity and generalizability of our results.

Table 1
Individual Performance Studies Included in the Meta-Analyses

<table>
<thead>
<tr>
<th>Citation</th>
<th>No. of correlations</th>
<th>$M$ (n)</th>
<th>Minimum time</th>
<th>Maximum time</th>
<th>Objective-subjective</th>
<th>Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Akins and Naumann (2001)</td>
<td>15</td>
<td>214</td>
<td>1</td>
<td>5</td>
<td>Objective</td>
<td>Telephone sales agents</td>
</tr>
<tr>
<td>Bass (1962)</td>
<td>6</td>
<td>99</td>
<td>12</td>
<td>42</td>
<td>Subjective</td>
<td>Food salesmen</td>
</tr>
<tr>
<td>Breault (1981)</td>
<td>6</td>
<td>101</td>
<td>12</td>
<td>36</td>
<td>Subjective</td>
<td>Research scientists</td>
</tr>
<tr>
<td>Deadrick and Madigan (1990)</td>
<td>15</td>
<td>413</td>
<td>1</td>
<td>5</td>
<td>Objective</td>
<td>Sewing machine operators</td>
</tr>
<tr>
<td>Griffin (1991)</td>
<td>6</td>
<td>545</td>
<td>6</td>
<td>48</td>
<td>Subjective</td>
<td>Bank tellers</td>
</tr>
<tr>
<td>Hanges et al. (1990)</td>
<td>78</td>
<td>79</td>
<td>6</td>
<td>72</td>
<td>Subjective</td>
<td>Faculty (teaching)</td>
</tr>
<tr>
<td>Harris et al. (1999)</td>
<td>3</td>
<td>218</td>
<td>12</td>
<td>24</td>
<td>Subjective</td>
<td>Government contract workers</td>
</tr>
<tr>
<td>Harrison et al. (1996)</td>
<td>11</td>
<td>154</td>
<td>1</td>
<td>11</td>
<td>Objective</td>
<td>Sales representatives</td>
</tr>
<tr>
<td>Hoffman et al. (1991)</td>
<td>3</td>
<td>62</td>
<td>12</td>
<td>24</td>
<td>Objective</td>
<td>Service jobs in utility company</td>
</tr>
<tr>
<td>Hofmann et al. (1993)</td>
<td>66</td>
<td>319</td>
<td>3</td>
<td>23</td>
<td>Objective</td>
<td>Insurance sales personnel</td>
</tr>
<tr>
<td>McEvoy and Beatty (1989)</td>
<td>3</td>
<td>64</td>
<td>12</td>
<td>24</td>
<td>Objective</td>
<td>Managers</td>
</tr>
<tr>
<td>Mitchell (1975)</td>
<td>3</td>
<td>128</td>
<td>36</td>
<td>60</td>
<td>Objective</td>
<td>Managers</td>
</tr>
<tr>
<td>Ployhart and Hake (1998)</td>
<td>28</td>
<td>303</td>
<td>3</td>
<td>21</td>
<td>Objective</td>
<td>Securities brokers</td>
</tr>
<tr>
<td>Ravlin et al. (1994)</td>
<td>3</td>
<td>167</td>
<td>12</td>
<td>36</td>
<td>Subjective</td>
<td>Production workers</td>
</tr>
<tr>
<td>Reilly et al. (1996)</td>
<td>6</td>
<td>92</td>
<td>6</td>
<td>30</td>
<td>Subjective</td>
<td>Managers</td>
</tr>
<tr>
<td>Rothe (1947)</td>
<td>3</td>
<td>130</td>
<td>0.5</td>
<td>1</td>
<td>Objective</td>
<td>Machine workers</td>
</tr>
<tr>
<td>Rothe (1970)</td>
<td>11</td>
<td>22</td>
<td>0.25</td>
<td>2.75</td>
<td>Objective</td>
<td>Welders</td>
</tr>
<tr>
<td>Russell (2001)</td>
<td>3</td>
<td>98</td>
<td>12</td>
<td>36</td>
<td>Subjective</td>
<td>General managers</td>
</tr>
<tr>
<td>Steel and Van Scotter (2003)</td>
<td>3</td>
<td>86</td>
<td>6</td>
<td>14</td>
<td>Subjective</td>
<td>Printing press operators</td>
</tr>
<tr>
<td>Sturman and Trevor (2001)</td>
<td>28</td>
<td>724</td>
<td>1</td>
<td>7</td>
<td>Objective</td>
<td>Loan originators</td>
</tr>
<tr>
<td>Tsjerv et al. (1993)</td>
<td>6</td>
<td>274</td>
<td>12</td>
<td>36</td>
<td>Subjective</td>
<td>Managers</td>
</tr>
<tr>
<td>Warr and Bunce (1995)</td>
<td>3</td>
<td>106</td>
<td>3</td>
<td>7</td>
<td>Subjective</td>
<td>Junior managers</td>
</tr>
</tbody>
</table>

*Note.* Time is measured in months; however, to facilitate interpretation of our coefficients in our model, we represent time in years to perform our analyses. $M$ (n) is the mean sample size in each study.

Implementing the Meta-Analysis

The first step of implementing the meta-analysis was to decide whether or not to correct the observed correlations for statistical artifacts (i.e., intrarater reliability and range restriction). Although
some strongly argue for such corrections (e.g., Hunter & Schmidt, 1990; Schmidt & Hunter, 1996), there are important methodological considerations for our analyses. Most methods of random-effects meta-analysis described elsewhere (cf. Bryk & Raudenbush, 1992; Erez et al., 1996) transform the correlations with Fisher’s $r$-to-$Z$ transformation. This has the advantage of putting the correlations into a form that is more normally distributed and with a stable variance. Unfortunately, there is limited research on the use of Fisher’s $r$-to-$Z$ transformation after coefficients have been corrected for statistical artifacts. The only example we found was by Mendoza (1993), who showed that the computation for variance after a correlation has been corrected for range restriction is far more complex than the simple formula associated with the regular transformation. There is no research that has examined the effects of Fisher’s $r$-to-$Z$ transformation for correlations corrected for unreliability, or unreliability and range restriction.

Because random-effects meta-analysis requires that Level-1 variances be known, and with the lack of research on the correct method of estimating this variance after Fisher’s $r$-to-$Z$ transformation, we did not feel it would be appropriate to use the transformation on corrected coefficients. However, given that one of the main goals of our research was to provide an accurate estimate of the amount of unreliability and stability in job performance over time, we also felt it was critical that we yield as accurate an estimate of the true correlation as possible, and thus felt we needed to correct correlations for statistical artifacts whenever we could. Therefore, we decided to estimate Level-1 variances on the basis of the formulae that exist for estimating the variance of corrected correlation coefficients (see Raju & Brand, 2003; Raju et al., 1991).

Internal consistency ratings for supervisory evaluations were obtained from our set of studies whenever possible (internal consistencies ranged from .54 to .95; $M = .89, SD = .06$; 90% of values were greater than .86); however, two studies (Bass, 1962; Harris et al., 1998) did not include reliabilities for their subjective performance measures. We, therefore, used the estimate of average intrarater reliability ($\alpha = .86$) for the missing data from Viswesvaran et al.’s (1996) study. Note that we used the measure of intrarater reliability and not interrater reliability because the measures were of a single individual’s (supervisor’s) evaluation and not from a set of different judges’ ratings. No correction for unreliability was made for objective performance measures.

Additionally, a decision needed to be made whether to correct the correlations for range restriction. There is evidence that performance is related to turnover (e.g., Trevor, Gerhart, & Boudreau, 1997; Williams & Livingstone, 1994) and that turnover creates range restriction when considering performance longitudinally (Sturman & Trevor, 2001). Given our desire to estimate the true test–retest
reliability and stability of job performance, it would be desirable to correct the correlations for this effect. To make this correction, we would need information on (a) the relationship between performance and turnover and (b) the rate of turnover. Unfortunately, with the exception of Sturman and Trevor’s (2001) study, none of the studies provided any information on this performance–turnover relationship; furthermore, only a few of the studies provided data on the number of employees in each time period (most of the studies simply used list-wise deletion and reported only the final sample size). Thus, it would be very difficult to provide any accurate estimate of range restriction. Furthermore, as shown by Trevor et al. (1997), the relationship between performance and turnover is nonlinear and moderated by the strength of the link between pay and performance. Again, very few of our studies provided any information on the nature of the studies’ compensation systems. To further compound our difficulties, we were unaware of any methodological research that describes how to correct range restriction (a) when there is double range restriction, (b) when the restriction is based on an unmeasured third variable, and (c) when the relationship between our predictor and the third variable is nonlinear. Thus, we did not correct for range restriction because we did not have confidence that any estimate we produced would necessarily be accurate. We discuss this limitation in the conclusion of our study.

With the correlation coefficients corrected for unreliability and their variances computed, we proceeded with the performance of our metaanalysis. As noted above, because our analytic strategy required several correlations from each sample, our meta-analytic method needed to account for the possibility that there existed correlated sampling errors within each study. Using Model 2 to illustrate, we fit the following model:

\[
\text{(Level 1) } r_{ij} = p_{ij} + e_{ij} \quad e \rightarrow N(0, \sigma^2) \\
\text{(Level 2) } p_{ij} = \beta_{0j} + (\beta_1 \times \text{Time}_{ij}) + (\beta_2 \times (\text{Time}_{ij})^2) + n_j \quad n \rightarrow N(0, \tau^2) \\
\text{(Level 3) } \beta_{0j} = \delta_0 + \varepsilon_j \quad \varepsilon \rightarrow N(0, \upsilon^2).
\]

The subscripts are used to represent correlation \(i\) of study \(j\). The error terms—\(e_i\), \(n_j\), and \(\varepsilon_j\)—are assumed to follow a normal distribution with a mean of 0 and with variances equal to \(\sigma^2\), \(\tau^2\), and \(\upsilon^2\), respectively. The formulae for Level 1 and Level 3 are the same for all three models; the Level-2 model is given by Models 1–3.

The specific methods for performing the meta-analysis are described in detail elsewhere (e.g., Bryk & Raudenbush, 1992; Erez et al., 1996). In brief, they entail researchers using maximum likelihood
estimation to approximate the $\beta$s, $\tau^2$, and $\nu^2$. Because of the nature of this data set, the statistical algorithm for implementing the meta-analysis was created for the purposes of this study. We used Visual Basic tied into an interface from Microsoft Excel. The program was verified by comparing meta-analyses without covariates with the results of HLM (4.0) output and by replicating the results reported in Erez et al.’s (1996) study. Although the user interface is primitive, the program is available from Michael C. Sturman on request.

Results

Table 2 presents the results of the tests from our series of models. As noted above, Model 1 is our null hypothesis and a useful starting point with which to make comparisons. This model is analogous to estimating a single correlation in more traditional meta-analyses. We also used this case to perform a test for homogeneity to determine whether our search for moderators was merited (Hedges & Olkin, 1985; Hunter & Schmidt, 1990). Indeed, this was strongly supported ($p < .0001$). Thus, we continued on to test Models 2 and 3.

Model 2 presents a test of our first hypothesis and supports our predictions. As expected, the estimate of test–retest reliability ($\delta_0$) was positive, fairly large, but less than 1.0. Its 95% confidence interval ranged from .53 to .61. The results also show that as the time lag between measures increased, the correlation between those measures decreased. This decrease, though, was nonlinear. The quadratic term for time was significant ($p < .05$) and its magnitude and direction indicated that the curve did not approach zero. Thus, Hypothesis 1 (i.e., Hypotheses 1a–1c) was supported. Additionally, Model 2 explained 18% of the Level-2 variance and, with a log-likelihood test, was significantly more predictive than Model 1 ($p < .0001$).

Model 3 presents the test of the full model. Here, we were interested in the estimate of test–retest reliability ($\delta_0 + \beta_3 \times \text{Measurement Type} + \beta_4 \times \text{Complexity}$) and the effects associated with time [$\beta_1 \times \text{Time} + \beta_2 \times \text{Time}^2 + \beta_5 \times (\text{Time} \times \text{Complexity}) + \beta_6 \times (\text{Time}^2 \times \text{Complexity})$]. This model’s results, shown in the right-most column of Table 2, support Hypotheses 2–4. Specifically, objective measures of performance were associated with lower test–retest reliability ($\beta_3 = -.22, p < .0001$), greater complexity was associated with lower test–retest reliability ($\beta_4 = -.03, p < .001$), and complexity moderated the relationships with time (both at $p < .01$). Again, the third model was significantly more predictive than the second model (log-likelihood test: $p < .0001$); similarly, the model explained 40% of the Level-2 variance in the correlation coefficients, compared with 18% in Model 2. Additionally, when we replicated our analyses without correcting for unreliability (available from
Michael C. Sturman on request) all the coefficients remained statistically significant; thus, our finding for lower test–retest reliability for objective performance measures is not attributable to our correction for a lack of internal consistency in the subjective measures.

To facilitate the interpretation of our results, we computed the expected test–retest reliability for different hypothetical groups, in addition to the temporal consistency and stability of performance scores for these groups at a number of different time lags. These results are reported in Table 3. The four groups were for the following conditions: (a) an objective measure, high-complexity (measured at one standard deviation above the mean of complexity ratings) group, (b) a subjective measure, high-complexity group, (c) an objective measure, low-complexity (measured at one standard deviation below the mean of complexity ratings) group, and (d) a subjective measure, low-complexity group. These estimates were derived from Model 3 of Table 2. The time lags were chosen as values of potential practical interest (0.50 years, 1 year, 2 years, and 3 years). To have stable estimates, we do not provide predicted values for any time lag exceeding the 90th percentile of time spans from the original set of studies (i.e., 36 months). The 95% confidence intervals are also reported for each of these estimates.

To compute the estimated performance stability, we used the test–retest reliability values reported at the top of Table 3 and corrected the original correlations for this amount of error (and recomputed the resultant variance). We then replicated our analyses (available from Michael C. Sturman on request) using Model 3. As we expected, the level of test–retest reliability for each group was near
1.0 (none differed significantly from 1.0), and the effect of measurement type was not significant. The other coefficients of Model 3 remained significant at $p < .01$. We used this model to estimate the level of stability at the same time lags as in the middle of Table 3, and we report the expected values and their 95% confidence intervals.

Table 3 illustrates the support of our hypotheses. Clearly, temporal consistency and stability decrease with greater time lags but do not reach values whose confidence intervals include zero. Table 3 also shows the magnitude of the effects associated with measurement type and complexity.

Discussion

Studying any phenomenon longitudinally is difficult because statistical analyses have “difficulty determining true changes from error” (Mitchell, 1997, p. 126). Our study facilitates the study of job performance over time by examining the causes of performance dynamism and thus allowing the differentiation of true changes (a lack of stability) from error (a lack of test–retest reliability). Our results show that it is impossible to estimate a single true stability of job performance, as this value is contingent on the time interval being conceptualized and job complexity. Nonetheless, the present study yields a model that can be used to estimate the level of temporal consistency, stability, and test–retest reliability for a wide variety of circumstances.

Ultimately, this study makes a number of contributions for a variety of literature streams. Most obviously, our intent was to contribute to the research on dynamic performance. Research on dynamic performance has evolved from studies simply showing the existence of dynamic criteria to research investigating the causes and consequences of job performance over time. An understanding of the nature of job performance over time is critical to allow such investigations to continue. Our study’s findings on the amount of job performance’s stability and test–retest reliability should help future researchers interpret and understand findings associated with performance changes over time.
Furthermore, our results provide support for Ackerman’s model, as applied to longitudinal investigations of performance. Although this model has been receiving empirical support lately (e.g., Farrell & McDaniel, 2001; Keil & Cortina, 2001), our study provides support for applying the model to employee job performance ratings over time. Additionally, our results provide support for Murphy’s application of Ackerman’s model to field settings. An important addition of our study, though, is that we provide evidence on the functional form of job performance over time. Our finding that there is a stable component of job performance is an important confirmation of Murphy’s hypothesis that certain characteristics (e.g., cognitive ability) will continue to play an important role when predicting job performance. However, the predictive ability of prior job performance ratings is still higher than the predictive power of cognitive ability ratings, even over time. This suggests that there are other characteristics that explain some of this stable performance component. Perhaps, in addition to cognitive ability, this includes the personality characteristics studied by Judge et al. (1999). There may certainly be other job or individual characteristics that may prove useful for predicting performance over time. More research is needed to help understand the causes of performance and consideration needs to be given to the implications of these factors in a longitudinal context.

<table>
<thead>
<tr>
<th>Temporal characteristic</th>
<th>Subjective measure; low complexity</th>
<th>Subjective measure; high complexity</th>
<th>Objective measure; low complexity</th>
<th>Objective measure; high complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test–retest reliability</td>
<td>0.83</td>
<td>0.72</td>
<td>0.61</td>
<td>0.50</td>
</tr>
<tr>
<td>95% CI</td>
<td>0.77–0.90</td>
<td>0.65–0.79</td>
<td>0.57–0.65</td>
<td>0.44–0.56</td>
</tr>
<tr>
<td>Temporal consistency</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>At 0.50 year</td>
<td>0.69</td>
<td>0.65</td>
<td>0.47</td>
<td>0.43</td>
</tr>
<tr>
<td>95% CI</td>
<td>0.64–0.74</td>
<td>0.60–0.70</td>
<td>0.44–0.50</td>
<td>0.39–0.47</td>
</tr>
<tr>
<td>At 1 year</td>
<td>0.58</td>
<td>0.59</td>
<td>0.36</td>
<td>0.37</td>
</tr>
<tr>
<td>95% CI</td>
<td>0.52–0.63</td>
<td>0.55–0.62</td>
<td>0.31–0.40</td>
<td>0.33–0.40</td>
</tr>
<tr>
<td>At 2 years</td>
<td>0.44</td>
<td>0.47</td>
<td>0.22</td>
<td>0.25</td>
</tr>
<tr>
<td>95% CI</td>
<td>0.39–0.48</td>
<td>0.44–0.49</td>
<td>0.17–0.26</td>
<td>0.20–0.29</td>
</tr>
<tr>
<td>At 3 years</td>
<td>0.42</td>
<td>0.36</td>
<td>0.20</td>
<td>0.14</td>
</tr>
<tr>
<td>95% CI</td>
<td>0.37–0.47</td>
<td>0.33–0.39</td>
<td>0.17–0.23</td>
<td>0.10–0.18</td>
</tr>
<tr>
<td>Stability</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>At 0.50 year</td>
<td>0.88</td>
<td>0.96</td>
<td>0.85</td>
<td>0.93</td>
</tr>
<tr>
<td>95% CI</td>
<td>0.79–0.97</td>
<td>0.87–1.00</td>
<td>0.80–0.90</td>
<td>0.86–1.00</td>
</tr>
<tr>
<td>At 1 year</td>
<td>0.70</td>
<td>0.85</td>
<td>0.67</td>
<td>0.82</td>
</tr>
<tr>
<td>95% CI</td>
<td>0.60–0.80</td>
<td>0.79–0.91</td>
<td>0.59–0.75</td>
<td>0.76–0.88</td>
</tr>
<tr>
<td>At 2 years</td>
<td>0.89</td>
<td>0.65</td>
<td>0.46</td>
<td>0.62</td>
</tr>
<tr>
<td>95% CI</td>
<td>0.41–0.57</td>
<td>0.61–0.70</td>
<td>0.38–0.53</td>
<td>0.55–0.70</td>
</tr>
<tr>
<td>At 3 years</td>
<td>0.48</td>
<td>0.40</td>
<td>0.44</td>
<td>0.46</td>
</tr>
<tr>
<td>95% CI</td>
<td>0.40–0.56</td>
<td>0.45–0.53</td>
<td>0.39–0.50</td>
<td>0.39–0.53</td>
</tr>
</tbody>
</table>

Note. The estimates of test–retest reliability are based on the results reported in Table 2 (Model 3) with a hypothetical time lag of zero. Temporal consistency is the expected correlation observed at the specified time lag, again based on the result of Model 3 in Table 2. Stability is computed on the basis of additional analyses (available upon request), in which the correlations were corrected for the level of unreliability reported in the top portion of the table. CI = confidence interval.
Beyond our contribution to the domain of dynamic performance, this study also yields findings that can inform a number of other content domains. By providing an estimate of test–retest reliability, this study contributes to the growing literature aimed at understanding the construct of performance. With information now available on the magnitude of different types of job performance reliability (i.e., intrarater reliability, interrater reliability, and test–retest reliability), the use of such estimates (particularly if the intent is to correct an estimate for attenuation) should depend on the needs of the researcher or practitioner, the nature of the question being asked, and the characteristics of the data. Viswesvaran et al. (1996) noted that if one needs an answer to the question “Would the same ratings be obtained if a different but equally knowledgeable judge rated the same employees?” (p. 565), then interrater reliability is the appropriate estimate for making corrections for criterion unreliability in validation research. This is consistent with generalizability theory, which argues that there is not one value representing the reliability of a construct but different sources of error variance whose importance depends on the nature of the generalization being made (Murphy & De Shon, 2000). For longitudinal research involving performance, and particularly for research examining the extent to which performance over time can be predicted, being able to partial out attenuation due to a lack of test–retest reliability may be most relevant.

Ultimately, this stream of research will contribute to the wide range of studies that consider any number of the relationships associated with job performance. Support for our hypothesis that objective measures of performance are less reliable over time is counter to the notion that objective measures have some inherent advantage in research. Our rationale for the greater test–retest reliability of subjective measures, however, draws attention to the idea that high reliability, when assessed only through a single measure, does not necessarily connote a complete lack of error variance.

For practice, these results provide a means to estimate the predictability of performance. Although it is widely accepted that past performance is the best predictor of future performance, actual validity data, let alone meta-analytic results, have been lacking. It is no surprise that such a correlation, say over a 1-year time lag, would be statistically significant; however, it is often valuable to have a precise estimate of the validity of such a predictive process, such as to help inform the evaluation of internal selection systems. Using our results and correcting for test–retest unreliability, researchers can make estimates of the correlation between performance scores over various time lags. The results in Table 3 show these values at a variety of hypothetical time lags. The difference between the uncorrected correlations and the predicted values demonstrates the significance of our findings and
their importance for those interested in making longitudinal predictions of performance, be it for theoretical or practical reasons.

Our results can also help inform practitioners making decisions on the type of performance data to collect. For example, we feel our findings suggest that objective measures of performance may not be very useful in highly complex jobs because of the lack of test–retest reliability in this context. Although it is not our intent to recommend a minimum cutoff for test–retest reliability, our study does provide estimates on the level of test–retest reliability that can help describe the quality of performance measures. This information will allow practitioners and researchers to interpret and use performance data more appropriately. More holistically, our results suggest that performance measures should be chosen carefully, as there are notable consequences—in terms of what exactly is measured and how much error is associated with that measurement—that accompany such choices.

The conclusions from our results, though, must be tempered by a number of limitations. Most notably, our estimate of test–retest reliability is based on synthesizing a number of studies and methodologically partialing out variance attributable to different covariates. The difficulty with this approach is that we have no direct control over the circumstances. A more structured approach to assessing test–retest reliability would be to perform a well-controlled study in which performance stability could be assessed more directly. Of course, this is also problematic in that such experiments often lose the generalizability associated with field studies. Nonetheless, it should be noted that our methodology was developed in part to assess the test–retest reliability in previous studies.

Another limitation of our study involves our dependence on the extent of available data. Because of limitations in the type and amount of information provided in each study and the present state of the art in methods, we could not correct the correlations for range restriction. Because range restriction would attenuate the observed correlations, our estimate of test–retest reliability may overstate the actual amount of error attributed to this specific methodological artifact. Sturman and Trevor (2001) showed that turnover causes range restriction when examining job performance over time; it would be valuable for future researchers to investigate how range restriction specifically influences the stability and temporal consistency of job performance ratings. Ideally, this will lead to research that prescribes how to correct for such attenuation. We wish to note, though, that although the amount of error represented by δ₀ may overestimate the amount of test–retest reliability, it still is an accurate estimate of the amount of measurement error attributable to methodological artifacts. That is, both range restriction and unreliability would lower the estimated intercept. Our correction for this factor is thus an appropriate estimate of attenuation, and thus we have confidence on the
appropriateness of our estimates of stability and our estimate of unreliability at least as a measure of overall measurement error. Nonetheless, it would be valuable to know exactly how much of this attenuation is attributable to test–retest unreliability versus range restriction.

It would also be valuable for future researchers to consider the potential moderating effects of additional job characteristics. Like many other studies, we focused exclusively on job complexity; however, it is likely that considering additional job characteristics could help explain the level of performance stability. Our study is also limited in that we compared different methods of performance evaluation but did not consider the multidimensional nature of job performance. We purposely chose to focus our study on the moderating effects of measurement. Although our results are informative for research on dynamic performance, performance prediction, and performance assessment, our study makes little contribution to an understanding of the construct domain captured by performance measures. When understanding the nature of job performance, it would be valuable for future researchers to consider the longitudinal nature of the various dimensions of performance—task performance, citizenship performance, counterproductive performance (Rotundo & Sackett, 2002)—individually. To date, there has been very little longitudinal research on organizational citizenship behaviors. Given the attention that dynamic performance has received historically, and the recognition of citizenship behaviors as a critical dimension of job performance, more longitudinal research in this area is critical.

In sum, this study goes beyond simply supporting the idea that performance is dynamic to (a) make a point to differentiate between three key concepts: temporal consistency, stability, and test–retest reliability; (b) predict moderators to these relationships; and (c) provide estimates of these effects. The findings from this study contribute to the literature on dynamic performance and provide more insight into the nature of individual job performance ratings.
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