
TOWARDS UNDERSTANDING PERSUASION IN
COMPUTATIONAL ARGUMENTATION

A Dissertation

Presented to the Faculty of the Graduate School

of Cornell University

in Partial Fulfillment of the Requirements for the Degree of

Doctor of Philosophy

by

Esin Durmus

May 2021



© 2021 Esin Durmus

ALL RIGHTS RESERVED



TOWARDS UNDERSTANDING PERSUASION IN COMPUTATIONAL

ARGUMENTATION

Esin Durmus, Ph.D.

Cornell University 2021

Opinion formation and persuasion in argumentation are affected by three major

factors: the argument itself, the source of the argument, and the properties of

the audience. Understanding the role of each and the interplay between them is

crucial for obtaining insights regarding argument interpretation and generation.

It is particularly important for building effective argument generation systems

that can take both the discourse and the audience characteristics into account.

Having such personalized argument generation systems would be helpful to

expose individuals to different viewpoints and help them make a more fair and

informed decision on an issue.

Even though studies in Social Sciences and Psychology have shown that

source and audience effects are essential components of the persuasion process,

most research in computational persuasion has focused solely on understand-

ing the characteristics of persuasive language. In this thesis, we make several

contributions to understand the relative effect of the source, audience, and lan-

guage in computational persuasion. We first introduce a large-scale dataset with

extensive user information to study these factors’ effects simultaneously. Then,

we propose models to understand the role of the audience’s prior beliefs on

their perception of arguments. We also investigate the role of social interactions

and engagement in understanding users’ success in online debating over time.

We find that the users’ prior beliefs and social interactions play an essential role



in predicting their success in persuasion. Finally, we explore the importance

of incorporating contextual information to predict argument impact and show

improvements compared to encoding only the text of the arguments.
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CHAPTER 1

INTRODUCTION

1.1 Background

Argumentation is a discussion in which reasons are provided for and against

some proposition or proposal (Toulmin, 1958). It is a crucial activity in decision-

making since it encourages critical thinking and motivates people to make fair

and informed decisions. The emergence of social media and online argumen-

tation platforms has made it easier for people to express their opinions and de-

bate with other individuals on controversial topics. The reliance on social media

and online argumentation platforms as key venues for opinionated discussions

(Shearer and Matsa, 2020) has motivated increased research in computational

argumentation. One area of focus in computational argumentation has been to

explore techniques to automatically analyze the characteristics of arguments,

such as their persuasiveness (Habernal and Gurevych, 2016a; Hidey et al., 2017;

Tan et al., 2016; Wachsmuth et al., 2017b). Furthermore, researchers have started

building systems to automatically generate arguments to present people with

diverse viewpoints in order to help them make more informed decisions (Hidey

and McKeown, 2019; Hua et al., 2019; Hua and Wang, 2018; Wang and Ling,

2016).

This thesis focuses on understanding the factors of persuasion in computa-

tional argumentation. Persuasion is an act of presenting arguments to change

people’s opinions, values, and behaviors on a controversial topic or an event

(Matilda White, 1954). Theories of persuasive communication are applied to

various fields such as marketing, advertising, social psychology, and politics

1



(Shrum, 2012). Researchers in these areas are interested in understanding the

factors that influence the success of persuasive communication. The emergence

of social media and online argumentation platforms has made it more accessible

for people to engage in argumentative discussions with others who may hold

differing views. Interpretation of the underlying dynamics of argumentative

communication online can help develop methods to improve the effectiveness

of arguments. For example, it could be used to provide feedback to users in

order to help them improve the structure of their arguments. Moreover, ana-

lyzing these interactions can help understand the factors that influence people’s

behavior in the argumentative process. We specifically study persuasion on

online debating platforms to get insights into the factors that govern people’s

decision-making in persuasion.

Language is the primary tool that is used to convey the content of an ar-

gument. Therefore it is a crucial component in persuasion (van Eemeren and

Eemeren, 2009; Perelman and Olbrechts-Tyteca, 1971; Petty and Cacioppo, 1984;

Richard E. et al., 1981). It is only natural then that the majority of the work

in computational studies of persuasion has focused mainly on understanding

the characteristics of persuasive text, e.g., what distinguishes persuasive from

non-persuasive text (Fang et al., 2016; Habernal and Gurevych, 2016a,b; Hidey

et al., 2017; Tan et al., 2016; Wachsmuth et al., 2016; Zhang et al., 2016). How-

ever, language is not the only factor in persuading people. Prior research in

Social Sciences and Psychology has shown that the recipients of an argument

may form their opinion on an issue based on non-content cues such as the char-

acteristics of the speaker (i.e., the source) and their own predispositions (Cial-

dini, 2001; Petty and Cacioppo, 1984; Richard E. et al., 1981). For example, the

credibility and trustworthiness of a speaker (Shelly, 1980; Smith and Shaffer,

2



1995) and the prior beliefs of the audience (Chambliss and Garner, 1996) have

been shown to have a substantial effect on persuasive communication. Further-

more, people with strong prior beliefs on controversial issues have been shown

to have biased stances even when presented with empirical evidence: i.e., they

tend to find empirical evidence that confirms their prior beliefs more convincing

(Charles G. et al., 1979). Given the evidence from Social Sciences and Psychol-

ogy, we believe that accounting for the impact of these factors, in addition to the

language, in computational studies of persuasion is crucially important. This

thesis introduces several contributions to make progress towards this goal by

exploring the following questions:

• What is the role of people’s prior beliefs and initial stance on persuasion?

• How can we disentangle the effect of source and audience factors in order

to understand the characteristics of persuasive language?

• What is the effect of social interaction on people’s success at persuasion

over time?

• Does pragmatic context play an important role in predicting the impact of

arguments?

1.2 Contributions

In order to understand the role of speaker and audience effects in persuasion,

we primarily look at the following factors of interaction on online argumenta-

tion:

1. Prior beliefs and initial stances of the speaker and the audience.

3



Evolution is incorrect. 

First, let me say that I am not going to "prove" that evolution is correct. Evolution is a scientific
theory that attempts to explain a part of our universe (life). It could be wrong, but having said that,
there is no competing scientific theory of life. It has never been proven wrong ... Perhaps becase
I'm a Physics major, I see how incredibly accurate, powerfull, and ultamly rewarding modern
science is. That is why I belive in evolution ...

I am against evolution, and I would like to know why whoever accepts this believes it is correct. I
would like to concentrate more on the the issue of the age of the earth ..., but if you would like to
bring other topics in, that's fine by me.

Fitst off, I would like to point out that the methods you are relying on for dating is flawed (i know you
didn't use carbon dating directly, but i will adress it anyway). Isochron dating is a method of dating that
relies on two assumtions ... The Bible, the Quran, and many other cultures all over the world have at
least a vague account of a world wide flood, but the Bible and the Quran are espesially specific
... Creation scientists have dated the earth to be around 6000 years old, and if in fact the accounts of the
Quran and the Bible are correct and there was a world-wide flood, it be a very credible excplanation for
the laying down of so many strata in so little time.

First, I'm glad that in your second post you at least attempt to support your argument instead of just
saying I belive the Earth is much younger then what science says. It's a good start, but you have a long
way to go ... Also, as you said, carbon dating can accuratly predict fossils and such 50,000 years old. But
then you claim the Earth is only 6,000 years old?!?! That doesn't make a whole lot of sence ... Look, your
whole argument pretty much comes down to what the Bible and the Quran say about the age of the
Earth. Who ever even said that these books were meant to be taken literaly? ...

Well, maybe your right. Maybe I don't understand all about isochron dating, but after reading up on
people who do, I do understand some. I undestand that isochron dating is a method of radiometric
dating, and i understand that radiometric dating is flawed. The wikipedia artical that you quoted stated
that the age of the supposed universe is based in part on the results of radiometricly dating meteorite
materials and lunar samples. Read this artical, and it might give you something to think about ... Your
right, I am entitled to what I believe, as are you ...

I'm thinking that it was a mistake for me to enter this debate. As you/I said "I am entitled to what I
believe." Yes, you certainly are, but in a debate you must support your beliefs with logic and evidence.
The only support you offer is this theory about a world wide flood and it's affects on strata. You gave the
scientific theory for strata formation yourself ... As for your literalness of the Bible stuff, I cannot speak
for Muslims, but I can tell you that there are plenty of Catholics (and other Christians), including myself,
who do not think the Bible should be read literally. God's splendor is undiminished whether or not it took
him 7 days or billions of years. I do not believe that the Bible was intended to be a history text. It's
wisdom and power is true regardless of the petty details of the context in which it was written ... 

PRO

PRO

CON

CON

PRO

CON

Figure 1.1: A debate on ”Evolution”.

2. Social interactions.

3. Language and pragmatic context.
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Specifically, we make the following contributions:

A Dataset to Model Source and Audience Factors in Persuasion. One of

the main bottlenecks in studying the effect of source and audience factors is the

lack of large-scale datasets that contain information about the characteristics of

the users. In order to bridge this gap and enable further studies in this area,

we present a large-scale dataset (DDO) with a wide range of user information

collected from an online debating website.1 This dataset contains debates on a

wide range of controversial topics. Each debate consists of two debaters with

opposing views on a controversial topic, who take turns to provide their argu-

ments. Figure 1.1 shows an example debate on ”Evolution” contained in this

dataset. Along with the debate, the dataset also contains votes from the au-

dience evaluating various aspects of the debaters, such as the persuasiveness

of their arguments and their overall debating skills. Besides the debates, the

dataset also includes information about the debaters and the audience, such as

their stance on controversial topics, political and religious ideologies, educa-

tion level, etc. We obtain this from the self-identified information that the users

provide on their profiles.

The Role of Prior Beliefs in Persuasion. The majority of work in compu-

tational persuasion has focused on understanding the characteristics of persua-

sive language. In this thesis, we mainly focus on understanding the effect of

user factors on persuasion. We use the debates, votes, and user information

available on the DDO dataset to study the effect of prior beliefs in predicting

which debater an individual voter will find more persuasive for a given debate.

We find that user factors play a critical role in this prediction task. Furthermore,

controlling for the effect of user-level factors allows us to investigate charac-

1https://www.debate.org
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teristics of persuasive language without any influence from these potentially

confounding factors.

Effect of Social Interaction on Persuasion Success. Inspired by prior work

that shows a strong relationship between a user’s social interaction and their in-

fluence on social media (Cha et al., 2010; Romero et al., 2011), we study whether

success in persuasion might also depend on an individual’s social interaction

and engagement. In particular, we study whether users can improve the per-

suasiveness of their arguments as they gain more experience using the debating

platform. We show that a user’s social interaction is an essential factor in pre-

dicting their overall success at debating.

Representing Pragmatic Context in Modeling Argument Impact. We

present a new dataset to study the effect of the pragmatic and discourse context

when determining an argument’s impact. We further propose predictive mod-

els that can incorporate pragmatic and discourse context. We find that these

models outperform models that rely only on claim-specific linguistic features

for predicting the perceived impact of individual claims within a particular line

of argument.

1.3 Organization of Thesis

In Chapter 2, we first give an overview of recent developments in computa-

tional argumentation, describing recent work on argument analysis and argu-

ment generation. In Chapter 3, we discuss the details and statistics of the DDO

dataset. With the dataset in hand, in Chapter 4, we present methods that can

account for the effects of the speaker and the audience in predicting the persua-
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siveness of an argument. In Chapter 5, we describe our contributions on un-

derstanding the impact of social interaction on persuasion on online debating

platforms. In Chapter 6, we propose a new dataset that allows us to study the

effect of pragmatic context (i.e., kairos) on assessing the impact of an argument.

Finally, in Chapter 7, we summarize our contributions and provide directions

for future work.
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CHAPTER 2

AN OVERVIEW OF COMPUTATIONAL ARGUMENTATION

This chapter describes the recent developments in various sub-fields of

computational argumentation, including computational argumentation mining,

computational persuasion, and automated argument generation.

2.1 Computational Argument Mining

Computational argumentation mining aims to extract argument components

and the relationships between them from unstructured text, building on theo-

retical models of argument (Toulmin, 1958; Walton et al., 2008). The main goal is

to understand the points in an argument and get insights into how these points

support or oppose each other. Having a deeper understanding of the struc-

ture of the arguments is important for various applications such as debating

technologies (Slonim et al., 2021), legal decision-making (Moens et al., 2007),

automated essay scoring (Ong et al., 2014), and computer-assisted writing (Stab

and Gurevych, 2017). The identification of argument structure involves several

sub-tasks:

1. Determining the “argumentative” vs. “non-argumentative” parts of the

text (Moens et al., 2007).

2. Classifying argumentative components into categories such as “Claim” or

“Premise” (Chakrabarty et al., 2019a; Mochales and Moens, 2011; Stab and

Gurevych, 2017).

3. Identifying relations between argument components (Cabrio and Villata,

2013; Carstens and Toni, 2015; Feng and Hirst, 2011; Hua and Wang, 2017;

8



Niculae et al., 2017; Palau and Moens, 2009; Park and Cardie, 2014; Stab

and Gurevych, 2017).

Most research in computational argumentation mining has proposed meth-

ods for a subset of the subtasks mentioned above. Persing and Ng (2016) was

among the first to present an end-to-end pipeline approach to determine argu-

mentative components and their relationship using an Integer Linear Program-

ming (ILP) framework. Similarly, Stab and Gurevych (2017) has proposed a joint

model that globally optimizes argument component types and relations using

ILP. Eger et al. (2017) has presented the first end-to-end neural argumentation

mining model obviating the need for designing hand-crafted features and con-

straints.

Argumentation mining has been applied to various domains such as persua-

sive essays, legal documents, political debates, and social media data (Dusmanu

et al., 2017). For instance, Stab and Gurevych (2017) has built an annotated

dataset of persuasive essays with corresponding argument components and re-

lations. Using this corpus, Eger et al. (2017) developed an end-to-end neural

method for argument structure identification. Nguyen and Litman (2018) has

further proposed an end-to-end method to parse argument structure and used

the argument structure features to improve automated persuasive essay scoring.

Furthermore, Levy et al. (2014) has studied context-dependent claim detection

by collecting annotations for Wikipedia articles. Using this corpus, Rinott et al.

(2015) has investigated the task of automatically identifying the corresponding

pieces of evidence given a claim. Bar-Haim et al. (2017a) has further proposed

the task of claim-stance detection (i.e., given a topic and claims, identifying for

each claim whether it supports or opposes the topic.) by further annotating

9



Wikipedia articles with stance information. Walker et al. (2012) has collected

posts from 4forums.com, a debating forum, and have further annotated part of

this corpus for various aspects of arguments such as topic, stance, agreement,

and sarcasm. Park and Cardie (2018) has proposed an argument mining corpus

from Consumer Debt Collection Practices (CDCP) rule by the Consumer Finan-

cial Protection Bureau (CFPB) posted on regulationroom.org. Using this corpus,

Niculae et al. (2017) proposed a structured prediction model for argumentation

mining.

Although most of the research in Argumentation Mining has focused on En-

glish monologues, Peldszus (2015) has collected a corpus of microtexts in Ger-

man and used this corpus for argument component detection. Furthermore,

Basile et al. (2016) has studied relation prediction task in Italian news blogs.

Similarly, there has been some recent work investigating argumentation mining

beyond monologues, i.e., looking at the process of argumentation in dialogues.

For example, Chakrabarty et al. (2019b) has proposed a method to identify the

argument structure in persuasive dialogues that can model the micro-level (i.e.,

the structure of a single argument) and the macro-level (i.e., the interplay be-

tween the arguments) characteristics of arguments.

Stance detection and Argumentation Mining are closely related tasks, given

that they both aim to understand standpoints from the text on a controversial

topic. Contrary to stance detection, argumentation mining aims also to extract a

more fine-grained structure of arguments, identifying claims, premises, and the

relationship between them. There has been a lot of research on identifying the

stance of arguments on a controversial topic (Bar-Haim et al., 2017b; Hasan and

Ng, 2013; Sobhani et al., 2015; Sun et al., 2018). For example, Sobhani et al. (2015)
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has shown that using argument structure features improves the performance of

stance detection models. Wachsmuth et al. (2018) has further studied retrieval

of the best counter-arguments, using arguments opposing the same aspect of

the controversial topic. In our work (Durmus et al., 2019a), we have found that

encoding contextual information using the argument structure tree is crucial to

achieving state-of-the-art performance for argument stance detection. Kobbe

et al. (2020) has proposed an unsupervised method to assess the stance of the

arguments inferring whether the outcome is good vs. bad.

For a more detailed discussion of the argumentation mining literature, re-

fer to comprehensive surveys by Peldszus and Stede (2013), Cabrio and Villata

(2018), and Lawrence and Reed (2019).

2.2 Computational Studies of Persuasion

Understanding the characteristics of persuasive language has been a great inter-

est of computational studies of persuasion. Most of the work in this domain has

focused solely on language (Atkinson et al., 2019; El Baff et al., 2020; Guerini

et al., 2015; Habernal and Gurevych, 2016a; Hidey et al., 2017; Li et al., 2020;

Morio et al., 2019; Persing and Ng, 2017; Tan et al., 2016). For instance, Haber-

nal and Gurevych (2016b) has collected a new corpus to study the task of pre-

dicting which argument from an argument pair is the more convincing. Zhang

et al. (2016) has studied the role of conversational flow and interplay between

debaters on persuasion in Oxford-style debates. Hidey and McKeown (2018)

has further investigated the role of larger context on persuasion, modeling the

sequence of arguments in a discussion thread on “Change My View (CMV)”,
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a discussion forum on Reddit. Wang et al. (2019) has investigated which types

of persuasion strategies have a more significant impact in convincing people

to donate to a specific charity. This work is the first step in building person-

alized persuasive dialogue systems. Furthermore, to study whether particular

types of people find particular argument styles more convincing, Lukin et al.

(2017) has collected a new corpus of personality information and belief change

in socio-political arguments. They have shown that belief change is affected

by personality factors. For example, conscientious people are more convinced

by dialogic, emotional arguments, while agreeable people are more likely to be

persuaded by dialogic, factual arguments. Inspired by this line of research, this

dissertation further investigates the effect of source and audience factors in per-

suasion by asking the following questions:

1. How do the prior beliefs of the audience affect the process of persuasion?

2. Do social interactions play an essential role in people’s success in online

argumentation?

3. How can we measure the relative impact of source and audience factors,

language, and the pragmatic context in computational studies of persua-

sion and argument impact prediction?

Prior work has also investigated the related tasks of argument quality as-

sessment and argument impact prediction (El Baff et al., 2018; Persing and Ng,

2015; Wachsmuth et al., 2017a). For example, Persing and Ng (2015) has in-

troduced a corpus of argumentative student essays annotated with argument

strength scores. They have further proposed a supervised, feature-based model

to score the essays based on argument strength automatically. Wachsmuth et al.
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(2017b) has studied logical, rhetorical, and dialectical quality dimensions and

proposed a taxonomy of argumentation quality from these dimensions. El Baff

et al. (2018) has explored argument quality in news editorials, collecting anno-

tations for the perceived effect of editorials from the New York Times. We have

further explored the role of pragmatic context in predicting the perceived im-

pact of arguments on online argumentation platforms (Durmus et al., 2019b).

2.3 Argument Generation

Argumentation is a significant part of a wide range of human activities. Hu-

mans are constantly confronted by situations where they are trying to persuade

or are being persuaded. A major goal of computational argumentation is to

build systems that can have meaningful debates and argumentative interactions

with humans. Recent work in the area has made progress towards this goal

through the automated generation of argumentative text (Bar-Haim et al., 2020;

Hua and Wang, 2018; Sato et al., 2015; Zukerman et al., 2000). Zukerman et al.

(2000) and Alshomary et al. (2020) have proposed a Bayesian argument gen-

eration system to generate arguments given the corresponding argumentation

strategies. Sato et al. (2015) has presented a sentence-retrieval-based end-to-end

argument generation system that can participate in English debating games.

Hua et al. (2019) has explored a neural counter-argument generation method

that consists of a text planning decoder and a content realization decoder to se-

lect the main talking points and generate an argument given the talking points.

Hidey and McKeown (2019) has further proposed a neural model that edits the

original claim semantically to produce a claim with an opposing stance. Simi-

larly, Hua and Wang (2018) has studied the task of generating arguments of a
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different stance for a given argument. They have further incorporated exter-

nal knowledge into the encoder-decoder architecture and have shown that their

model can generate arguments that are more likely to be on topic. Wang and

Ling (2016) and Bar-Haim et al. (2020) have investigated the problem of sum-

marizing the key points of an argument. Most recently, Slonim et al. (2021) has

proposed an autonomous debating system (Project Debater) that can engage in

a competitive debate with humans by generating a pipeline of four main mod-

ules: argument mining, an argument knowledge base (AKB), argument rebut-

tal, and debate construction. They have shown that their debating system can

engage in a competitive debate with humans. However, they highlight the dif-

ficulty of achieving this end-goal due to the following reasons:

1. The outcome of the debates (i.e., selection of the winner) is highly subjec-

tive and open to interpretation since it may dependend on the character-

istics of the audience.

2. Unlike other games such as chess (Campbell et al., 2002) or backgammon

(Tesauro, 1995), humans would expect to be able to interpret every move

of the system since they vote to decide the winner of the debate.

3. There are a limited number of structured debate datasets to train such sys-

tems.
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CHAPTER 3

A DATASET FOR MODELING USER CHARACTERISTICS IN

PERSUASION

Previous work in Natural Language Processing (NLP) and Computational

Social Science (CSS) that studies persuasion has mainly focused on identifying

the content and structure of an argument (Feng and Hirst, 2011) along with the

linguistic features that are indicative of effective argumentation strategies (Tan

et al., 2016). However, the effectiveness of an argument cannot be determined

solely by its textual content; instead, it is essential to consider the reader’s or

participant’s characteristics in the debate or discussion. Does the reader already

agree with the argument’s stance? Is she predisposed to changing her mind on a

particular topic? Is the style of the argument appropriate for the individual? To

date, existing argumentation datasets have permitted only a limited assessment

of such “user” traits because information on the background of users is gener-

ally unavailable. This chapter introduces a new dataset with a wide range of

user information to make progress towards this goal. We view this new dataset

as a resource that allows the NLP and CSS communities to understand the ef-

fect of audience characteristics on the efficacy of different persuasion strategies.

In the following subsection, we describe our dataset in the context of existing

argumentation datasets. We then provide a description and statistics for the key

aspects of the dataset.

3.1 Related Work and Datasets

There has been a tremendous amount of research effort to understand the im-

portant linguistic features for identifying argument structure and determining
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effective argumentation strategies in a monologic text (Feng and Hirst, 2011;

Guerini et al., 2015; Mochales and Moens, 2011; Stab and Gurevych, 2014). For

example, Habernal and Gurevych (2016a) has experimented with different ma-

chine learning models to predict which of the two given arguments is more con-

vincing. To understand what kind of persuasive strategies are effective, Hidey

et al. (2017) has further annotated different modes of persuasion (i.e., ethos,

logos, pathos) and looked at which combinations appear most often in more

persuasive arguments.

Understanding argumentation strategies in conversations and the effect of

the interplay between the participants’ language has also been an important av-

enue of research. Tan et al. (2016), for example, has examined the effectiveness

of arguments on ChangeMyView1, a debate forum in which people invite oth-

ers to challenge their opinions. They found that the interplay between the lan-

guage of the opinion holder and that of the counterargument provides highly

predictive cues of persuasiveness. Zhang et al. (2016) has examined the effect

of conversational style in Oxford-style debates and found that the side that can

best adapt in response to opponents’ discussion points throughout the debate is

more likely to be more persuasive.

Although research on computational argumentation has mainly focused on

identifying important linguistic features of the argument, there is also evidence

that it is important to model and account for the information about the debaters

and the people who are judging the quality of the arguments: multiple studies

in Social Sciences and Psychology show that people perceive arguments from

different perspectives depending on their backgrounds and experiences (Cor-

rell et al., 2004; Hullett, 2005; Lord et al., 1979; Petty et al., 1981; Vallone et al.,

1https://www.reddit.com/r/changemyview/.
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1985). Lukin et al. (2017) is one of the first to computationally study the impact

of the audience, looking at the effect of their OCEAN personality traits (Roccas

et al., 2002; T. Norman, 1963) on how they judge the persuasiveness of mono-

logic arguments. This work is the most similar to ours since the effect of users’

personalities is explored in the persuasion process. Our dataset does not have

explicit information about users’ personality traits; however, we have extensive

information about their demographics, social interactions, beliefs, and language

use. Durmus and Cardie (2019a) describes the details of this dataset.

3.2 DDO Dataset

We collected 78, 376 debates from debate.org (DDO)2 from 23 different topic cat-

egories, including Politics, Religion, Health, Science, and Music.3 DDO is an online

argumentation platform where people can engage in debates, participate in fo-

rums and polls, and post their opinions on controversial topics. Participating in

debates provides users an opportunity to challenge other users to change their

opinions. After participating in debates, they receive feedback from the audi-

ence on the platform. This feedback mechanism is helpful for users to develop

strategies to improve their debating skills over time. In addition to the text of

the debates, we collected votes from the readers of these debates. Votes evaluate

different dimensions of the debate, and they are important to determine which

debaters are more successful in persuading other users.

Each user creates a profile on this platform to share information about their

background and preferences. To study the characteristics of users on persua-

2www.debate.org
3The dataset is publicly available at http://www.cs.cornell.edu/ esindurmus/.
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PRO

CON

Debate Rounds (3) Comments (39) Votes

[+14 words...], the year is better spent with a full time
parent. Most children will learn very little at the
preschool. [... +39 words]

[+11 words...], the right school can be an excellent
resource for a parent. A child need to have a place to
meet other children. [... +44 words]

Figure 3.1: ROUND 1 for the debate claim “PRESCHOOL IS A WASTE OF TIME.”.

sion, we collected user information for 45, 348 different users. In the next sec-

tion, we share more details about the debates and the user information on this

dataset.

3.2.1 Debates

Debate rounds. Each debate consists of a sequence of ROUNDS in which two

debaters from opposing sides (one is supportive of the claim (i.e., PRO) and the

other is against the claim (i.e., CON)) provide their arguments. Each debater has

a single chance in a ROUND to make their points. Figure 3.1 shows an example

ROUND 1 for the debate claim “PRESCHOOL IS A WASTE OF TIME”. The num-

ber of ROUNDS in a debate ranges from 1 to 5, and most debates contain 3 or

more ROUNDS. The goal of the debaters in each ROUND is to provide arguments

that would refute the opponent’s points and convince readers to side with their

stance.

Votes. All users in the debate.org community can vote on debates. As shown

in Figure 3.2, voters share their stances on the debate topic before and after the

debate and evaluate the debaters’ conduct, spelling and grammar, persuasive-
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Debater 1 Debater 2

Agreed with before the debate:

Agreed with after the debate:

Who had better conduct:

Had better spelling and grammar:

Made more convincing arguments:

Used the most reliable sources:

Tied

0 points

0 points

1 points

1 points

3 points

2 points

Total points awarded: 0 7

Figure 3.2: An example post-debate vote.

Online:
Updated:
Joined:
President:
Ideology:
Party:
Relationship:
Interested:
Looking:

Name:
Gender
Birthday:
Email:
Education:
Ethnicity:
Income:
Occupation:
Religion:

1 Day Ago
5 Months Ago
5 Months Ago
Barack Obama
Liberal
Democratic Party
Single
in Women
No Answer

- Private - 
Male

- Private - 
- Private - 

Some College
White
Not Saying
Student
Atheist 

Figure 3.3: Demographic and private state information for an example user pro-
file.

ness, and reliability of the sources they refer to. For each such dimension, voters

can choose one of the debaters as better or indicate a tie. The audience scores

the debaters on these different aspects, and a winner is declared accordingly. 4

This fine-grained voting system gives a glimpse into the reasoning behind the

voters’ decisions.

4Having better conduct: 1 point, having better spelling and grammar: 1 point, making more
convincing arguments: 3 points, using the most reliable sources: 2 points.

19



Debate Statistics
Debates: 
Lost:
Tied:
Won:
Win Ratio:
Percentile:
Elo Ranking:

296
48
23
225
82.42%
99.99%
5,612

Activity Statistics
Forum Posts:
Votes Cast:
Opinion Arguments:
Opinion Questions:
Poll Votes:
Poll Topics:

25,465
1,124

8
1

973
47

Figure 3.4: Information about the activities of an example user profile.

3.2.2 User information

The dataset includes extensive information about the users’ demographics and

private state, their activity on this platform, and their stance on various contro-

versial topics. In this section, we describe the user information that is available

in this dataset.

Demographic and Private State Information

On debate.org, each user has the option to share demographic and private state

information such as their age, gender, ethnicity, political ideology, religious ide-

ology, income level, education level, and the political party they support. Figure

3.3 provides an example for the demographic and state information included in

a user profile. We can see that these users select their political ideology, ethnic-

ity, education, religious ideology, etc. However, they prefer not to share some

of the information about themselves, such as their birthday, email, and income

level, since sharing the demographic and state information is optional.
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The BIG Issues
Abortion:
Affirmative Action: 
Animal Rights:
Barack Obama:
Border Fence:
Capitalism: 
Civil Unions:

Con
Con
Con
Con
Pro
Pro
N/O

Death Penalty: Pro

Drug Legalization:
Electoral College:
Estate Tax:
Flat Tax:
Free Trade:
Gay Marriage:
Globalization:

Pro
Pro
Con
Con
Pro
Pro
Pro

Gun Rights: Pro

Figure 3.5: Opinions on the Big Issues of an example user profile.

User Activity Information

Beyond the demographic and private state information, we have access to infor-

mation about their activities on the website, such as their debating success rate,

their participation both as debaters and voters, their votes, their forum posts,

opinion arguments, opinion questions, poll votes, and poll topics that they cre-

ated. The activities of an example user is shown in Figure 3.4. The availability of

this information provides an opportunity to study users’ interactions and suc-

cess on this platform over time.

User Opinions on the Big Issues

The editors of the platform determine a list of the most controversial debate

topics. These are referred to as big issues5. Each user has the option to share their

stance on each big issue on their profile (see Figure 3.5): either PRO (in favor),

CON (against), N/O (no opinion), N/S (not saying), or UND (undecided). This

gives a glimpse into the prior stance of users on a wide range of controversial

topics. Moreover, this information can be used to determine opinion similarity

5http://www.debate.org/big-issues/
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Figure 3.6: The number of debates with the given number of rounds.

between a pair of users.

3.3 Data Statistics

The dataset consists of 78,376 debates from October of 2007 until November of

2017 with comprehensive user profile information for 45,348 users. Statistics on

the number of debates with their corresponding number of rounds and votes

are shown in Figure 3.6 and Figure 3.7, respectively. The majority of debates

have 3 to 5 rounds. There are some debates with only one round; however,

most debates have two or more rounds since the debates are highly interactive.

Although there are many debates with no votes, around 21k debates have

three or more votes. We disregard the debates with ≤ 3 votes in our studies in

order to have enough feedback to model the factors of success in persuasion.

Figure 3.8 shows the number of debates that users participated in. The ma-

jority have participated in only a single debate. However, some users actively

participate in many debates. For example, around 2k debaters have participated
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Figure 3.7: The number of debates for a given range of votes.
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Figure 3.8: The number of users that have participated in a given number of
debates.

in more than ten debates during the period included in the dataset. We study

these debaters to understand the factors of debating success over time.
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3.4 Limitations

The dataset includes comprehensive information about users on the platform,

which allows us to model user factors in persuasion. However, we acknowl-

edge that we are unable to represent all demographics due to a lack of data.

Participation on the platform tends to be highly skewed towards an American

audience. Moreover, even within this group, the distribution of user character-

istics may not be representative enough. Therefore, some valid opinions may

be under-represented, and this should be accounted for while employing mod-

els derived from this data. Furthermore, we assume that the information users

share on their profiles is accurate, and we use this information to model their

characteristics. However, there is no mechanism on this platform to ensure that

users provide accurate information.

3.5 Chapter Summary

In this chapter, we present a novel dataset, DDO, of debates collected from de-

bate.org. The dataset includes interactive debates along with votes from the au-

dience to evaluate various aspects of each debater. Moreover, the dataset has

comprehensive information about the users on the platform. This allows us to

study the effect of source and audience factors in persuasion (Chapter 4). We

further use this dataset to model the impact of social interactions on long-term

success in online debating (Chapter 5).

24

debate.org
debate.org


CHAPTER 4

THE ROLE OF THE SPEAKER AND THE AUDIENCE FACTORS IN

COMPUTATIONAL PERSUASION

Using the DDO dataset described in Chapter 3, this chapter studies the effect

of factors associated with the speaker and the audience of a debate to assess the

more persuasive debater with respect to an individual audience member.

4.1 Background

Most of the recent work in computational persuasion has focused on identify-

ing the characteristics of persuasive language (Habernal and Gurevych, 2016a;

Hidey et al., 2017). However, there is evidence from the Social Sciences and

Psychology that non-content cues such as the factors of the speaker and the au-

dience play an essential role in persuasion and opinion formation. Instead of

carefully processing the content of the arguments, people may rely on simple

non-content heuristics in decision making (Charles G. et al., 1979). Understand-

ing the effect of persuasion strategies on people, the biases people have, and the

impact of people’s prior beliefs on their opinion change has been an active area

of research (Correll et al., 2004; Hullett, 2005; Petty et al., 1981).

Prior work has shown that the speaker’s credibility is an essential factor for

people’s perceptions of the arguments (Shelly, 1980; Smith and Shaffer, 1995).

For example, there is a significant correlation between the communication speed

and the persuasive effect of the arguments. The audience perceived a communi-

cator with a faster communication rate as more credible without really focusing

on the content of the arguments (McGuire, 1969; Smith and Shaffer, 1995). Fur-
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thermore, Shelly (1980) has studied the effect of a communicator’s perceived lik-

ability in opinion formation and found that low-involvement subjects perceive

the arguments of likable communicators as more persuasive. High involvement

subjects (i.e., the subjects who feel their opinion judgments have essential con-

sequences for themselves) have shown to have a more systematic strategy that

assigns a higher weight to the message content in opinion formation. A commu-

nicator’s perceived attractiveness is also positively correlated with their persua-

siveness since the audience perceives more attractive communicators as more

effective (Chaiken, 1979; Eagly and Chaiken, 1975).

There is further evidence showing that people’s prior beliefs significantly af-

fect their opinion formation (Chambliss and Garner, 1996). People with strong

prior beliefs on controversial issues have shown to have biased stances even

when they are presented with empirical evidence: i.e., they tend to find empir-

ical evidence that is confirming their prior beliefs more convincing (Charles G.

et al., 1979). Similarly, people judge the fairness and reliability of source con-

tent in a biased way; i.e., they accept evidence that supports their stance at face

value while scrutinizing evidence that threatens their initial position (Vallone

et al., 1985). Inspired by these findings, we study the impact of prior beliefs in

computational persuasion in this chapter. Lukin et al. (2017) is the most relevant

work to ours since they investigated the effect of an individual’s personality fea-

tures (open, agreeable, extrovert, neurotic, etc.) on the type of argument (factual

vs. emotional) they find more persuasive. Our work differs from this work since

we study debates. In addition, we look at different types of user profile infor-

mation, such as a user’s religious and ideological beliefs and prior beliefs and

opinions of the audience on various topics (Durmus et al., 2019b; Longpre et al.,

2019).
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4.2 Role of Prior Beliefs in Computational Persuasion

Using the DDO dataset (described in Chapter 3), we first analyze which dimen-

sions of argument quality are the most important for determining the successful

debater. Then, we investigate whether there is any connection between selected

user-level factors and users’ opinions on the big issues to see if we can infer their

opinions from these factors. Finally, using our findings from these analyses, we

perform the task of predicting which debater will be perceived as more success-

ful by a given voter. In this study, we particularly aim to understand the role of

users’ prior beliefs (i.e., their self-identified political and religious ideology) in

predicting the more successful debater.

4.2.1 Relationships between argument quality dimensions

In Section 3.2.1, we describe the aspects the voters evaluate in order to deter-

mine which debater is more successful. There are two alternative criteria for

determining the successful debater. We consider both in our experiments.

Criterion 1: Argument quality. Debaters get points for each dimension of

the debate. The most important dimension — in that it contributes most to the

point total — is making convincing arguments. The debater with the highest

point total is declared the winner. debate.org uses Criterion 1 to determine the

winner of a debate.

Criterion 2: Convinced voters. Alternatively, since voters share their stances

before and after the debate, the debater who convinces more voters to change
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their stance can be considered the winner.

Figure 4.1 shows the correlation between pairs of voting dimensions (in the

first eight rows/columns) along with the correlation of each dimension with

(1) getting the highest point total (row/column 9) and (2) convincing more to

change their stance (final row/column). The abbreviations in Figure 4.1 stand

for (on the CON side): has better conduct (CBC), makes more convincing argu-

ments (CCA), uses more reliable sources (CRS), has better spelling and grammar

(CBSG), gets more total points (CMTP) and convinces more voters (CCMV). For

the PRO side we use PBC, PCA, and so on.

Figure 4.1: The correlations among argument quality dimensions.

From Figure 4.1, we can see that making more convincing arguments

(CCA) correlates the most with total points (CMTP) and convincing more vot-

ers (CCMV). This suggests that the language of the argument is important in

persuading the audience, and it motivates us to identify the linguistic features

that are indicative of convincing arguments while taking into account speaker
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Figure 4.2: The number of users with the given political ideology.

and audience factors.

4.2.2 The relationship between a user’s opinions on the big is-

sues and their prior beliefs

As described in Section 3.2.2, users share their self-identified political and reli-

gious ideologies along with their opinions on various controversial issues (i.e.,

big issues). Note that many people prefer not to share their political and religious

ideologies. Figures 4.2 and 4.3 show the number of users who self-identify with

the given political or religious ideology.

We disentangle different aspects of a person’s prior beliefs in order to under-

stand how they correlate with their opinions on the big issues. We focus on prior

beliefs in the form of self-identified political and religious ideology.

Representing the big issues. To represent a user’s opinion on a particular
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Figure 4.3: The number of users with the given religious ideology.

Figure 4.4: The representation of the BIGISSUES vector derived by this user’s
decisions on Big Issues. Here, the user is CON for ABORTION and AFFIRMATIVE
ACTION issues and PRO for the WELFARE issue.

big issue, we use a four-dimensional one-hot encoding where the indices of the

vector correspond to PRO, CON, N/O (no opinion), and UND (undecided), con-

secutively. Note that we do not have a representation for N/S (not saying) since

we eliminate users who indicate N/S for any of the big issues. We then concate-

nate the vector for each of the big issue to represent a user’s stance on all the big

issues as shown in Figure 4.4. We denote this vector by BIGISSUES.

We test the correlation between an individual’s opinion on the Big Issues and

the selected user-level factors in this study using two approaches: clustering

and classification.
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.
(a) LIBERAL vs. CONSERVATIVE (b) ATHEIST vs. CHRISTIAN.

Figure 4.5: PCA representation of decisions on Big Isues color-coded with polit-
ical and religious ideology. We see more distinctive clusters for CONSERVATIVE
vs. LIBERAL users suggesting that people’s opinions are more correlated with
their political ideology.

Clustering the users’ decisions on the big issues. We apply PCA on the

BIGISSUES vector of users who identified themselves as CONSERVATIVE vs. LIB-

ERAL (740 users). We do the same for the users who identified themselves as

ATHEIST vs. CHRISTIAN (1501 users). In Figure 4.5, we see distinct clusters of

CONSERVATIVE vs. LIBERAL users in the two-dimensional representation, while

for ATHEIST vs. CHRISTIAN, the separation is not as distinct. This suggests that

people’s opinions on the big issues identified by debate.org correlate more with

their political ideology than their religious ideology.

Classification approach. We can also treat this as a classification task1 us-

ing the BIGISSUES vector for each user as the input feature and the user’s reli-

gious and political ideology as the labels to be predicted. Table 4.1 shows the

prediction accuracy for religious and political ideology. We see that using the

BIGISSUES vector as a feature performs significantly better2 than the majority

1For all the classification tasks described in this paper, we experiment with logistic regres-
sion, optimizing the regularizer (`1 or `2) and the regularization parameter C (between 10−5 and
105).

2We performed the McNemar significance test.
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Prior belief type Majority BIGISSUES

Political Ideology 57.70% 92.43%
Religious Ideology 52.70% 82.81%

Table 4.1: Accuracy using majority baseline vs. BIGISSUES vectors as features.

baseline.3

This analysis shows a clear relationship between people’s opinions on the

big issues and the selected user-level factors. It raises the question of whether it

is even possible to persuade someone to change their stance on a given issue. It

may be the case that people prefer to agree with the individuals with the same

(or similar) beliefs regardless of the quality of opposing arguments. Therefore, it

is crucial to understand the relative effect of prior beliefs vs. argument strength

on persuasion.

4.2.3 Task formulation

Some of the previous work in NLP on persuasion, focuses on predicting the

winner of a debate as determined by the change in the number of people sup-

porting each stance before and after the debate (Potash and Rumshisky, 2017;

Zhang et al., 2016). However, we believe that studies of the effect of language

on persuasion should consider extra-linguistic factors that can affect opinion

change. In particular, we propose an experimental framework for studying the

effect of language on persuasion by controlling for the prior beliefs of the audi-

ence. In order to do this, we formulate a more fine-grained prediction task: for a

given voter, predict which side/debater/argument the voter will declare as the

3The majority class baseline predicts CONSERVATIVE for political and CHRISTIAN for religious
ideology for each example, respectively.
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winner.

Task 1: Controlling for religious ideology. In the first task, we control for

religious ideology by selecting debates where the debaters have differing reli-

gious ideologies (e.g., debater 1 is ATHEIST, debater 2 is CHRISTIAN). Also, we

only consider voters that (a) self-identify with one of these religious ideologies

(e.g., the voter is either ATHEIST or CHRISTIAN) and (b) changed their stance

on the topic after the debate. For each such voter, we want to predict which

debater did the convincing. Thus, in this task, we use Criterion 2 to determine

the winner of the debate from the voter’s point of view. We hypothesize that a

voter will be convinced by the debater that espouses the religious ideology of

the voter. Given this setting, we can study the factors that govern whether a

debater can convince any given voter. It also provides an opportunity to under-

stand how voters who change their minds perceive arguments from a debater

with the same vs. opposing prior beliefs.

To study the effect of the debate topic, we perform this study for two cases

— debates belonging to the Religion category only vs. all categories. The Reli-

gion category contains debates like “IS THE BIBLE AGAINST WOMEN’S RIGHTS?”

and “RELIGIOUS THEORIES SHOULD NOT BE TAUGHT IN SCHOOL”. We expect

to see a stronger effect due to prior beliefs for debates on Religion.

Task 2: Controlling for political ideology. Similar to the setting described

above, Task 2 controls for political ideology. In particular, we only select debates

where the debaters have differing political ideologies (CONSERVATIVE vs. LIB-

ERAL). In contrast to Task 1, we consider all voters that self-identify with any of

the debater’s ideologies (regardless of whether the voter’s stance changed post-

debate). For this task, we predict which debater will get assigned more points

33



from a given voter. Thus, Task 2 uses Criterion 1 to determine the winner of the

debate from the point of view of a voter. We hypothesize that a voter will assign

more points to a debater who shares the same political ideology.

Similar to task 1, we perform the study for two cases — debates from the Pol-

itics category only and debates from all categories. We expect to see a stronger

effect due to prior beliefs for debates on Politics.

4.2.4 Features

The features we use in our model are shown in Table 4.2. They can be divided

into two groups — features that describe the prior beliefs of the users and lin-

guistic features of the arguments.

User features

We use cosine similarity between a voter and a debater’s big issue vectors. This

feature gives an approximation of the overall similarity of two users’ opinions.

We also use indicator features to encode whether the religious and political be-

liefs of a voter match that of a debater.

Linguistic features

We extract linguistic features separately for both the PRO and CON side of the

debate (combining all the utterances of each side across the different turns). Ta-

ble 4.2 contains a list of these features. It includes features that carry information

about the style of the language (e.g., usage of modal verbs, length, punctuation),
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User-based features Description
Opinion similarity. For userA and userB, the cosine similarity

of BIGISSUESuserA and BIGISSUESuserB.
Matching features. For userA and userB, 1 if userA f ==userB f , 0

otherwise where f ∈ {political ideology, re-
ligious ideology}. We denote these features
as matching political ideology and matching
religious ideology.

Linguistic features Description
Length. Number of tokens.
Tf-idf. Unigram, bigram and trigram features.
Referring to the opponent. Whether the debater refers to their oppo-

nent using words or phrases like “oppo-
nent, my opponent”.

Politeness cues. Whether the text includes any signs of po-
liteness such as “thank” and “welcome”.

Showing evidence. Whether the text has any signs of citing any
other sources (e.g., phrases like “according
to”), or quotation.

Sentiment. Average sentiment polarity.
Subjectivity. Number of words with negative strong, ne-
(Wilson et al., 2005) negative weak, positive strong, and posi-

tive weak subjectivity.
Swear words. # of swear words.
Connotation score Average # of words with positive, negative
(Feng and Hirst, 2011) and neutral connotation.
Personal pronouns. Usage of first, second, and third person

pronouns.
Modal verbs. Usage of modal verbs.
Argument lexicon features. # of phrases corresponding to different ar-
(Somasundaran et al., 2007) gumentation styles.
Spelling. # of spelling errors.
Links. # of links.
Numbers. # of numbers.
Exclamation marks. # of exclamation marks.
Questions. # of questions.

Table 4.2: Feature descriptions.
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represent different semantic aspects of the argument (e.g., showing evidence,

connotation (Feng and Hirst, 2011), subjectivity (Wilson et al., 2005), sentiment,

swear word features) as well as features that convey different argumentation

styles (argument lexicon features (Somasundaran and Wiebe, 2010). Argument

lexicon features include the counts for the phrases that match various argumen-

tation styles such as assessment, authority, conditioning, contrasting, emphasiz-

ing, generalizing, empathy, inconsistency, necessity, possibility, priority, rhetor-

ical questions, desire, and difficulty. We then concatenate these features to get a

single feature representation for the entire debate.

4.3 Results and Analysis

For each of the tasks, prediction accuracy is evaluated using 5-fold cross-

validation. We pick the model parameters for each split with 3-fold cross-

validation on the training set. We do ablation for each of user-based and lin-

guistic features. We report the results for the feature sets that perform better

than the baseline.

We perform analysis by training logistic regression models using only user-

based features, only linguistic features, and finally combining user-based and

linguistic features for both the tasks.

Task 1 for debates in category Religion. As shown in Table 4.3, the major-

ity baseline (predicting the winning side of the majority of training examples

out of PRO or CON) gets 56.10% accuracy. User features alone perform signifi-

cantly better than the majority baseline. The most important user-based feature

is matching religious ideology. This means it is very likely that people change their
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Accuracy
Baseline
Majority 56.10%
User-based Features
Matching religious ideology 65.37 %
Linguistic features
Personal pronouns 57.00 %
Connotation 61.26 %
All two features above 65.37 %
User-based + Linguistic features
USER* + Personal pronouns 65.37%
USER* + Connotation 66.42%
USER* + LANGUAGE* 64.37%

Table 4.3: Results for Task 1 for debates in category Religion. USER* represents
the best performing combination of user-based features. LANGUAGE* repre-
sents the best performing combination of linguistic features. Since using lin-
guistic features only would give the same prediction for all voters in a debate,
the maximum accuracy that can be achieved using language features only is
92.86%.

views in favor of a debater with the same religious ideology. In a linguistic-

only feature analysis, the combination of the personal pronouns and connotation

features emerges as most important and performs significantly better than the

majority baseline with 65.37% accuracy. When we use both user-based and lin-

guistic features, the accuracy improves to 66.42% with connotation features. An

interesting observation is that including the user-based features and the linguis-

tic features changes the set of important linguistic features for persuasion, re-

moving personal pronouns from the important linguistic features set. This shows

the importance of studying potentially confounding user-level factors.

Task 1 for debates in all categories. As shown in Table 4.4, for experiments

with user-based features only, matching religious ideology and opinion similarity

features are the most important. For this task, length is the most predictive lin-

guistic feature and can significantly improve the baseline (61.01%). When we
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Accuracy
Baseline
Majority 57.31%
User-based Features
Matching religious ideology 62.79 %
Matching religious ideology + Opinion similarity 62.97%
Linguistic features
Length4 61.01 %
User-based + Linguistic features
USER* + Length 64.56 %
USER* + Length + Exclamation marks 65.74%

Table 4.4: Results for Task 1 for debates in all categories. The maximum accuracy
that can be achieved using language features only is 95.77%.

Accuracy
Baseline
Majority 50.91%
User-based Features
Opinion similarity 80.00 %
Matching political ideology 80.40 %
Linguistic features
Length 57.37 %
linguistic feature set 59.60 %
User-based + Linguistic features
USER*+ linguistic feature set 81.81%

Table 4.5: Results for Task 2 for debates in category Politics. The maximum
accuracy that can be achieved using linguistic features only is 75.35%. The lin-
guistic feature set includes rhetorical questions, emphasizing, approval, exclamation
mark, questions, politeness, referring to opponent, showing evidence, modals, links,
and numbers as features.

combine the language features with user-based features, we see that with excla-

mation mark, the accuracy improves to (65.74%).

Task 2 for debates in category Politics. As shown in Table 4.5, using user-

based features only, the matching political ideology feature performs the best

(80.40%). Linguistic features (refer to Table 4.5 for the full list) alone can still
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Accuracy
Baseline
Majority 51.75%
User-based Features
Opinion similarity 73.96%
Linguistic features
Length 56.88%
Politeness 55.00%
Modal verbs 52.32%
Tf-idf features 52.89 %
User-based + Linguistic features
USER*+ Length 74.53%
USER*+ Tf-idf 74.13%
USER*+ Length + Tf-idf 75.20%

Table 4.6: Results for Task 2 for debates in all categories. The maximum accuracy
that can be achieved using linguistic features only is 74.53%.

obtain significantly better accuracy than the baseline (59.60%). The most impor-

tant linguistic features include approval, politeness, modal verbs, punctuation, and

argument lexicon features such as rhetorical questions and emphasizing. When com-

bining this linguistic feature set with the matching political ideology feature, we

see that accuracy improves (81.81%). The length feature does not improve when

it is combined with the user features.

Task 2 for debates in all categories. As shown in Table 4.6, when we include

all categories, we see that the best performing user-based feature is the opinion

similarity feature (73.96%). When using language features only, the length feature

(56.88%) is the most important. For this setting, the best accuracy is achieved

when we combine user features with length and Tf-idf features. We see that the

set of language features that improves the performance of user-based features

does not include some of the features that performed significantly better than

the baseline when used alone (modal verbs and politeness features).
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4.4 Persuasion of the Undecided

Research in psychology and political science suggests that there are critical dif-

ferences in the persuasion of undecided versus decided voters/audience mem-

bers. For example, Petty and Cacioppo (1996) has found that prior experiences

and beliefs can lead to the re-framing of a message perceived by a person to

maintain consistency between their prior beliefs and their attitudes towards the

topic of the message. In particular, studies show that a priori decided voters

simply ignore certain information to maintain this consistency (Kosmidis, 2014;

Sweeney and Gruber, 1984; Vecchione et al., 2013). In contrast, an undecided

voter is asked to decide on an issue for which previously received information

was somehow unconvincing; and prior work has shown that, as a result, these

voters are likely to rely heavily on information conveyed in a new message (Kos-

midis, 2014; Kosmidis and Xezonakis, 2010; Schill and Kirk, 2014).

Furthermore, the undecided voter group holds the highest potential for per-

suasion (Kosmidis and Xezonakis, 2010; Shehryar et al., 2017). Public sup-

port for social and political causes often critically depends on the undecided

decision-makers. Therefore, in our work, we explicitly study the factors that

govern persuasion for a priori UNDECIDED versus DECIDED members of the au-

dience (Longpre et al., 2019).

4.4.1 Task Formulation

We aim to study the most important factors in influencing audience members

to be persuaded to one side or the other for each case (a priori undecided or
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Figure 4.6: Example votes for a debate showing each case of persuasion.

decided) of persuasion. Encoding audience-level and linguistic factors as fea-

tures, we structure the prediction task as follows: Given an individual voter,

predict which debater/side (PRO or CON) the voter will be convinced by after

the debate. We experiment with the features described in Section 5.1.

We consider only samples from the data where (1) a voter was undecided

before the debate and then adopted a stance, i.e., voted for one of the debaters

as the winner (FROM-MIDDLE); and (2) a voter was (seemingly) decided before-

hand and then flipped their stance FROM-OPPOSING. We do not consider sam-

ples where (1) a voter declared a “tie” between the debaters after the debate; and

(2) a voter was decided beforehand and voted for the debater with the stance

that they agreed with beforehand. To study the effect of each of the debaters’

linguistic and user-based features on persuasion, we specifically look at which

side (PRO vs. CON) did the convincing for a particular voter. Figure 4.6 illus-

trates example user votes for each of the two cases. Distinguishing instances

of voters being persuaded into these case groupings allows us to examine what

makes an argument persuasive to undecided versus decided audience mem-

bers. Table 4.7 summarizes the dataset statistics relevant to the voter cases.
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Persuasion Case # instances # debates
FROM-MIDDLE 4,360 3,652
FROM-OPPOSING 2,642 2,183

Table 4.7: Number of voters in FROM-MIDDLE and FROM-OPPOSING categories.

4.4.2 Differences Between Persuasion Groups

We find distinct differences in the important features for predicting the outcome

for voter groups FROM-MIDDLE and FROM-OPPOSING. Best-performing set of

linguistic features for FROM-MIDDLE includes all features minus the use of cita-

tions, referring to the opponent, and swear words, while the best-performing set of

linguistic features for FROM-OPPOSING includes all features minus subjectivity,

modals5, and bi-/tri-gram TF-IDF.6

The set of linguistic features that are important for each the two groups have

subtle differences in nature. A possible analysis that distinguishes the groups is

that there is a difference in the rhetorical strategies that are the most effective.

The use of modals, subjectivity, and general word choice are semantic features

of an argument that can affect the perception of an argument’s content. Based

on our results, these content-based features are more important for undecided

voters than for decided voters. In comparison, the use of swear words, citing

sources, and referring to the opponent are stylistic features of an argument that

can affect the perception of the debater. Our results indicate that these style-

based features are not as important for undecided voters as for decided voters.

This account is consistent with the findings of Schill and Kirk (2014) that unde-

cided voters respond most to content-rich rhetorical strategies and the findings

5The usage of modal verbs, i.e., can, should, will, and may.
6Calculated with a maximum of 30 terms.
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of Sweeney and Gruber (1984); Vecchione et al. (2013) that decided voters tend

to selectively attend to information in a message based on prior attitudes. The

account is also in line with experiments conducted by Adams et al. (2011), which

found that affiliated voters do not adjust their positions in response to a party’s

actual policy statements but instead adjust their positions based on their subjec-

tive perceptions of the party. We have further found that audience-level aspects

are comparatively more predictive of outcomes for undecided voters.

4.5 Limitations

In this study, we develop a framework to account for users’ prior beliefs in their

opinion formation. We mainly focus on users’ political and religious ideologies

and whether they are undecided vs. decided a priori. However, there are many

user aspects such as debating experience, prior interactions, education level,

etc., which can impact their opinion formation. We do not propose a method to

account for all these factors simultaneously. Moreover, we do not suggest any

causal implications since our findings are correlational.

4.6 Chapter Summary

In this chapter, we study the effect of the users’ prior beliefs (i.e., political and

religious ideology) and their initial stance on persuasion. We formulate the pre-

diction task of determining which debater an individual voter finds persuasive

in order to study the effect of these factors. We show that prior beliefs play a

crucial role in this task. Furthermore, we explore the factors that govern persua-
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sion for an a priori undecided vs. decided audience and find differences in the

most predictive features for persuasion.
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CHAPTER 5

MODELING THE EFFECT OF SOCIAL INTERACTION IN

COMPUTATIONAL PERSUASION

In Chapter 4, we study the impact of prior beliefs on persuasion. In this

chapter, using the DDO dataset described in Chapter 3, we explore the effect of

a user’s social interaction on their debating success, considering all the debates

that the user participates in over time.

5.1 Background

There has been a tremendous amount of research on understanding user inter-

actions and behaviour on social media (Backstrom et al., 2011; Benevenuto et al.,

2009; Burke et al., 2009; Golder et al., 2007; Kumar et al., 2011; Lim et al., 2015;

Macskassy and Michelson, 2011; Maia et al., 2008; Nagarajan et al., 2010; Wilson

et al., 2009). For example, Wilson et al. (2009) analyze the interaction graphs of

Facebook user traces and show that interaction activity on Facebook is signif-

icantly skewed towards a small portion of each user’s social links. Lim et al.

(2015) investigates how people interact in multiple online social networks. It

has been further shown that there is a strong relationship between a user’s so-

cial interaction and their influence on social media. For example, Romero et al.

(2011) and Cha et al. (2010) and have shown that individuals with more activity

and personal engagement are more influential on Twitter. Although there is a

lot of work on understanding user behavior on social media sites such Facebook

and Twitter, understanding the influence of user behavior on their persuasion

success on debating platforms has been limited.
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Romero et al. (2011) is the most similar to our work, in that the authors study

the effect of interaction dynamics, such as participant entry order and degree of

back-and-forth exchange in the discussion, on success in changing an opinion

holder’s stance in a thread. Note that, unlike our study, this work does not

consider the effect of social interaction features (such as friendship network or

voter network) on users’ success. Moreover, we study the overall success of users

over their lifetime, rather than a single debate or discussion thread.

We hypothesize that it is essential to account for the effect of social interac-

tions in computational persuasion. Success in persuasion might also depend

on an individual’s social interaction and engagement with other users (on the

debate platform) over time. For example, being more engaged with others over

time may expose an individual to more diverse ideas and people, which could

foster argumentation skills that are more applicable to convincing a more di-

verse audience. Focusing on only individual debates and discussion threads,

prior work has not investigated the relative effect of an individual’s social inter-

action, personal traits, and language use on their success in persuasion. In this

chapter, we focus on online debates and study success over a user’s lifetime by

looking at interaction and engagement with the community over time, rather

than focusing on individual debates to understand the relative impact of these

factors on a user’s success in persuasion.

5.2 Methodology

Our study employs the DDO (debate.org) dataset described in Section 3. Its

extensive user information and multiple well-structured debates/interactions

46



per user provides a unique opportunity to study users’ success over time while

accounting for the effect of individuals’ social interactions, personal traits, and

language use. Users provide demographic information as well as their stance on

controversial topics. They interact with one another in many ways: 1) debating,

2) evaluating the performance of other debaters, 3) commenting on debates,

4) asking/answering opinion questions, 5) voting in polls, 6) creating polls, 7)

becoming friends.

5.2.1 Task Description

This section describes the methods used to investigate the underlying dynamics

of success in online debate. First, we explain how we measure the users’ success,

and then we explore the role of personal traits, social interactions, and language

in predicting success.

5.2.2 User Success

We compute the overall success in debating for a user u as:

successu =
number of debates u won

number of total debates u participated in as a debater
(5.1)

We treat users with successu ≥ 70% as successful, successu ≤ 30% as unsuccessful

and 30%< successu < 70% as mediocre.

47



5.2.3 Prediction Task

To understand the relative effect of a user’s personal traits, social interaction,

and language on their success, we study the following prediction task: given a

pair of debaters where one of them is successful, and the other is unsuccessful

over the second and third stage of their lifetime, predict the successful one.

Note that while determining our label for success, we consider only the debates

in the second and third stage of a user’s lifetime to be able to study the relative

effect of success in their first life stage (success prior) vs. other factors in a con-

trolled way. We experiment with two settings where we control for the effect of

debate experience and success prior respectively.

SETTING 1. To control the effect of debate experience in success, we cre-

ate the pairs by matching users according to the number of debates that they

participated in (i.e., users within a pair have the same number of debates).1

SETTING 2. Given that we’re interested in understanding the factors that

correlate with success, we control for the success prior in a very specific way –

we only consider users that were unsuccessful in their initial life stage (success

prior≤ 30%2). This allows us to directly study the factors correlated with users

that were initially unsuccessful, but later went on to become successful debaters.

In the following subsections, we describe each of the factors (i.e., personal

traits, social interactions, and language) that we study in our experiments.

1There are 2,154 such pairs in our dataset.
2There are 957 such pairs in our dataset.
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Personal Traits

In Chapter 4, we describe our findings on the role of prior beliefs on users’ per-

suasion success in online argumentation, looking at the individual debates. We

further investigate this effect in a debater’s success over their lifetime. We also

extend this study by considering additional personal traits, such as the degree

to which a debater’s demographic (e.g., gender and ethnicity) matches those of

their friends and the voters participating in the debates.

We extract features to encode the similarity for a user’s opinion, political

ideology, religious ideology, gender, and ethnicity with that of her friends and

voters. To compute opinion similarity, we used the information about users’

opinions on the big issues.3

Figure 5.1 shows the similarity of successful and unsuccessful users’ personal

traits with that of their friends and voters respectively. We find that successful

users have significantly higher opinion similarity with their friends than un-

successful users. Moreover, they have significantly higher opinion similarity,

religious ideology match, gender match, and ethnicity match with voters than

unsuccessful users. This implies that having voters with a similar background

may be an important factor for success, since an audience’s decision about the

performance of debaters may be influenced by the extent to which their prior

beliefs match (Durmus and Cardie, 2018).
3We consider issues where users identified their side as either PRO or CON and measure the

similarity of their opinion for these issues with their friends and voters.
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(a) Opinion Similarity (b) Religious Ideology Match

Figure 5.1: Similarity of Unsuccessful vs. Successsful Users with their Friends
and Voters.

Social Interaction

The users interact with each other on the platform in the following ways: 1)

debating 2) evaluating the performance of other debaters, 3) commenting on

debates, 4) asking/answering opinion questions, 5) voting in polls, 6) creating

polls, 7) becoming friends. We present examples for an opinion question, an

opinion argument, and a poll topic below:

Example Opinion Question. ”Does God exist?” 4

Example Opinion Argument. ”He probably does not exist. I don’t

think that it’s possible to say yes or no either way. We can only con-

clude that there is more logical evidence to say that a God probably

does not exist, ...”

Example Poll Topic. Do you believe in Evolution or Creationism?

4Full discussion on the topic can be found at https://www.debate.org/opinions/does-god-
exist.
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We hypothesize that modeling these interactions is important to understand

the differences between how successful and unsuccessful users interact on this

platform and whether or not these are important factors for success. The ability

to interact with others in a myriad of different ways provides users with ample

opportunity to learn interesting new strategies and improve their skills over

time, as they are exposed to a diverse set of perspectives.

Figure 5.2 shows the interaction statistics for successful and unsuccessful

users.5 We see that, overall, successful users have significantly higher partici-

pation on the platform.

Friendship network. We represent the friendship network as an undirected

graph G = (V, E) where V represents the set of users, and E represents the set of

edges where (x, y) ∈ E if x ∈ V and y ∈ V are friends.

Voter network. We represent the voter network as a weighted directed

graph G = (V, E) where V represents the set of users, and E represents the set

of edges where (x, y) ∈ E if x ∈ V voted in a debate in which y ∈ V participated

as a debater. The weight of the graph represents how many times x voted in

debates y was a debater. Note having (x, y) edge in the graph does not imply

that x voted for y in a debate.

Hubs and authorities in voter network. Using the HITS algorithm (Klein-

berg, 1999), we compute hub and authority scores for each node (user) in the

voter network graph. We expect that users that participate in debates as de-

baters are the authoritative sources of information on the controversial topics

on this platform; therefore, they should have higher authority scores. On the

5We controlled for number of debates to remove the effect of “being a new user” by pairing
successful and unsuccessful users according the number of debates they participated in.
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(a) Number of votes (b) Number of opinion argu-
ments

(c) Number of poll votes (d) Number of friends

Figure 5.2: Interaction statistics for unsuccessful and successful users. Successful
users have significantly higher participation on the platform than unsuccessful
users.

other hand, users with higher hub scores represent people who may not nec-

essarily be authoritative sources of information on the topic, but they are inter-

ested in the topic and; therefore, by providing feedback, they lead other users

to these debates. We find that successful users have, on average, a significantly

higher hub score than unsuccessful users (p < 0.001). As shown in Figure 5.3, we

further observe that successful users have, on average, a significantly higher in-

degree centrality and out-degree centrality than unsuccessful users in the voter
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network. Similarly, successful users have higher degree centrality and page rank

than unsuccessful users in their friendship network.

Language

To capture the linguistic style of the debaters’ language and its relationship to

their success, we use textual features that encode 1) users’ own language and 2)

the interplay between users’ and their opponents’ language.

Aspect Features
Personal Traits 1) match of the personal traits (e.g., gender, politi-

cal ideology, religious ideology and ethnicity) with
friends and voters.
2) opinion similarity with friends and voters.

Social Interactions 1) participation features : # of comments, # of votes, #
of friends, # of opinion questions and arguments, # of
voted debates, # of poll votes and topics.
2) friendship network features : degree, degree cen-
trality, page rank scores.
3) voter network features: in-degree, out-degree, in-
degree centrality, out-degree centrality, page rank,
hub and authority scores.

Language 1) features of debaters’ own language : # of words, #
of definite articles, # of indefinite articles, # of person
pronouns, # of positive words, # of negative words,
# of hedges, # of swear words, # of punctuation, # of
links, average sentiment, type-token ratio, # of quotes,
distribution of POS tags, distribution of named enti-
ties, BOW.
2) features to encode the interplay : exact content
word match, exact stop word match, content word
match with synonyms.

Table 5.1: Personal Traits, Social Interactions and Language Features.

Modeling users’ own language. We extract features from the text of users’

debates, opinion questions, opinion arguments, poll votes, and poll topics.

These features include # of words, word category features (e.g., # of personal
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(a) Hub Score - Voter Network (b) In-degree Centrality - Voter
Network

(c) Out-degree Centrality - Voter
Network

(d) Centrality - Friendship Net-
work

(e) Page Rank - Friendship Net-
work

Figure 5.3: Characteristics of voter and friendship network for successful and
unsuccessful users.
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pronouns, # of positive and negative words), structural features (e.g., distribu-

tion of POS tags and named entities), and features to encode the characteristics

of the entire language (e.g., type-token ratio)

Modeling interplay between a debater and their opponent. We measure

the interplay between debaters and their opponents by measuring how similar

a debater’s language is to the previous statement made by her opponent. To

measure the similarity of a debater’s language (D) to that of the opponent’s (O)

in a round, we look at # of content words that are in both D and O, # of stop

words that are in both D and O and # of content words that are in D and have

synonyms in O.

The content word match with synonyms feature aims to capture the cases where

the opponent refers to similar concepts but does not necessarily use the same

words as the debater.

The complete list of features modeling the aspects of personal traits, social

interactions, and language features is shown in Table 5.1.

5.2.4 Prediction Results

We use weighted logistic regression and choose the amount and type of regu-

larization (`1 or `2) by grid search over five cross-validation folds. We compute

weighted precision, recall and F1 scores.

In SETTING 1, we create user pairs (u1,u2) where:

• u1 and u2 have an equal number of debates they participated in as debaters.
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• One of u1 or u2 is successful and the other one is unsuccessful over the second

and third stage of their lifetime.6

In SETTING 2, in addition to the requirements of SETTING 1, we also require

u1 and u2 to both have success prior ≤ 0.3.

Task. For both SETTING 1 and SETTING 2, we aim to predict whether u1 or u2

is successful over the second and third stage of her lifetime.

In SETTING 2, by only studying user pairs with low success priors, we aim

to understand the factors that are important for a user to improve as a debater

over time.

Results for SETTING 1

Table 5.2 shows the results for SETTING 1. We compare our model with three

simple baselines – majority, debating experience, and success prior. For the ma-

jority baseline, we predict the most common label in the training data for each

test example. For debating experience baseline, we use # of debates as the only

feature to predict the successful debater. For success prior baseline, we pick the

user with the higher success prior as successful.

In SETTING 1, since we do not control for the success in the first life stage,

we see that the success prior information alone can achieve 63.63% F1 score. This

implies that there is a correlation between users’ success in their early life stage

and later life stages. This factor may be related to users’ prior debating skills.

6We consider success only over the second and third stage of users’ lifetime in our prediction
task, in order to study the effect of success prior vs. the other aspects. We use the success in the
first life stage as success prior.
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Feature Precision Recall F1
(1) Majority 26.47±1.11 51.44±1.08 34.95±1.22

(2) Debating experience 52.70±2.91 52.04±1.77 41.76±2.06

(3) Success prior 65.20±0.77 64.39±0.65 63.63±0.50

Personal Traits (4) Overall similarity with
voters

61.93±1.60 60.86±1.70 59.44±1.67

(5) Overall similarity with
friends

62.70±0.86 59.98±1.05 56.94±1.14

Social Interaction (6) Participation features 67.78±1.66 66.02±2.33 64.82±2.70

(7) Friendship network
features

64.23±1.40 63.60±1.40 62.92±1.35

(8) Voter network features 72.39±0.19 70.75±0.34 70.20±0.70

(6) + (7) + (8) 72.67±0.73 72.29±0.93 72.12±1.03

Language (9) # of words 70.37±1.41 70.15±1.55 69.97±1.59

(10) Features of debaters’
interplay

62.11±1.09 62.07±1.03 61.92±1.01

(11) Features of debaters’
own language

72.65±2.45 72.66±2.45 72.64±2.44

Combinations (6) + (7) + (8) + (11) 78.49±1.29 78.46±1.32 78.45±1.32

(6) + (7) + (8) + (10) + (11) 81.63±1.63 81.62±1.65 81.61±1.65

Table 5.2: Prediction Task Results for SETTING 1. Voter network features are the
most predictive social interaction features. Combining interaction and language
features achieves the best predictive performance.

We observe that the features that encode debaters’ overall similarity with vot-

ers and friends achieve significantly better F1 scores than majority and debating

experience baselines. However, these features do not have as high a predictive

power as the success prior. We perform an ablation study for participation fea-

tures, friendship network features, and voter network features. We find that

voter network features are significantly more predictive than the baselines, per-

sonal trait features, and other social interaction features. We also perform an

ablation study for the language features and find that # of words is a very pre-

dictive feature of success. When we combine the language features with the

interaction features, we get the best predictive performance (81.61% F1 score)

for this task which is significantly better than the baselines. This indicates that
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Feature Precision Recall F1
(1) Majority 26.67±1.61 51.62±1.56 35.16±1.76

(2) Debating experience 46.00±0.89 50.16±1.02 38.98±3.92

(3) Success prior 55.60±0.93 55.07±0.39 52.10±0.47

Personal Traits (4) Overall similarity with
voters

56.55±2.43 55.69±1.31 52.68±1.47

(5) Overall similarity with
friends

55.87±3.43 54.23±2.35 47.52±3.18

Social Interactions (6) Participation features 59.39±4.09 57.68±2.34 55.08±3.16

(7) Friendship network
features

57.94±1.87 57.16±1.50 55.41±1.67

(8) Voter network features 70.54±1.78 69.91±1.79 69.65±1.76

(6) + (7) + (8) 71.66±0.71 71.47±0.51 71.38±0.51

Language (9) # of words 65.78±0.85 64.99±1.03 64.41±1.16

(10) Features of debaters’
interplay

57.47±1.42 57.16±1.31 56.41±1.29

(11) Features of debaters’
own language

64.48±0.74 64.37±0.90 64.24±0.97

Combinations (6) + (7) + (8) + (11) 75.44±0.90 75.44±0.90 75.43±0.89

(6) + (7) + (8) + (10) + (11) 78.06±0.88 78.05±0.89 78.05±0.88

Table 5.3: Prediction Task Results for SETTING 2. Similar to SETTING 1, voter net-
work features are the most predictive social interaction features, and combining
interaction and language features achieves the best predictive performance.

it is important to account for social interaction and language factors to deter-

mine the successful debater since these two components encode different kinds

of information about the users.

Results for SETTING 2

In this task, by controlling for prior success, we aim to understand the factors cor-

related with success by reducing the effect of prior debating skills of the users.

As shown in Table 5.3, the F1 score for the success prior baseline is not as quite

as high as in SETTING 1, since we control for this aspect by ensuring both users

in the pair are unsuccessful in their initial life stage. However, this does not nec-
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essarily mean that the two paired users will have the same success prior, which

explains why success prior still performs better than the other baselines. We do

not observe any significant difference between the performance of the features

encoding personal traits, participation, and the baseline. However, consistent

with the SETTING 1, we see that features of the voter network are significantly

better (69.65%) in predicting success. Although language features achieve a sig-

nificantly better F1 score than the baseline, they perform significantly worse

than the voter network features. Similar to SETTING 1, combining these lan-

guage features with the social interaction features improves the performance

significantly (78.05% F1 score).

Feature Analysis

To understand the important social interaction and language features, we 1)

compute the correlation coefficients for the feature values and the labels, 2) an-

alyze the coefficients of the logistic regression classifier, and 3) apply the recur-

sive feature elimination method (Guyon et al., 2002) to rank features according

to their importance. In this section, we present the consistently important fea-

tures for each of these methods.

Analysis of Social Interaction Features. We find that the most important

social interaction features for SETTING 1 are authority score, hub score, in and

out-degree centrality and the page rank of the voter network. Note that all these

important features are positively correlated with success. Although participa-

tion and friendship network features (e.g., # of voted debates, degree of the user

node in friendship network) are also positively correlated with success, the cor-

relation values for these are not as high as the ones of the voter network features.
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We also find a high correlation between some of the user activities. For example,

users with more # of comments are more active in making friends, voting, pro-

viding poll votes, and having higher centrality value in the friendship network.

Perhaps surprisingly, we do not observe any correlation between # of voted de-

bates and hub/authority scores in the voter network. However, we see a highly

positive correlation between hub scores, authority scores, in-degree centrality,

out-degree centrality, and page rank values of the voter network. This implies

that success is not only about the quantity of voted debates but also about the

characteristics of the debaters involved in these debates, since the hub score of a

user is influenced by the authority scores of the debaters they vote for. Similarly,

the authority score of a user is influenced by the hub scores of the voters that

participate in her debates. Therefore, besides the frequency of interaction, the

type of the interaction and characteristics of users involved in the interaction

are important to consider. Consistent with SETTING 1, in SETTING 2, the most

important features (positively correlated with success) are authority score, hub

score, in and out-degree centrality and the page rank of the voter network. We

observe the same patterns of user activities and authority and hub scores as in

SETTING 1.

Analysis of Language Features. We find that number of words is positively

correlated with success. It may be the case that longer text may convey more in-

formation and explain the points more explicitly (O’Keefe, 1997, 1998). The bag

of words feature is not as predictive as the # of words feature. For both SETTING

1 and SETTING 2, we observe that the value of average sentiment is negatively

correlated with success. The reason for this may be that negative information

is more attention grabbing than positive information (Ditto and F. Lopez, 1992;

Homer and Yoon, 1992; Pratto and P. John, 1991) since people are more used
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to seeing arguments that are phrased in a more positive way (Meyerowitz and

Chaiken, 1987). We also find that type-token ratio (diversity of language) is neg-

atively correlated with success for both settings. It may be the case that people

who talk about a smaller set of topics gain expertise on these topics over time;

therefore, they may be more successful. We observe that other textual features

are positively correlated with success for both of these settings. However, the

degree of correlation is not as high as it is for type-token ratio and sentiment.

Feature Precision Recall F1
(1) Majority 26.97±2.69 51.86±2.62 35.46±2.95

(2) Debating experience 53.77±2.95 52.43±2.91 43.02±6.19

(3) Success prior 39.94±7.63 51.00±2.23 36.04±2.35

Personal Traits
(4) Overall similarity with
voters

55.17±1.58 55.00±2.36 53.94±2.99

(5) Overall similarity with
friends

66.38±4.11 63.43±2.77 60.87±3.33

Social Interactions

(6) Participation features 68.88±3.57 68.00±2.86 67.88±2.96

(7) Friendship network
features

65.60±4.83 64.00±3.81 62.81±3.73

(8) voter network features 64.36±1.57 62.72±2.37 61.44±2.87

(6) + (7) + (8) 67.80±1.86 67.14±1.43 66.97±1.42

Language (9) # of words 67.63±3.90 66.57±2.70 66.29±2.39

(10) Features of debaters’
interplay

58.76±2.03 57.43±0.86 56.60±0.93

(11) Features of debaters’
own language

68.47±0.21 68.14±0.14 68.10±0.17

Combinations (6) + (7) + (8) + (11) 69.32±2.48 69.00±2.42 69.00±2.41

(6) + (7) + (8) + (10) + (11) 73.60±0.80 73.43±0.70 73.43±0.72

Table 5.4: Prediction Task Results for loss of success. Participation features are
the most important social interaction features. Combining the social interaction
features with the language features gives the best prediction performance.
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5.3 Understanding the loss of success

In the previous section, we show that social interaction and language features

are important to predict successful debaters. Our findings are consistent for the

case when 1) we only control for users’ debating experience and 2) we also con-

trol for users’ success prior. Users’ participation, the types of interactions they

have on the platform, and the characteristics of the users they interact with are

predictive of their success, regardless of their prior expertise in debating (en-

coded by the success prior).

In SETTING 1, since we did not control for the success prior, we studied the

factors that are important for a user to become successful in their second and

third life stages, regardless of their success in the beginning. In SETTING 2, we

studied the factors that are important for unsuccessful users to improve their

performance and become successful over time. As a natural follow-up, we would

also like to understand what factors are correlated with users who are initially

successful, but later become unsuccessful in their lifetime. To do that, in SETTING

3, in addition to the requirements of SETTING 1, we have an additional criterion

for all user pairs (u1,u2):

• u1 and u2 both have success prior ≥ 0.7.7

7We have 700 user pairs with these criteria.
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5.3.1 Results

As shown in Table 5.4, features of personality traits, social interactions, and lan-

guage perform significantly better than the baselines. For this task, the success

prior baseline performs relatively worse than in the previous two settings. Upon

closer examination, we observed that the variance of success priors for this task

is an order of magnitude smaller than in SETTING 2. Therefore, as a possible

explanation, the success prior may not be as predictive for this task.

In social interaction features, similarity with friends is the most predictive

feature. However, participation features perform significantly better than the

features of personal traits. For this task, contrary to SETTING 1 and SETTING

2, we see that participation features are the most predictive in the set of social

interaction features. This implies that a user’s participation is important for

them to remain successful. Lower participation could be a contributing factor for

these users to become unsuccessful eventually. Although friendship and voter

network features are still significantly more predictive than the baselines, they

are not as highly predictive as the participation features. For users with high

success priors, continued participation may be the most important aspect of their

social interaction. We observe that language features alone achieve a similar

performance as the social interaction features. Consistent with the SETTING 1

and SETTING 2, combining social interaction and language features gives the

best predictive performance (73.43% F1 score).

Analysis of Social Interaction Features. The most important social interac-

tion features include # of voted debates, degree of the user node in the friend-

ship network, and hub scores, authority scores, in-degree centrality, out-degree
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centrality and page rank values of voter network. All these features indicate

higher participation on the platform, and they are positively correlated with

staying successful. Although the other social interaction features, such as au-

thority and hub scores of the voter network are also positively correlated with

success, the value of correlation for these is not as high as the previously men-

tioned features. For users who are initially unsuccessful, participation alone may

not be enough for them to become successful debaters – the types of interactions

and the characteristics of people with whom they interact are crucially impor-

tant for their success. On the other hand, users who are initially successful may

already be experienced debaters, and staying active and participating may be

sufficient for them to remain successful.

Analysis of Language Features. As in SETTING 1 and SETTING 2, # of words

is positively correlated with staying successful. We find that the # of first person

pronouns is the language feature with the highest positive correlation with stay-

ing successful. We observe that users who refer to their personal experiences and

opinions use first person pronouns more often. It may be the case that debaters

may try to appeal to logos by citing personal experience (Cooper and Nothstine,

1992). Consistent with SETTING 1 and SETTING 2, the value of average sentiment

is negatively correlated with staying successful.

5.4 Limitations

In this study, we investigate the impact of social interaction on debating suc-

cess. We find that higher participation and engagement improves the success

of debaters over time. One potential reason is that users develop strategies to
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improve their debating skills. Another factor could be that users only partici-

pate in the topics they are comfortable with and do not improve their debating

skills overall. Moreover, they may be debating with users that they are con-

fident about defeating to increase their chances of winning. Therefore, in this

setup, becoming more successful over time may not necessarily imply develop-

ing better argumentative skills. In future work, we would like to explore the

effect of debate topics on users’ success. Moreover, we aim to understand what

characteristics of a user’s language change over time and how it affects debating

success.

5.5 Chapter Summary

This chapter explores the effect of a user’s social interaction on their success in

debating over time. We investigate the impact of language, personal traits, and

social interaction simultaneously for predicting the successful debater given a

pair of debaters where one of them is successful and the other is unsuccessful.

We observe that successful debaters are significantly more engaged with others

and more active on the platform. We find that a user’s social interaction charac-

teristics play a crucial role in determining their success in debates. We achieve

the best predictive performance by combining social interaction features with

features that encode information on language use.
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CHAPTER 6

MODELING PRAGMATIC CONTEXT IN ARGUMENT IMPACT

PREDICTION

In the previous chapters, we discuss the impact of prior beliefs (Chapter 4)

and social interactions (Chapter 5) on determining the more successful debater

and a user’s debating success over time, respectively. This chapter introduces a

new dataset for argument impact prediction and explores methods to incorpo-

rate pragmatic context in determining argument impact.

6.1 Background

Previous work in the social sciences and psychology has shown that the impact

and persuasive power of an argument depend not only on the language em-

ployed but also on the credibility and character of the communicator (i.e., ethos)

(Chaiken, 1979, 1980; Miller et al., 1976), the traits and prior beliefs of the audi-

ence (Correll et al., 2004; Davies, 1998; Hullett, 2005; Lord et al., 1979), and the

pragmatic context in which the argument is presented (i.e., kairos) (Haugtvedt

and Wegener, 1994; Joyce and Harwood, 2014).

Research in Natural Language Processing (NLP) has only partially corrobo-

rated these findings. One very influential line of work, for example, develops

computational methods to automatically determine the linguistic characteristics

of persuasive arguments (Habernal and Gurevych, 2016a; Tan et al., 2016; Zhang

et al., 2016), but it does so without controlling for the audience, the communi-

cator, or the pragmatic context. Very recent work, on the other hand, shows

that attributes of both the audience and the communicator constitute impor-
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tant cues for determining argument strength (Durmus and Cardie, 2018; Lukin

et al., 2017). They further show that audience and communicator attributes can

influence the relative importance of linguistic features for predicting the persua-

siveness of an argument. These results confirm previous findings in the social

sciences that show a person’s perception of an argument can be influenced by

their background and personality traits. To the best of our knowledge, how-

ever, no NLP studies explicitly investigate the role of kairos — a component of

pragmatic context that refers to the context-dependent “timeliness” and “appro-

priateness” of an argument and its claims within an argumentative discourse —

in argument quality prediction.

Among the many social science studies of attitude change, the order in

which argumentative claims are shared with the audience has been studied

extensively: Haugtvedt and Wegener (1994), for example, summarize studies

showing that the argument-related claims a person is exposed to beforehand

can affect his perception of an alternative argument in complex ways. Joyce and

Harwood (2014) similarly finds that changes in an argument’s context can have

a big impact on the audience’s perception of the argument.

Some recent studies in NLP have investigated the effect of interactions on

the overall persuasive power of posts in social media (Hidey and McKeown,

2018; Tan et al., 2016). However, in social media, not all posts have to express

arguments or stay on topic (Rakshit et al., 2017), and qualitative evaluation of

the posts can be influenced by many other factors such as interaction between

the individuals (Durmus and Cardie, 2019b). Therefore, it is difficult to measure

the effect of argumentative pragmatic context alone in argument quality predic-

tion without these confounding factors using the datasets and models presented
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in prior work.

In this chapter, we study the role of kairos on argument quality prediction by

examining the individual claims of an argument for their timeliness and appro-

priateness in the context of a particular line of argument. We define kairos as

the sequence of argumentative text (e.g., claims) along a particular line of argu-

mentative reasoning. We first present a dataset extracted from kialo.com of over

47,000 claims that are part of a diverse collection of arguments on 741 contro-

versial topics. The website’s structure dictates that each argument must present

a supporting or opposing claim for its parent claim, and stay within the topic

of the main thesis. Rather than being posts on a social media platform, these

are community-curated claims. Furthermore, for each presented claim, the au-

dience votes on its impact within the given line of reasoning. Critically then, the

dataset includes the argument context for each claim, allowing us to investigate

the characteristics associated with impactful arguments.

With the dataset in hand, we then propose the task of studying the char-

acteristics of impactful claims by (1) taking the argument context into account,

(2) studying the extent to which this context is important, and (3) determining

the representation of context that is more effective. To the best of our knowl-

edge, ours is the first dataset that includes claims with both impact votes and

the corresponding context of the argument.
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6.2 Dataset

Claims and impact votes. We collected claims from kialo.com12 for 741 contro-

versial topics and their corresponding impact votes. The users of the platform

provide impact votes to evaluate how impactful a particular claim is. Users can

pick one of 5 possible impact labels for a particular claim: NO IMPACT, LOW

IMPACT, MEDIUM IMPACT, HIGH IMPACT and VERY HIGH IMPACT. While eval-

uating the impact of a claim, users have access to the full argument context.

Therefore, they can assess how impactful a claim is in the given context of an

argument. Interestingly, in this dataset, the same claim can have different im-

pact labels depending on the context in which it occurs.

Figure 6.1 shows a partial argument tree for the argument thesis “PHYSI-

CAL TORTURE OF PRISONERS IS AN ACCEPTABLE INTERROGATION TOOL.”. Each

node in the argument tree corresponds to a claim, and these argument trees are

constructed and edited collaboratively by the users of the platform.

Except for the thesis, every claim in the argument tree either opposes or

supports its parent claim. Each path from the root to a leaf node corresponds to

an argument path which represents a particular line of reasoning on the given

controversial topic.

The distribution of argument trees for a given range of claims, and depth is

shown in Figures 6.2(a) and 6.2(b) respectively. We see that for the majority of

trees, the depth is 4 or higher, and the number of claims is greater than 30.

1The data is collected from this website in accordance with the terms and conditions.
2There is prior work by Durmus et al. (2019a) which created a dataset of argument trees from

kialo.com. That dataset, however, does not include any impact labels.
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Figure 6.1: Example partial argument tree with claims and corresponding im-
pact votes for the thesis “PHYSICAL TORTURE OF PRISONERS IS AN ACCEPTABLE
INTERROGATION TOOL.”.

Figure 6.3 shows the total number of claims at a given depth. We see that

only 7, 618 out of 95, 312 claims directly support or oppose the theses of the

controversial topics. The majority of the claims lie at depth 3 or higher. This

shows that the dataset has a rich set of supporting and opposing claims not

only for the theses but for claims at different depths of the tree.

Moreover, around 47,000 claims in this dataset have impact votes assigned

by the users of the platform. The impact vote evaluates how impactful a claim is

within its context, which consists of its predecessor claims from the thesis of the

tree. For example, claim O1 “IT IS MORALLY WRONG TO HARM A DEFENSELESS

PERSON” is an opposing claim for the thesis, and it is an IMPACTFUL CLAIM since

most of its impact votes belong to the category of VERY HIGH IMPACT. However,
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(a) Number of trees with given range of total number of claims.

(b) Number of trees with given range of depth.

Figure 6.2: Data statistics: For the majority of trees, the depth of the argument
tree is 4 or higher, and the argument tree has more than 30 claims in the tree.
Average number of claims and depth per argument tree are 127 and 5 respec-
tively.
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Figure 6.3: Number of claims at given depths.

claim S3 “IT IS ILLEGITIMATE FOR STATE ACTORS TO HARM SOMEONE WITHOUT

THE PROCESS” is a supporting claim for its parent O1 and it is a less impactful

claim since most of the impact votes belong to the NO IMPACT and LOW IMPACT

categories.

Impact label statistics. Table 6.3 shows the distribution of the number of

votes for each of the impact categories. The claims have 241, 884 total votes. The

majority of the impact votes belong to MEDIUM IMPACT category. We observe

that users assign more HIGH IMPACT and VERY HIGH IMPACT votes than LOW

IMPACT and NO IMPACT votes respectively. When we restrict the claims to the

ones with at least 5 impact votes, we have 213, 277 votes in total3.

326,998 of them NO IMPACT, 33,789 of them LOW IMPACT, 55,616 of them MEDIUM IMPACT,
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# impact votes # claims
[3, 5) 4,495

[5, 10) 5,405
[10, 15) 5,338
[15, 20) 2,093
[20, 25) 934
[25, 50) 992

[50, 333) 255

Table 6.1: Number of claims for the given range of number of votes. There are
19,512 claims in the dataset with 3 or more votes. Out of the claims with 3 or
more votes, majority of them have 5 or more votes.

3-class case 5-class case
Agreement score Number of claims Number of claims

> 50% 10,848 7,304
> 60% 7,386 4,329
> 70% 4,412 2,195
> 80% 2,068 840

Table 6.2: Number of claims, with at least five votes, above the given threshold
of agreement percentage for 3-class and 5-class cases. When we combine the
low impact and high impact classes, there are more claims with high agreement
score.

Agreement for the impact votes. To determine the agreement in assigning

the impact label for a particular claim, for each claim, we compute the percent-

age of the votes that are the same as the majority impact vote for that claim. Let

ci denote the count of the claims with the class labels C=[NO IMPACT, LOW IM-

PACT, MEDIUM IMPACT, HIGH IMPACT, VERY HIGH IMPACT] for the impact label

l at index i.

Agreement = 100 ∗
max0≤i≤4 ci∑4

i=0 ci
% (6.1)

For example, for claim S1 in Figure 6.1, the agreement score is 100 ∗ 30
90% =

47,494 of them HIGH IMPACT and 49,380 of them VERY HIGH IMPACT.
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33.33% since the majority class (NO IMPACT) has 30 votes and there are 90 impact

votes in total for this particular claim. We compute the agreement score for

the cases where (1) we treat each impact label separately (5-class case) and (2)

we combine the classes HIGH IMPACT and VERY HIGH IMPACT into a one class:

IMPACTFUL and NO IMPACT and LOW IMPACT into a one class: NOT IMPACTFUL

(3-class case).

Table 6.2 shows the number of claims with the given agreement score thresh-

olds when we include the claims with at least 5 votes. There are more claims

with high agreement scores when we combine the low impact and high impact

classes. This may imply that distinguishing between no impact-low impact and

high impact-very high impact classes is difficult. In our experiments, we use a

3-class representation for the impact labels to decrease the sparsity issue. More-

over, to have a more reliable assignment of impact labels, we consider only the

claims with have more than 60% agreement.

Context. In an argument tree, the claims from the thesis node (root) to each

leaf node form an argument path. This argument path represents a particular

line of reasoning for the given thesis. Similarly, for each claim, all the claims

along the path from the thesis to the claim, represent the context for the claim.

For example, in Figure 6.1, the context for O1 consists of only the thesis, whereas

the context for S3 consists of both the thesis and O1 since S3 is provided to

support the claim O1 which is an opposing claim for the thesis.

Distribution of impact votes. The distribution of claims with the given

range of number of impact votes are shown in Table 6.1. There are 19,512 claims

in total with 3 or more votes. Out of the claims with 3 or more votes, majority

of them have 5 or more votes. We limit our study to the claims with at least 5
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Impact label # votes- all claims
No impact 32,681

Low impact 37,457
Medium impact 60,136

High impact 52,764
Very high impact 58,846

Total # votes 241,884

Table 6.3: Number of votes for the given impact label. There are 241, 884 total
votes and majority of them belongs to the category MEDIUM IMPACT.

Context length # claims
1 1,524
2 1,977
3 1,181

[4, 5] 1,436
(5, 10] 1,115
> 10 153

Table 6.4: Number of claims for the given range of context length, for claims
with more than 5 votes and an agreement score greater than 60%.

votes to have a more reliable assignment for the accumulated impact label for

each claim.

The claims are not constructed independently from their context since they

are written in considering the line of reasoning so far. In most cases, each claim

elaborates on the point made by its parent and presents cases to support or

oppose the parent claim’s points. Similarly, when users evaluate the impact of

a claim, they consider if the claim is timely and appropriate given its context.

There are cases in the dataset where the same claim has different impact labels

when presented within a different context. Therefore, we claim that it is not

sufficient to study only the linguistic characteristic of a claim to determine its

impact, but it is also necessary to consider its context in determining the impact.

Context length (Cl) for a particular claim C is defined by number of claims
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included in the argument path starting from the thesis until the claim C. For

example, in Figure 6.1, the context length for O1 and S3 are 1 and 2 respectively.

Table 6.4 shows number of claims with the given range of context length for the

claims with more than 5 votes and 60% agreement score. We observe that more

than half of these claims have 3 or higher context length.

6.3 Methodology

6.3.1 Hypothesis and Task Description

Similar to prior work, we aim to understand the characteristics of impactful

claims in argumentation. However, we hypothesize that the qualitative char-

acteristics of arguments are not independent of the context in which they are

presented. To understand the relationship between argument context and the

impact of a claim, we aim to incorporate the context along with the claim itself

in our predictive models.

Prediction task. Given a claim, we want to predict the impact label that is

assigned to it by the users: NOT IMPACTFUL, MEDIUM IMPACT, or IMPACTFUL.

Preprocessing. We restrict our study to claims with at least 5 or more votes

and greater than 60% agreement to have a reliable impact label assignment. We

have 7, 386 claims in the dataset satisfying these constraints4. We see that the im-

pact class IMPACFUL is the majority class since around 58% of the claims belong

to this category.

4We have 1,633 NOT IMPACTFUL, 1,445 MEDIUM IMPACT and 4,308 IMPACFUL claims.
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For our experiments, we split our data to train (70%), validation (15%), and

test (15%) sets.

6.3.2 Baseline Models

Majority

The majority baseline assigns the most common training example label (HIGH

IMPACT) to every test example.

SVM with RBF kernel

Similar to Habernal and Gurevych (2016a), we experiment with SVM with RBF

kernel, with features that represent (1) the simple characteristics of the argument

tree and (2) the linguistic characteristics of the claim.

The features that represent the simple characteristics of the claim’s argument

tree include the distance and similarity of the claim to the thesis, the similarity

of a claim with its parent, and the impact votes of the claim’s parent claim.

We encode the similarity of a claim to its parent and the thesis claim with the

cosine similarity of their tf-idf vectors. The distance and similarity metrics aim

to model whether claims which are more similar (i.e., potentially more topically

relevant) to their parent claim or the thesis claim are more impactful.

We encode the quality of the parent claim as the number of votes for each

impact class and incorporate it as a feature to understand if it is more likely for

a claim to be impactful given an impactful parent claim.
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Linguistic features. To represent each claim, we extracted the linguistic fea-

tures proposed by Habernal and Gurevych (2016a) such as tf-idf scores for uni-

grams and bigrams, ratio of quotation marks, exclamation marks, modal verbs,

stop words, type-token ratio, hedging (Hyland, 1998), named entity types, POS

n-grams, sentiment (Hutto and Gilbert, 2014) and subjectivity scores (Wilson

et al., 2005), spell-checking, readibility features such as Coleman-Liau (Coleman

and Liau, 1975), Flesch (Flesch, 1948), argument lexicon features (Somasundaran

et al., 2007) and surface features such as word lengths, sentence lengths, word

types, and number of complex words5.

FastText

Joulin et al. (2017) introduced a simple yet effective baseline for text classifica-

tion, which they show to be competitive with deep learning classifiers in terms

of accuracy. Their method represents a sequence of text as a bag of n-grams, and

each n-gram is passed through a look-up table to get its dense vector represen-

tation. The overall sequence representation is simply an average over the dense

representations of the bag of n-grams, and is fed into a linear classifier to predict

the label. We use the code released by Joulin et al. (2017) to train a classifier for

argument impact prediction, based on the claim text6.

5We pick the parameters for the SVM model according to the performance validation split,
and report the results on the test split.

6We used maxNgram length of 2, learning rate of 0.8, num epochs of 15, vector dim of 300.
We also used the pre-trained 300-dim wiki-news vectors made available on the fastText website.
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BiLSTM with Attention

Another effective baseline (Yang et al., 2016; Zhou et al., 2016) for text classifi-

cation consists of encoding the text sequence using a bidirectional Long Short

Term Memory (LSTM) (Hochreiter and Schmidhuber, 1997), to get the token

representations in context, and then attending (Luong et al., 2015) over the to-

kens to get the sequence representation. For the query vector for attention, we

use a learned context vector, similar to Yang et al. (2016). We picked our hyper-

parameters based on performance on the validation set and report our results

for the best set of hyperparameters7. We initialized our word embeddings with

glove vectors (Pennington et al., 2014) pre-trained on Wikipedia + Gigaword,

and used the Adam optimizer (Kingma and Ba, 2015) with its default settings.

6.3.3 Fine-tuned BERT model

Devlin et al. (2018) fine-tuned a pre-trained deep bi-directional transformer lan-

guage model (which they call BERT) by adding a simple classification layer on

top and achieved the state of the art results across a variety of NLP tasks. We

employ their pre-trained language models for our task and compare them to

our baseline models. For all the architectures described below, we fine-tune for

10 epochs, with a learning rate of 2e-5. We employ an early stopping procedure

based on the model performance on a validation set.

7Our final hyperparams were: 100-dim word embedding, 100-dim context vector, 1 layer
BiLSTM with 64 units, trained for 40 epochs with early stopping based on validation perfor-
mance.
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Precision Recall F1
Majority 19.43 33.33 24.55
SVM with RBF Kernel
Distance from the thesis 27.42 33.53 26.05
Parent quality 58.11 47.85 46.61
Linguistic features 65.67 38.58 35.42
BiLSTM with Attention 46.50±0.28 46.35±0.99 46.22±0.58

FastText 51.18±0.80 46.09±0.64 47.06±0.70

BERT models
Claim only 53.24±1.07 50.93±2.01 51.53±1.53

Claim + Parent 55.79±1.72 53.54±2.09 54.00±1.79

Claim + Context f (2) 56.57±0.85 54.76±1.71 55.18±0.99

Claim + Context f (3) 57.19±0.92 55.77±1.05 55.98±0.70

Claim + Context f (4) 57.09±1.71 55.31±1.09 55.72±1.14

Claim + Contextgru(4) 54.95±2.00 51.55±1.27 52.37±1.26

Claim + Contexta(4) 56.60±0.52 54.55±0.57 54.65±0.33

Table 6.5: Results for the baselines and the BERT models with and without the
context. Best performing model is BERT with the representation of previous 3
claims in the path along with the claim representation itself. We run the models
5 times and we report the mean and standard deviation.

Claim with no context

In this setting, we attempt to classify the impact of the claim based on the text of

the claim only. We follow the fine-tuning procedure for sequence classification

detailed in Devlin et al. (2018), and input the claim text as a sequence of tokens

preceded by the special [CLS] token and followed by the special [SEP] token.

We add a classification layer on top of the BERT encoder, to which we pass

the representation of the [CLS] token and fine-tune this for argument impact

prediction.
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Claim with parent representation

In this setting, we use the parent claim’s text, in addition to the target claim text,

in order to classify the impact of the target claim. We treat this as a sequence

pair classification task and combine both the target claim and parent claim as

a single sequence of tokens, separated by the special separator [SEP]. We then

follow the same procedure above for fine-tuning.

Incorporating larger context

In this setting, we consider incorporating a larger context from the discourse

in order to assess the impact of a claim. In particular, we consider up to four

previous claims in the discourse (for a total context length of 5). We attempt to

incorporate larger context into the BERT model in three different ways.

Flat representation of the path. The first, simple approach is to represent

the entire path (claim + context) as a single sequence, where each of the claims

is separated by the [SEP] token. BERT was trained on sequence pairs, and there-

fore the pre-trained encoders only have two segment embeddings (Devlin et al.,

2018). So to fit multiple sequences into this framework, we indicate all tokens

of the target claim as belonging to segment A and the tokens for all the claims

in the discourse context as belonging to segment B. This way of representing

the input requires no additional changes to the architecture or retraining, and

we can just fine-tune in a similar manner as above. We refer to this representa-

tion of the context as a flat representation, and denote the model as Context f (i),

where i indicates the length of the context that is incorporated into the model.
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Cl = 1 Cl = 2 Cl = 3 Cl = 4
BERT models
Claim only 48.61±3.16 53.15±1.95 54.51±1.91 50.89±2.95

Claim + Parent 51.49±2.63 54.78±2.95 54.94±2.72 51.94±2.59

Claim + Context f (2) 52.84±2.55 53.77±1.00 55.24±2.52 57.04±1.19

Claim + Context f (3) 54.88±2.49 54.71±1.74 52.93±2.07 58.17±1.89

Claim + Context f (4) 54.47±2.95 54.88±1.53 57.11±3.38 57.02±2.22

Table 6.6: F1 scores of each model for the claims with various context length
values.

Attention over context. Recent work in incorporating argument sequence

in predicting persuasiveness (Hidey and McKeown, 2018) has shown that hi-

erarchical representations are effective in representing context. Similarly, we

consider hierarchical representations for representing the discourse. We first

encode each claim using the pre-trained BERT model as the claim encoder and

use the representation of the [CLS] token as claim representation. We then em-

ploy dot-product attention (Luong et al., 2015), to get a weighted representation

for the context. We use a learned context vector as the query for computing at-

tention scores, similar to Yang et al. (2016). The attention score αc is computed

as shown below:

αc =
exp(VT

c Vl)∑
c∈D exp(VT

c Vl)
(6.2)

Where Vc is the claim representation that was computed with the BERT en-

coder as described above, Vl is the learned context vector that is used for com-

puting attention scores, and D is the set of claims in the discourse. After com-

puting the attention scores, the final context representation vd is computed as

follows:

Vd =
∑
c∈D

αcVc (6.3)

We then concatenate the context representation with the target claim represen-

tation [Vd,Vr] and pass it to the classification layer to predict the quality. We
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denote this model as Contexta(i).

GRU to encode context Similar to the approach above, we consider a hi-

erarchical representation for representing the context. We compute the claim

representations, as detailed above, and we then feed the discourse claims’ rep-

resentations (in sequence) into a bidirectional Gated Recurrent Unit (GRU) (Cho

et al., 2014), to compute the context representation. We concatenate this with the

target claim representation and use this to predict the claim impact. We denote

this model as Contextgru(i).

6.4 Results and Analysis

Table 6.5 shows the macro precision, recall, and F1 scores for the baselines as

well as the BERT models with and without context representations8.

We see that parent quality is a simple yet effective feature, and the SVM model

with this feature can achieve significantly higher (p < 0.001)9 F1 score (46.61%)

than distance from the thesis and linguistic features. Claims with higher impact

parents are more likely to have a higher impact. Similarity with the parent and

thesis is not significantly better than the majority baseline. Although the BiLSTM

model with attention and FastText baselines performs better than the SVM with

distance from the thesis and linguistic features, it has similar performance to the

parent quality baseline.

We find that the BERT model with claim only representation performs sig-

8For the models that result in different scores with a different random seed, we run them 5
times and report the mean and standard deviation.

9We perform a two-sided t-test for significance analysis.
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nificantly better (p < 0.001) than the baseline models. Incorporating the parent

representation only along with the claim representation does not give significant

improvement over representing the claim only. However, incorporating the flat

representation of the larger context along with the claim representation consistently

achieves significantly better (p < 0.001) performance than the claim representa-

tion alone. Similarly, attention representation over the context with the learned

query vector achieves significantly better performance then the claim representa-

tion only (p < 0.05).

We find that the flat representation of the context achieves the highest F1 score.

It may be more difficult for the models with a larger number of parameters to

perform better than the flat representation since the dataset is small. We also

observe that modeling 3 claims on the argument path before the target claim

achieves the best F1 score (55.98%).

To understand for what kinds of claims the best performing contextual

model is more effective, we evaluate the BERT model with flat context repre-

sentation for claims with context length values 1, 2, 3 and 4 separately. Table

6.6 shows the F1 score of the BERT model without context and with flat con-

text representation with different lengths of context. For the claims with con-

text length 1, adding Context f (3) and Context f (4) representation along with

the claim achieves significantly better (p < 0.05) F1 score than modeling the

claim only. Similarly for the claims with context length 3 and 4, Context f (4) and

Context f (3) perform significantly better than BERT with claim only ((p < 0.05)

and (p < 0.01) respectively). We see that models with larger context are helpful

even for claims which have limited context (e.g., Cl = 1). This may suggest that

when we train the models with larger context, they learn how to represent the
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claims and their context better.

6.5 Limitations

In this study, we find that incorporating pragmatic context is crucial in impact

prediction. First, we present a new dataset for this task. We assume that the

impact labels in this dataset are provided in good faith by the users. However,

we note that the user demographics on the platform may not have a fair repre-

sentation, and prior beliefs and background could affect which arguments are

perceived as more impactful. We should account for this potential bias while

using the systems built from this dataset. We further observe that BERT-based

models achieve the best predictive performance. However, it is difficult to inter-

pret these systems to understand what aspect of the context plays an important

role. In future work, we aim to employ methods such as local surrogate (Ribeiro

et al., 2016) or input saliency models (Li et al., 2016) to interpret these systems.

6.6 Chapter Summary

This chapter proposes a new dataset of arguments along with their impact label

and the argument path, representing a particular line of reasoning on the given

controversial topic. We further propose predictive models that incorporate the

pragmatic and discourse context of argumentative claims to predict argument

impact. We show that the models representing the pragmatic context outper-

form models that rely on only claim-specific linguistic features for predicting

the perceived impact of individual claims within a particular line of argument.
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CHAPTER 7

CONCLUSION AND FUTURE WORK

In this dissertation, we describe our contributions to understand persuasion

in computational argumentation. In particular, we show that the characteristics

of the people involved highly influence the process of persuasion. We investi-

gate the impact of speaker and audience factors in predicting the more persua-

sive debater. We also explore whether a user’s social interaction on online ar-

gumentation platforms affects their success in persuasion over time. We further

propose context-aware models to measure the importance of pragmatic context

in predicting the impact of the arguments.

7.1 Summary of Contributions

In Chapter 3, we propose a new dataset of debates with extensive user infor-

mation extracted from an online argumentation platform (i.e., debate.org). This

is the largest available dataset with such extensive user information, including

political ideology, religious ideology, and stance on various controversial topics.

Availability of this information has motivated further research in exploring the

effect of user factors in persuasion (Durmus and Cardie, 2019b; Luu et al., 2019).

With the dataset in hand, we study the role of prior beliefs, of both speak-

ers and audience members, on the perceived persuasiveness of arguments. We

do this by formulating a new task to determine which debater will be able to

persuade a given voter to change their stance. We find that features associated

with a user’s initial stance are very predictive for this task. This is especially

true for debates on political and religious issues, where these features are even
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more predictive than linguistic features of the arguments.

In Chapter 5, we further explore whether a user’s social interaction impacts

their debating success over time on online argumentation platforms. We extract

features from a user’s friendship and voter networks. We then use these fea-

tures to explore the role of social interactions as compared to personality traits

and language in predicting debating success over time. We find that social in-

teraction features (i.e., primarily features extracted from the voter network) are

the most predictive of success. We observe that the best predictive performance

is achieved when combining social interaction features with linguistic features.

This implies that the characteristics of interactions on online debating platforms

are essential to becoming more experienced and successful in persuasion.

Finally, we propose a dataset to study the role of kairos (i.e., pragmatic con-

text) in determining argument impact. As described in Chapter 6, the dataset in-

cludes the argument context for each claim, along with the impact score within

the given line of reasoning. We further explore whether a flat vs. a hierarchical

representation of context is more effective for this task. We find that a flat rep-

resentation of the context achieves the best performance since the dataset may

not be large enough to learn the additional parameters needed for a hierarchical

model. We observe that models that incorporate context perform significantly

better than those that use the claim only. This implies that the context in which

an argument is presented is crucial in assessing its impact.
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7.2 Ethical Considerations

All the data in our research has been collected and used in accordance with the

terms of service of the source. For user studies, we take the utmost care in mak-

ing sure that the anonymity of the users is preserved. Finally, we make sure that

our work does not take a stance on any of the controversial topics, but rather just

analyzes the viewpoints of the participants in the datasets we use. One short-

coming we acknowledge is that we are unable to represent all demographics

due to a lack of data. The sources we used tend to be highly skewed towards an

American audience, and even within this audience, the distribution may not be

representative enough.

Given that argumentation is a fundamental part of human communication,

the work in this area could be used in both good and ethically less acceptable

manners. The driving motivator of this dissertation has always been that ar-

gumentation can be used for social good, such as exposing people to diverse

viewpoints to help them make more informed decisions or using persuasion to

encourage people to contribute to the environment and society. However, even

for such use cases, it is vital to be transparent and inform users about the nature

of these systems. Moreover, user consent should be required to employ such

methods in real-world scenarios.

7.3 Future Directions

Modeling Users in Computational Persuasion. In our study, we explore the

role of prior beliefs in persuasion, focusing on political and religious ideologies.
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However, there are many aspects of the source and the audience (e.g., educa-

tion level, prior argumentation skills, credibility, personality traits) that may

influence the persuasion process. It is challenging to control for all potential

confounding factors to isolate the effect of the linguistic features due to data

sparsity. We think it is vital to explore better representations for users to dis-

entangle the impact of user aspects. We further want to explore the following

research questions: 1) How do different aspects of users influence their percep-

tions of the arguments? 2) How do these aspects affect people’s language choice

while interacting with more similar vs. different people? 3) How does the lan-

guage use change for different groups of speakers?

Personalized Argument Generation. Understanding the effect of user fac-

tors in persuasion could be the first step towards designing personalized argu-

ment generation systems capable of conveying relevant and interesting infor-

mation for a more effective persuasion process (Danilova et al., 2020; Dijkstra,

2008). Personalization is important in increasing engagement and attachment

in social interactions on online platforms (Jenny et al., 2018; Kang et al., 2016).

Therefore, having personalized systems may increase the quality of persuasive

communication and the outcome of this process. For example, Wang et al. (2019)

has recently proposed a personalized dialogue system that tries to persuade

people to donate to a specific charity. They show that personalized argumen-

tation generation systems can be used for social good. Moreover, such systems

could be used to present people with a diverse set of viewpoints to help them

make more informed decisions.

Interpretation of Neural Models. Neural networks can model more com-

plex representations that help achieve state-of-the-art performance in various
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syntactic and semantic tasks in Natural Language Processing. However, unlike

feature-based linear models, it is more challenging to interpret neural models to

explain what these models learn and improve them. For example, in Chapter 6,

we have found that incorporating context with the argument helps predict its

impact. However, it is not straightforward to interpret explicitly which aspects

of the context helps to improve the overall performance. Similarly, although

neural methods achieve state-of-the-art performance in persuasion prediction

tasks, it is difficult to identify the characteristics of persuasive language and ef-

fective persuasion strategies. We believe that improved interpretation of neural

networks is crucial to draw valuable conclusions in computational persuasion

studies and build better models for these tasks.
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