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Low power radios enable ubiquitous sensor netwtitescan be used for a variety
of applications, such as biomedical monitoring,iEnmental sensing and intrusion
detection. However, existing transceivers have baepable to demonstrate low
enough power consumption to fully realize thesdieafons. Low duty cycle impulse
radio can offer significant power savings by allogithe transceiver to be turned off
between bits. Ensuring that two nodes are suffiiesynchronized to duty-cycle in
this fashion is a significant challenge. To solkés tproblem we used pulse coupled
oscillator (PCO) scheme of Mirollo and Strogatz. Wéformed extensive simulation
of the PCO network under a realistic radio paramgtace and found synchronization
to be robust. We then implemented a low powerreggively duty-cycled dual-band
IR-UWB transceiver in an IBM 90nm CMOS process blase this synchronization
mechanism. The transceiver features an energyidejefront-end, a relaxation
oscillator based PCO and a precise edge locking feLltime bin generation. The
time-bins provide our system with 123 unique ché#tigat can be used for multiple
access.. We constructed a FPGA based test and raeesu setup and implemented a
synchronization management finite-state-machine nuaroprocessor. The PCO
network is shown to synchronize nodes robustly ve#periments confirming the
results of our simulations. We found that the syonlzation management scheme

allows a four-node system to remain synchronizeith \@uration-of-synchronization



on the order of one second when using 30ns RFroawindows in a 72 frame. As

a result of this aggressive-duty cycle of 0.8%,ttital transceiver power consumption
is reduced to 119uW while actively communicatinge Were able to demonstrate
functional radio links transmitting packets of udt®00bit length over a meter range,
proving the viability of the concept. Finally werfigm an analysis of a simplified

theoretical model of the system which provides amdntal limits to the size of the
network that can be supported and the data thraugtiat can be achieved. The
analysis shows that the scheme offers significamigp savings benefits for up-to ten

nodes if bit-error-rate can be sufficiently confiedl
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Chapter 1

LOW POWER WIRELESS NETWORKS AND SYNCHRONIZATION

1.1 Wireless Sensor Networks

Wireless technology has seen remarkable developamehproliferation in the past
decade. Driven by advances and scaling in integraiteuit technology - the ever-
cheapening cost of computation due to the minizétion of transistors - integrated
wireless transceivers have become cheap enougle toearly ubiquitous. Popular
wireless standards, such as GSM, CDMA, LTE, Wifi280da/b/g/n, GPS, and
Bluetooth have become an affordable and esserdralgb our everyday lives to the
point that we have become hard-pressed to remeanto®@e without them.

While the technologies listed above are undoubtedigful, an exciting new
frontier that has yet to be fully developed is e tarea of ultra-low-power wireless
communication systems. These systems are envistoneohsist of many distributed
radio nodes containing some form of integrated ettt communicate within an ad-
hoc network. Each node is expected to be very smatly cheap and communicate
over a short range. These type of systems have patential applications, some
examples of which are:

* Health Care: Current electro-cardiogram (ECG) swystare wired skin patches
that greatly restrict the patients freedom of mogetnA wireless system would be
far less cumbersome and would allow more consigiatient monitoring as well
as provide immediate alerts for emergency situation

» Environmental Monitoring: Wireless nodes may beloggd en-masse in a large

field to detect the presence of toxins and contants;n They may also be used in



scientific experiments such as field studies ofrais where the nodes may be

placed for a long time in a minimally intrusive way
* Intrusion Detection and Security: Radio nodes ipayleployed on the perimeter

or interior of a high value space that requiresstam surveillance or monitoring.

A distributed wireless solution could greatly redube cost of implementing such

a system.

Since these ad-hoc networks can become very largember — possibly scaling
to hundreds or even thousands of nodésw-costandenergy efficiencypecome the
overriding design goals. More traditional considierss in wireless networking, such
as spectral efficiency and overall network throughgre much less important. This
places stringent design specifications on all aspefcthe transceivers. This includes
the energy source (energy-scavenging or energggadr the sensor, the radio
transceiver, processor/microcontroller and finatlythe medium-access control and
networking algorithms. All the aforementioned ar@as critically important to the
successful implementation of any such system anc Heeen an active area of
research throughout the past 5-10 years. Beinggpily an analog circuit design
research group, our interest, and the focus ofdisisertation, is in the implementation
and improvement of radio transceivers targeting dipiplication space. In the rest
of this chapter, we will provide a brief introduanti to the power requirements needed

in implementing these low power transceivers



1.2 Transceiver Specifications for Wireless Sensor Netks

Table1.1: Power Densities of available energy sources[1][2]

Power Density
Energy Type W Lifetime (10QuW)
(m) @ 1 year
Lithium Battery 100 1 year
Micro Fuel Cell 110 1 year
Solar Cell } W 1)
10-15000(:7)
Vibrational Converter 375 o0
Air Flow 380 o0
Temperature Gradients 50 o

Since the overriding design criteria in wirelessss® network (WSN) applications
are low cost and small size, significant limitason form factor and energy storage
exist. The small size of the nodes limits the antcafnenergy storage or energy
generation to 1cfh Roundy [1] and Otis [2] performed the earliestveys on the
lifetime and power requirements of WSN nodes basethe form factor requirement
and available energy technology. Their findings susimarized in Table 1.1. If pure
energy storage is used, transceivers can consumer®than 100W on average for
operating lifetimes of 1 year. If the energy steragystem is supplemented with
energy harvesting sources such as solar cellsoational energy converters, then the
node operating lifetime can be extended indefipitdlevertheless, these energy
scavenging sources also have power generation iitipalon the order of 1QON/
cm? and the node average power consumption can,esil, mot exceed this amount.

While the power consumption requirements are aifgeggnt challenge certain
aspects of transceiver design for WSN are lesagamt than traditional wireless

systems. The most significant of these are thedata rate requirements. Wireless



sensor network nodes individually do not need @aogfer a large amount of data. For
example, in environmental sensing and intrusiorect&tn, data transfer occurs only
sporadically in response to actions that are sebygethe node. When data transfer
occurs, only a few short packets (~200b) need t@dreerated by any given node.
Even for applications such as portable EKG whichdha constant stream of real-time
data, the rate required is still less than 100KBpsFurthermore, since the application
space assumes a high node-density, the individadiornodes only need to

communicate at ranges of 1-10 meters. The combimaif low-data rate and low

range of communications makes traditional metrigshsthroughput and channel
utilization relatively unimportant in WSN applicatis.

Figure 1.1 is an overview of the active power comgtion of modern transceivers,
including both established commercial radio stadsl§802.11a, Bluetooth, Zigbee) as
well as notable works in the academic literaturecdver only implementations such
as by Lee [4] and Pletcher [5] are marked with aterssk*. We see that the
commercial transceivers’ power dissipation is i tange of 10mwW — 1W, while even
the lowest power transceivers from the acadenecditire are in the range of ImW.
Pletcher’'s receiver-only implementation draws oBBuW but is designed to be an
always-on wake-up receiver that is part of an asgmmoal data-link where the
transmitter transmits more power. Thus it is notridy ad-hoc solution and it is
unclear if the transmitter can also be designedbfwrpower. Figure 1.1 also indicates
that high energy-efficiency, in terms é?;‘il? is easier to achieve at high data rates as
opposed to low data rates. This is due to staiweep consumption in the oscillators
and amplifiers of any radio system which existardigess of data rate. In low power
architectures such as [7], this static power isiced through clever circuit techniques

and careful optimization but can never be fullyrehated
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Figure 1.1. Summary of power consumption in modern transceivers. Adapted

from [6][28]

1.3 Overview of Past Works in Low-Power Transceivers

Broadly speaking, low power transceivers target®datds WSN applications
target energy-efficiency and low active power caongtion while minimally satisfying
requirements for sensitivity (so that range is isight) and compliance with some
form of spectral mask (so that the device can pelle sold and operated). Since
these requirements are quite broad, there are passible ways to implement them.
However, implementations generally fall into thréistinct types of architectures:
energy-optimized traditional 1-Q radio architectutbe super-regenerative energy
detection architectures, and impulse UWB architestuWe will briefly summarize

each type of architecture and recent significantkk@amplementing them.



1.3.1 Optimized Traditional 1-Q Radio Architectures

Traditional 1-Q radio receiver architecture empldy® consistent elements: the
use ofamplificationthrough gain stages and frequency conversion @@tlguadrature
VCO oscillators. This type of architecture gengradirgets the ISM bands at 900MHz
or 2.4GHz and outputs in-phase and quadrature Isigitaan intermediate frequency
(IF). Optimization for this type of architecturerfdow-power WSN applications
involves defining the system level parameters, agmodulation-type, in a way that
relaxes circuit-level specifications for the re@iand transmitter. Notable examples
of this are the works of Cook [7], Molnar [8] whenade spacing 2-FSK is used,
trading off spectral efficiency for ease of implertagion. Other examples of this are
in the energy-detecting uncertain IF architectufeBletcher [5] and Drago [9], where
there is a very relaxed specification of the IFgfrency, allowing wider process
variation in the local oscillators of each transeei These types of systems also
emphasize power optimizing the individual compogdhirough techniques such as
current re-use through component stacking [8]elrent years, it has been shown that
using a passive-mixer first architecture can batduce power consumption by
allowing the gain stages to be designed at lowexjuencies while also achieving a

suitably low noise figure and a wide ranging inpatch [10].

1.3.2 Super-regener ative Ar chitectures

While super-regenerative receiver (SRR) architestuwere first invented by
Armstrong in the 1920’s [11], in recent years tieye recently seen a resurgence in
popularity in integrated designs for low-power WS&ipplications. The super-
regenerative architecture features a receive atmilbiased in weak positive feedback.
The RF signal couples to the oscillator, eitheptigh an isolation gain stage [2] or

directly through the antenna [12], injecting eneirgyp the tank and changing the time



it takes to reach a critical oscillatory threshdltie oscillator is periodically quenched
(returned to a non-oscillatory state) and bit deois are based on the time taken for
the oscillator to reach a certain threshold. Thhe tSRR architectures are
fundamentally a form of non-coherent energy dedectiSRR architectures are
attractive because they do not require much gaiRRRatand exploit the positive
feedback detection to allow active components, sicthe oscillator, to be biased at
relatively low levels (>40Q0W). SRR architectures use long quench periods and
narrowband signaling (~500KHz bandwidth) and thiks, traditional IQ architectures

are also targeted for the ISM bands.

1.3.3 Ultrawideband I mpulse-Radio (IR-UWB) Architectures

In 2002, the FCC sanctioned the use of widebanadasigy in the unlicensed O-
1GHz or 3.1-10.6GHz bands provided the transmissaathere to a spectral mask. In
IR-UWB, transmissions consist of 2ns wide Gaussikn-pulses. While IR-UWB
signaling was originally envisioned to allow hightd rates due to the extremely wide
bandwidth of the signaling, significant challengegh multi-path in the indoor
propagation environment in practice limit its udi@piin that space. A recent
development that has gained traction over the festyears has been the use of
impulse signaling in short-range, low-power WSN lag@ions. These transceivers use
wideband gain stages at RF coupled with non-cohemeergy detection. Modulation
in these systems is either pulse-position-modutatilePM) [13][14][15] or on-off-
keying (OOK) [16][17]. The short pulse times allowtke transmitter to be
implemented at very low average power [16][17][1Blie to the need to amplify and
detect a wideband signal, the receiver active pawasumption is quite high, in the
range of 7.5 — 35mW. However, this is offset by thigility to design these

transceivers with nearly instantaneous turn-ongiwfel-2ns [13][17] since there is no



need to wait for oscillator circuits to stabiliZzénergy efficient IR-UWB systems can
be designed for rapid burst data transmissions 260rd0Mbps [14][15] with a low

power yW level sleep-mode allowing energy savings througitkpt level duty-

cycling, or to be duty-cycled between low rate @BPs — 1Mbps) transmissions of
the bits themselves [13][16][17]. In this dissddat we are particularly interested in
the latter form of duty cycling, since it offersetlopportunity for power savings while
actively communicating, potentially reducing orna@hating the need to implement

complicated rendezvous schemes to manage wirebetesnsleep-wake cycles [19].

Power CW

I
AVAYAVAVAVIIAYAVAVAVAY

Power UWB

Active Active

Sleep ‘

Figure 1.2. lllustration of potential power savings due to bit level duty cycling in

IR-UWB vstraditional modulation schemes

1.4 Bit Level Duty Cycling for Power Savings in IR-UWB



The time-limited nature (< 2ns) of IR-UWB transmiss allow the transmitter
and receiver circuitry in these systems to, in @ple, be duty-cycled abit-level,
meaning those circuits only need to be active dubit-transmission and bit-detection.
This allows the power savings of duty-cycling whilee transceivers aractively
transferring informationas well as the direct tradeoff of data rate vs. grow
consumption. This type of tradeoff is not possilite traditional continuously
transmitted, low-rate modulated signaling such 8&,Fwhere the RF circuitry must
be kept on regardless of how slow the data ratnisitively, we would expect the
power consumption to look like Figure 1.2. In rgathe picture is more nuanced. In
narrowband systems, lower data rate implies a logymtem bandwidth and a
corresponding decrease in the amount of integratese, whereas in UWB system,
the bandwidth, and hence the noise level, is inddget of the data rate. We must
account of the possibility that the narrowband twdus wave system does not need
to transmit as much power as the UWB system. I 20 colleague Rajeev Dokania
showed that a power optimized IR-UWB TX-RX link elaying optimal bit-level
duty-cycling consumes substantially less power ti@npower optimized continuous
wave system under the same conditions. In thisyasisalwe assumed that at a
degenerate, full data rate Bf, CW and UWB systems employing the same type of
modulation and detectors consume an equivalent pByyg. We then scaled the two
systems’ power consumption for a reduced dataRdtased on the UWB system duty
cycling at transmitter and receiver between bitd e CW system saving power by
reducing its transmit amplitude. Dokania derived tbllowing equation relating the

relative power consumption of the two systems:



PSUM,Impulse _

PSUM,CW

R P R
R_o * (2 + ’;fo )PRXO + Prxrx.om * R_o + (Prxtx,Leak) 1

R R P
B* (2 ?0 + &L ) Prxo + (Prxrx,0m + PrxTx Leak)
0 )4

y is a process dependent scale factBgyryxoy represents static power
consumption due to constant operation of esserti@ponents such as oscillators and
bias circuits and Pryrx 1eax represents the leakage current which is significan
modern CMOS processes. A plot of Eqg. (1.1) in Feglu3 shows that duty-cycling in
IR-UWB provides a more efficient mechanism for powavings at low-data rates of
50-500Kbps, potentially consuming between 1-10% gbever of the equivalently
optimized narrowband system.

While the theoretical analysis in [20] shows thétldével duty-cycling can in
principle be an effective tool for lowering powemsumption, it also assumed that the
duty-cycling can be performed perfectly so that powonsumption scales exactly
linearly with data rate. This neglects imperfectidhat exist in the timing circuits,
specifically mismatch and phase noise in the trétesnand receiver. Synchronization
at the timescales that are needed for significamtep savings turns out to be a major
challenge. This is further exacerbated by the desirimplement the transceiver at
lowest possible cost, which makes eliminating #guirement for an off-chip crystal
with precise (<100ppm) specifications extremelyiddde [2][9]. As we will see in
the next section, bit-level duty-cycling of the ¢yproposed in [20] would seem to be

incompatible with the traditional method of synahization in packet based systems.
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Figure 1.3. Relative power scaling vsdata rate for IR-UWB vs CW systems [20]

1.5 Baseband Synchronization in Digital Radio Systems

The transceiver architectures described in sediBnare only describe the front-
end of the radio system. The outputs of the frord are physical signals that have
been converted to a form that can be input intobigeband The baseband is the
circuit block that is responsible for extractingtaldits from those physical signals.
This involves two processes: bit-detection and Byowization. The architectures we
detailed in Chapter 1.3 (with the notable exceptain[9], which we separately
describe) while vastly different in their physicahplementations, fit into the
traditional baseband paradigm of fixed symbol tilmebit detection and burst packet
transmissions. In this section we will discuss ithportance of using well-matched

oscillators (almost always a crystal) within thsradigm. We will see that oscillator

11



mismatch is a fundamental phenomenon that limiés dize of packets that can be

transmitted.

1.5.1 Effect of Clock Drift on Digital Baseband Synchronization

QPSK signal

Matched Filter to ¢,(f)

\

~ 100 1

“ Binary Bitstream
Sampling at Time Interval 7, Multiplexer TR >

Matched Filter to ¢»(f)

-y
v =>{ Decision Device
1010

11

00

} t +—»Time

01 10 * Data

Figure 1.4. Example of a baseband demodulator for QPSK signals[21]

The traditional digital radio receiver has a basebarchitecture where an

incoming modulated signal is put through input elator(s) and the result is

integrated over the symbol peri@gito arrive at a symbol decision. A symbol can

consist of one or more bits, depending on the naiduwl scheme used. A

representative example of the demodulator is shiowfFigure 1.4. The data is sent

over a packet consisting of many symbol periodgufé 1.5). In traditional digital

transceiversTs is assumed to be well-matched between transmattel receiver

12



(implying use of an off-chip crystal) so that symhevel synchronization only
requires that the initial phase difference betwgansmit and receive symbol periods
be found and compensated for during the hdaétwever, there is always mismatch
between the symbol period of the receiver and thestnitter, which limits the
number of symbols that may be transferred in orekgta This time limit may be

expressed as:
Toxr < — Ts 1.2
< a ( . )

Non Symbol-Level Duty Cycled (Traditional)

-----
..............
------------
.....

1
1
RE-OFF [\/\/4 RE-OFF
: :
1

. Ts
[ —
1 1 TSP =8 TS

Figure 1.5. Organization of data symbolsinto a packet for traditional and symbol

level duty-cycled cases, d = 1/8.

! Other types of synchronization, such as carrieqdency offset estimation may also be performed
in the preamble, as in the OFDM 802.11 standardsveder, the symbol rate is still a defined
parameter in these systems.
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a == ATs/Ts is the finite crystal mismatch between two transas and is
specified to be betweeh20-40ppm in modern communication standards [22][23]
represents the tolerance in the symbol window tmmthe system and is on the order
of 10% [9].

In a system where duty cycling is not employed leetw symbols within the
packet, the symbol periods occur with no spacingvéen them, so thdpyr yp =
Npgrnp Ts, WhereNpgr yp IS the symbol length of the non-duty cycled packéhus
Npkrnp < B/a. If inter-symbol, intra packet duty cycling is elmyped for active
power savings in the fashion proposed in [20], thenhave a symbol periots, >
Ts which may be characterized by a duty-cycle-rdtie Ts/Tsp (Figure 1.5). Thus
the packet time becomeBpirp = Npgrp Ts/d andNpgr yp < dB/a. We find that
this duty-cycling scheme leads tadagradationof the packet lengths in addition to
reducing the overall bit-rate. Radio systems, réigas of their modulation, are clock-
mismatch limited to packet payloads up to 1000-269thbols [22][23][24] when
symbols are sent continuously. Thus, introducingatpacket duty cycling on the
order of 1% in the manner proposed by [20] redupesket duration to an
unreasonably low number of 10-20 cycles within aditional synchronization

framework.
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Figure 1.6. Global synchronization to subdivide a time interval into slots for

packet transmission [9].

1.5.2 Global Synchronization with Synchronization Beacon Transmissions

An alternative to using well-matched but autonomaossillators is to create a
globally synchronousystem where a timing beacon is periodically shrdughout
the network and all nodes’ timings are derivedtietato this beacon. The beacon
resets the relative phase of all oscillators in rileéwvork, so that clock drift due to
frequency mismatch only occurs in the time betweeacon transmissions. The time
between beacon transmissions may then be subdiinttedlots for TDMA, as shown
in. Nodes are assigned to transmit and listen withie slot only, saving power
through duty cycling. This scheme was proposecdhekgi-level for the 2.4GHz ISM
band in the works of Drago et al. MAC-level anatyperformed in [9] showed that
transceiver symbol-rate clock matching requiremeats be reduced to the scale of
0.1-1% with this scheme. Significant design effe@ds then spent on implementing
oscillators to this frequency matching specificatja5]. The implemented transceiver
front-end was shown in [26]. Since timing in tlystem is derived from an integrated,

CMOS oscillator as opposed to a crystal, the eftécaccumulating jitter must be
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accounted for over the timescale of the packegmaponent of the analysis that was
neglected by [9]. In fact, the accumulated jittereio the packet length for the
frequency reference in [25] appears to be on tHerasf the bit-decision period in [9].
This would imply a large error at the output of tieerelating bit detector for bits near
the end of the packet. We are unaware of any subséqvork addressing this
inconsistency. To our best knowledge, results skp.communication tests based on
the scheme proposed in [9] were never publishedt souncertain if it is actually
viable in practice. The 0.2Hz beacon rate used®]jmalso target extremely low-data
rate, latency tolerant applications (10 packets/naih 100b/packet) such as
environmental sensing and thus cannot be useddoe demanding WSN applications

such as portable EKG where a constant stream bEhigite data is required.

1.6 Contributions of this Dissertation

This dissertation will cover the design and implaetagéon of a transceiver that
exploits the wideband characteristics of IR-UWBgasl to create a system that can be
duty-cycled within bit transmissions, thereby efraplpower savings while actively
communicating. The system also overcomes the sgniation problem detailed in
Chapter 1.5.1 through the use of global Pulse Gmu@scillator synchronization.
Since the link analysis and front-end design waseresively covered by my college
Rajeev Dokania in his dissertation [28], this wavkl focus on the timing system
implementation and the viability of the transceiggnchronization within a wireless
radio network. The dissertation is organizedodisws:

Chapter 2 will provide an introduction to the Pudaupled Oscillator network of
Mirollo and Strogatz. This system has been intgnsevestigated in the field of
applied mathematics and non-linear dynamics andnated for its global

synchronization properties. However some inst#sli have been noted in the
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literature leading to a question as to whethersirechronization is stable if used in a
wireless sensor network. We numerically investighte behavior of the system at
timescales relevant to IR-UWB sensor networks dmmvsthat the scheme leads to
stable synchronization behavior over the realistitameter ranges. We show that the
scheme is able to overcome a wide variety of fraquenismatch if coupling is strong
enough and that the synchronization nearly elinemaelative timing jitter. We also
describe the implementation and measurement afsadeneration proof-of-concept
circuit.

Chapter 3 covers the design, implementation antintge®f a communication
system based on the PCO synchronization charaeteriz Chapter 2. The PCO
synchronization and UWB signaling are exploiteddistribute a global reference
clock throughout the system. The time period of té#kerence clock is sub-divided
into time-bins by a phase-locked-loop to form thatad channels in our
communications system. We perform analysis of itheng system with respect to the
synchronization offset and jitter of the PCO and_Rind derive specifications for
those blocks. We then describe the design congidesafor the circuits that
implement the PCO and PLL and their exact impleatgon. An FPGA based test
setup is then used to characterize the synchromizas well as implement a simple
demodulator and baseband. Our implementation ¢&f@A-based finite-state-machine
controller also shows that loss-of-synchronizatican be recovered. Finally, we
demonstrate the overall viability of the systemhéecture by routing a picture from a
source to a destination through two intermediatesho a four-node network

Chapter 4 draws on the network testing results basés for an analytical model
for the probability of synchronization. The netwaskassumed to be in a same state
globally and therefore gain and lose synchroniratagether. The formulation of the

model is presented in detail and can be shown ta Markov chain. Closed form
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expressions for the probabilities of the networknbein unsynchronized, partially
synchronized or fully synchronized states are thenived mathematically. The results
for are consistent with our synchronization measwants in Chapter 3. We then
derive closed form solutions for the probabilitedssuccessful packet transmission as
a function of packet length, thereby establishimg theoretical limits of the

synchronization we use.
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Chapter 2
PULSE COUPLED OSCILLATOR NETWORK DYNAMICS

2.1 Introduction

CW Signal \\ / \ / \ / \ / \ / \ / \ / \\ /

UWB Signal

Power
Consumption -— = CW
— UWB

Figure2.1. Power Savingsin IR-UWB systems

In the impulse radio UWB (IR-UWB) scheme, the radidl transmits signals at
the same instantaneous power levels as in the &/ ¢bowever, because the signal
is composed of a short impulse of 1-2ns duratio@averagepower of transmission is
much reduced for low data rate systems, since batismitter and receiver only
consume power when actively operating (Figure 2.1).

To communicate correctly in a duty-cycled IR-UWBheme synchronization
between transmitter and receiver is required. Withgynchronization, the receiver's
duty cycling window will be mistimed relative toghransmitted pulse, causing an
error. While recently there have been reasonalmelsgnization schemes proposed in
the literature [4][34], these schemes have onlyresied synchronization of two
radios [4], or require a master node that onlydnaits a special synchronization pulse
within a localized region [34].Since these schemesnot designed for large multi-

hop distributed networks, their scalability is imegtion.
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In this chapter, we show that the Pulse Coupledli@sxr system of Mirollo and
Strogatz [35] is a promising scheme for scalableckyonization across an entire
network of IR-UWB radio nodes in a cognitive netilwddnlike [34], PCO systems do
not require a distinctive master node to transnsym@chronization pulse, and instead
form a self-organizing network where each node bednds and receives a
synchronization pulse. Based on this techniqueraldes automatically synchronize,
thereby creating a naturally ad-hoc and scalabttesy that emulates the natural
synchronization observed in biological systems.sTihirinsic property of the PCO
system is particularly well suited for cognitivetwerks, which are required to be
adaptable and easily scalable. We first designisdsirstem for integration on-chip in
[36] and [37]. In this paper, we show that the elteristics of the PCO system are
particularly well suited for implementation in highscaled CMOS processes,
allowing implementation with simple, low cost ampldardware at acceptable
performance levels without the need for off-chipnpmnents. We show, through
simulation, that for the timescales of low-rate URVB wireless sensor networks, the
PCO system does not demonstrate undesirable agyrely behavior, thereby
facilitating aggressive duty cycled pulsed radios.We designed an early
implementation of this system in the IBM CMOS9RFogess and experimentally

demonstrate robust three-node synchronization.

2.2PCO System Theory — Relevant Results and Considamnat

In a seminal 1990 work [35], Mirollo and Strogataspd a general analytical
framework for pulse coupled oscillator systems dselavioral model for Southeast
Asian Fireflies that has subsequently been extehsigtudied in the fields of

mathematics, physics, and non-linear dynamics. siiséem assumes a network bf
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oscillators which interact through impulsive cougli representing the " firing" of a
firefly. Each oscillatorj has an internal state that can be representea $ipgle
phase variablep;(t), which increases in time at a constant clé}te: 1+ 6;, where
the parametets;| << 1 models variability in the natural oscillation i of
oscillator j in the absence of coupling. When oscillator [chess threshold at a time
t*, ¢;(") = 1, and it fires an impulsive coupling;; to each oscillatori in the
network and instantaneously resets so that** ) = 0. The oscillators are assumed
to not self couple €;; = 0) and connectivity between oscillators in the nekwaan
be represented by terms such tegt # 0. This impulsive coupling from oscillatof

advances the phase of oscillatoby an amount:
d)l(t* + Tij)+ = V_l(V((f)l(t* + Tij)_ ) + Eij) (21)

wheret;; is the time delay from oscillatérto oscillatorj andV (¢) is a voltage-
like function determining how much to couple at iseg phase of the oscillator
(Figure 2.2) If¢i(t + rl-j)+ >= 1 oscillatori subsequently fires its own coupling to
the network and resets to 0. Some works [27] rftded refractory, or blackout period
early in the cycle where the coupling is zero (iFgg2.2), is necessary for the network
to establish synchronization and avoid positivedbeek firing in the presence of

propagation delays.
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q)i(t*+Tij)- ¢i(t*+Tij)+ (l)

Figure2.2. lllustration of PCO state function and coupling

In [35], Mirollo and Strogatz investigated the casfeequal all-to-all coupling
(€i= j = € ), uniform natural frequencies;(= 0), and no time delayz(; = 0). They
rigorously proved that nearly all initial condit®mwill eventually converge after a
transient perioct,,. to a fully synchronous staw;(t) = ¢;(t)V i,j,t > tenc

provided the following general conditions of thdtage-like function/ (¢) hold.

Vii@)> 0, V'(¢) <0 (2.2)

In the language of non-linear dynamics, this fyyichronous state is referred to
as theperiod-1 solutionwhich is a global attractor for the idealized P&€@tem and

is the single stable state to which all initial d@iions converge.

22



<

0 ' :
0 2 Time (us)4 t* 6

Figure 2.3. Synchronization dynamicsin a PCO system withVyy = 1. Att =10
the system is initialized with random initial phases and at t*, the network is

synchronized

An illustrative example of the synchronization pFes of a three PCO system is
illustrated in Figure 2.3. At = 0 oscillators are started with random initial phases
When an oscillator reaches the threshold valué sf1, it causes a phase jump of the
other oscillators. Each node repeats this processaching threshold and coupling to
the other nodes, driving their respective phasesecland closer each cycle untikat
the entire network reaches synchronization. Tharahevolution of the system under

these simple rules causes synchrony. Impulse sadii@ms with front ends capable of
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distinguishing between two or more pulse typeshsa that described in [38] can
utilize PCO synchronization to facilitate impulselio communications. In Figure 2.4,
we depict a simple on-off keying (OOK) scheme-sthating this concept, where a
transmitter sends a data pulse a fixed time off§efrom the synchronization pulse,

and the receiver samples the channel during time aind looks for the presence or
absence of this pulse. Previously, we have propesedeétailed system architecture
implementing the concept of Figure 2.4 [39]. Instkystem architecture, the radios
only need to be on during the expected pulse dr@dawing power savings through

duty-cycling.

h
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Figure 2.4. Example of Impulse Radio Communications exploiting PCO

synchronizations. Data is sent a fixed AT from the PCO pulse by a transmitter,

wherereceiverslook for the pulse

Although it is not modeled in [35], time delay isavoidable in realistic sensor
network systems, which would couple through a wssImedium, and serves to throw
a major complication in the dynamics of the syst&éhe period-1 solution is no longer

the only possibility and instead the number of pgmsesequilibriums exponentially
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increase with the number of nodes in the systept) atracting some subset of initial
conditions [40]. A complete analytical solution bawes totally intractable for the
parameter spaceof arbitrary number of nodes, time delays, couplstrengths,
frequency mismatches and network topologies. Ap@riosolutions, clustered
synchronous solutions aruifurcations- sudden changes in the stability of attracting
solutions - have been observed in various regidériseoparameter space. Theoretical
consideration of mechanisms which these asynchssolutions arise has been an
active area of research in non-linear dynamics twepast two decades [40] [42] [43]
[44]. While a complete understanding of the sepadsible behaviors in the general
PCO system is lacking to date, it is noted thates@®riod-1 solution persists and is
stable through a large region of the parameterespH] even in complexly connected
networks [41]. Indeed, in Hong and Scaglione's 2004k [27], it was observed that
for fairly “‘reasonable" parameter range of weelesensor networks (WSNs), the
period-1 solution is still prevalent and synchratian robust. However, [27] did not
analyze the PCO based WSN specifically for the dakes of short range, low duty
cycle impulse radios. Furthermore, since it hasibheell-established that undesirable
asynchronous behavids possible in PCO systems, [27] failed to discusenetthe
boundary between synchronous and asynchronous ibehigas within the PCO
parameter space. Furthermore, [27] did not conglueeffect of phase noise in their
simulation, which has been shown to cause a synaweo state to lose stability in
some part of the parameter space [40][43]. We wshibw through simulation in
subsequent sections that reasonable PCO implenoentigsign parameters for WSNs
are well within the boundaries of robust synchratian behavior, and that the
incorporation of the blackout period is sufficietd avoid the exotic unstable

synchronous states seen in [40] and [43]. Fromr@meering perspective, this is an
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important argument to the feasibility of the PCGsteyn for adoption in scalable

distributed sensor networks that has yet to beoreidly investigated in the literature.

2.3 Physical Modeling of the PCO System for IR-UWB Neitrks

The PCO system was originally conceived as an idealized mathematical model to
study dynamic behaviors of biological systems exhibiting long periods but short
duration interactions. Since we wish to duty cycle each impulse radio very
aggressively, we need a method to methodically and precisely translate our

physical implementation of a network of oscillators conceptually shown in

Figure 2.5 to the mathematical model of chaptervdtBd proper non-ideal effects

so that we may understand the precision we mayoefpeour synchronization.

Processo

Figure 2.5. (a) Radio network using PCO synchronization, (b) individual node

system block
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2.3.1 Relevant Timescales for IR-UWB

Practical radio systems in North America must beagleant with FCC mandates.
A regulatory order adopted in 2002 created the Pafimits for UWB radio, allowing
unlicensed use of the 3.1 GHz to 10.6 GHz band igeaVthe bandwidth of the
transmitted signal exceeds 500 MHz and be compligthta mandated spectral mask.
For pulsed radios, these mandates necessitateniting a short wavelet at most 2ns
wide with a smoothly rising envelope to reduce temtional emissions into more
restricted parts of the spectrum. For a periodisetrain, a fixed pulse shape defines
the shape of the spectrum while the the spectruplitude linearly scales with pulse
repetition rate (PRR). In practical CMOS designdas been shown that pulse rates
on the order of 100KHz to 1MHz easily fall withinet mandated spectral mask [45] at
~1V maximum wavelet amplitude over a B0antenna. This constraint in peak
wavelet amplitude also has the effect of limitimgnsmission ranges to around 10
meters [4], which implies that time propagationeef§ are limited to less than
(1/Tprr) (d/c;) = 0.033 phase units between nodes for the pulse rateMifiZ or
0.0033 normalized phase units at 100 KHz, wheretta separation distance ands
the speed of light. This sets the time-delay oafemagnitudes to consider in these
systems.

The power consumption of a duty-cycled IR UWB reeeican be approximated

by:

Tpulse + Tuncertainty

Prx = ( ) Prx pc (2.3)

TPRR

where Ty is the pulse Wwidthlycereainey 1S Synchronization uncertainty

introduced by deterministic or random sources, TRRAR the repetition rate of the
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system andry pc is the steady state power consumption of the REyaiem, which
is on the order of 10mW in high gain, high bandWwitR-radio implementations [38]
Having established thd},, s, is ~2ns andliprz > 1us, we see that %, corrainty
can be < 10ns power saving factors on the ordetO6f to 1000 can be achieved,
thereby enablingnicrowatt radios. HoweverT,,certqinty 1S dependent on both the
random jitter (phase noise) of each radio's lo€&DRoscillator as well as the stability
of the network synchronization. In the followingctens, we will show that low-
enough-jitter relaxation oscillators compatible twitpulse coupling can be
implemented in standard CMOS processes and detsilga considerations when
converting a real oscillator into the phase mod&extion 2.2. We will also show that
PCO steady-state dynamics are sufficiently stalnewith the injection of phase

noise to facilitate the aggressive duty cycling thea propose.
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2.3.2 Oscillator Implementation: Timescales and Design Consider ations

Vdd vdd
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A
l * Pulse
——— CA
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Discharge -
Delay

Figure 2.6. General PCO Circuit | mplementation

In order to realize a network of PCO IR-UWB radiase must adapt the
mathematical PCO model of Section Il into a phylsaiecuit. Intuitively, examining
Equations (2.1) and (2.2) leads one to consideareog circuit implementation like
that of Figure 2.6. Assuming a perfect thresholtecter and an instantaneous reset,
there is a 1-1 correspondence between the phase ofcillatorp and the voltage at
node A. In this case, a voltage jump on node A lmarunambiguously translated to
some phase shift. The monotonicity and concavitydd®mn on the functiorfy (6) of
Eq. (2.2) implies that excitatory coupling has @stier effect on the phase shift later
in the cycle ¢ closer to 1) than earlier in the cyclg €loser to 0). We see that if we
couple a current pulse of constant clea@gr;, = Icp; Tcpr, this coupling condition
can also be met, because an equivalent voltage pampes a bigger time shift in the

oscillator at highev,. If we implement/c,, with a resistor, then the RC time constant
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sets the oscillator's frequency. On-chip resistaran®d capacitances on the scale of
10MQ and 10pF, respectively, are reasonable, settirg ntnimum oscillation
frequency on the order of tens of KHz. Recall that frequency oscillations facilitate
greater power savings through duty-cycling in ackyanized IR-UWB radio node.
Jitter in the oscillator, however, makes it unreedide to scale the frequency too
low. The cycle-to-cycle jittef.. of an oscillator can be related to its phase nimise
1/f? region through a single scalar constarwith units of seconds) [46]. These

equations are, for phase noisdAt<< f, :

L(Af) = ¢ (1—(})2 (2.4)

Jee = Ty (2.5)

Jee ® w (2.6)
,/ fo

whereL (Af) is the ratio of the power in a 1 Hz bandwidthragfiencyf, + Af to
the total power at the carrier.

We implemented the PCO circuit of Figure 2.6 inBl CMOS9SF process with
Ry = 1.75M0. C; = 7.5pF. The jitter of this oscillator is 3ns at 150KHased on
Cadence SpectreRF PNOISE analysis and using H).T@.ensure that the oscillator
is operating in a white noise dominated regime whegs. (2.4)- (2.6) are valid, we

separate PNOISE by sources and see that at an foéfgaency odf = ;—‘:) the white
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sources contribute approximately 4 times the pmasge of the flicker sources in the
IBMORF process.

It should also be noted that some degree of jgheuldalwaysbe included in a
PCO network simulation, since it has been showhdbime synchronous states can be
unstable to slight perturbations in phase and apdiome jitter will expose this
instability [43]. In a reasonable duty cycled UWsEm at 150KHz, the jitter of the
physical oscillator should be allowed to range ad@®ns / 3 = 3.3ns, which is set by
giving three-sigma tolerance for the synchronizatolse. Normalized to the period,
this implies jitter is on the order of magnitude5®-5- 5e-4 phase units at 150KHz,
and should scale inversely proportionally to thetrof the period according to Eq.

(2.5) as long as the dominant phase noise soueosaims white noise.

2.3.3 Coupling M echanisms

In several PCO network studies, such as [2'g,cbupling strength is modeled
as dependent on the distance of separation bettiwveemodes in the network. For
physical implementations of UWB radios howevers tliodel is unrealistic since the
detection of a UWB pulse is best done with a tholsketecting circuit. The coupling
action is realized as a fixed charge@gh, , which is generated at the receiving node
and increases the voltage of the oscillator, adwgnits phase. Since the coupling
pulse is generatetbcally based on the detection of an impulse, it can bdema
arbitrarily weak or strong by the sizing of the coupling trstass and the width of the
coupling pulse.

An important aspect of a PCO network implemente@MOS circuits is that its
does not need off-chip timing components. This esanuse a PCO network has a
degree ofnatural tolerance to frequency mismatch effects and cextharacteristics

in the network, such as relative jitter, actuathprovewith mismatch, which we will
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show in the results of Section IV. Simulating ti@@of Figure 2.14 over three-sigma
corners in the IBM CMOS9SF process, we see thatndteral frequency of the
oscillator varies from 142KHz to 166KHz, or arouhidiO\% variation which we will

show can be reasonably compensated with stronggénmupling.

2.4PCO Network Simulation

In this section. we will show that IR-UWB networksiplemented in CMOS
technology withall non-idealities modeled can fall within a robusgiom of the
parameter spacprovided that coupling is strong enough to overcome thensit
frequency variations within the oscillators andt tiee blackout period is at least twice

the largest delay distance between two directlyheoted radios in the network.

2.4.1 Normalized Timescales

In chapter 2.3, we detailed the physical constsaimhposed by CMOS
implementations of radio circuitry and relaxatiorscitlators and the relevant
timescales of these systems due to these constr&ifg provide a summary of these
physical parameters in Table 2.1. Since the begttwanalyze a PCO network is in
normalizedphaseunits, we need to translate the physical timedisthnce parameters

to normalized parameters. These equations for ratian are detailed below:

dmet 1

dphase = mzlersT_o (2.7)
t d

tphase = se;:;n > (2.8)
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where dppqse aNd dyperers @re normalized and real distance respectivefyys.
and ts.conas @re normalized and real time, respectivdly,is the nominal period in

real time andc; is the speed of light iEi.
Table 2.1: PCO Network Simulation Parameters

Parameter Physical Value Normalized Value
fo 100KHz — 1MHz 1
Af (0.01 - 0.1)f, 0.01-0.1
Range ¢) 3m 0.001 - 0.01
Blackout %) (0-0.9) If, 0-04
Jec 0-3.3ns 0—3.3%x107* (f, = 100KHz)
0—-33x1073 (f, = 1MHz)
Coupling @) arbitrary Arbitrary
CouplingEvent 100ps — 1ns 1x10™°—-1x10"*

2.4.2 Simulation Details

We implemented a comprehensive, event-based siondtat the PCO system in
MATLAB. This simulator incorporates frequency midetg jitter, propagation delay,
variable coupling strengths, arbitrary coupling duons, and arbitrary network
connectivities. In this simulation we utilize arrayr of node phases and an array of
propagating signals which stores the time beforh gaopagating signal reaches a
destination node. Each step of the simulator, vek lor the closest-in-time event,
which is either a node reaching threshold anddin a propagating signal reaching
its destination node. We elapse all node phasegpmphgating signal times by this
time. In the case of a node reaching thresholdade its propagating signals to the

propagation array and then reset its phase. Indke of a propagating signal reaching
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a destination node, we advance the phase of thénalesn node by an amount

determined by the coupling function of Eqg. (2.Bmove the propagating signal from
the propagation array and perform the firing arser@rocedures if the coupling took
the destination node to threshold. Since the tilapsed in the simulation every step is
the time until the next event, this simulator is @ecise as the double precision
floating point numbers used to store the phase pmgbagating time values in

MATLAB. This makes our simulator precise enouglcépture the effect of jitter on

the order of 1e-5 present in our system.

In this simulator, we modeled variable frequendigsdefining a normally or
uniformly distributedAf; variable of variancejf (in normalized units) for every node
i at the beginning of the simulation. We modelejitby dynamically generating a
normally distributed random variabjec;[n] of varianceJcc? after every firing
event. Thus, upon a node reset, the nominal tiniétbe next firing in the absence of
coupling for that node i;[n] = 1+ Af; + Jcc;[n].

Since the coupling event timescales (Table \ref@abetwork parameters}) are
small compared to our desired synchronization preej we are justified in modeling
the coupling events as instantaneous. For theliogufunction of Eq. (2.1), we

defined both linearly and quadratically increastogplings:

A¢linear(¢) = a¢ (2'9)

Abquaa(P) = ad? (2.10)

where the scaling factaer controls the strength of coupling. A blackout pdrcan
be implemented by multiplying the coupling functibg 0 on¢g € [0, Ppikout]- We

noted that for either coupling function, the qualite synchronization behavior was
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similar. We chose the quadratically increasing éogdunction for the simulations of
the next section, though in principle any monotatlycincreasing convex function

should work based on the conditions of Eq. (2.2).

2.4.3 Simulation Results

Four main parameters influence whether a syndusstate can be achieved and
they occur in strongly related pairs: transmissiamge and blackout tim@l, T_blk),
and frequency mismatch and coupling strer(@dtf a). The goal of these simulations
is to identify regions of the PCO parameter spacehich a stable period-1 solution
occurs and determine if we can avoid regions whgnehronization fails in a real IR-

UWB sensor network.

0.5 ‘ 1
< 04 UWB Region = UWB Region
E 03 =y Z?
] = 0.5
5 02 s
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5 04 © 1t
N s sttt
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Delay (Td) Frequency Variation (A f)
(@) (b)

Figure 2.7. Synchronization versus parameter space for (a) delay vs blackout (b)
coupling vs frequency variation. Black regions indicates where robust
synchronization does not occur. The shaded transparent region indicate realistic

physical parametersin our proposed networ k
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2.4.4 Synchronization Parameter Space

For the parameter space exploration we simulateehaork of 20 nodes, all-to-all
coupling, variable propagation delay, and jittertba order of 1e-3 (corresponding to
6.6ns at 150KHz). We simulatéd, frequency mismatch, with a uniform distribution
on[—Af/2,Af/2] so that the frequency variation is bounded andliptable. To
generate the plots in Figure 2.7 we performeddgiarameter sweeps where all other
parameters in the network were held constant whiéeselected pair of parameters
were allowed to vary and observed if a synchrorsiate was achieved within 500
simulation cycles. Since the ability of the netwawksynchronize might be dependent
on initial conditions, for each simulated pointtire parameter space we perform ten
runs with a uniform distribution of initial node a$es and consider synchronization to
occur at that point in the parameter space ondll ifen runs resulted in the period-1
synchronous result. For the parameter pair§édofy,;,) and(Af,a) we see a clear
boundary between the synchronizing region and myocksonizing region. For the
(d, Tyy) pair, the boundary lies &, = 2d/c; (Figure 2.7a), which is blackout
equal to two times the maximum single-hop propagatielay and is independent of
other system parameters. An intuitive reason wihy bloundary exists is because it
prevents positive feedback where a node firinggeig the firing of a connected node
that subsequently feeds back to the original nodkaalvances its phase, destabilizing
the system. We also observed that including sefficblackout period eliminates the
unstable synchronization modes witnessed in [4(Q][4Bat did not incorporate
blackout in their simulations.

A similar boundary exists for th@f, a) pair that mirrors the quadratic shape of
the coupling function (Figure 2.7b), and it toopisctically independent of the exact
values chosen faid, Ty,;;) provided they are in a synchronous region. Thiggsats

that for synchronization to be maintained the cmgpbetween nodes needs to be
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strong enough to overcome their intrinsic frequenayiations. Furthermore, both

boundaries appear to be independent of the nuniberdes in the network, at least to
the scale of hundreds of nodes. The shaded regiorSigure 2.7 indicate the

conditions that are realistic in our proposed nekvand we see that they offer a wide
range of operating conditions for robust synchratian.

Based on the results of our simulations, it app#esthere is a substantial region
of the parameter space to operate a IR-UWB PCOarkt{Figure 2.7) We also note
that the inclusion of jitter in the individual oBator frequencies on the relevant
timescales of IR-UWB does not break the abilitytleé network to reach a period-1
synchronized state and only affects theality of the synchronization. Once
synchronization is established globally, then deggled communications between the

nodes can take place as in Figure 2.4.

15 Network Topology
10
8
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Figure 2.8. Connectivity of the network. Numbers indicate natural frequency

ranking of oscillator
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Figure 2.9. Synchronization dynamics with varying coupling strength a, (a) a =

0.02 (b) a=0.04 (c) a=0.08 (d) a=0.2

2.4.5 Synchronization Steady State Dynamics and Quality

To use the PCO network to generate a global tineebmsDuty-Cycled IR-UWB
applications, we need to assess the synchronizqtiality of the network with respect
to time-offsets as well as jitter. For this, we glate the network of Figure 2.8 which
models a 12m x 12m domain with 45 nodes randondlyiduted inside. This network
is fully connected in the sense that some pathtetistween any two nodes. We
observed that over the parameter space of Tabigable network parameters},
synchronization always occurs at the frequencyhef fastest node in the system,
which we will call theleader nodeFigure 2.9 shows representative dynamics of the

synchronization for varying coupling strengthsthis figure, each line represents the

38



firing time offset of a node in the network relaito the leader node versus the cycle
number. The dynamics of the network exhibit thestgting phenomenon first detailed
by Mirollo and Strogatz [35] and speed of synchration in the network increases
with increasing coupling and number of nodes.

Steady State Offset Steady State Offset
A AR

n
N
(=]

Offset Time (ns)
o
Offset Time (ns)
R
(=] (=]

|
n
o

20 80 100 20 80 100

40 60
Cycle Number
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Figure 2.10. Steady state relative jitter of the network with normally distributed

nominal frequencies (a) o5 = 0.05, (b) 645=0

Once this steady-state is reached, thlative timing jitter between connected
nodes in the network becomes the most importantrieneh an IR-UWB
communications system. This is because all dataraamcation between radios in the
network must time their communication relative e synchronization pulse (Figure
2.4). Thus even if jitter is present in an absoképse, the quality of communication is
not hindered if the relative timing is maintain&tigure 2.10a is a plot of the relative
firing times of all the nodes in the system relatio the leader for each cycle in
steady-state in a simulation witdl non-idealities included. The frequency of the
nodes is normally distributed with 5% variation,upbng is set tax = 0.25 (Eq.
(2.10)) and jitter is set to 3.3ns (5e-4 phasesuait150KHz). The relative timing is
perfectly stable in this case, since it only depend thepropagation delayin the

network and not the characteristics of the indiaiduscillators.
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Figure 2.11. Leader switching in a perfectly frequency matched network with Jcc

= 3.3ns (on the order of the propagation delay

Somewhat unexpectedly the worst case scenarioefative timing jitter is the
situation where all nodes aperfectly frequency matched and noisy. A plot of this
case is shown in Figure 2.10b, with all other patemrs set the same as in Figure
2.10a. This situation arises becausdeafder switchingin the network, where each
cycle there is a probability that a different nadé fire first. In this case the role of
the leader is passed around the network, and theoriehas different orders of firing
at different times (Figure 2.11). Leader switchisgfacilitated when jitter is large
enough to overcome the delay separation betweeselglofrequency-matched,
adjacently-connected nodes in the network. In orgppsed network, jitter and
propagation delay are of the same order of magai{ndnoseconds). Figure 2.12 is a
statistical plot of the relative timing jitter bed@n all one-hop connected nodes in the
synchronized network as a function of their distainé separation. These statistics

were collected by grouping the node pairs in thevaek by their separation distance
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and looking at the relative jitter. We see thatriean of the relative jitter increases as

a function of distance and its variance also ineesa
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Figure 2.12. Steady statejitter distributions for all adjacently connected nodesin
the network as a function of their separation distance. a = 0.25 and Jcc = 3.3ns.
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From our simulations it appears that even a snegjtek of frequency mismatch in
the network makes synchronization far more robubts is understandable because
the frequency of the network is set by the fastesillator. Even in networks with
oscillators possessing small frequency variangs unlikely that many nodes in the
physical vicinity of the fastest node will haveraduency close enough to switch with
it when the node frequencies are gaussian diseitbuthis explains the rapid decay of
relative jitter with oscillator mismatch, being twially eliminated when it is 1\% or

higher (Figure 2.12). Analytically formulating tohat degree frequency mismatch
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helps synchronization is an interesting open probthat we have yet to analyze.
Practically speaking, since CMOS radios exhibigfrency mismatch on the order of
1% - 10%, we do not predict PCO networks to exhitich relative jitter in steady-

state based on the results of these simulation.

2.5First Generation Implementation of PCO System

In this section we will discuss the design and enpéntation of simple PCO
synchronized radio nodes that we have describ@dewvious sections. The PCO radio
system consists of three primary components: thme oscillator, an H-bridge UWB
transmitter, and an amplifier chain with peak pityaserving as the RF front-end
(Figure 2.13). Using these simple radios, we demnatesthree-node synchronization
in a real system of CMOS radio nodes. To the besupknowledge, this represents
the first demonstration of real, scalable multi-eedreless synchronization without a
crystal. We will briefly overview the various ciitblocks here, however a more

comprehensive description can be found in [38]
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Figure 2.13. System block diagram of PCO synchronization cir cuit
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We implemented the PCO oscillator with the compmarats a minimum-sized
active current mirror biased auA (Figure 2.14) the delay blocks with minimum-
sized inverters, the reset a strong NFET switch aadpling done with PFET
transistors. The strength of the coupling is tubgda combination of increasing the
coupling width as well as increasing the supply tbe coupling transistors. The
maximum coupling at 1ns coupling pulse width isdeted to beAV = 0.1 at 1V
VDD. We additionally broaden the reset pulse of diseillator to generate the PCO
blackout time, during which coupling cannot occuchuse the transistors are
physically shut off.

We use an H-bridge based antenna-drive schemehtrptilse transmission
proposed by Wang et al. [47]. In this scheme therara is connected between two
strong inverter pairs driven by tapered digitaldrs with controlled timing sequence.
The key here is to inject a current into the angefur radiation through its own LC-
characteristics and then quench the radiation afteall time (~1ns). A pulse
transmission request by the transmit-control ctrcontrols the inverter pairs in a 3-
step process. The radiation characteristics arerdEmt upon the strength of the
current, the rising edge of the signal, as wethaspulse shaping characteristics of the
antenna. The design operates at 1.2V supply adidital in its driving characteristics.
At 100kbps it was measured to have a total powaeswmption of only 4 8W, with
leakage power of 1/BV.

For the receiver, we used a simple five stage rdiffeal amplifier chain followed
by a regenerative non-coherent peak polarity dete€he switch-able amplifier stage
is implemented as a common source amplifier wilisteve feedback (Figure 2.13).
Each stage provides 7dB of gain. The gain stagesA@r coupled to each other to
guard against DC offsets and low-frequency noidee @ain stages are designed to

have the same input and output biases, therebyiegghe same voltage difference
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across the coupling capacitors and aids in fagterdan. Care is also taken to suppress
the supply transient by inserting a small resistorthe supply path as well as
decoupling the biases and supply from ground.

The peak polarity detector (Figure 2.15a) is usedidtect the reception of the
pulse by the RF front end and effectively servesmsasynchronous one-bit ADC.
This circuit works under the same principles as tbgenerative latch commonly
found in digital logic circuits, except we use thignal to latch itself. The circuit is
biased such that MN7,8 are in subthreshold and ttietpositive feedback through
inverter pairs MN3,4 and MP3,4 is suppressed bytbeecence of damping transistors
MP2 and MP5. However, upon the prescence of a gusgnal, the total current
through MN7,8 rises exponentially (Figure 2.15Qusing the positive feedback to
increase and driving one of Vout+ or Vout- low degi@g on the input polarity.
Resistor R3 ensures the positive feedback worksectly by keeping the sources of
MN3, MN4 at nearly the same voltage. After the puls detected, RST is asserted,
driving the outputs near VDD and allowing this ditcto detect the next pulse. This
circuit can also be duty-cycled through the preseesf MN6, which can stop the flow
of current in the circuit. Nominal bias currenttbfs circuit is 1uA when no signal is
present.

The receiver was measured to consume 10.5mW innan9ffocess when fully
“on." However, this power is reduced by duty oyglwhen the Rx and Tx are
synchronized. Accounting for synchronization accyré&5ns) the Rx needs to be
“on" only for 10ns for detecting a pulsé&-2ns wide. At 100kbps this results in a
measured power of 148V, where measured leakage power for the receiv8r3s

uW.

2.6 Measurement Results
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To demonstrate the coupled PCO IR-UWB system, w#amented the circuits of
section 2.5 in the 90nm IBM9RF process as part @omplete IR-UWB system
(Figure 2.16). Each PCO oscillator was wirebondeé tcustom designed PCB and
connected to wideband monopole antennas which tead@nd detect the
synchronization pulse. We performed a detailedatttarization of the RF front end
in an earlier work [38], and in this work we foomis the synchronization behavior of
this system. To perform the measurments of th@® Rodes, the outputs of all three
oscillators were connected to an Agilent DSO90254#pling oscilloscope. We are
able to observe 5ms of synchronization dynamict ifi0ps resolution. This allows
us to perform detailed time-domain statistical elstarization of the synchronized
network of three oscillators. To perform our chéedazations, we perform a single
5ms capture, extract the edge times from the taguldata and postprocess in
MATLAB. The tests were conducted in our normal latory environment with no

special provisions for shielding from external s of RF interference.
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Figure 2.16. Chip Micrograph of a complete IR-UWB system. The

synchronization related circuity is boxed
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Figure 2.19. Measured statistics of relative offset timing between oscillatorsin the

PCO network over 2000 cycles. (a) nodel vs node2 (b) nodel vs node3

We measured a three-PCO network implementing tieelitiof Figure 2.13 with a
low-jitter leader (highest frequency) oscillator the network. The nodes were
seperated by a distance of 8-10 meters (26-33n8)ndted that the presence of the
leader in the system prevents the deterministierjiéffect through leader-switching
we observed in simulation from manifesting itseifsteady-state, the network reaches
synchronization with all three nodes settling tstable network period of 2.h6
(Figure 2.17a). As expected, the oscillators arasphaligned as well as frequency
aligned, as shown by the measurement of the veléitne offsets of the three nodes'
rising edges Figure 2.17b experimentally verifythg synchronization of the system.
To further gauge the synchronization quality, weklat the eye diagram of the three
node system Figure 2.19a as well as the statigfissdibution of the relative offset
times (Figure 2.19b). Both the eye and the histogsaow a small amount of relative
jitter in the synchronized network. This can belamed by the fact that the coupling
takes some time to propagate through the noisy ienpthain and comparator
circuits, a source of jitter we did not model irr gimulations. However, its low value

of 5ns and 1.6ns between oscillator pairs 1,2 a@drdspectively is tolerable for
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aggressively duty-cycled impulse radio communicetioScaled by to the period of
the synchronized system, this jitter is 0.2% ar@b% respectively, which indicates
the degree of power savings that can be achievesugh duty cycling. These
measurements confirm our simulation's result tkeé&itive jitter in the synchronized
network should be small and that robust phaseetBGO synchronization can be
achieved inpurely integrated CMOS. It also shows, experimentallyatttve can
operate a real system in the robust, period-1 regib the parameter space that
simulation suggests should exist.

This is the first CMOS demonstration of a truly laat: scalable synchronization
scheme for IR-UWB that requires no explicit diffetiation between nodes in the
network or costly off-chip crystals, unlike the esafes proposed in [34] and [4]
respectively. The impulsive nature of PCO netwaskalso particularly well suited for
IR-UWB and is precise enough for aggressive dutjiey. Our proposed scheme
combines the potential for scalability with thiscessary precision and is well suited

for a distributed cognitive network.
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Chapter 3

TRANSCEIVER ARCHITECTURE, TIMING SYSTEM DESIGN AND
IMPLEMENTATION

3.1 Introduction

We have seen in the previous chapter that distabudf the PCO synchronization
beacon in a wireless network leads to a globallyckyonized network with very
stable relative timing, even in the presence ofjdency mismatch and jitter. This
chapter describes a transceiver system built arabadPCO synchronization. The
system uses a PLL to partition the PCO period I8 time bins which are used for
multiple access. Detailed analysis is done fortitteng system with respect to phase-

offset and jitter and specifications are defined.

3.2PCO IR-UWB Based System

3.2.1 Global Synchronization Beaconing with Pulse Coupled Oscillators

We apply the concept of a global network clock,irag9], but atbit level as
opposed to packet level. In our system, the symihation beacon is sent as a single
IR-UWB pulse of ~2ns width. On the transmit sideacle node emits the
synchronization beacon when its timing oscillatonplemented as a relaxation
oscillator, reaches threshold. The synchronizatieacon is asynchronously detected
by a receiving node, which then injects a pulse im$ own relaxation oscillator,
advancing its phase. When nodes follow an RC-Iteéescharge-up function and the
coupling is impulsive, then networks of oscillatargplementing this function achieve
phase lock with time-offset equivalent to the piggteon and Tx/Rx latency of the

pulse processing [27]. We have shown the applitaluf this scheme to provide
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synchronization for multi-hop IR-UWB networks inethpresence of real word
nonidealities such as oscillator frequency mismatold jitter. We found that this
scheme can allow dozens of nodes to phase synebroma multi-hop network, even
with substantial oscillator frequency mismatch asgl as coupling strength is
sufficiently high to compensate for it. Operatingcke node in the strong-coupling
regime, where detection of the synchronization g@udgectly causes the receiving
node to fire, causes the fastest convergence ttheyny and can compensate for the
most frequency mismatch. We therefore exclusivgdgrate in this regime for the
system implemented in this paper. As a result,sysem does not require that the
symbol rate be well defined a-priori, as it is naditional transceivers. Since the
network is phase locked, synchronization can benta@mied indefinitely, as long as
the synchronization beacon is reliably detectedgrAgsive bit-level duty cycling can
be achieved by timing each node’s pulse transmmsaial reception periods relative to

its own synchronization pulse.

3.2.2 Physical Layer Description

;"ll 1ns/div
| l| “li 100mv/div
—..--\.......-.-..-..q‘ﬁl h||| ” ,

JW

Figure 3.1. Measured pulse time domain waveform. 4.5GHz type.
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Figure 3.2. Measured transmitter spectrum while periodically emitting the PCO

sync pulseat 150KHz for the 3.5GHz and 4.5GHz pulsetype.

All transmissions in our system use two types of 2R-UWB Gaussian-like
pulses: one with a 3.5GHz carrier and another witd.5GHz (Figure 3.1). The
frontends of the transceivers are time-multiplei@@ne pulse type or the other. We
use the 3.5GHz pulse type to broadcast the synidatoon pulse in the PCO scheme
while using the 4.5GHz pulse for data transmissie. operate the system with PCO
pulse repetition at a nominal rate of 150KHz. P#iadransmission of the PCO pulse
at these rates imply that its spectrum occupie®@Bz bandwidth with discrete
peaks spaced &¥/trpaye, Wheretggame IS the PCO period. Measured data from our
implemented transmitter shows the PCO scheme iplcamh with the FCC UWB

spectral mask when periodically transmitting wither pulse type (Figure 3.2)
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Figure 3.3. System timing structurefor the packetsin our system

The dynamics of the synchronization process in wetwork are as follows:
Initially the nodes are unsynchronized and theiORg3cillators mismatched in phase
and frequency. In this unsynchronized state, naadg transmit the synchronization
pulse and do not duty-cycle. Pulse detection at tbeeivers is completely
asynchronous during this process and is not aligoethy clock. Nodes then acquire
phase-lock through the PCO process. Based on diions in the strong-coupling
regime in which we operate, the PCO synchronizatimmpletes within 5 cycles for
networks of 45 nodes. The PCO peritghay g is subdivided into 128 bins of;y
duration by a PLL circuit. The nodes detect thalythre in a synchronized state based
their detection of the synchronization pulse and/&tLL-locked signal (Section 3.5).
Once synchronized, nodes may transfer data asasefiitiate bit-level duty cycling.
A single data pulse is OOK modulated within a tibie. While PPM transmissions

are also possible within this framework and eqmtkto OOK from a BER vs signal
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energy point of view [9], in our bit-level duty ded scheme, this would incur a 2x
energy penalty since it would require two sampliafjthe RF window per bit.

Since the IR-UWB pulse is much narrower than thetbhe in our system, the
bins in the system are further divided into 8 suts!fls;5_5;n). The sub-bins provide
the finest time resolution in our system. The sinstare used for pulse offset and
jitter estimation and compensation, so that bieleduty cycling may be done at finer
resolution.

Once the time bins are established by the hardesmehronization system, the
system can be treated as a generic packet-basedl deglio system and use well-
established digital synchronization methods forkpatevel synchronization. Bin
allocation and neighbor discovery may also be perédl at the network layer with an
algorithm such as SMAC [48]

The time bins form the data-channels in our systefrthe 128 time bins, bin 127
is dedicated to the detection of the synchronizapiolse, and bin 0-1 and 125-126 are
used as guard bins (Figure 3.3) to allow the fremd’'s transmitter or receiver to
switch between the 3.5 and 4.5GHz bands. This &£4%8 data channels for the nodes
to use. Since the radio is targeted for short rarvege/orks, this number is more than
sufficient for node densities in this applicatigrase.

Note that the time bins in our system are a pathe physical layer and are
analogous to the 80 physical frequency channelshe Bluetooth specification,
whereastimeslotsin traditional TDMA are a part of the MAC layer.obles can be
assigned to time-bins in the same way that theyasseyned to frequency channels in
Bluetooth. Our system, targeting the lowest absopgdwer consumption possible, is
designed for a data rate of 1 bit per frame perendalll duplex communications,

where two nodes simultaneously communicate, ax @dssible by picking separate
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tx/rx bin pairs within the frame (Figure 3.3). Theminal parameters of our system

are shown in Table 3.1 below.
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Table 3.1: Physical Layer Specifications

Symbol Description Nominal Value
Tsp = tFRAME = tPCO Symb0| perlOd 66&15
T Bit decision window time Asynchronous (S1)

52ns (S2),25ns (S3)

tein Bin Time 52ns
tsuB—BIN Sub-bin time 6.5ns
tsiGNaL Physical signal time 2ns
Ngins Number of Bins, Total 128
Nginspata Bins usable for data 123

communications (data

channels)
Nsus—BINS Number of sub-bins per bin 8
fe Center Frequency 3.5GHz, 4.5GHz
BW Bandwidth 500MHz
Np Pulses per frame 2
Modulation OOK
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3.2.3 Transceiver Architecture

1 .
Receiver P YN
: ; : Gain Stages x 5 Asynchronous | Tlmmg COSYNC
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' Transmitter  Fast Startup Osc | —
: Output Driver : £ l.)mse. Bin Detect
! | stimation
, | = -
r Timing
: Generator
1
: RF Timing || Sub-Bin
TX-Trigger Control |k———| Generate

Figure 3.4. Transceiver system top level.

The transceiver (Figure 3.4) consists of the remreitransmitter, and the timing
system. The timing system, which is the focusho$ thapter in the dissertation,
consists of the PCO (frame generation), PLL (binegation), and delay-locked-loop
(DLL) (sub-bin generation) and dedicated logic f@emdow control, pulse-type
switching, and pulse offset estimation. The rx-fremd directly couples received
synchronization pulses into the PCO oscillator, #ral PCO oscillator also directly
triggers the transmitter. The PLL phase-locks ®RICO and all data transmission and
RF-on window generation timing is derived from tiRL. The receiver and
transmitter circuit design have been described amalyzed in my colleague Rajeev
Dokania’s works [17][20][28]. We instead analydesign and implement the timing

backend (Sections 3.3 and 3.3.2), and investidgegability of the scheme to recover
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from missed detection of the synchronization p(&ection 3.5) as well as the ability

of the transceivers to function within a networkieonment (Section 3.6).

3.2.4 Transceiver Power Consumption

We exploit the unique nature of pulsed IR-UWB traissions to trade off active
power consumption with data-rate (Figure 3.3). Traasmitter only dissipates power
when active, while the receiver is only active dgrithe expected arrival time of the
pulse. Ideally this will reduce the average powensumption by a ratio of
Np tsienar!trrame IN both the transmitter and receiver, whey@ya, = 2ns is the
pulse widthtrramge IS the period of the system aNd = 2 is the number of pulses
within the period. However, in practice the trangeniis limited by leakage current (1-
10’s of pW) and the receiver is limited by bothKage and, more significantly, by
timing uncertainty. Furthermore, a realistic duggled system will also spend time
losing and regaining synchronization due to misdetgction of the synchronization
pulse. If we consider these non-ideal effects, therreceiver power consumption can

be expressed as:

PRX_DC =d PRX_Active + Pleakage 3.1)

Whered is the average duty-cycle of the system and caxpeessed as:

d = d, Pr(S;) + d, Pr(S,) + dsPr(S;) (3.2)

Whered,, d,, d; are the duty cycles in the unsynchronized, p&tginchronized
and fully synchronized states, respectively &ndS;) is the probability of being in

that stated; < d, < d; = 1. The duty cycle in th§, andS; states can be expressed

by:
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d= s emwam e @3

or represents the timing jitter between the trangmiéind receiver, ang; is a
constant scale factor we choose to guarantee igmifiprobability of remaining in the
synchronized states. For the data rates that oplicapons targettprame = 5 —
10us. Thus we see that significant savings in active grosonsumption may be
achieved if we can ensure botho; < tpramr and Pr(S;) + Pr(S,) > Pr(S;) .
Lower o7 is always beneficial but is constrained by the @owudget and circuit
topologies available. There is also a trade-offiMeen aggressive duty cycling (low
a;) and the probability of remaining synchronizedterasections will describe the
design choices influencing tlag (Section 3.3) and; (Section 4.2) parameters.

Eq. (3.3) also indicates that power consumption lwariraded off with data rate
provided thab; accumulates slower thapg4,z. This implies that we should operate
the PCO and PLL oscillators in a frequency wherédeyshase noise sources dominate

in order to gain the maximum benefit from duty ayg] since at lower frequencies,

correlated noise sources causeandtyg 4y t0 Scale at the same rate [49][50].
3.3 Timing System Analysis

In an ideal implementation of our system, the tnaitter will transmit a data pulse
in the middle of a bin and the receiver will exptet pulse in the middle of its bin.
Due to propagation delay and non-idealities inRI and PLL circuitry however, a
time offset develops between the transmitter argtiver bins. Also, due to jitter
(phase noise) in the PCO and PLL circuitry, theralso some randomness in the time
offset. The timing offset must be significantly dethan a bin in width, while the

timing jitter must be made as small as possibleotorRF bit-level duty cycling to be

59



maximally effective. We analyze these effects itadleand their implications on the

circuit design

3.3.1 PCO Offset and Jitter

Recall from Chapter 2 that the synchronized PC@owdt converges to a periodic
steady state where the node with the highest ndnfreguency oscillator (the
synchronization master) fires first each cyclejohtiriggers the firing of other nodes
that detect the synchronization pulse (synchromnalaves) . These slave nodes may
be connected to the master through multiple hopsislder the slave nodéslirectly
connected to the master nade The master PCO node has a period,o# Jccy,
wheret,, is the average period ajck,, is the master cycle to cycle jitter. The time of

firing of the slave node relative to the masteeach cycle can be modeled as:

Np tgrr 2 (tsignaLt @i oT) .
d; = on _ L) e 2,3 (3.4)
tFRAME tFRAME

Where At,,; is a constant representing the deterministic tidetay due to
propagation {,,;/c) and pulse processing;(), andl,,; is a zero-mean Gaussian
random variable modeling the time-uncertainty iattpath, which we will call the
propagationjitter.

Since the PCO network ghase-locked,,; does not accumulate. The period of

the slave is then

Ti = tM + AtMl +_]CCM + rMi (35)

The total cycle-to-cycle jitter of the slave nadePCO oscillator may then be

expressed as:
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Jeci = Jeey + Ty = Jeey (3.6)

2 ‘ ‘ 40
' —Period Locked
w172 ~Period Free 132G
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Voltage Bias (s)
Figure 3.5. PCO dlave oscillator period and jitter characteristics as a function of

voltage biaswhen free running vslocked to another PCO.

The previous approximation can be made becgyse At,; so that the period
jitter accumulates over a much longer timescalen ttiee propagation jitter. This
implies that both the period and period jitter bfredes in the system are essentially
set by the jitter of the master node. This is sugub by the synchronization
measurement of Figure 3.5 where we observe thegdgtter characteristics of the
slave oscillator in free-running versus frequeragked (to a master) mode. Fothis
test we reduce the slave PCO'’s frequency by redutia voltage bias. It is clear that
the PCO master essentially eliminates the slave®llator's characteristics when
pulse coupling is enabled.

Experimental measurements of the 4-node netwqgskat the PCO jitter and

offset model above. Figure 3.6 shows typical valaéshe relative timing offset,
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period and propagation jitter and long term freaquyestability in our implementation
of a synchronized four PCO system. The measurednpsers arey,_, = 6.2us,

Aty, = 14.5ns, std(Jcc;) = 1.1ns andstd(4T;,) = 0.15ns

—PCO1 5
yoniia vt \ T ; 2

S PCO2
-

100} 1
m
“— C
g ~—"
L I .
8 50 o
b —
)
? 1
4 1.45 1.5 1.55

Offset Time X 10-8

Figure 3.6. Long term jitter characteristic of a four node synchronized networKk.

PCO1listhe master
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3.3.2 PCO-PLL Locking Offset and Jitter
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Figure 3.7. lllustration of the PLL locking metric

We use a charge-pump phase locked loop with secwoddr loop filter and
integer-128 (counter based) divider to segmenP@® periodtzz4 INt0 128 time-
bins of equal width. Using the PLL in this fashinecessitates that it locks to the
reference clock (the PCO) with high-enough timea§#) accuracy so that the
boundaries of the bins are in the appropriate lonaSince the PLL edge locking is
both imprecise and jittery, these bin boundarie théve some offset from and
distribution around the ideal bin boundary timeelUs the PLL in this manner is
unconventional, so we must derive an expressicthefprecise accuracy of the PLL
phase-locking in the presence of phase noise dsetaources.

Settingt = 0 at the time of the PCO firing of the node, we nda§ine the time-

error of then®™ bin relative to an ideal partitioning as follow&dure 3.7):
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t
TgrrpLL [n] = Tgin st [n] —n % 3.7)

Tginsr[n] is a Gaussian random variable modeling the stat bf the thent"
bin. Thent" bin offset and may be expressed as:
t
Urerr[n] = E (Tin,st [n]) —n % (3.8)

WhereE(.) Is the expectation. We defig,y[n], then” bin rms-jitter relative to

the PCO edge at= 0, as:

orpiv[n] = Std(TERR,PLL[n]) = Std(TBINST [n]) (3.9)

std(.) above is the standard deviation.

UrerrIn] can be made small by minimizing the PLL lockindgsef to the PCO.
Phase locking offset in this PLL topology is wetidwn to be due implementation
non-idealities, namely loop filter leakage currectiarge-pump charge-injection and
current mismatch. We describe the circuit desigmags minimizing these in Section

0.
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—> APA(f) = (Ppco — Prco)*(f)
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Fig. 3.8. PLL phase domain noise model.

The bin jitter will be dependent on the noise o tARCO reference, the VCO
oscillator within the PLL and the loop filter paratars chosen. We use the continuous
time phase-domain model of the PLL (Fig. 3.8) cdesng independent phase noise
sourcesP? o (f), PAyco(f) from the PCO and the VCO after the divider chain,
respectively. Since the bin-jitter is defined riglatto the PCO reference, the quantity

we wish to find is

_ UrraME

Oremn = El(@rco = bvco)’] (3.10)

Wherear gy is the average PCO-PLL relative jitter and is aapproximation of

orpiv[n]-
Noise source®? p¢o(f), P2y co(f) see the same closed-loop transfer function

|HPLL,CL(f)|2 the outpuidg?(f), so that the transfer function may be written as:
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Ap2(f) = |Hproc (D] (@2 pc0(F) + P2yeo () (3.11)

We defineA¢?(f) = (pyco — Prco)*(f). |HPLL,CL(f)|2 is

2 _ (f/f)*
|HPLL,CL(f)| 1T 2(f /L) 2 2 D+ (f/f) (3.12)

1 . .
Wheref, = ;,/K,,IP / Cp Ky = Kycp/128 in units of Hz/V, andt,; = RpCp.
Assuming white-noise sources dominate, we mayeadetat phase noise sources of the

PCO and PLL VCO to their free-running jitter accuated over a periotkgyr [51]

by?:

E[]C05CO,PCO] i

‘I’rzl,vco,Pco (f ) = £3 f?
FRAME

(3.13)

Putting Eqgs (3.12) and (3.13) together and int@ggeb find the variance, we may

express the average relative jitter as

OTBIN = tl:;% \/f A(Pz(f) df

2 The Brownian motion phase noise proc@s$t) is non-stationary and its spectrdm(f)? does

not formally exist. This expression is a commonked approximation over bounded observation
intervals [50]
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= 1 foo (EUccieol + Elccheo)) (f/f)% ¢
dm2tppamefi J_oo 1+ 2(f/f)?Q@u2 f2tf — D+ (f/

= K(fn' 8, tFRAME) OT Source (3.14)

k(f, O, trrame) Can be seen as a jitter multiplying factor of #wmurce rms-

jitter o7 source = VEUccZcol + Eccteo). We plotk(fy, 8, trrame) Over normalized
loop-bandwidthyf;, trrame fOr a set of damping factos= = f,, t, (Figure 3.9) and
trrame = 6.6us . k decreases with higher damping and loop bandwidths is
because the PLL locks the VCO phase tighter tor¢ference as damping and loop
bandwidth increasec < 1.6 is achievable forf, tpramr = 0.1 ford > 0.25. The
parameters we chose for the loop are shown in TaleThe high loop bandwidth
also increases the transient locking speed of tliet® the PCO, reducing the time

spent in the unsynchronized state.

Table3.2. Nominal PLL Parameters

Parameter NOMINAL VALUE PARAMETER Nominal Value
Rp 680K 1/tframe 150KHz
Cp 10pF 5 0.28
Ip 250nA fn 13KHz
K, 270KHz/V K 1.3
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Figure 3.10 shows measurement data of the bim fittethe 0" bin, or piv[0]. We
swept the charge pump bias voltage with higherorresponding to lower voltages.
We see drastic improvement in the offset jitter/asncreases. The period jitter
JcCyco,Lockea ON the other hand remains small as the loop battbwlecreases. This is
because the loop has little effect on the VCOrjitie timescales of one reference
cycle. Thugccyco = Jecycorockea- N the nominal operating region between 0.50 -
0.6V, orpn[0] < 5ns, mingr g y[0]) = 3.3ns, while o7 source > JCCyco = 3ns,
implying k < 1.6 and validating our analysis. Jitter degtiadaoccurs at highp
becausé,, trranr — 1, causing the discrete-time dynamics of the CP-RiL.become

significant, invalidating the continuous model wsed in the analysis [52].

3.3.3 DLL Offset and Jitter

We use a simple first-order DLL to segment the ioito 8 sub-bins. Jitter is
accumulated though the delay line stages of the .DILhis additional jitter
contribution is insignificant because it accumuatever the timescale of the bin,
which is much shorter than the frame. Measuremaintise DLL jitter relative to the
start of the bin edge support this fact, showirag the additional jitter contribution is

less than 20ps.
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Figure 3.11. Transmit timing picturefor nodel transmitting to node2.

3.3.4 Node to Node Timing Analysis

Consider two nodes in a synchronized state commatingin then'* bin (Figure
3.11). Due to synchronization offsets and jittee bin times for the nodes will have
some error. Assume that nodel is transmitting tieBpand that nodel is transmitting
in the middle of its own bin. We wish to find theopability that this pulse is also in
node2’snt™ timing bin. To do this, we first find the" bin time offset, which is a
sum of the PCO synchronization eridf;, and difference of the PLL locking errors

of each node:

ATgin12[n] = AT1z + Tgrr proin] - Terr priz(n] (3.15)

This can be broken down into deterministic offsad eandom jitter components as

follows:
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ATgin12[n] = Ati; + Urerrprialn] = Urerrpriz[n] + Tiz + Jrerprra[n]

— Jret,pLL2 [n]

= toffrocln] + Jr[n] (3.16)

I, is the propagation jitter anfde;prr[n] = Terrpiln]l — Urerrpnln] is the
relative-jitter of the PLL derived previously. WeMumped all offset sources into
tosfroclnl = Atiz + frerrpria[n] — Urerrpriz[n] and all jitter sources into
JrInl = Tiz + Jrerpri[n] — Jrerprrz[nl . Centering our time of reference at the start

of the receiver’s bin (Figure 3.11), we calculdie probability that the pulse lies in

the bin as:
TBIN
P(TX € BINgy) = f pdeTBlNl,z[n] (¢) dt
0
TpiN 1 (t-Tein/2- L“off,rot)2
_ f - 207 dt
) opv2m (3.17)

Whereo; = std(Jr) .
P(TX ¢ BINgx) =1 — P(TX € BINgy) represents the biriiming error rate
(TER) in our system and is a critical design partamsince it reflects the integrity of

our data channels. We pldt(TX ¢ BINzx) as a function of jitter for varying offsets

71



torr.ror (Figure 3.12), assumirly,y = 52ns. We see that for TER1673 the system
requiresor < 8ns even fort,¢r ., = 0. Naturally, as the offset increases, therjittes
requirement becomes more stringent. If offset eegively large, then the transmitter
must mitigate this effect by using a different diib-to transmit.
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Figure 3.12. Timing error rate P(TX & BINgy) as a function of jitter for varying

offset times tof ;-

In the highly duty-cycled3 state, the RF-on window is shorter than a bin time
duration. If the RF turns on 8tf,, and turns off at,f.,,; then we may similarly

express the probability of bit detection in §8:state as (Figure 3.11):

trf,end

P(TX € RF,,) = f PAfargn otn) () dt (3.18)

trf,st
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Naturally P(TX ¢ RE,,) > P(TX & BINgx) and is an additional mechanism to
the overall bit-error-rate of the system. This enate in the sync bin also determines
how long we can maintain synchronization. We meaB(fX & RF,,) through our
synchronization duration tests in Section 3.6.3.

Assuming that jitter sources are uncorrelated, hoded node2’s PLLs have
approximately the same characteristics, and recptlhat propagation jitter is small

compared to the period jitter, thep may be expressed’as

or = o2 + g2 + o2
T,BIN.PLL1 T,BIN.PLL2 T,I'15

Q

’ 2
207 pINpLL

Q

V2 k(fo, 8, trrame) \/ Elccicol + Elccieol (3.19)

Recall from Eq. (3.2) that the duty cycle in #8state largely determines average
power consumption and from Egrror! Reference source not found. that jitter in
the timing system degrades the amount of duty gchchievable in th&3 state.
With Eq. (3.19) we may therefore relate the pejitber of the free-running PCO and
VCO to the power saving that can be achieved vig-dycling.

% This is in fact pessimisti¢ge; pri1[n], Jreiprr2[n] are positively correlated since they share the

same PCO noise source so that= std(J;) < JU%,BIN.pLu + 0f pinpLiz T OFry,
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3.4 Timing System Implementation

Based on the analysis of Sectiénror! Reference source not found., we found
that implementing ns-scale offset and jitter timisigcks is of critical importance to
power-efficiency and communication robustness af duty-cycled scheme. In this
section we specifically describe the design comatittns for the circuits that allows
us to achieve those goals. These circuits dissipatgly no static power and are
implemented at low frequencies of 150KHz — 19.2Midzthat the combined power

consumption is 28/ attppaur = 6.66us.
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Figure 3.13. PCO circuit topology noise comparison between (a) the ssmple PCO

implemented in Section 2.5, (b) modified reduced jitter PCO

3.4.1 PCO Circuit Design and I mplementation

For the data rates we desire in the system usidatd pulse per frame, the PCO
must operate betwed)0 — 200 KHz.. The oscillator must also implement impulsive
coupling to implement the PCO synchronization. seheequirements strongly suggest
we use the relaxation oscillator topology shownFigure 3.13a with coupling
implemented as direct charge injection into ostidla node. The phase noise of this
topology is known to be dominated by the phaseenootribution of the comparator
[53]. A SpectreRF simulation of phase noise contobs confirms this observation
(Figure 3.13a), where it can be seen that the phase contribution of each of the

comparator transistors is 15dB in excess of thathef resistor in the white noise
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region of the phase noise spectrum. The theorat@atribution [53] from the resistor
alone is plotted in white circles as well. Replacthe comparator with a common
source-amplifier-inverter cascade greatly incredisesignal swing at V2 from 20mV
to 400mV. We also introduce 2pF of capacitanceutthér stabilize the node. The
corresponding effect on the phase noise can beisdé@gure 3.13b where the phase
noise contribution from the transistors is redusedhat overall phase noise is 5dB in
excess of that of the resistor. We also designos®llator so white noise sources
contribute 4x more phase noise than thi¢ sources at an offs¢g/25 from the
carrier. This guarantees that the jitiene corner, where the regions of 0.5 and 1 slope
jitter accumulation intersect, is longer than tleéCPperiod [50]. We accomplish this
by using km length transistors for the first three stages.

Since the phase noise is dominated by white soutisessms period jitter of the

PCO may be calculated from the phase nbi{gg’) by [54]:

2
Ojcc,pco = L(4Af) % (3.20)
0

The overall phase noise of the design was simulaetbe 10log(L(4f)) =
—103 dBc/Hz atAf = f,/25 = 6KHz, corresponding to a jitter of ~700ps. The
measured result (Figure 3.7) is 1l.1ns, in fair egrent. The 0.5 slope jitter
accumulation persists on the order of a few cyakesvell (Figure 3.7), indicating our
circuit is operating in the white noise dominatedion. Measured power consumption

of this circuit was g8W at 150KHz.
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Figure 3.14. Complete PCO implementation showing implementation of the

coupling branches and the reset path

The full implementation of the PCO oscillator ciitcs shown in Figure 3.14. The
coupling is implemented by multi-node current iti@e. The polarity of the current
injection is chosen to advance the phase of thélaisc (shorten the period). The
transistors are chosen to be strong enough to inatedylcouple the node to threshold
upon detection of the synchronization pulse. Caustnbe taken to fully discharge
nodeV, at the end of every PCO cycle, since a partiahdigge is highly detrimental

to the jitter.

3.4.2 PLL Design and I mplementation

While we use the standard CP-PLL architecture tbquirements of low
synchronization offset and jitter influence theigesonsiderably. From our analysis
in Section 3.3.4, there are rather stringent regoénts on the timing offset, which is
partially dependent on the PLL timing offset. Thstivates us to precisely quantify

the effect of the different sources of locking-tioféset at circuit level.
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Figure 3.15. PLL Implementation with relaxation-oscillator based VCO

In a periodic steady state the total charge irldbp filter must be conserved at the

end of a cycle such that:

t rame
[ " (Uep(©) + g (O + Tnis () + Lioare()dE = 0 (321)

If we assume the charge pump currkp(t) is a constant, or Iy for up/down
phase-frequency detector for a phase error fime.[0], a mismatch current of
L.is = (Ip — Iy) , during the overlap time @f,, charge injection that occurs nearly
instantaneously such thit;(t) = Q;,;6(t) and constant leakage current such that

L1 ear (t) = I, then we may write
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Qerr _(ILtframe + Imistov + Qinj)
.uTerr[O] = =
Ipy Ipy (3.22)

wherelpy = Ip or —Iy depending on the sign gf.,-[0]. Eqn. (14) shows that
increasing charge pump currdptor I reduces the time error for an given amount of
error chargdé,,. Q.. contains leakage, mismatch and charge injectionpoments.
If we assumex mismatch inlp, Iy such thatl, = a Iy, Qi to be estimated by
Qinj = (Cap—p + Cap—n)VDD/2. We plot the components of,, based in Eq.
(3.22) in Figure 3.16 versus leakage current (flemA), mismatch factora(= 0.25-
10) and charge-pump transistor width (from @+h) assuming/DD = 1,C4, =
1fF/um, t,, = 25ps andI, = 300nA. The plot shows that leakage current and
charge injection sources contribute ns-scale ofteghponents whereas mismatch
current is much lower. This can be explained bydbebination of longs,,m. and
smalll, unique to our application. This leads us to useimmuim width, lum length
transistors in the charge pump with simple mirrgrimiasing, which reduce charge
injection and leakage current. We also use thiddexlevices for the VCO control
gate, since standard thickness devices have exedsskage aroundnd / um in this
process. The measured result of the PLL timingrédomoeach bin is shown in Figure

3.17. Bin timing error is less than 5ns for allsin
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3.4.3 Timing Generator Circuit

The PLL subdivides the PCO frame into time bin&2iis through th&28 unique
states of the counter output. When a bin is activpulse of width 52ns is sent to a
delay-locked-loop (DLL) which subdivides the birtdr8 sub-bins of 6.5ns by delay-
locking the rising edge of bin to its own fallingge. The sub-bin interval is the time
window between rising edges of successive stagdseadelay line (Figure 3.18). The
same bias voltage output of the DLL is used to lilage seperate delay lines,
generating dedicated sub-bin intervals for data)(RKd synchronization (SYNC)
pulse reception and pulse transmission (TX). FerRIX and Sync bins, the taps of the
delay-line are fed into a 8-bit DFF register andcked with the received pulse,
providing the means to estimate the received polseithin 6.5ns precision. For the
TXBin the delay-line taps are fed into an 8-1 mux whmsput is used to trigger the
transmitter. This allows data to be transmittethatleading edge of any of the 8 sub-
bins which can be used to compensate static synidaton phase offsets. OOK
modulation is accomplished by masking the trandngger with the data bit. RF
receiver duty-cycling control in the RX and Synmgiis implemented off the
Data/SyncBinActiveedge. First the rising edge tfie active bin is pushed back
through a voltage-controlled delay line. The risedge generates a glitch which is
then broadened by voltage controlled pulse-wideminguit. The result is a RF-On
window that is used to control the fast turn-onereer. The duty-cycling mechanism
is only active when the system is in the synchrediigtate. Once synchronized, the
system switches from being sensitive to the syngdhadion pulse to being sensitive to
the data pulse at conclusion of Bin 0 (first bim)the cycle, and switches back again

after the Tx/Rx bin within the frame.
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Figure 3.18. Sub-bin generation circuit for transmission control and pulse offset

estimation

3.5Loss of Synchronization and Recovery Transients

When the network is synchronized, the PLL of eastienwill be phase locked to
its PCO. Each node implements an integrated PCO/\dCerlap monitoring circuit
as well as a sync pulse detected signal to detsdeuty cycling state. These signals

are the input to a synchronization managementefisiate machine implemented on

FPGA as in Figure 3.19 to detect synchronizatiahr@over from its loss.
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Figure 3.19. Synchronization Control FSM

Nodes transition from the unsynchronized s&téo the partially synchronized
stateS, if the PLL has been locked fdk ¢ consecutive cycles and the sync pulse has
also been detected fdf s consecutive cycles. The master node will not detiee
synchronization pulse in the synchronized statedvewsince the slave nodes fire in
its refractory period. Thus the master node traomsstto the synchronized state if the
PLL is locked forN;,, > N;s cycles. In theS, state, the node transmits both data and
sync pulses and uses the full bin width for pulséection. During thé, state, we
estimate the offset of the sync pulse in slave soddis estimation phase takes
N, — N;5 cycles to complete. Once offset estimation for gimec pulse is completed,
the node transitions to ti$g, fully synchronized state, where the RF-windowadsive

for less than a bin in width.
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If a node does not detect the sync pulse for desieygle, then the PCO will not be
coupled during that cycle and will have a longeiqzkas a result. The PLL locking to
the PCO will detect this as a large step-phase jamits input and will undergo a
transient response. Any node synchronized throingh mode will then have its
synchronization thrown off as well and thereforgoalindergo its own transient. If no
subsequent missed detection of the PCO occurs, Rhéneventually locks to the
synchronized PCO and the system returns to a synized state. Figure 3.20 shows a
measurement of the re-synchronization transientga® in a two node system
operating withtpgayr = 7.2us. At ~2.1093s, the PCO pulse is misdetebtedhe
slave, which causes a ringing second-order phagetsinsient response in the PLL.
The PCO synchronization is then recovered and ther@gains lock to the PCO after
85us. The node can gauge its synchronization stadged on whether its PLL is

locked and if sync pulses were detected.
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Slave Oscillator Period Dynamics

7.6 2. Slave PLL resyncs
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Figure 3.20. M easured system resynchronization dynamicswith state-machine

We took the synchronization measurement over 66rekcof a wireless 4-node
PCO system described in this paper and fabricatedBM 90nm process. (Figure
3.21) The 4-node PCO system is connected in a domdiguration. We induced
sporadic bit detection errors in the system by ceduthe receiver sensitivity. We
found that the global synchronization can be maiethand recovered by the FSM we
described. The time of desynchronization eventthenslave nodes are also highly
correlated, suggesting that the slaves go out o€ @nd in-sync all together. This

motivates the analytical model we will describeCimapter 4.
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Figure 3.21. Four node synchronization transient measurement over 65 seconds

using $; and S, states of the synchronization FSM.

3.6 Transceiver System and Network Testing

Our transceiver system was fabricated on the IBM GE®RF process and
wirebonded on a 144-PGA package mounted on a FRE Ipbard connecting to a
DE2-70 FPGA development board utilizing an Altergclone-Il FPGA with an on-
board NIOSII processor (Figure 3.22). The FR-4 Baacludes SMA connectors for
the rx/tx antennas. The chip uses a standard 3-8Recontrol interface for setting
configuration and control bits for the system. Wepait the PLL 150KHz clock in
order to synchronize the radio chip with FPGA syst&Ve also provide digital pll-
lock status and the synchronization-detected stgaal inputs to the FPGA-based
synchronization management FSM as well as the rata dtream received. The
NIOSII processor communicates via RS-232 to a MABLAontrol terminal and
translates MATLAB commands into SPI writes to thdio. The FPGA implements a

Verilog recorder module which is used to record diggtal events in the system as
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well as measure the period of the oscillators. iHw@rder is capable of 5ns precision
and its outputs are stored in 64MB of SDRAM. Witveet-based data recording,
measurements can be conducted over timescales pétesi Measurements
demanding more timing precision than this were grenéd by an Agilent

DS0O90254A real-time oscilloscope with 20GSPS samgpliate and 52Msamples

memory depth.

DAC FPGA (Verilog) \
~
Sync \
Status ’/ Monitoring NiOsHI (C)
> Networking
L Frequency
SPI Recorder MAC
500, 1v-3v I_l_,
di | | Packet
SMA Creator
( N\ ‘
ososozsan | (_mamas ) | oy | Lo o]
TR LCD, etc )

—_—
|%=ca
E:m

\_ J

\ "
RS-232

Figure 3.22. Block diagram showing the component of each radio board in our

GPIB

test setup.

3.6.1 Packet Structure

We show that the system built around PCO synchatioiz is viable and

compatible with traditional digital radio data ted@r concepts by defining a simple
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packet structure to organize data transfer. Wetedetavo types of packets, a 13-byte
data request packet and a configurable-length pdyttata transfer packet, as well as
2-byte acknowledgement packets for each. Eachepdgge has a dedicated 48-bit
start-of-packet symbol. The request and transiekets also contain a 16-bit CRC to
check for packet integrity. For additional robustsieeach data bit was encoded with

anR(1,3) repetition code.

3.6.2 Backend Blocks

We implemented a simple receiver baseband bloclEBGA in Verilog. The
baseband block consists of four parallel digitakelation circuits which correlate an
incoming raw data-stream against known start-okggealues. When the correlation
peak is greater than the threshold, a correlatadil wignal is sent to the FPGA which
then enables the majority-vote decoder. On taestnit side, the parallel data from
the FPGA is sent to a®(1,3) encoder and serialized into our transceiver. Tugcl
blocks we implemented in FPGA are of low-complexétyd are clocked off the
150KHz PLL output. Thus we expect the power penaltynplementing these circuits
on chip should be minimal.

The NIOSII processor on the FPGA implements theclsgonization FSM of
SectionError! Reference source not found. as well as separate state machines
controlling data rx/tx, and packet processing. @Q synchronization is lost in the

middle of a data-packet the packet is retried fthenbeginning.
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3.6.3 Synchronization and Data Transfer Tests
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Figure 3.23. Average duration of a node in the S, (synchronized) state vs RF-on

window size
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Figure 3.24. Average number of packet retries due to loss of PCO
synchronization for Npgr = 250,1200 in two node and four-node PCO

networ ks

We performed characterization of the synchronizatising a two-node and four-
node PCO synchronized transceiver system connégctedline configuration. If a
nodeB is synchronized to the master through anotbéeA, then we say that nodeB is
downstream of nodeA. The PCOs were synchronizetl wie PCO master clock
period of 7.2s (140KHz) and operate with a simplified versiortr@ synchronization
FSM with states; andS,. The RF-on window time in th® state is a fixed value.
We first operate the transceivers in a region wheere are reliably no loss-of-
synchronization events during a 10 million cycl@ 6&cond) test, under a condition of
no-duty-cycling. This allows us to estimate nomisghc-error-rate due to bit-energy
for the individual links ai 10~7. We then gradually introduce synchronization
errors in the network by reducing the RF-on windowme (tzz,y,) in theS, state of the
slave closest to the master (Figure 3.23). We Isaein the range from 22-30ns the

average duration of synchronization increases inselgrwith increasing RF window
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widths due to the Gaussian distribution of thejitAt 30ns RF-on window times, the
synchronization duration is on the order of secoitie result is similar for both two-
node and four-node cases, indicating loss of symikation of downstream nodes
does not affect up-stream nodes. The time spetitersynchronized state follows an
exponential distribution (Figure 3.23), suggestthgt the synchronization may be
modeled by a Poisson process

We quantify the effect of the probabilistic lossREO synchronization on packet
transmissions by measuring the average number ckeparetries per packet
transmitted. We perform this measurement on packéts lengthsNy, of 250 and
1200 coded bits (Figure 3.24). The results aresistent with the measurement of the
average time of synchronization, showing that twdeand four-node networks have
similar characteristics. Unsurprisingly, the longercket type suffers from a higher
number of retries. The transmission retries becerpmnentially more frequent as the
averagesynchronization duration approaches the packettidata The number of
packet retries becomes negligible whgp,,, > 30ns for both packet lengths and
synchronization network sizes. The measured cordhiinging jitter for this test was
or = 4.1ns, suggesting that the RF window size should bdcsat least 9-10 times
the timing jitter to maintain robust synchronizatio

As a final test of the robustness of our commuimcasystem, we successfully
transmitted a 36KB image file using 64 byte pagk@floads down the entire line of
nodes through multiple hops. Each node was dutkedyweith full-bin RF windows on

sync and data bins.
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Figure 3.25. Power consumption at 140K Hz as a function of RF window size

Table 3.3. Component Power Breakdown

Block Power @ 140KHz Block Power
RX 8eulw Timing 10uw
TX 8.5ulw PCO 6.5ulW
PLL 7.5uW TOTAL 119w

3.6.4 Power Consumption

We measured the power consumption of the receigsigded by my colleague
Rajeev Dokania [17] for varying RF-on window timegsour operating rate of 140KHz
(Figure 3.25). For this measurement, we perfornmexdRF window openings of equal
width, once for the data bin and once for the dyimc A line of best fit withR? =
0.998 is also shown. Receiver power consumption is udd®ulW for tgp,, <
35ns. Power consumption atz,, = 30ns, the operating point where we measured

robust performance in the two and four node cas&&ulV and thus this is the power
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that we quote for our RF receiver. The power breakdby component is shown in
Table 3.3. Overall transceiver power consumptiorilavactively transferring data
through sending and receiving packetd i9ulW. Power consumption is dominated
by the receiver, even with the duty cycling enablde limiting factor in this case
appears to be the PLL cycle-to-cycle jitter. Weidyad that this scheme is capable of
achieving sub-10@W overall power consumption with the jitter more tigh
controlled.

A comparison with other recent works in low powansceivers is shown in Table
3.4. Our work achieves the lowest total power camstion of any complete
transceiver, with competitive RX sensitivity andeegy per bit. In terms of receiver
power consumption, only the wake-up receiver of i&]lower. However, [5] is
designed for asymmetric links where the transmiterssumed to be of higher power
so the power of the complete transceiver systemmisiown. The use of IR-UWB
allows much lower overall power consumption attiia@smitter due to the inherently
efficient duty-cycling

Our low-leakage, simple pulse-shaping transmitteows the great benefit of
UWB-IR on the transmission side, consuming abouttidtes less overall power
relative to narrowband transmitters [2][7][12] feimilar instantaneous power levels.
This is a direct consequence of the 2ns pulse idaraif UWB-IR and potentially
allows us to compensate our lower sensitivity negewith a higher transmitter output
level in the overall link-budget. FSK-CW transmittg7] by contrast cannot be duty
cycled at the bit level, while narrowband OOK sygstesuch as [2][12] allow only
limited duty cycling of the transmitter, since thignal duration must be at least on
the order of the inverse of the bandwidth of thetey, (a few pus). As a result, our

overall power consumption is the lowest reportedrof complete transceiver.
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Table 3.4. Power Comparison With Recent L ow-Power Transceivers

RX RX
RX + RX
RX Data Sens.al Sens. TX
Work BW Timing (E/b)
Type Rate Data | (100K) | Power
Power
Rate
2.
[7] FSK- 1MHz 33uW | 300K | 1.1nJ| -98 -98 0.7mW
Cw
OOK-
[5] 600KHz | 52uW 100K | 0.5nJ -72 -72 NA
Cw
OOK-
[2] 500KHz | 40QuW 5K 80nJ -101 -88 1.6mV)
SR
OOK-
[55] 900KHz | 2.8mW | 500K| 5.6nJ -80 -87 NA
SR
OOK-
[12] 300KHz | 40QW | 120K | 3.3nJ -93 -94 350uV
SR
PPM-
17.7MH
[26] IR- 415 W | 500K | 0.8nJ -82 -90 NA
z
Cw
PPM-
[13] IR- | 500MHz | 25uW | 100K | 2.5nJ -98 -08 NA
uwB
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PPM-
[16] IR- 500MHz | 1.64mW 1M 1.64nJ -65 -75 250uW
UwWB
PPM-
[14] IR- 500MHz | 11mW 16M 0.7nJ -50 -72 NA
UuwB
PPM- -69 @
[15] IR- 500MHz | 4.2mW 19.5 0.2nJ 1.3Mb -82 NA
UWB ps
OOK-
This
IR- 500MHz | 11QuW | 140K | 0.8nJ| -85 -87 8.5uwW
Work
UwWB
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Chapter 4

UWB NETWORKING ANALYSIS

4.1 Introduction

This chapter investigates the network-wide efferftdJWB synchronization in
globally duty cycled IR-UWB networks where a refeze clock is transmitted and the
periods are subdivided into time bins. We assumiisinetwork that there are two
major error mechanisms: the missed detection ofptiise due to inadequate signal
energy, and a synchronization error, causing th€@RFvindow to be turned on at the
wrong time. We assume that these mechanisms asentréor both the SYNC and
DATA pulses. We denote the probability of failuneedto those two mechanisiB&R
andSER respectively.

For the simple first order analysis, we assumesareie model for the network.
Each cycle the nodes probabilistically detect a@ulith a finite probability of error.
The probabilities of errors are given by the paremsBER, a fixed bit error rate, and

ser(D) the sync error rate as a function of the RF dyityecD

4.2 Probability of Network Synchronization with Finit®it and Sync Error

We derive the UWB network properties with commutiaras between the nodes
abstracted as follows:
Assume that the bit transmissions have the follgwaroperties:
* Two types of pulses are present in the system atagonal to each other:
The synchronization pulse and the data pulse
* Two error mechanisms are present: a Bit-Error, tduthe traditional missed

detection of the pulse and a Sync-Error due tonang error
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Assume that bit and sync errors are independesgadi other.

Assume that each cycle is independent of the puswigcle.

Assume we have an N Node PCO network with theioilg properties:

97

Each cycle, every node in the network must detesytrechronization pulse to
remain synchronized. If one node fails then thevoek loses synchronization
Nodes can only transmit and receive data if synubeal

Network consists of three stat®$, S2, and S3

The network has aount variable.count is increased by one each time all
nodes hear the synchronization pulse and thus matiel synchronization
duration of the network. If the network loses symctization then count is
reset to 0.

In StateS; there is no synchronization error (reflecting ttieg node is fully
on), so the error only consists of the bit errd¥e jump from S1 to S2 after
count = N;. We assume that whenunt = N, that the network still has the
probabilities of thes1 state.

In StateS,, the nodes are open for a duty cycle of 1 bin. @amcation of
data packets starts 2. There is SER due to the finite bin width, but by
design, the bin width should be large enough tHeR & small compared to
BER in this state. This SER is dependent on theebfif the pulse from the bin
edge. Transition from S2 to S3 occurs attennt = N,, socount = N,
retains the probabilities of the S2 phase. Sfdtenodels asynchronization
estimationperiod

In StateS;, the nodes are aggressively duty cydéer an estimation phase.

In this state, SER is allowed to be larger than B&®Rl our goal is to find how

large a SER is tolerable.



4.2.1 Network Error Rate

Based on the properties of the network above, vilenatw derive the single-cycle
network error-rateNER) for a network ofV nodes as a function of tilB£R and duty
cycle (D), offset estimation errqr and network timing jittes. The timing jitter is
assumed to be a Gaussian random variable. The ptaenare defined as follows:

* BER : The bit-error rate of the system

* D : The single rf-bit event duty cycle of the systérhus if the system has an

average period, = 10 us and an RF-on timd; = 10ns to detect a bit, then
D =0.001 = T;;OF

* ¢ : The rms single-cycle jitter of the network.

* u: The offset of the pulse from the center of thedpening.

The synchronization error ra&R(u,0,D) is a function ofu andD. SinceD
depends on the state of the network, Ni#R changes with the state of the network as

well. We assume that each node in the network igrior independently from the

other nodes in the network so that

NER =1- (1 —TER)V (4.1)

WhereTER is the single node total error rate for one cydl€R assumes that bit-

error and sync-error are independent events sath th

TER =1— (1 — BER)(1—SER(u,0,D)) (4.2)

SER is found by integrating A (u, o) distributed random variable fro(r-co, —g)
to (g, +00). This models the probability of a pulse of offgednd jittero falling out of
the RF-on range c[f—%,g]. This turns out to be:
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D D

SER(u,0,0) =1 — = Erf| [ 2= ) 4 orp [ 22K (4.3)
,o,D)=1—= :
H 2 V2o V2o

WhereErf(x) is the standard error function.
Statesl , S2, andS3 in this model are distinguished by their differanando.
Thus theNER is a function of the state the system is in. Befthe network bit

detection probability:

P, =1— NER(S), i=1,2,3 (4.4)

Note that in stateS;: D = oo so thatSER = 0, while in stateS, we assume
D > u,o0. For stateés;, we make no assumptions about the scale of thamesders.

Thus we insist that:

P, > P, > P, (4.5)

4.2.2 Markov Chain Mode for Synchronization State

Recall that in the network, we havec@unt variable describing the number of
consecutive cycles of synchronizatienunt passing threshold$,;, N, determine the
transition fromsS;to S, ands, to S5 respectively. If synchronization is lost at any
point, thencount resets to 0. Based on this definition of counthia system, we can
model the synchronization state dynamics with akdarChain. Define the following

Markov Chain based on tleunt variable as follows:
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Figure 4.1: Markov chain for the count variable modeling the system

synchronization

We define the system as being in:

StateS; : count < Ny,

StateS, : N; < count < N,,

StateS; : count > N,

By inspection, we can see that the Markov chainvabis irreducible and
recurrent, and thus must admit a stationary (steady-statepghibty distribution
vector = (1o, 7y, ...nN2+1)T, m € R¥2*2  where each componentm; =

Pr( count = i). We see that the probability of each network stathen:
Ny

Pr(s;) = i
T zn (4.6)

i=0
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N3
Prsy= ) m
i=N1+1
PT(SB) = T[N2+1
The Markov chain in Figure 4.1 can be expressethagollowingRVz+2X N2+2
matrix:
/1_P1 1_P1 e e e 1_P2 1_P2 1_P3
| 0 PR~ w0 0 0

0
0 0 i v w0 P, P, (4.7)

With the Markov matrix defined as such, we knowsthiatrix has 4 eigenvalue

and all other eigenvalues < 1. The steady stat&ildison is the eigenvector

corresponding to the 1 eigenvalue, expressed as:

T=Mn (4.82)

Subject to the condition:
Np+1

> m=1 (4.8)

i=0
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Eq. (4.8a) has a closed form solution. Start wite tequation in (4.8a)
corresponding to the last row Hf:

Continuing to solve backwards, we find the follog/inecurrence relationship
holds:

7'[.
=—2 N, <i<N,
P,
Titq .
i — ) OSl<N
l Pl 1

So that the closed form solution for the probalkesitcan be found to be:

1-P. .
T = WT[N2+1' i< N
1—P; )
Finally we use the normalization condition of E4,.8p) to determinay,.;:
N1 N3
1 1
Tyy+1| 1+ (1= Ps) Z P Z roa=l ik
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1
TN, +1 = ﬁ

Where the normalization factf is:

[I=1+0~-ps) Z N+l gN,—N; T Z N +1-i
e S 7 S e Pl

Using the well-known formula for geometric series:

We may simplify Eq. (4.11) to the following:

1 1 (1-p"*!
PNZ_NI P1N1+1 1 — Pl +

H=1+(1_P3)(2 No—N
1 1—P22 1
PZNZ_N1 1-p

With that, we may explicitly evaluate the probai®k given in Eq. (4.6):
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1-P; 1- PlNl-'-1 1
TN, +1 PT'(Sl) = PNZ—Nl PN1+1 1-P ﬁ
2 1

Pr(S,) = 1-Py (1-P""\ 1
rez) = PZNZ_IVl 1-p, [1

1
PrSa) =g (4.13)

With Eq (4.13) we can find the average duty cyEl®] in the network,

accounting for loss-of-synchronization effects:

E[D] = D, Pr(S1) + D, Pr(S,) + D3Pr(S3) (4.14)

D; in this case is the duty cycle in thestate.D; = 1 by the assumptions in our

network analysis. The average RF power consumpifffy:| is simply:

E[Prr] = Prr-pc E[D] (4.15)

WherePgp_pc is the fully on, DC power consumption of the Réni-end.
We evaluate the equations derived above for a sysig¢h the following nominal

parameters, unless otherwise stated:
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Table4.1: System Parametersfor Plots

Parameter Value Description
Nodes 10 Number of nodes in the system
N, 14 Amount of cycles to synchronize
N, 114 Amount of cycles before reachirsy
state
Prr_pc 7.5mW DC Power Consumption
T, 6.667us Time of each cycle
Ngins 128 Number of bins in the system
Trr 52 To/Ngins RF window size ir$, state
Trr s3 25ns RF window Size irf; state
Uso 16ns u from Eq. (4.3) in the, state
Us3 1ns u from Eq. (4.3) in th&; state
o 2.1ns Oscillator period jitter from Eq. (4.3)
BER 1075 Bit-Error Rate
D Trr D from Eq. (4.3)
D, 2 Trr s2/To Total RF Duty Cycle ir§, state
Ds 2 Trr s3/To Total RF Duty Cycle ir§; state
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We first plot the expected state occupancy pergestand total system duty cycle
as a function ofr g3 for the network described above in Figure 4.2 Wwelat duty
cycles around’zr = 50 we see that the network has a very small prolpbdf
remaining in the power savirfy state, and hence the overall duty cycle is grehtar
10%. Thus we see that very small RF windows areindettal to overall system
power consumption since the network is then spenstantly losing and regaining
synchronization. Ag%r increasesP(S;) also increases where Btz = 100 the

network remains in th&; state more than 98% of the time.

Network Duty Cycle and State Occupation

2

% 100

8 —Duty
o) I s

& ~P(S1)
o ~P(S2)
550 Y “P(S3)
0 0'

>

O

>

5

=)

O

25 30 35 40

Trr-s3 (NS)

Figure 4.2: network state occupancy and average duty cycle E[D] as a function of

the RF window time. ¢ = 2. 1ns in this network
Since the system stays in the power saingtate, the average duty cyégD]

becomes very low, around 1-2% in the rang&g@ffrom 20 to 40ns. We plot how this

average duty cycle translates to real work poweinga in Figure 4.3 below:
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Power Consumption

—0.0ns
—0.5ns
§ —-1.0ns
£ 1.5ns
g05 W\\.'¢ 2.0ns
S 2.9ns

0" 45 20 25 30 35 40
RF Window Size (ns)

Figure 4.3: Network power consumption vs RF window size. Dotted line is

100uW. Multiple plots are generated with varying u, from Onsto 2.5ns

We see that average RF power consumption rapidhgases if the system is too
aggressively duty cycled, but can be maintainddsst than 100/ on average for RF
windows greater than 25ns. This is true even if fhdse offset position is
misestimated by 2.5ns.The average power consumg@isnm grows slowly as a
function of the window size. In practical systems would desire to choose a RF
window size far from the steep “waterfall” regiamdccount for any misestimation of
offset and jitter we may make in tl§g state. However, we see that sub{11@0power
consumptions are still possible even with subsadigtisafe” choices ofz in theS,
State.

We also evaluate the sensitivity of the systemBE®. A plot of this is shown in
Figure 4.4Tyr g3 is fixed at 2%s in this case. We find that the systemBaR =
1075 stays in theS; state nearly all the time, however BER degrades, the

probability of being irS, increases while the probability of beingSindegrades. At
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roughlyN = BER = N,, P(S,) = P(S3). This establishes the rule of thumb limit for
the size limit of the network. This also means &R estimation and management is
critically important in practical systems, so tlcahnections between nodes with less
than sufficientBER need to be found and dropped. This also implies ghgradual
BER versus distance rolloff in these systems amesinable, contrary to traditional
systems. Instead, the ideal BER characteristic Idh@asemble a step response with

respect to distance as much as possible

Network Duty Cycle and State Occupation
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Figure 4.4: Network duty cycle and state occupation probability as a function of

BER.

4.3 Network Data Rate

Having calculated the probability of maintainingnskironization in our system,
the logical next step is calculating the possitdéadates the network can sustain. In
this section we will analyze a simplified model dsdta transmission in the network.

We assume the following about the network:
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* All nodes in the network try to send out packetteafythL continuously.
* The packet transmission request can come at argyitirthe network and are
not synchronous to any state of the network.
» Packet transmission can only occur in $heandS; states, since thg state is
an unsynchronized state.
» Packet is successfully transmitted if synchronaratis maintained fol.
consecutive cycles in ti andS; states.
* If synchronization is lost in the middle of packetnsmission, the packet is
discarded and retried from the beginning.
* A node will continuously retry a packet if it fails
With these assumptions we may commence analyziagthboretical network
throughput. The first quantity of interest is theected packet duratioB[Np4cker]
in terms of the number of cycles. The packet darais simply the packet length plus
the sum of the length of all; failed transmissions. We model the length of each

failed transmission with a random variabblg; € (0, L]

nr

Npacker = L + Z Lgrr (4.16)
i=1

Since we have assumed each bit detection is apeéndent event, it follows that
the number of packet transmission failures (padkahsmission retriesky is
independent of the length of each packet that isriarLggg, and that the length of
eachLggr is independent of each other. Thus we can explessexpectation as

follows:
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nr

E[Npackerl = E|L + Z Lgrr| = L + E[ng] E[Lggg] (4.17)

=1

We first solve forE[ng]. The probability distribution of the number of gat
retries is itself conditional on which state thesteyn was in when the packet
transmission started. Thus we want to first solee the conditional probability

distribution:

Pr(ng | count = i)

To find this condition distribution, we observe tledowing characteristics of the
network:

» n=0if the first packet in the network succeedethaiit errors.

* The first packet is started with the network in atgte.

* For all subsequent retries, we start the transomssi thecount = 0 state.

We can write the probability the first packet iansmitted successfully, given that

the packet transmission request started iri’thstate as:

Pr(nR =0| count =1i) = P1N1+1—iP2N2—N1 P3L—(N2—N1) i< N
P2N2+1—i P3L_(N2+1_i) Nl <i< NZ
P} i=N,+1 (4.18)
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For notational convenience, let's defiRg; = Pr(ng = i| count = j)
We can define the probability of an additional petctetry, given that we had

packet retries already as:

Pr(ng=n+1|ng=n)= 1-Pyy; n=20

— 1— P1N1+1P2N2—N1P3L—(N2—N1) n> 1 (419)

The probability of packet success given that weeH@adn, = n retries is:

Pr(Success|ng =n) = Po); n=0
= Pojo n=1
Pr(Success|ng =n) = Po; n=20 (4.20)

We may find the conditional probability distributidor the number of retries of a
packet transmission by noting that each packetsin@ssion is independent of past
packet transmissions and that if the number of plakries were, then transmission

must have failea times while succeeding on thet 1" transmission such that :
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n-—1

Py = Pr(Success |[ng = n) nPr(nR =i+1|ng=1)
i=0
= Py); n=0
= Pojo (1= Popo)™ (1 = Pypy) n=1 (421)

Hence, the expected number of retmgs given that the packet transmission

started in statéis:

(o]

annli

n=0

E[ng | count = i]

(1- Poyi) (4.22)

Finally we use conditional expectation to fififhy]:
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E[ng] = E[E[ng | count]]

Np+1

= ZE[ancountzi]ni
i=0

_ S P (423)

Wherer; are the steady state probability distributionsivéer in Eq. (4.9). To
further simplify the analysis, we may look at thppar-bound orE[ng], which
represents the worst-case number of packet rethlesnote thak [ny | count = i] is
maximized over by minimizingP,;. Due to our requirement that> P; > P, > P;,
Py;; monotonically increases are [0, N;] and decreases are [Ny, N, + 1]. This
meansP,; takes its minimum at=0 or i =N, + 1. We may relate these two

guantities by noting:

N+ (P2 M=l
P (P_3> Pon,+1 = Pojo (4.24)
And hencePyy,+1 < Pojo if
PAN27N1
pMtt > (—3) (4.25)
P,

Thus we may boundl[ng] by:
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E < N2+1
(el < ( P0|NMAX) Z
Pojo
<
- (1 - P0|NMAX)
Pyjo
Np+1
P,
E[ng] < (1 P"'NMAX) z (4.26)
o]0
Where
28 N;—N;
NMAX = 0, pltt < (P_)
2
P, N—N;
= N; +1, Pt > (P—) (4.27)
2

Under normal operating conditiolSMAX = N, + 1 since we desird/; to be
small (short synchronization times) amj ~1, thus P"**'~1, and P; is
substantially smaller thaP, (aggressive duty cycling).

We next solve foE[Lgzgr], Which represents the average length of thosegtsck

which are in error. We first note that:

E[Lgrr] = E[L | Error]
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= E[E[Ly | count | Error]

_ Ny+1

Z m; E[(Ly | count = i) | Error] (4.28)

i=0

Ly is a random variable representing the transmidsiagth of the packet.

We see that once agaityzy is found using conditional expectation on tlent
statei in which the packet transmission was started. dquentityE[L; | count =
i | Error] represents the average length of error, given ttiatpacket transmission

was started witltount = i. This quantity is:

L+N1+1
E[Ly | counti| Error] = Z jPr((Ly =j | count =1i) | Error)
j=1
L+Ny+1
B Z  Pr((Ly =j | count =i) nError)
- , J Pr(Error)
j=1
L+Ny+1 Pr(L |
r(Ly' =j | count =i
_ Z j T =] ) (4.29)
& 1— Py,
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WherePr(L;' = j | count = i) is the probability that the transmission failed on
the j* transmissionL;’ is a random variable on the setlgf N Error. The complete
expression foPr(L;' = j | count = i) is given in Appendix |

In Eq. (4.29) above, the indgxepresents the cycle within the packet in which th
synchronization error event occurred. Since thevold cannot successfully transmit
data while unsynchronizegl subsequently ranges from 1Ite- N; + 1. Once again
we are interested in the upper bound on the exgesteor length over the count
variablei. From Eq. (4.29), this is found by maximizing,; and Pr(Ly" =
j | count = i) for any givenj. Pr(L;' =j|count = i) is maximized fori =0
(Appendix ), while from (4.18) we know th&; takes its maximum dt= N;. If we
assume thaPlN1 ~ 1, a reasonable approximation for normal operatiénoor
network then Py, = P y,. Hence the worst case bound for the network daeais

approximately:

L+N;+1 Pr(Ly = j | 0
r = j | count =
E[Lr | count =i | Error] < z j r=J ) (4.30)
j=1 1 - Polo

With Pr(L;" = j | count = 0) given by (Appendix I):

Pr(L;' =j | count = 0) = (1-Pr) Plj_1 jJ<N;+1

o (1 _ PZ)PZj—l—(N1+1) P1N1+1 Nl _|_ 1 <]
<N, +1
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= (1-Py) x

J>N, +1 (4.31)
(st—l—(N2+1)P2N2—N1 P1N1+1)

Hence, we can lower bound the transmission tin{d.20) by:

E[Lggr] < E[Ly | count = 0| Error] (4.32)

With the derivation above, we can then lower botimel data rate for the entire

network by:

L

(4.33)

R = 1—- P
T, (L n ( PO|NMAX)
0|0

E[Ly | count = 0| Error] )
In Figure 4.5, we plot (4.33) for the system ddssxliin Table 4.1 as a function of
Trrs3 - We find that the data transmission results mirtiwat of the power
consumption. We see that in the regime from 16528, 53, the number of retries for
a packet rises rapidly. This is because we arekelglito remain in a synchronized
state throughout the duration of the packet trassiom. As a result data rate and
power consumption both suffer. In Figure 4.6 amgufe 4.7, we perform the same
plot for the family of BER's: BER =1073,10* and 107> for L = 1000 and
L = 200 respectively. We find that at higher bit erroresat longer packets are
detrimental to the overall system performance dmmdtpackets are more likely to get
successfully transmitted. However, shorter packefdy more packet overhead and

less effective payload bits transferred. Thus aioradetwork based on this
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synchronization system should ideally adjust itegmyload lengths as the link status

changes.
Lower Bound BitRates
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Figure 4.5: Lower bound on bitrates as a function of the RF Window size for

varying estimation offsets. 10 node network. L = 1000, BER = 1075
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Figure 4.6: Lower Bound on Bitrates as a function of the RF Window size for

varying BER. 10 Node network, L=1000. u = 1ns

Lower Bound BitRates

150

@ -3
800 —BER = 10
ff —BER = 1074
ks —BER = 107°
= 50

&

o

% 15 20 25 30 35 40
RF Window Size (ns)

Figure 4.7. Lower Bound on Bitrates as a function of the RF Window size for

varying BER. 10 Node network, L=200. u = 1ns
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Chapter SAPPENDIX
Derivation of Pr(Ly, = j | count = i)

In this section, we derive the conditional probi@pildistribution Pr(Ly, =
j | count = i), which is the distribution that a packet transmisgailure occurred on
thej* bit transmission within a data packgt, is a random variable of the length of
the transmission errors. The key observation isfthral., = j, the bit error occurred
on thej* transmission while each of thie- 1 prior transmissions were not in error.
Thej — 1 successful transmissions will be composed of abioation ofP,, P, and
P; depending on the initial stateThe full expression foPr(L,s = j | count = i) is:

Fori € [0, Ny ]:

1-pr)pP™" i+j
Pr(L =j | count =i) = =N +1
(1 _ PZ)sz—l—(N1+1—i)P1N1+1—i N1 +1
< i+
<N, +1
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(1-Py)x

j=1—(Ny+1—i) nN;—N; N1 +1—i
Py P, Py

(1-pP)P/ ™"

Pr(L =j |count =i) =

1- P3)P3j—1—(N2+1—i) P2N2+1—i

Fori = N, + 1:

Pr(L =j | count =1i) =
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(1- PR/

i+
>N, +1

i+j
<N,+1

i+
>N, + 1

CRY)

(5:2)

(5.3)
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