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ABSTRACT

The presence of aquatic vegetation in streams becomes an important factor when
dealing with water quality assessment, river and wetland restoration, management
of fisheries and recreational areas and other environment related issues, yet its
effects on flow structure and mass transport are not fully understood. Aquatic
vegetation plays an important role in several hydrodynamic processes, regulating
the fate and transport of sediments and nutrients, and is a key factor for the
foraging and mating habits of many living organisms in rivers, lakes and wetlands.

Several studies have been carried out on flows through aquatic vegetation,
primarily focused on characterizing the velocity field and characteristic drag, as well
as the transport and dispersion of passive scalars. Most of the previous laboratory
studies use different approaches to mimic vegetation, from arrays of rigid cylinders
to scaled plastic models of selected species. Such experiments provide a good
understanding of the underlying physical processes within the plant canopy and
have been a benchmark for numerical models.

To gain a better understanding of the processes involved, a series of experiments
was conducted using live, highly flexible, emergent plants in a laboratory flume
under low speed flow conditions, typical of lakes and quiescent rivers. Since plant
morphology and vegetation density have proven to be determinant factors on flow
structure, one of the most common aquatic invasive species in North America is
chosen as the primary experimental species to simulate a relevant and common
condition in nature. Morphology effects are included by means of an optically
obtained detailed description of the frontal area (a |[m™!]) and volume fraction
(¢ |) as functions of flow depth.

Particle image velocimetry (PIV) was used to capture the detailed turbulent

velocity field within a one-dimensional plant canopy, as well as just up- and down-



stream of the patch. This technique yields detailed insight into both the temporal
and spatial variations over the areas studied.

The experimental results are discussed and comparisons made with predictions
based on existing models. Based on those results, a simple model able to predict
the velocity field within the plant canopy is developed, by making assumptions that
are verified through the experimental data. Particular attention is paid to the near
bottom boundary effects and Reynolds number (Re) dependence of the drag due
to the vegetation, in an attempt to estimate the distinct vegetation density ranges

where their contributions must be considered to increase the model’s accuracy.
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Chapter 1

Introduction

1.1 Thesis structure

This thesis is presented in three main chapters, each one dedicated to a specific
part of the research process: divided into background, experimental set up and
the analysis of the results. Chapter 1 addresses the reasons why this project was
conducted and the relevance of these types of studies, covering motivation for this
work, the main objectives, and an extensive bibliographic review concerning the
subject from the first studies on terrestrial vegetation to the latest laboratory and
field experiments developed on submerged vegetation. A general theoretical frame-
work is developed focusing on the main assumptions and simplifications made in
previous studies. The assumptions are revisited later in this work and tested with
the collected data. Chapter 2 provides a detailed explanation of how the experi-
ments were conducted, from the selection of the materials and the modification of
the facilities to the performance of the experimental techniques developed for the
studies. It covers the characteristics of the plants selected and their usual distri-
bution in natural environments. Flume set up and instrumentation is explained as

well as the components and set up of the particle image velocimetry (PTV) tech-



nique: optics, illumination, and software. Chapter 3 presents the results obtained
and the subsequent analysis of the experimental data. It couples the experimen-
tal results with the theoretical framework to build a simple general model and
provides validation for it, comparing the results with other models proposed for
different density and velocity ranges. Finally, the conclusions are presented and
the importance of the line of research, as well as proposed further research on the

subject.

1.2 Motivation

The study of water related issues has been a continual work throughout history,
thus a motivation for engineering developments. Modern day measurement tech-
niques allow investigators to obtain more detailed descriptions of the underlying
physical processes within flows and water bodies, which allows them to compare
with, validate, or adapt the existing theoretical framework.

Of all the water on the planet, merely 3% is fresh water, and of that amount
surface water comprises only 0.3% (Gleick 1996), contained within rivers, lakes,
and swamps, in which vegetation is often, if not always present (Figure 1.1). This
small percentage of the total amount represents the water supply for a considerable
part of the world’s population and provides habitat to numerous animal and plant
species, increasing the importance of the subject of study.

In general, the presence of aquatic vegetation in streams becomes an important
factor when dealing with water quality assessment, river and wetland restoration,
management of fisheries and recreational areas and other environment related is-
sues, yet its effects on flow structure and mass transport are not fully understood.

Aquatic vegetation plays an important role in several hydrodynamic processes,

regulating the fate and transport of sediments and nutrients, and is a key factor
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Figure 1.1: Fresh water distribution on Earth.

for the foraging and mating habits of many living organisms in rivers, lakes and
wetlands. It is also involved in the distribution of living resources in receiving
estuaries, fish spawning, shellfish survival, bird nesting, seed propagation, seasonal
activities of fish and wildlife, among others.

From a biological perspective, macrophytes play an important role in pollu-
tant removal, promote pollutant degradation, provide shading to suppress algae
growth, offer food and habitat to native wildlife, plus the seasonal variations of
plant populations varies the internal loading of phosphorus and nitrogen to the
water column (Jadhav and Buchberger 1995).

From a more physical point of view, aquatic vegetation controls mean and tur-
bulent flow structure in channels and coastal regions, the stem drag increases flow
resistance, reducing mean flow; also affecting the residence time within the wa-
ter body (Rueda and Cowen 2005), as well as dispersion and diffusion coefficients
(Nepf et. al. 1997a). It generates an impact on sediment transport and rede-
position (Schulz et. al. 2003) and changes the carrying capacity of floodplains,
becoming an important design parameter for channels, wetlands, floodplains, irri-
gated lands and several other hydrological aspects (Khublaryan et. al. 2004, Nepf

2000).



Management of aquatic vegetation has thus become a controversial subject,
since the interest of recreational users (for boating, swimming or fishing) often
comes into conflict with ecosystem conservation and restoration pursuits. There-
fore, several studies have been made to find an optimal level of biomass in rivers
and lakes such that the best solution from both an ecological and a recreational
economic point of view is reached (Van-Nes et. al. 1999). However, there is no
general rule to be applied to all water bodies, so the optimal strategy for each
particular case might result in keeping some water bodies free of aquatic plants
while leaving others densely populated.

Several studies have been carried out on flows through aquatic vegetation,
primarily focused on characterizing the velocity field and characteristic drag, as well
as the transport and dispersion of passive scalars. Most of the previous laboratory
studies use different approaches to mimic vegetation, from arrays of rigid cylinders
to scaled plastic models of selected species. Such experiments provide a good
understanding of the underlying physical processes within the plant canopy and
have been a benchmark for numerical models (Lopez and Garcia 1998).

To gain a better understanding of the processes involved, a series of experiments
was conducted using live, highly flexible, emergent plants in a laboratory flume
under low speed conditions, typical of lakes and quiescent rivers. Since plant
morphology and vegetation density are determinant factors on flow structure, one
of the most common aquatic invasive species in North America is chosen as the
primary experimental species to simulate a relevant and common condition in
nature (Madsen et. al. 1991, Janauer and Dokulil 2006). Morphology effects
are included by means of an optically obtained detailed description of the frontal
area (a [m~!]) and volume fraction (¢ |) as functions of plant or canopy height.
Mechanical properties of the plants, such as rigidity and stiffness, are not included

in this study. It is convenient at this point to define some of the terms used



hereafter, understanding as a canopy the vegetated layer formed by the branches
and leaves of the vegetation, and macrophytes as aquatic plants large enough to
be apparent to the naked eye. A distinction is also made between submerged
(H/h > 1) and emergent (H/h < 1) aquatic plants, where H (m) is the distance
from the bottom of the flume to the free surface and h (m) is the height of the
plants. For this study, emergent vegetation H/h ~ 1 is used.

Given the characteristics of the selected plants, the experiments can be con-
sidered as full-scale, since the diameter doesn’t change significantly between the
0.2m length stems used in the laboratory and the 3 to 4m specimens found in
the field. However, these differences in length, particularly in the vertical scale,
have to be considered before trying to apply experimentally obtained models to
field problems, since the shallower flows recreated in the laboratory could create
sharper gradients in the velocity field, and produce a bed stress contribution larger
than the observed in deeper flows.

To insure a robust set of data, able to provide detailed insight into both tem-
poral and spatial variations over the areas studied, PIV was used to capture the
detailed turbulent velocity field within a one-dimensional plant canopy patch, as
well as just up- and downstream of the patch. This technique offers advantages
over single-point measurements with either acoustic or laser Doppler velocimetry
devices (ADV or LDV) given that it is a non-intrusive approach, and has better
spatial resolution, yielding a more synoptic set of data and allowing the measure-
ment of instantaneous spatial velocity gradients and other important turbulence
statistics (Cowen and Monismith 1997). Tt also facilitates the careful study of the
near bottom boundary effects and Reynolds number (Re) dependence of the drag
due to the height dependent vegetation density, to estimate the distinct vegeta-
tion density ranges where their contributions must be considered. By running an

extensive series of experiments, covering the most common ranges of vegetation



densities and flow velocities, this work aims at obtaining a comprehensive data set

to be used for comparison, calibration, and validation of existing models.

1.3 Background

Given its repercussions, several studies have been made to understand the tur-
bulent flow through vegetated regions, in both terrestrial and aquatic vegetation.
However, as pointed out by Raupach and Thom (1981), for decades most of these
studies were purely empirical and observational, lacking a general theory.
Tracking the first works related to canopy flow, one must refer to the first stud-
ies on air flows through terrestrial plants. Motivated by agricultural requirements,
the first quantitative studies focused on crop fields and other terrestrial vegetation.
The study of canopy flow started with attempts to characterize the exchange of
momentum, heat and mass between crops and the atmosphere. Both experimental
and numerical approaches were used, such as those by Wright and Brown (1967),
who performed measurements of wind speed, air temperature and heat flux at sev-
eral levels within and above a crop field; and Cionco (1965), who investigated the
transfer of momentum within a vegetative canopy, developing a model relating the
roughness effects of the surface boundary created at the top of the submerged veg-
etation in terms of height, density and drag characteristics of the canopy. Cionco
(1965) makes the distinction between the commonly used “ideal canopy models”
and the real nature conditions, the first being defined as arrays with a uniform leaf
area distribution and drag coefficients that are vertically uniform and independent
of the local Reynolds number, conditions that are seldom met in nature but that
have been, and still are, often used in experiments and numerical simulations to

understand the basic characteristics of vegetated flows.



Based on a mixing length approach, this work goes further and implies a re-
lationship between the velocity of the flow and the flexibility of the plants with
the value of the drag coefficient, assuming that higher velocities will produce an
increased bending of the plants, altering the original estimates for drag. It also pro-
poses further research to investigate the effects of different densities and elasticities
in the aerodynamic characteristics of vegetation.

A notable contribution from Wright and Brown (1967) is their finding of differ-
ences between the drag coefficients calculated by a momentum balance approach,
and those calculated with an energy approach, where the latter showed a depen-
dence on height within the crop. The differences between both approaches were
reported to be larger in the low Reynolds number region close to the bottom, sug-
gesting that for Reynolds numbers low enough the assumptions on both methods
should be investigated. Similar results were found in the present work, which will
be discussed in later sections.

A similar work performed by Barr (1971), paid special attention to the tran-
sition regions within the canopy, assuming three different zones: 1) a horizontally
uniform zone with parallel mean flow, 2) a leading edge transition zone with two
dimensional turbulence structure, and 3) a two dimensional trailing edge zone. Tt
presents a detailed analysis beginning by assuming a momentum loss due to drag

forces within the canopy which is described as:

% = pCF(2)U*(2) (1.1)

where 7=turbulent stress, p—=density of the air, C'= drag coefficient, F'=leaf
area density, U=mean wind speed and z=height. This concept is used in most

subsequent work with varying notation.



For consistency, the most common notation is adopted herein and equation 1.1

becomes:

% = - Cp(2)-al2) - (2)? (1.2)

with the local drag coefficient represented as Cp and the frontal area of obstruc-
tion per unit volume a (m~!) replacing the leaf area density. Using a Reynolds
averaging approach, some of the classical assumptions in dealing with vegetated
flow are introduced. For a flow in two dimensions (2D flow) the momentum con-

servation equations can be expressed as (for an incompressible flow):

- ___ T = 8 T (02 (0l 2— 1
ot u3x+w32 p Ox 8x(u ) az(uw)—i—yv b (1.3)
ow _ow _ow  10p 0 —— 0 — .

o Tlg, TU,, = Y &B(uw) 8z(w )+ vVew o (1.4)

Where the primes denote the instantaneous deviation from the time average quan-
tities indicated by the overbars. Assuming a uniform homogeneous canopy and

horizontal, steady, homogeneous flow, the above equations simplify to:

1 0 P
10p 0 —
= - g - — ! 1
0 50 5, (W?) (1.6)



However, it doesn’t present a consistent way to incorporate the drag coefficient
attributed to the vegetation into the Reynolds averaged equations, suggesting in-
stead a mixing length theory approach to model the velocity in the region above
the vegetation.

Significant advances are presented in Raupach and Thom (1981), which also
addresses the issue of transport models and the necessity of using second-order
closure models, as well as the turbulence field within the canopy and in the region
above it.

They consider five hydrodynamic processes occurring between the vegetation
and the flow around it: 1) absorption of momentum by both form and skin fric-
tion drag on elements, 2) exchange of heat and other scalars (e.g. water vapor,
carbon dioxide) between the flow and plants, 3) momentum and scalar properties
transported vertically by turbulent diffusion and dispersion, 4) turbulent wakes
generated by the canopy elements, transforming mean kinetic energy (MKE) into
turbulent kinetic energy (TKE) and 5) a cyclic behavior produced by the plants
waving , storing MKE as potential energy, to then releasing it as TKE after half a
cycle, known as “monami” in aquatic plants and “honami” in terrestrial vegetation.

They also introduce a spatial averaging, denoted with angular brackets () and
taken over one, two or three dimensions depending on the kind of flow or the
measurements available. In this way, the variables are decomposed into time mean
and fluctuations and the spatial average and departures therefrom (as defined in
Raupach and Thom (1981) and Ayotte et. al. (1999)) which are represented

respectively as (for any flow property ¢):

¢i = @i+ P (1.7)
¢ = (i) +of (1.8)



The averaging processes are defined as follows. The usual time average:

_ 1 rT
O = T/o ¢, t)dt (1.9)

And for space, depending if it is taken over a specific length (L), area (A), or

volume (V'), the averaging process is defined as:

(pihip = %/L¢>i(x+r,t)dr (1.10)
(Di)op = %//A@(x—i-r,t)dr (1.11)
(¢i)sp = %///V@(xjtr,t)dr (1.12)

By their own definitions it is already established that:

SL~

=0 (1.13)

(uf) = 0 (1.14)

Raupach and Thom (1981) built a theoretical framework using conservation
equations for mass, momentum and for a passive scalar. Similar approaches have
been used in most subsequent works, though some variations have been introduced
as in the work of Jadhav and Buchberger (1995). In his studies on wetlands, he
splits the vegetation resistance to flow into two main factors: bed friction and stem
drag, addressing the inadequacies of considering both of them in a bulk roughness
term. He also considers the effects of emergent vegetation on detention time and

identifies two opposite effects of vegetation on the flow: a static effect that reduces
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the volume of water in the channel due to space occupied by the plants; and a
dynamic effect manifested as an increase of volume due to water depth rising in
response to resistance induced by stem drag. This severely affects diverse transport
time scales such as age, flushing time and residence time, as discussed in Monsen et.
al. (2002) and Rueda and Cowen (2005), which are key parameters to understand
the complex processes occurring in water bodies.

Jadhav uses a modified form of the Saint-Venant equations, applied to densely

populated free water surface wetlands, as:

20Q 0 -

0oQ 0 2 dy CaP.Q?  CasDmByQ?

AT i - _ = 1.1
ot " or <UA> i (350 %t gAY T 2g(nA) 01-16)

Where Q—flow (m?3/s), A—cross sectional area, z—longitudinal distance along
the channel, y=water depth, t=time, Sy=longitudinal slope of the channel bot-
tom, Sy—friction slope, g—gravitational acceleration (m/s?), n—porosity (n =
1 — %mDQ), P.=effective wetted perimeter, B=bottom width of the channel,
D=average stem diameter, m=vegetation density (number of stems per unit area
m~2), Cy—drag coefficient associated with bed friction and Cy,—drag coefficient
associated with stem friction. However, the work doesn’t go further in the detailed
velocity field, focusing only on obtaining estimates for residence time for different
porosity values, assuming drag coefficients and other variables constant over the
water depth.

Returning to the more common momentum and mass conservation approach,
the work presented by Ayotte et. al. (1999) and Finnigan (2000) shows in a
detailed manner the analysis and inclusion of vegetation related terms into the

equations up to a second order.
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The continuity equation becomes:

Ou;  Ouy)  Ow)  0w"

and momentum:
ow) , . omw) 9 , 9r
where:
/! ——1 8<u_l>
Ty = —(upu) — (@) +v o, (1.19)
1 _
v o,
fri = _V//SI Sds (1.21)

With S; being the sum of all plant surfaces in the volume considered and n; the
unit vector normal on S;. This is consistent with other authors, such as Shaw and
Patton (2003), by decomposing the drag into the two components, form or pressure
drag and viscous drag or skin friction. A detailed explanation of each term, as well
as the equations for the Reynolds stress tensor and dissipative terms are shown in
Ayotte et. al. (1999) while in Finnigan (2000) there is a review of several other
works available at the time, both being an excellent source for further reference.
This approach groups together the form and viscous drag force terms (fr; and
fvi) into one term as: f; = fr; + fvi = Cqa(2)U;|U|, making the assumption that

fri >> fvi, which is common in vegetated flows. It starts by assuming a constant

12



Cy and then fits its value in order to match the results with the experimental data
available, using it as a calibration parameter instead of calculating it from the
data.

Similar efforts have been made by authors such as Lopez and Garcia (1998,2001),
expressing the drag force as commonly used in fluid mechanics by f; = 3Cpa(u;)?,
in order to solve for the velocity field using numerical models based on both the
k — e and k — w models, adjusting the required coefficients with the model cali-
bration. This work is followed closely by Choi and Kang (2004) doing a Reynolds
stress modeling of vegetated open channel flows, adjusting the drag coefficient
(from a constant average value of Cpys = 1.13 to a height dependent coefficient
Cp/Cpa = 0.74 + 3.51 (h—zp> —6.41 (h—zp)Z +2.72 (h—zp>3) and comparing it’s results
against the numerical model of Lopez and Garcia (2001) and experimental re-
sults from Nepf and Vivoni (2000). Other outstanding modeling efforts are those
by Neary (2003) using a Reynolds Averaged Navier-Stokes (RANS) model with
isotropic turbulence, simulating successfully the time averaged flow features but
still suffering from a lack of generalness, since it requires calibration of drag and
model coefficients, and the work of Cui and Neary (2008) using a large eddy sim-
ulation (LES) approach for the vegetated case, obtaining a good agreement with
experimental data.

Nepf et. al. (1997a) considers how vegetation may have an effect on vertical
diffusion and longitudinal dispersion. Experimenting with rigid emergent cylinders,
paying special attention to the mechanical dispersion created by the dowels in the
flow and the existence of fluid trapped in recirculating zones (trapping dead zones).
Main conclusions of this work are: 1) Enhancement of turbulence intensities, which
increases vertical diffusivity of both mass and momentum; 2) Reduction of shear-
flow dispersion relative to the non-vegetated case; and 3) Diminished longitudinal

dispersion within high populated regions.
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To obtain a model for this process, Nepf et. al. (1997b) carries out experiments
with mock vegetation instead of plain cylinders. Using different plant population
densities, the velocity and concentration profiles are measured by using a two-
dimensional LDV and laser-induced fluorescence (LIF) technique, respectively. For
the plain cylinder cases, with increased vegetation density, vertical velocity pro-
files become more uniform, indicating a possible enhancement of the vertical eddy
viscosity, consistent with the measurements of turbulence intensity in each case.
Adding plastic strips to the upper half of the cylinders, she simulates the branches
and leaves of a canopy. As a result, the velocity profiles show a decrease in the
canopy area compared with the region occupied by the stems, which becomes more
evident as the plant population increases. In this case, turbulence intensity also
presents a vertical variation with a peak at the canopy-stem interface region of
high shear stress.

Since plant morphology is a main factor to obtain the flow characteristics, Nepf
(1999) addresses the issue of characterizing the different possible kinds of aquatic
vegetation, by using a depth dependent vegetation density parameter a(z), defined

as projected plant area per unit volume (units of L™1):

a = nd
#of stems
n = +—F
m2
d = stemdiameter

Based on this, Lightbody and Nepf (2006) develop a model to predict both
velocity and dispersion in flow through vegetated canopies. By a balance between
vegetation drag and pressure forcing terms in the momentum equation, and ne-

glecting the drag contribution by the base of the array, so that the velocity profile
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depends only on canopy morphology. To describe the rate of growth of spatial vari-
ance of a cloud of solute or particles, a longitudinal dispersion constant is defined
as K, = %%. Nevertheless, due to the identified dispersion processes arising from
stem-scale and depth-scale velocity heterogeneity, this constant is decomposed into
a stem-scale dispersion K, and depth-scale dispersion K.

Lightbody and Nepf (2006) develop a model following a similar approach to
that of Ayotte et. al. (1999), starting from the classic Navier-Stokes equations,

looking at the horizontal component of momentum equation:

ou U oU  1dp 9 ., O
8t+U8x+W8z B _pax_8x<u ” 8z<uw>
+Vv2U+fform+fviscous (122)

Assuming steady, uniform, fully developed flow, and hydrostatic pressure:

oh 0
0 = —qg———< "w’ > V2U orm viscous 1.23
g&v 0z vt T gorm 1 ( )

Assuming that the viscous stress and bed stress are negligible compared to

vegetative drag, i.e. fropm >> fuiscous and using the same quadratic form [y, +

fv’iscous - fz = %Od(Z)(Z(Z)U(Z)Q

B oh 0 .y 1 )
0 = 95, g, YW > +2(Jd(z)a(z)U(z) (1.24)
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Which neglecting the vertical turbulent transport of momentum < u'w’ >

yields:
oh 1
— = —CyaU?
gax 2 ¢
And since 2 is not a function of depth (22 =surface slope):
oz ox

CaalU? # f(2)

U(z) o Cy(2)a(z)

So a normalized velocity can be found as:

u(z) Cqdi
a Ca(2)a(z)

Where @, Cy and @ are taken at a reference height 2.

Going further, if C; is not a strong function of plant density or Rey:

g
—

[\
N

(1.25)

(1.26)

(1.27)

(1.28)

Which yields a normalized velocity profile in terms of only the frontal area a(z).

The previous statement considers a specific range for both Reynolds number

and frontal area, and proves to agree with experimental data for such conditions.

However, that is not the only case in nature, where often most of the terms ne-

glected in the derivation of this model cannot be ignored.
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Other authors address such conditions, looking for a drag dependence on Reynolds
number and relative obstructed area, works such as those of Koch and Ladd (1997),
Ghisalberti (2005), Tanino and Nepf (2008a, 2008b). All of these researchers use
different approaches, with the common objective to find the drag coefficient or the
mean drag per unit length in terms of Reynolds number and either frontal area
a(z) (m™') or volume fraction ¢(z). A standard approach is to use the known ex-
pression for the drag coefficient for a cylinder and modify it to fit the experimental
data through an array of cylinders, allowing one to obtain a relationship between
the correspondent drag of an isolated cylinder and a staggered or random array of
them. Other alternatives estimate the drag coefficient using a linear or quadratic
dependence on the Reynolds number, with empirical coefficients that depend on
the volume fraction. Just as mentioned before, each one of the approaches proves
to work for the density and velocity ranges considered in their respective experi-
ments, which returns us to the task of finding not only the ranges in which these
results apply, but the possibility of determining a general expression to cover all the
possible values for such parameters. In order to achieve that, it is also important,
to define a general way to calculate such parameters, since it has been observed
that the methods to calculate the frontal area and volume fraction in an array of
rigid cylinders don’t apply exactly when dealing with real vegetation, which can
lead to differences in the magnitudes of the parameters to be compared due to the

approximations made.
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Chapter 2

Experimental technique

2.1 Laboratory Facilities

2.1.1 Flume Set-up

All experiments were conducted at the DeFrees Hydraulics Laboratory (Hollis-
ter Hall, Cornell University), in a 7.4m long, 45.6cm wide flume, which allows a

maximum water depth of about 30cm (Figure 2.1).

Figure 2.1: Laboratory facilities.

For the series of experiments, two different flow configurations were required.
The flume had to work in both recirculating mode (for long PIV experiments) and

in a once through mode (for LIF dye experiments) for a pre-established range of
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velocities between 0 and 5c¢cm/s. This was achieved by using a constant head tank
at the inlet (Figure 2.2), regulating the flow with a valve, using pressure gauges
before and after the valve to assure repeatability of the flow rates required. For
this purpose, two pressure gauges (7 KPa, 0 to 16.7 mV) were used (Figure 2.3)
and data acquired with Easy Data Software (Copyright 2004 Cornell Research
Foundation, Inc. Author: Dr. Monroe Weber-Shirk).

Figure 2.2: Constant head tank.

The flow was driven by a 1.5 HP centrifugal pump (3450 rpm, 50/60 Hz),
controlled by a voltage regulator (Magnetek GPD203). The flow rate is regulated
by the aperture of the valve, however, with the pump velocity used to insure
excess water was being supplied to the constant head tank. This proved to be
more accurate than just running the pump without the constant head tank and
controlling the flow rate using the voltage regulator (data not included).

Several velocity profiles were taken at different locations along the flume using
ADVs (Nortek USA Vectrino and Sontek 10-Mhz Lab ADV) to define the flow rates

required to achieve the range of velocities desired. By doing this, the valve aperture
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Figure 2.3: Pressure gauges.

(and more specifically the pressure drop across the valve) and pump frequency for
the experiments could be set. The measured velocity profiles are shown in Figure
2.4.

Five different flow rates were considered for each experiment, calculating the
nominal velocity (UN) of each by integrating the longitudinal velocity wu(z) over
the water depth (0 < z < h) and dividing by h, which in these series of experiments

is h = H =24cm approximately, depending on the flow rate considered.

UN = u(z)dz (2.1)

Applying equation 2.1 to each of the cases considered yields the results shown

in Table 2.1.
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Figure 2.4: Nominal Velocities UN.

Table 2.1: Nominal Velocities.

| Nominal velocity | (cm/s) |

U1 1.02
U2 1.59
U3 2.33
U4 3.24
Us 3.87

Hereafter, the calculated nominal velocities (UN) are used as a reference to

compare the results obtained from different experimental conditions.

2.1.2 Plant selection and distribution

Previous studies have shown that the flow structure is strongly determined by the
plant morphology and canopy density. Thus it was considered important to select

a plant that is commonly found in nature, representative of the kind of problems
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that this project addresses and satisfies the properties of high flexibility and typical
submergence level. These criteria led to the utilization of freshly harvested stems
of Myriophyllum Spicatum, also known as Eurasian Watermilfoil (Figure 2.5), one

of the most important submersed aquatic invasive species in North America.

Figure 2.5: Stem of Eurasian Watermilfoil.

To recreate as accurately as possible the conditions in nature, the individual
stems were arranged in clumps of 3 to 7 stems each (Figure 2.6). Such clumps
were used to build patches of different densities, varying from 100 to 300 stems
per square meter, as was found to be a good representation of natural conditions
(Johnson, personal communication). The plants were attached to the glass bot-
tom using natural wax, which allowed for a smooth transition in the bottom and
permitted us to work and attach the arrays even in the presence of water, which
facilitated the project.

The distribution of the plants over the flume consisted of the following steps:
1) Select the patch density n(stems/m?), 2) specify the length of the patch to be

created (L;), 3) using a normal distribution (u = 5, o = 2), calculate how many
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Figure 2.6: Milfoil clumps.

clumps (N,) of how many stems each would be required to reach the density n,
4) specify the minimum distance between clumps (grid separation s,) to create a
rectangular grid, 5) assign a number to each grid point, 6) create a vector with the
grid point numbers (in ascending order), 7) use the random permutation function
from MATLAB (randperm) on the vector created in step 6, 7) select the first N,
elements of the resulting vector as the grid points where the clumps will be located.

This method populates the grid as shown in Figure 2.7, for the case considered
with s,—5cm and L;—50cm.

This process was repeated, producing a different 50cm long vegetated pattern
each time, until the total length of the canopy required was covered. Once all of
the grids were created, the clumps were attached to the bottom following such

distributions, as shown in Figure 2.8.
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Plant distribution

T i i

o e R e

. _ : i ; _ : <] 3stems
€25 e : £z 5 : : 41 O 4 stems
5 : : : : : 7 5 stems
> ' :

S TS T EOO N Q RN — i Bstems

> 7 stems

i i i i | 1
0 5 10 15 20 25 30 35 40 45 50
X (cm)

Figure 2.7: Random distribution of stems (Case shown for patch of 50cm length,
n—300, minimal separation of 5cm).

Figure 2.8: Stems attached to the bottom. (1) while being attached, (2) once the
tank was filled up.
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It is noticed that the plants not only reach the free surface, they protrude and
bend creating a vegetated bed, a condition commonly observed in the field. The
plants kept growing and branching out during the duration of the experiments,
starting to lose their leaves by the time of the last series, after 15 to 20 days in the

flume.

2.2 Tllumination and imaging

2.2.1 Cameras and lenses

Two digital CCD cameras (UP-680CL/12B, UNIQ Vision, Inc.) were used for
both the PIV and LIF techniques. With a maximum frame rate of 60 frames per
second, they provided 656x494 pixels, 12-bit images using progressive scanning
interline-transfer technology, with the advantage of square pixels which is quite
useful for post-processing stages.

Two different lenses were used, to adapt to the specific requirements to get a)
a large FOV to capture the total water depth and b) a small FOV to get a more
detailed insight of the boundary layer. For the first case a Nikkor-S Auto 1:1.4
f=50mm standard lens (Nikon, Inc.) was used (focal length of 50mm, maximum
aperture 1:1.4), whereas for the small FOV there was a Fujinon-TV 1:1.8/75 (Fuji
Photo Optical Co.) for high resolution and low distortion in the image acquisition.

An extra camera was used to acquire the frontal area sets. In this case, the
same type of camera (UP-680CL/12B, UNIQ Vision, Inc.) was used, incorporating
a zoom lens (Fujinon-TV zoom lens H6x12.5R, 1:1.2/12.5-75, Fujinon Co.) to
capture the desired images.

For image acquisition, VisionNow software (Boulder Tmaging Inc.) was used,

with the settings according to the configuration explained in section 2.3.
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2.2.2 Laser

An Argon-lon laser was used as the illumination source for both the PIV and LIF
measurements performed during this work.

The Argon-Ion laser used in multi-line mode allows for two types of control:
Current Regulation (CR) and Light Regulation (LR). Using the first one, the
current is fixed and the light intensity varies as the laser efficiency is often a
function of operating duration. On LR, a specific intensity (in values of Watts)
will be fixed and the current will automatically change to hold it as specified. For
all the experiments, the laser was kept on LR mode at 5W.

The shutter used (model LS200, nmLaser Products, Inc) is designed for use
as a high speed modulator, providing a short exposure for pulse gating, and fast
repetition rates. The shutter was set as close to the laser as possible, to make
alignment easier and for safety considerations. Both laser and shutter were at-
tached to the same metal base-plate and moved together as a single piece during
mirror positioning and alignment.

To create the light sheet, a scanning mirror (Model 6860 Moving Magnet Capac-
itive Position Detector Optical Scanner, Cambridge Technology) with full speed of
100 Hz scanning at full range (-10,10)V (absolute speed cannot exceed 2 volts/ms)
is attached to a separate mount, allowing an easy switch between the three different
sections of study (upstream, midstream and downstream -US, MS, DS).

All electric components were connected to a power conditioner, to avoid failures

or irregularities in the current supply.
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2.3 PIV

2.3.1 Hardware communication

To communicate among hardware a Shielded Input-output Connector Block (SCB-
68 shielded Input-output connector block with 68 screw terminals for easy signal
connection to a National Instruments 68 or 100 pin DAQ device, Figure 2.9) is
used, to connect the camera, the mirror, and the shutter following the configuration

shown in Table 2.2.

NOTICE: REINSTALL COVER

w SRR SURE PROPED Sii ]

Figure 2.9: Input-Output connector.

Another computer is used to run a MATLAB routine which sends the corre-

sponding signal to the mirror, camera and shutter (Figure 2.10).

27



Amplitude

Valts

Valts

Table 2.2: DAQ Connections.

channel ‘ AO ‘ AO GND ‘

O-mirror | 22

96

1l-camera | 21

95

2-shutter | 57
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Figure 2.10: Signals for mirror,
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In this way, images are acquired with a rate of 10 to 50 frames per second,
according to the rate required for each set of experiments. The signal sent to the
shutter is completely dependent on the camera signal, as well as the one for the
mirror, in which the speed and angle of rotation are defined based on the frame

rate.

2.3.2 PIV set up

Three longitudinal sections for study are selected: a section upstream (US) just
before the flow reaches the plant canopy, a midstream section (MS) within the
patch, and a downstream section (DS), located immediately after the edge of the

canopy (Figure 2.11).

x=0 X=2m x=4m x=5.5m X=7m

Figure 2.11: Sections considered for PIV analysis.

The pump starts driving the flow for each one of the flow speeds required.
The two cameras are set at opposite sides of the flume at one of the locations
mentioned. Images of a ruler are taken with both cameras for spatial calibration
of the images (Figure 2.12). Once this is done, all lights in the laboratory are

turned off and the signals are sent from the MATLAB running PC. The images
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are acquired synchronously with both cameras and stored for posterior analysis
at the rates shown in Table 2.3. The frame rates in each experiment define the
At between images within an image pair, as At = 1/rate, as presented in Table
2.4. The same process is repeated for all the velocities considered, once the entire
range is covered the mirror is moved to another location and the same process
is repeated until a set of images for each velocity in each section is obtained, as

shown schematically in Figure 2.13.

(a) (b)
Figure 2.12: Calibration images for (a) large FOV, (b) Small FOV.

U1
u2
n= u3
= U4
Large FOV n=100
(20x20 cm ) -
s1(US) n=200 us
Small FOV h=300
$2 (MS) (2x2cm )
S3 (DS)

Figure 2.13: Study cases.
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Table 2.3: Frame rates for each experiment (fps).

Upstream

| U (cm/s) [ n=000 | n=100 | n=200 | n=300 |
0.5 10 na 10 10
1.0 20 na 20 20
2.0 20 na 20 20
3.0 30 na 30 30
4.0 30 na 30 30

Midstream

| U (em/s) [ n=000 | n=100 | n=200 | n=300
0.5 na na 10 10
1.0 na na 20 10
2.0 na na 20 20
3.0 na na 30 20
4.0 na na 30 30

Downstream

| U (cm/s) [ 0000 | n-100 [ n-—200 | n—300
0.5 10 10 10 10
1.0 20 20 20 20
2.0 20 20 20 30
3.0 30 30 30 30
4.0 30 30 30 30

The frequencies are chosen based on different criteria for PIV analysis, such as
minimal and maximal particle displacements within an interrogation subwindow.
For this analysis, the acquisition frame rate was selected such that the expected
displacements were about one quarter of the subwindow’s length (thus avoiding
biasing), the size of which was decided to get convenient measurements for both
large and small FOV.

Images were acquired for periods of 21 minutes for each experiment, yielding
sets of 12600, 25200, and 37800 images for the frame rates of 10, 20, and 30fps,
respectively. The duration was selected to achieve convergence of the turbulence
statistics, as well as to have sets long enough to be divided into subsets for com-

parison. A more detailed discussion of convergence is presented in Section 3.2.1.3.
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Table 2.4: Time between images for each experiment (s).

Upstream

| U (cm/s) [ n=000 | n=100 | n=200 | n=300 |
0.5 0.10 na 0.10 | 0.10
1.0 0.05 na 0.05 | 0.05
2.0 0.05 na 0.05 | 0.05
3.0 0.033 | na | 0.033 | 0.033
4.0 0.033 | na | 0.033 | 0.033

Midstream

| U (cm/s) [ n=000 | n=100 | n=200 | n=300
0.5 na na 0.10 0.10
1.0 na na 0.05 0.10
2.0 na na 0.05 | 0.05
3.0 na na | 0.033 [ 0.05
4.0 na na | 0.033 | 0.033

Downstream

| U (cm/s) [ 0000 | n-100 [ n-—200 | n—300
0.5 0.10 | 0.10 | 0.10 | 0.10
1.0 0.05 | 0.05 | 0.05 [ 0.05
2.0 0.05 | 0.05 | 0.05 | 0.033
3.0 0.033 | 0.033 | 0.033 | 0.033
4.0 0.033 | 0.033 | 0.033 | 0.033

Following the above procedure, sets of good quality images were obtained pro-
viding a wide range to experiment with the analysis parameters. In this way,
especially for the large FOV images, it is possible to obtain data using different

time separations (lags) and subwindows sizes, as is discussed in section 3.2.

2.4 LIF

2.4.1 Dye Selection

The dye used in the studies is Rhodamine 6G (Aldrich, Cat. Num. 20,132-4, 95%
dye content). An optical filter was used to capture only the fluorescent dye wave-

lengths avoiding particle reflection of unexcited wavelengths in the images. The
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Figure 2.14: Subwindow size and displacement in an image pair.

filter used is a 535-DF-35 X23 Emission filter (Omega Optical Inc.), (Center wave-
length of 535nm, Discriminating Filter (DF) with six or more interfering cavities,
resulting in a bandpass filter with rectangular shape, very steep edges and very
deep blocking up to optical density (OD) 6 outside the passband, Full Width Half
Maximum (FWHM) of 35nm, defined as the bandwidth at 50% of the maximum
transmission of the filter).

For the selected dye and an Argon-Ion light source (using the same laser as for
PIV, at 5W), the excitation and emission spectra are shown in Figure 2.15.

Special attention was paid to the handling of the dye, keeping it away from

light sources to avoid photo-bleaching effects.

2.4.2 Calibration

The first step was to obtain a set of images for different known concentrations to
obtain a calibration curve. This is achieved by adding a volume Vg, with a con-

centration Cg, = 57 PPM of Rhodamine 6G to obtain the required concentration
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Excitation and emission spectra of Rhodamine §G
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Figure 2.15: Excitation and emission spectra for Rhodamine 6G.

within the flume and running in recirculating mode until homogeneous mixing is
observed. Since we can estimate to a good approximation the volume of water in
the flume (Vp), as seen in Figure 2.16, the resulting concentration Cr is obtained

as:

CriVEn
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Where each term stands for:

Cr = Crequiredinthe flume

Crn = Cof Rhodamine 6G inthe prepared solution
Ve = Volumeof waterinthe flume

Ve, = Volumeof Rhodamine6G solution required

Ve =W(Lrph)+WLr(hr +h)

I|=
i

hr

LT : LF

Figure 2.16: Flume dimensions for calibration.
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Thus by specifying arbitrary concentrations and adding the respective volume

of Rhodamine 6G solution, the concentrations shown in Table 2.5 were obtained.

Table 2.5: Rhodamine 6G concentrations required.

‘ Cr (PPB) ‘ Vgy (ml) ‘

0 0

10 148.5
20 297.0
40 594.3

For each concentration, once homogeneous mixing was observed, a set of images
was taken for a period of five minutes with an acquisition rate of 10 frames per
second using the LIF configuration as explained in section 2.4.3. The mean was
taken for each set of images, by taking the intensity value for each pixel and
obtaining its mean over the entire set, resulting in one average matrix of intensities
for each given concentration.

For each pixel, identified by its row and column location, written as the subindex

(r,c), the mean intensity I is given as:

— )
I(Tvc) - Z I(r,c)
=1

Here, the superindex (i) represents the relative number of the frame considered,

and N the total number of images in the set.

36



The area of interest is defined by visual analysis of the mean image obtained,
restricting the analysis to the region one pixel below the free surface to one pixel
above the bottom, which yields a new area of study of Nr x Nc pixels (Figure
2.17).

To address the problem of vignetting and the effects of distance from the light
source, a pixel by pixel calibration is utilized. As shown in Figure 2.18, each image
is divided into sub-cells of n rows by m columns . By doing this, the original area
of interest is reduced from N7 x Nc to % X % (i.e. if n = m = 1 the original

image is recovered, and if n = Nr; m = Nc, then we have the simplest case, where

all the pixels in the image are averaged to obtain one sole intensity value).

494 pixels

Free surface

ke
]

696 poels

Hr

Bottom

e

Figure 2.17: Region of interest.
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Figure 2.18: Definition of sub-cells.
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Once this reduction is achieved, an expression relating intensity I and actual
concentration C' can be obtained for each sub-cell. For any sub-cell k, the relation
between I and C is now known, which leads to expressions of the type C'*¥) =
SEI®). Following the same procedure for each subcell, a total of & x £e
different functions C'(I) are found.

In this way it is possible to divide the region of interest using different patterns
for an analysis of vignetting effects, being possible to divide the region in such ways
that show the variation in intensity in any direction due to the above mentioned
effect. An example of this can be seen if the same process is repeated to divide
the images in vertical or horizontal stripes, where the respective variations in
intensity by rows (getting away from the free surface) and columns (left to right)
are observed. This reinforces the initial selection of a pixel by pixel analysis, which

takes into account the possible variations due to location and proximity to the light

source.

2.4.3 LIF set-up

For each plant density considered, instantaneous (P1) and continuous (P2) dye
releases were performed for three different velocities, obtaining the cases shown in

Table 2.6 below.

Table 2.6: Velocities and densities considered.

Density n (sterns/m?*) | Nominal velocity UN |

0 U2 U3 U4
100 U2 U3 U4
200 U2 U3 U4
300 U2 U3 U4
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The experimental set-up is shown in Figure 2.19. The dye is released using a
peristaltic pump (Cole Parmer Instrument Company, Masterflex Peristaltic Pump
7518-00) with a 1ml/s flow rate. As a diffuser, a porous tube with 6.35mm (0.25”)
diameter with same length as the flume width is located at mid-depth near the
inlet to create a linear source.

Two cameras are located at the sides of the flume in the section located down-
stream of the vegetated canopy as shown in previous sections. Both cameras start

recording once the dye is released and stop once the dye has left the system.

Figure 2.19: Dye injection for LIF.

Once each set of images is captured, each frame is analyzed using a MATLAB
routine, converting the intensity value of each pixel into a concentration measure
via the calibration explained in section 2.4.2. After this, an average concentration
value per frame is obtained, leading to the time series of concentration for each

release as shown in section 3.3 .
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Chapter 3

Results

3.1 Plant density imaging

As mentioned in section 2.2.1, a camera (UP-680CL/12B, UNIQ Vision, Inc.) with
an incorporated zoom lens (Fujinon-TV zoom lens H6x12.5R, 1:1.2/12.5-75, Fuji-
non Co.) was used to capture frontal images (perpendicular to the flow direction)
in order to obtain the vegetation frontal density. The camera was mounted on the
side of the flume, downstream of the canopy, pointing at a mirror set into the water
at a 45 degree angle, allowing a good image of the transverse section, as shown in
Figure 3.1.

A main concern while processing the images is to determine whether or not the
patch can be considered homogeneous. The vegetated patch is divided in slices
of 5em length, both stream- and spanwise, and the number of stems found within
each of those slices is plotted for each density considered. This can be seen in
Figure 3.2, with the distribution of stems along the x-direction and the spanwise
distribution of stems (considering two regions, R1 for the first 100cm of the canopy

and region R2 for the last 100cm) in Figure 3.3.
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Figure 3.1: Optical acquisition of frontal area (45 degrees mirror).

Even when the density of the canopy varies both stream- and spanwise, the
counts along the x-direction fall close to the mean value. The same is not as clear
in the y-direction, but still shows a fair spatial distribution, particularly for the
n = 200 and n = 300 cases. Looking at those distributions it is possible to obtain
a distance in which the density of the canopy becomes constant, i.e. the length
scale at which the cumulative density converges to the nominal density n (m™2).
Figures 3.4 and 3.5 show the downstream and lateral distance (approximately 0.50
and 0.25cm, respectively) required to reach a quasi-constant vegetation density.

In this way, frontal images can be taken and spatially calibrated by including

a ruler within the same images, obtaining sets of pictures as shown in Figure 3.6.
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Figure 3.2: Streamwise distribution of stems.
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Figure 3.3: Spanwise distribution of stems.
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Figure 3.4: Convergence of plant density with downstream distance.
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Figure 3.5: Convergence of plant density with lateral distance.
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Once the sets of images are acquired, a threshold in intensity is selected man-
ually to separate the vegetated pixels from the background. Using this algorithm,
it is possible to pass from the acquired images like Figure 3.6 to a binary image
with a clear distinction of the two regions, as shown in Figure 3.7.

To define the appropriate threshold, however, it is necessary to consider other
factors, since there is a risk of possible parallax error in the images (the tank side
walls showing up at different positions within the image), as well as a non-uniform
illumination that could require a spatially dependent threshold, i.e. a different
value depending on which region of the images is being considered. To assess this
effect, the minimum and maximum intensity values as a function of height for
each set of images (n = 100,200, 300) was obtained (Figure 3.8). However, even
when the images show a considerable variation of the peak intensity with height,
the difference between the values for vegetated and non vegetated pixels remains
almost constant, which allows us to use a single value as a threshold for each set.

With that threshold defined, a MATLAB routine is used to count the number
of vegetated pixels per line, obtaining the frontal area of the submersed vegetation
as a function of depth. This procedure is repeated for different values of Az (i.e.
the number of vegetated pixels is counted for Az = N number of rows), as shown
in Figure 3.9, for n = 300 and Az = 10, which is later converted to a percentage
of obstructed area, in the process to obtain the parameter of interest a (m™1).

This number N clearly depends on the size of the Az considered. To get rid
of this dependence it is possible to calculate the percentage of area PA(%) being
covered by vegetation, using the spatial calibration within the same images to get
the proper dimensions with respect to the total transversal area of the channel
(T'A). Using the respective Az and the width of the channel (1¥), and considering
the total number of stems (IN.Ss) that were found for a section of a given length

L =0.50m with respect to the number of stems observed in the images (N So) it is
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Images for frontal area determination
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Figure 3.6: Images acquired for determination of frontal area a(z).

possible to calculate the frontal area a(z) as:

) = (o) () (LA Y g
NSo/ \ (Az)(m)(W)(m)(L)(m)

Results are shown in Figure 3.10 for n = 100, 200, 300. It is clear the frontal
area increases as the vegetation density increases, though it is not as linear as
might be expected, which is the way it has been usually considered in studies with
mock vegetation.

With the frontal area data available, it is possible to obtain smooth functions
by fitting polynomials to the experimental observations, as shown in figure 3.11.
This way it’s possible to simplify some of the analysis to be presented later.

Furthermore, a similar analysis can be made for different flow velocities. It was

assumed that increasing speed would cause the plants to bend, thus changing the
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Figure 3.7: Binary images using a constant threshold for vegetated pixels.

values obtained for frontal density from the static case. Taking this into account,
different sets of images were acquired for each velocity, yielding the results shown in
Figure 3.12. The images were taken looking at the last 50cm of the plant canopy,
since it was the region with less visual obstruction for image acquisition. It is
observed how by increasing the velocity the frontal area decreases, corresponding
to the results expected due to plants bending. The percentage of decrease of frontal

area is shown in Figure 3.13.
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Number of vegetated pixels, n=300, Az=10
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Figure 3.9: Frontal area as a function of depth, for n=300 and Az = 10pixels.

Frontal area: Experimental results
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Frontal area a(z,U) for different velocities
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Figure 3.12: Frontal area as a function of depth for different velocities, n=300.
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Even when the areas change considerably between the slowest and fastest cases
studied, there is no simple correlation observed between the increase in velocity
and the decrease in frontal area for all the range of velocities UN. In order to
simplify calculations, for most of the analysis hereafter, the static values (frontal

area at U = Ocm/s) are used.

3.2 PIV Results

3.2.1 Base flow: Low Reynolds number channel flow
3.2.1.1 Discussion of Reynolds Number

Channel flow is a well known and broadly studied subject within the field of fluid
mechanics. For the purposes of comparison against the classic theoretical bench-
marks as well as to the vegetated obstructed flow, it is considered important to
analyze the base flows in the experimental facility. Besides, at least to the author’s
knowledge, there are not many references to studies in channel flow at the velocity
range considered for this study, providing an opportunity to apply this technique
against a well studied phenomenon but at lower Reynolds number than previous
canonical works.

It is convenient to discuss the scales of choice to calculate the Reynolds num-
bers, Re = %, where U and L are appropriate velocity and length scales, re-
spectively. Length scales such as the flow depth, length of the plant canopy patch,
stem diameter or spacing between plants are the most usual choices, and a detailed
analysis must be done to select a Reynolds number representative of the scales of
motion within the patch.

For channel flow, a common parameter is the Reynolds number based on the

hydraulic radius, Reg, = % , where Rj, is obtained from the ratio of cross
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sectional area of flow over the wetted perimeter, R, = P%. Using H=0.24m, and
the flume width B—0.46m, the hydraulic radius is roughly R;,—0.12m. For the
range of velocities from U1 to U5, this yields a range of Reg,=(600-6000), which
falls well within the limits of turbulent channel flow.
Previous works have used a streamwise length scale of the element (usually
diameter d) and a depth averaged streamwise velocity to calculate a stem Reynolds
)

number, Rey; = @d assumed to control the flow around individual stems (Raupach

v )

and Thom 1981, Lightbody and Nepf 2006), and a depth Reynolds number Rey =

@ZH (Nepf et. al. 1997a, Lightbody and Nepf 2006). A flow shear Reynolds

w1 " can also
v

number using the water depth H and the friction velocity wu,, (Re =
be used to account for the turbulent scales (Lopez and Garcia 1997). Other options
include a hydraulic radius Reynolds number, Rej, = ﬁ, and a mixing layer
Reynolds number based on the thickness of the mixing layer (t,,) for submerged
vegetation, Re = % (Ghisalberti 2005). For the present case, it is possible
to calculate a depth Reynolds number Rey as well as a stem based one Rey,

yielding the ranges Rey = {700 — 9000} and Re; = {6 — 70}. For comparison

to the boundary layer approaches, Reynolds numbers are also calculated using

the displacement thickness, dx = [;° (1 — %Ug) dz, and the momentum thickness,

0= [~ % (1 — %) dz. Since the longitudinal velocity profiles for vegetated flow
present a shape similar to a mixing layer in the region with faster increase of
vegetation density, it is also possible to evaluate a mixing layer thickness t,,, as
the vertical distance separating the less vegetated region with higher speed flow
and the low speed upper region, and a characteristic velocity difference AU as the
difference between the velocities at those regions, to calculate Re; , = AUtn  The

v

calculated values are presented in Table 3.1.
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Table 3.1: Reynolds numbers.

‘ ‘ R€H ‘ Red ‘ Reg ‘ R€5* Retml ‘
n—000 | Ul | 2149 | 15 42 69 NA
U2 | 3460 | 24 84 | 123 NA
U3 | 5067 | 35 | 162 | 235 NA
U4 | 7240 | 48 | 187 | 250 NA
U5 | 8641 | 58 | 261 | 404 | NA
n—100 | U1 | 1817 | 13 ol 80 593
U2 | 2735 | 19 29 101 826
U3 | 3814 | 26 70 104 | 1027
U4 | 5475 | 37 | 98 | 255 | 1093
U5 | 7126 | 48 | 125 | 208 | 1001
n=200 | Ul | 1262 | 9 22 28 267
U2 2698 | 19 | 68 97 1586
U3 | 4283 | 30 87 | 112 | 2459
U4 | 5512 | 37 | 104 | 137 | 3389
U5 | 6746 | 45 | 119 | 152 | 3294
n=300 | U1 | 1002 | 7 36 52 429
U2 2592 | 18 | 44 59 1713
U3 | 4102 | 28 | 77 | 106 | 2643
U4 | 6064 | 42 | 91 | 134 | 3928
U5 | 7752 | 52 | 108 | 124 | 2841
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In general, the Reynolds numbers calculated for this work are lower than the

observed by other authors, as seen in Table 3.2.

Table 3.2: Reynolds numbers from other authors.

‘ Reference ‘ Range of Reynolds numbers considered ‘
Spalart (1986) Rey = 1410
Cowen and Monismith (1997) Rey = 1300
Dunn et. al. (1996) Rep = 57000 — 258000
Lopez and Garcia (2001) Rep = 57000 — 258000
Stephan and Gutknecht (2002) Rep = 1230000 — 2830000
Neary (2003) Rep = 6937 — 29433
Wilson et. al. (2003) Rey = 6000 — 20000
Jarvela (2004) Rep = 24200 — 178000
Murphy (2006) Rez = 3000 — 41000
Koch and Ladd (1997) Rey; =0 — 180
Nepf et. al. (1997a) Rey = 66 — 1800
Nepf and Vivoni (2000) Req = 80 — 4500
Rowinski and Kubrak (2002) Reg = 800 — 100000
Ghisalberti and Nepf (2006) Rey =70 — 240
Tanino and Nepf (2008) Rey =25 — 685
Ghisalberti (2005) Re,., = 3400 — 38000

These differences require us to use different approaches to compare the results
with those of other researchers, since some of their assumptions don’t apply for

the range of Reynolds numbers considered on this work.

3.2.1.2 PIV data process

All the images obtained were analyzed with a set of FORTRAN routines (imple-
mented by Edwin A. Cowen, Cornell University and outlined in Cowen and Moni-
smith, 1997). The input parameters for this analysis depend on the frequency at
which the images were taken, the calibration images for each set and the estimated
velocity for each case, which determine the size of the subwindows.

The software consists of three main codes. The first one is an image prepro-

cessor to make sure that all the images in the set have been exposed to a light
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source. It provides the global minimum intensity images for each pair within the
set, which are later subtracted as background from the analysis to improve the sig-
nal to noise ratio. Another code performs cross-correlation based PIV to extract
the mean displacements from the subwindows. Finally, the last code reads in the
raw displacement data, and removes outliers using an adaptive Gaussian filter and
a local median filter, and yields the filtered PIV data as well as the PIV statistics.

The analysis was done in three steps. The size of the subwindows is fixed
to 32 x 32 pixels, with an overlapping of 50%. After running the program once,
an estimate of the raw displacement (in pixels per frame) for each subwindow
is obtained. With this result as an input, the code runs again estimating each
subwindow’s location by using the mean displacement from the previous step.
Finally, a third step uses the instantaneous displacements obtained from step 2 to
estimate the position of the subwindows to calculate a new adjusted displacements.

To address the validity of the results, the percentage of valid vectors obtained
from each image pair is calculated and plotted against the pair number, which
allows the detection of periods of time in which there is not enough or accurate
information to proceed with the calculations (due to problems of illumination or
temporary freezing of the mirror or shutter). However, such conditions are rarely
found within the data set for periods longer than fractions of a second, as shown
in Figure 3.14, for the higher density n = 300, in which in general there is an
average of 90% or more valid vectors for every set, percentage taken out of a total
number of vectors from each pair. The total number corresponds to the number
of subwindows within the images, approximately 1000 using square subwindows
of 32x32 pixels with a 50% overlapping (e.g., 29 subwindows in the longitudinal
direction and 35 in the vertical, giving a total of 1015 possible vectors, yielding

more than 900 valid vectors on average per image pair).
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Figure 3.14: Percentage of valid vectors.

The number of valid vectors for particular subwindow locations is also calcu-
lated. The time series of longitudinal velocity from the raw displacement data at
locations near the free surface (FS), mid-depth (MD), and near the wall (NW), for
the flow rates U1 and Ub, n=300 case are presented in Figure 3.15, where the most
evident outliers are clearly noticed . The number and percentage of valid vectors
for the FS, MD, and NW locations at three horizontal transects is presented in
Tables 3.3 and 3.4, for the U1 and Ub flow velocities at n=0 and n=300.

All the results from the selected locations have more than 90% valid vectors.
Similar results (>90%) are found for all the other cases, with some exceptions in
subwindows located at the edges of the images, which can be a result of illumination
problems.

The program writes as output files the raw and filtered X and Y displacement
data, the mean displacement (%;) and root mean square values (ugyss,) for both

directions, as well as Reynolds stress u/v’ .
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Table 3.3: Number of valid vectors on particular subwindows locations.

n—10
Ul U5
T i) T3 T i) I3
FS | 4813 | 4788 | 4795 | 4939 | 4832 | 4773
MD | 4737 | 4585 | 4612 | 4296 | 4917 | 4898
NW | 4907 | 4924 | 4909 | 4909 | 4900 | 4889
n—300
Ul U5
T i) T3 T i) I3
FS | 4815 | 4927 | 4942 | 4927 | 4944 | 4945
MD | 4933 | 4934 | 4914 | 4855 | 4962 | 4941
NW | 4917 | 4834 | 4936 | 4665 | 4601 | 4533

Table 3.4: Percentage of valid vectors on particular subwindows locations.

n—0
Ul U5
T i) I3 T i) I3
FS [96.3 958|959 988966955
MD | 94.8 | 91.7 | 92.2 | 98.5 | 98.3 | 97.9
NW [ 98.1 | 98.5 | 98.2 | 98.2 | 98.0 | 97.8
n—300
Ul U5
T i) I3 T i) I3
FS [ 96.3 985 |98.8 |98.6 | 989|989
MD | 98.7 | 98.7 | 98.3 | 97.1 | 99.2 | 98.8
NW [ 98.3 | 96.7 | 98.7 | 93.3 | 92.0 | 90.7
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Figure 3.15: Time series of longitudinal velocity u (e¢m/s), at three vertical loca-
tions, n=300.
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All displacements obtained by using this software are converted form pizel/ frame
to em/s by a simple conversion using the frame rate (same as the scanning rate
in this experiment) at which the respective image set was recorded and the ratio

cm/pizels obtained from the calibration of such set, i.e.

pizels

U(em/s) = U( ) - rate(

frame second pixels

To analyze the behavior of the flow in the near-bottom region, the small FOV-
PIV images (herein SFOV) are analyzed and matched to the large FOV (LFOV)
results, as presented in Figure 3.16, for the case of U3, n = 0.

There is a good match between the mean velocity results from the synchronous
large and small FOV images, but some differences are found in the (u,.,s) and
(uw’) profiles, possibly due to the difference in image resolution for each case.

It is also important to analyze the convergence of the data, as mentioned in
section 2.3.2. The quantities (@), (W), (Wrms), (Wrms), and (Ww’), for minimum
and maximum velocity (U1 and Ub), for the n=0 and n=300 cases, were calculated
for sets of up to 5000 image pairs analyzed (spanning 1000s and 333s for U1 and
U5 respectively), yielding the results shown in Figures 3.17 to 3.26.

For mean velocities, there is a faster convergence, reaching a range of £1% of
the mean value of the whole set in approximately 500s for U1 and less than 100s
for U5. For turbulence intensities and Reynolds stress, as expected, it takes longer
for them to converge to a +5%, but they still do so within the duration of the

experiment.

63



z {cm)

<U= and <W> Urms”™ and Wems™ <u'w'>

25 ! 25| | 25| ! |
------ + - <= LFOV oo <UL > LFOV o <u'w's LFOV
_’O_ <U> sfov o <u__>sfov O <u'w'> sfov
........... W= LFOV .
A anesiov || | +o<w > LFOV i
20 j-_ i 5 A <w > sfov 20 __{1__
L ST - — : L o -
+ + +  + +
o+ o+ +
+ + + + +
o+ + +
+ o+ i +
+ + = +
T +4 +
L +... L i L Ho -
15 R 154 15 i
+ + + + =+
+ ot e - % c +
+ + 5 + + 5 -+
I v = +
+ o+ N + o+ N +
+ o+ +  + -+
A0k I ....... i ...... i 10_.1.‘. ...... _"_5‘ ................ i 10k _‘]_f‘ ........... i
Tt + +
+ o+ + + +
+ o+ + o+ +
+  + ++ +
+ o+ ++ +
T +_+ H
+ +
Bl R _’—f: ..... - 5 T+ = M nIRRRRRRRRRRRS + ............... -
+ 4+ +:
+ +
0 0
-5 0 3] -0.06 0 0.05

<U>i {cm/s)

<u'w'> (cmzlsz)
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Figure 3.23: Convergence of (W, ,5) (cm/s), for n—0 and n—300, U1.
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From the convergence results is also noted that some of the calculated quantities
result from round-off and computer accuracy issues, giving results of Reynolds

numbers of the order 10~!7, which is machine zero.

3.2.1.3 Uncertainty analysis

An uncertainty analysis is necessary to evaluate the validity of the data presented.
The need for such an analysis is accentuated given the low speed conditions of the
experiments, the high frame rates, and the expected small displacements, conducive
to statistics that might fall within the error bounds. For this analysis, the sources
of uncertainty are categorized as bias and random errors.

The bias error is estimated using the root-sum-square (RSS) technique de-
scribed by Kline and McClintock (1953). The random uncertainty is calculated
using the bootstrap percentile technique as outlined by Diaconis and Efron (1983).

To estimate the bias in a particular result R(X;, X, ..., Xy), the error compo-

nents dx; for each variable X; are calculated as:

R
Rx; = —=—=0X; 3.2
Rx ax, (3.2)
And the total error is calculated by:
N
OR = > (6Rx;) (3.3)
=1
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Bias errors for (@), (W), (Wrms), (Wrms), and (w/w’) at three vertical locations
(FS, MD, and NW) are analyzed for U1 and U5, with n—0 and n—300. The results
for 95% uncertainty interval from sets of 5000 image pairs analyzed are presented

in Table 3.5.

Table 3.5: Bias error analysis.

‘ ‘ Bias error forU1 ‘ Bias error for U5 ‘

(@) (em/s) +0.014 +0.042
(w) (em/s) +0.014 +0.042
) (cm/s) £0.020 £0.059
(Wros) (cm/5) £0.020 £0.059
(Ww'y (em?/s?) +0.0004 +0.0035

To estimate random errors, the bootstrap technique is used to re-sample our data
1000 times, finding a 95% uncertainty interval for each analyzed quantity ((@),
(W), (Urms)s (Wrms), and (u/w’)). The worst case bounds are presented in Table
3.6.

Special attention is paid to the dispersive fluxes (u/w!), which results are pre-

sented in Table 3.7.
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Table 3.6: Random error analysis.

n=0, U1
u (em/s) w (em/s) u? w'? (u'w’)
x1073 x1073 (em?/s?) (em?/s?) (em?/s?)
x1073 x107° x107?
FS | 759.7+0.824 | 9.953+0.017 | 0.869+0.041 | 0.313+0.022 | 0.280+0.042
MD | 1159+1.822 | 28.89+0.046 | 4.415+0.201 | 2.94240.180 | 11.0941.713
NW | 872.3£2.202 | 17.50%0.033 | 5.96740.199 | 1.18240.069 | 5.394+0.555
n—300, U1
u (em/s) w (em/s) u? w'? (v/w’)
x1073 x1073 (em?/s?) (em?/s?) (em?/s?)
x1073 x1076 x107?
FS | 0.807+0.000 | 3.474+0.005 | 0.00040.000 | 0.036+0.002 | 0.000£0.000
MD | 955.442.064 | 26.13£0.043 | 5.044+0.165 | 2.55240.171 | 12.4641.408
NW | 775.0£1.197 | 16.6940.031 | 1.611+0.052 | 1.221£0.077 | 1.71940.172
n=0, U5
u (ecm/s) w (em/s) u? w’? (u'w’)
x1073 x1073 (em?/s?) (em?/s?) (em?/s?)
x1073 x107° x107?
FS | 370342.585 | 72.3440.100 | 8.087£0.335 | 12.09£0.881 | 80.63£9.933
MD | 4196+6.140 | 40.2040.058 | 47.43+£1.844 | 4.18040.371 | 228.3+30.38
NW | 346545.999 | 54.28+0.088 | 40.80+£1.694 | 9.205£0.683 | 372.9£48.09
n—300, U5
u (cm/s) w (em/s) u’? w'? (u'w')
x1073 x1073 (em?/s?) (em?/s?) (em?/s?)
x1073 x107° x107?
FS | 144842.458 | 100.1£0.138 | 8.28540.311 | 24.46+2.184 | 216.4+33.33
MD | 51084+4.958 | 13.87£0.000 | 29.51£1.118 | 0.0004-0.000 | 0.000£0.000
NW | 5053+£6.188 | 27.81+0.035 | 49.0641.854 | 1.63240.164 | 80.20£13.54
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Table 3.7: Random error analysis for dispersive fluxes.

n—0, Ul

<u//u//> (Cm2 /82)

(w"w") (em?/s*)x10~*

<u//w//> (cm2/52)

FS 0.025640.0493 0.086740.0726 -0.0003+0.0006

MD | 0.046740.0902 0.559840.8194 -0.0014+0.0027

NW | 0.0412+0.0785 0.180540.0651 -0.0003%0.0005
n=300, U1

<u//u//> (cm2/32) <w//w//> (cm2/52)><10’3 <u//w//> (cm2/52)

FS 0 0.001540.0007 0

MD | 0.026540.0474 0.079040.1100 -0.0014+0.0023

NW | 0.0270+0.0463 0.15784+0.0671 -0.0010+£0.0007
n=0, U5

<u//u//> (0777,2/82) <w//w//> (0777,2/82) <u//w//> (cm2/32)

FS 0.500740.9645 0.0001£0.0001 -0.0035+0.0073

MD | 0.709641.3670 0 -0.002640.0052

NW | 0.488240.9395 0.007140.0132 0.057240.1113
n—300, U5

@y (cm?[s7) | (@) (en?/5%) | (@) (em?/s”)

FS 0.0665+0.0716 0.002240.0008 -0.0081+0.0034

MD | 0.9175£1.7487 0.000640.0004 0.008740.0200

NW | 1.015441.9407 0.0001£0.0001 0.0058=+0.0111
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A reasonable range of uncertainties is seen for most values presented in Table
3.6. The values go from the 0.1% for mean velocities to a 15% for the Reynolds
stress, acquiring more relevance due to the small magnitudes found for w/w’. The
scenario for dispersive fluxes is more critical, since most of the calculated values
fall within the uncertainty range, indicating the possibility of not being measuring

the actual physical process, but capturing a numerical error instead.

3.2.1.4 Mean velocity and turbulence

The results for the mean horizontal velocity for all the cases considered are shown
in Figure 3.27. Turbulent intensity (u,,s) and Reynolds stress (u/v’) are shown in

Figures 3.28 and 3.29, respectively.

Mean velocity profile LFOV Mean velocity profile SFOV

U1
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U4
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Figure 3.27: Base flow. Velocity profile (z) (cm/s).
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Figure 3.28: Base flow. Turbulence intensity (t,,s) (cm/s).
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Figure 3.29: Base flow. Reynolds stress (v/w’) (cm?/s?).
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As pointed out by Burke and Stolzenbach (1983), a model for vegetated flows
should consider the differences in the near-wall variations of mean and turbulent
quantities with respect to the non-vegetated flows. To compare against the vege-
tated case, a classical boundary layer approach is taken to obtain the values for the
turbulent velocity u,, by fitting the parametrized profiles u™ vs 2™ , and consider-
ing a logarithmic law of the wall u™ = % In z* + B with values for the constants
K = 0.41 and B = 5.2 (Pope 2000). An example of this method is shown in Figure
3.30 for the nominal velocity Ul.

Figure 3.31 shows the calculated u, using the same procedure for each nominal
velocity. It is noticed that if plotted against the maximum velocity reached within
the SFOV region considered for the analysis, the five calculated values fall within
a straight line. Using a linear regression it is found that for this range of velocities

in this particular experiment, the turbulent velocity can be found roughly as:

Uy = 0.06(T)mes +0.02 (cm/s) (3.4)

Following the near-wall analysis, it is possible to focus on the wall stress. The

. . . d(U
total shear stress in a wall boundary layer is the sum of the viscous stress u%

and the Reynolds stress —p <u’w’>, lLe.

d (<1U>

T(2) = p — p{uw’) (3.5)

so that their respective contributions can be calculated from the experimental

data as shown in Figure 3.32.
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The friction velocity, u,, can be calculated by estimating a value for u2? as the
value of the total stress 7 in the constant stress region normalized by p.With these
results, it is now possible to analyze the vegetated case, allowing direct comparisons
against a null set (n—0) to determine the actual influence of vegetation in the flow
characteristics. Such analysis is done step-by-step in the following section, using a

similar approach including the new contributions from vegetation drag.

3.2.2 Flow through emergent, flexible vegetation
3.2.2.1 Mean velocity and turbulence

One of the main concerns in this kind of study is the validity of the one-dimensional
flow assumption, on which several previous works are based (Nepf 1999, Wilson
et. al. 2003, Ghisalberti and Nepf 2004). A first test of this assumption is mass
conservation. Since the velocity profiles for sections up- and downstream of the
canopy are available, the mass fluxes can be calculated and must be equal in order
to satisfy the 1D assumption (rys = mpg). These fluxes (per unit width) are

defined as follows:

mps = /O " @ys(pl@)ysds) (3.6)

mpg = /O " @) ps(p(@) psd?) (3.7)

And a ratio between the mass fluxes up and downstream of the canopy can be
calculated as an indicator of the assumption’s accuracy for each vegetation density
n(m~2). Such ratios are shown in Table 3.8.

For n = 0 and n = 300 there is a good agreement, presenting the worst case

with less than a 10% difference. However, for the n = 200 case there are larger
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Table 3.8: Mass conservation ratios.

‘ n (m=?) ‘ Exp. | &b H n (m=?) ‘ Exp. | & H n (m=?) ‘ Exp. | 22 ‘
Ul | 0.865 200 Ul | 0.680 300 Ul |0.901
U2 | 1.073 200 U2 | 0.770 300 U2 | 1.024
U3 | 1.046 200 U3 | 0.781 300 U3 | 0.937
U4 | 1.075 200 U4 | 0.738 300 U4 | 1.025

Us | 1.096 200 U5 | 0.699 300 U5 | 1.052

[ev) Beol Ben) New) Naw}

differences, implying a stronger 3D field than originally assumed.

A common exercise when dealing with submerged objects in a fluid is to cal-
culate the drag exerted on them by applying conservation of momentum for a
fixed control volume (Kundu and Cohen 2004). Assuming steady state this can be

calculated as:

D = Mys+ Mpg (3.8)
Where
. h
Mys = — [ (@us(p(@)usdz) (3.9)
Mps = [ ta)ps(pta)psdz) (3.10)

Considering a constant density p we can calculate the drag per unit mass per

unit width, as

D/p = (Mys+ Mps)/p (3.11)

Following such a procedure yields the results shown in Figure 3.33.
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Drag on the canopy for n=200,300
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Figure 3.33: Bulk Vegetated Drag from momentum conservation D/p (em*/s?).

The expected parabolic shape of the drag in terms of mean velocity will be
useful to compare with a posterior more detailed analysis. While the n—200 case
evidences the expected parabolic shape, it is noticeable the sudden fall in drag for
the maximum velocity for the n=300 case, which could be explained by the bending
of the plant’s tops, creating a less obstructed area at the top of the canopy for the
water to pass through. The reduction of the frontal area is noticed in Figures 3.12
and 3.13, and its effects are noted in the mean velocity profile presented in Figures
3.42 and 3.38.

Vertical profiles of mean longitudinal velocity (u) were calculated for each sec-

tion, density and flow rate, as shown in Figures 3.34 to 3.42.
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<u> velocity profiles, n=000, Upstream section
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Figure 3.34: Longitudinal velocity (z) , US, n = 000.
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Figure 3.35: Longitudinal velocity (z) , US, n = 200.
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Figure 3.36: Longitudinal velocity (z) , US, n = 300.

<u> velocity profiles, n=200, Midstream section
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Figure 3.37: Longitudinal velocity (z) , MS, n = 200.
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<u> velocity profiles, n=300, Midstream section
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Figure 3.38: Longitudinal velocity (z) , MS, n = 300.

<£> velocity profiles, n=000, Downstream section
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Figure 3.39: Longitudinal velocity (u) , DS, n = 000.
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Figure 3.40: Longitudinal velocity (u) , DS, n = 100.

<u> velocity profiles, n=200, Downstream section
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Figure 3.41: Longitudinal velocity (u) , DS, n = 200.
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<u> velocity profiles, n=300, Downstream section
-

<u> (cm/s)

Figure 3.42: Longitudinal velocity (@) , DS, n = 300.

There are noticeable differences between the obtained profiles immediately
downstream of the canopy (DS) and the section within the canopy (MS). Some of
the differences can be explained by the specific nature of the region selected for
the MS analysis: being an area free of plants from the centerline to the wall closest
to the camera, resulting in a stronger 3D flow and less spatial homogeneity. This
leads to the selection of the DS section for most of the posterior analysis. In order
to compare between the flow characteristics up- and downstream of the plants,
longitudinal and vertical mean velocities ((u) and (w)) are presented in Figures
3.43 and 3.44, as well as the turbulence intensity () and Reynolds stress (u/u)
in Figures 3.45 and 3.46.

However, it is expected that the flow will relax after it passes through the
canopy, leaving in doubt as to how long after the end of the patch measurements
can be considered representative of the bulk characteristics of the flow within

the plants. This problem is addressed by calculating vertical profiles at several
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distances from the edge of the canopy, taking advantage of the field of view provided
by using PIV. Two extreme situations are presented: the minimum velocity Ul for
n=100 (Figures 3.47 to 3.50) and the maximum, U5 for n=300 (Figures 3.51 to
3.54). Tt can be seen that the changes exhibited by the flow after the first 15cm
from the edge are quite small for all the variables analyzed, which allows us to
consider the horizontal average from the DS section as representative of the flow
within the patch.

Since the downstream profiles of the longitudinal velocity (@) for each UN look
similar at each density n, these are normalized by the maximum velocity (@),q, of
each profile, yielding the non-dimensional profiles (@) /(@) mq, as shown in Figures
3.55 to 3.57 for densities n=100, 200, and 300, respectively. It is noticeable how
the data collapse within a self-similar profile, indicating a possible independence
of Reynolds number and depending only on the characteristics and morphology of

the vegetation within the flow.

3.2.2.2 Spectra

Another concern is the extent to which turbulence truly exists within this flow,
since only low-speed flows are considered. Three vertical locations were selected
for analysis: 1) near wall, 2) log-law region and 3) near free surface. Looking at
the velocity time spectra for each set, the expected —5/3 region is found in all
cases. The ensemble averaged spectra for the null (n = 0) and densest (n = 300)
cases are shown in Figures 3.58 to 3.61 for the minimum and maximum velocities,
using the results from 5000 pairs of images.

Such analysis yields a clear turbulence signature in most of the points selected,

while also showing similarities in the structure for all cases.
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Figure 3.43: Longitudinal velocity (a) (cm/s).
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Figure 3.44: Vertical velocity (w) (em/s).
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Figure 3.45: Turbulence intensity (t,m,s) (cm/s).
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Figure 3.46: Reynolds Stress (u'w’) (cm?/s?).
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¥x-evolution of <u=, DS, n= 100, U1
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Figure 3.47: Streamwise evolution of longitudinal velocity (@) (¢m/s), n=100, U1.
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Figure 3.48: Streamwise evolution of vertical velocity (w) (em/s), n=100, Ul.
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¥x-evolution of U™, DS, n=100, U1
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Figure 3.49: Streamwise evolution of turbulence intensity (@,.,s) (cm/s), n—100,
Ul.
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Figure 3.50: Streamwise evolution of Reynolds stress (v/w’) (¢cm?/s*), n=100, Ul.
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¥x-evolution of <u=>, DS, n= 300, U5
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Figure 3.51: Streamwise evolution of longitudinal velocity (@) (¢cm/s), n=300, U5.
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Figure 3.52: Streamwise evolution of vertical velocity (@) (e¢m/s), n=300, U5
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¥x-evolution of U™, DS, n= 300, U5
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Figure 3.53: Streamwise evolution of turbulence intensity (@,.,s) (cm/s), n—300,
U5.
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Figure 3.54: Streamwise evolution of Reynolds stress (u/w’) (¢cm?/s*), n=300, U5.
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Normalized velocity profiles, n=100, Downstream section
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Figure 3.55: Normalized velocity (@) /(@) maz, n=100.
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Figure 3.56: Normalized velocity (@) /(@) maz, 1=200.
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Figure 3.57: Normalized velocity (@) /(@) maz, n—300.

The spatial spectra are also calculated, following the procedure shown in Doron

et. al. (2001). The spectral density at different z transects is thus obtained as:

L *
Eii(ky, zj) = WZE(kth)E (K1, 25)

Where L is the domain length, N is the number of data points in the horizontal
FOV, k; is the wave number in the direction of the flow and F' and F™* are the

Fourier transform and its complex conjugate, respectively.

Fi(ki,z)) = > uilwn, z))W (2, zj)exp(—ikiz,)

The results for the null (n = 0) and most populated (n = 300) experiments are

shown in Figures 3.62 to 3.65, for nominal velocities U1 and U5, at three heights.
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They show a clear range with the expected —5/3 slope, showing the dominance of

turbulence in this regime.

E.A.Spectra Np=250,Ng=20, DS, U1, n=000

Q  suu (near wall)
& suu10? (mid depth) _
Suu*10%(near free surface) |3

Suu (mzls)
=

f (Hz)

Figure 3.58: Ensemble averaged spectra Suu, n=000, Ul.

The results shown in Figures 3.62 to 3.65 are obtained by ensemble averaging
the spatial spectra of 5000 image pairs at three different heights. For reference
purposes, the time history of horizontal velocity averaged over the x-direction at

each height for the four extreme cases considered are shown in Figures 3.66 to 3.69.
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Figure 3.59: Ensemble averaged spectra Suu, n—000, U5.
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Figure 3.60: Ensemble averaged spectra Suu, n—300, Ul.
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E.A.Spectra Np=250,Ng=20, DS, U5, n=300
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Figure 3.61: Ensemble averaged spectra Suu, n—300, U5.
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Figure 3.62: Power spectra F;;, n—000, Ul.
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E.A.Spectra DS, U5, n=000
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Figure 3.63: Power spectra F;;, n—000, U5.
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Figure 3.64: Power spectra F;;, n—300, Ul.
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E.A.Spectra DS, U5, n=300
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Figure 3.65: Power spectra Fy;, n=300, U5.
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Figure 3.66: Time history of (u) (cm/s) , n—000, Ul.
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Figure 3.67: Time history of (u) (¢cm/s) , n=000, U5.
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Figure 3.68: Time history of (u) (¢cm/s) , n=300, UL.
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Figure 3.69: Time history of (u) (em/s) , n—300, U5.
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There is no clear evidence of periodic low frequency fluctuations in the stream-

wise velocity, as it remains practically constant for the duration of the experiment.

3.2.2.3 Near wall analysis

Using the SFOV images, it is possible to make an analysis similar to section 3.2.1.,
now for vegetated flow. Looking at a region 3cm from the bottom, for the DS
section, the results for (@), (W), (Upms) and (v'w’) are shown in Figures 3.70 to
3.73. This allows for a more detailed insight of the effects of the bottom combined
with the vegetation.

In contrast to other studies, instead of being damped, the velocity and turbu-
lence near the bottom increases with the presence of plants due to the morphology
of the patch created. This is clearly observed in Figure 3.74, showing the maxi-
mum velocity against the respective density. To study the effects of vegetation on
friction velocity (u,) and bottom stress (7,), the data is fitted to a log-law, thus
obtaining the values for u, as shown in Figure 3.75.

There is a noticeable increase in u, as the densi ty increases. Comparing both
parameters, by dividing the turbulent velocity by the maximum velocity, a clear
trend is observed, as shown in Figure 3.76, where the normalized w. /(@) 4. fall
almost on the same point for all densities except for the slowest case Ul. A
similar trend is observed in Figure 3.77, by plotting the friction velocity against
the maximum velocity of their respective profiles. All of the values seem to fall
close to the same straight line as the results for the non-vegetated case (previously
shown in Figure 3.31), still following closely the relation described in equation 3.2.

As previously done for the non-vegetated case, using equation 3.5 the experi-
mental data allows the calculation of the total stress for each density and velocity.

Such results are shown in Figures 3.78 to 3.81.
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Figure 3.70: Longitudinal velocity (@) (em/s), SFOV, all n.
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Figure 3.71: Vertical velocity (w) (cm/s), SFOV, all n.
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Figure 3.72: Turbulence intensity (
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Figure 3.73: Reynolds stress (u/w’) (em?/s?), SFOV, all n.
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Figure 3.74: Maximum velocity (@) mq.for each density n.
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Figure 3.75: Turbulent velocity u, for each density n.
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Figure 3.76: Normalized turbulent velocity . /(@) ma, for each density n.
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Figure 3.77: Turbulent velocity u, against its respective (Unayz).
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Figure 3.78: Vegetated flow, Total shear stress 7 (N/m?), n =0
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Figure 3.79: Vegetated flow, Total shear stress 7 (N/m?), n = 100.
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The results differ considerably from the null case (n = 0), and do not show a
particular trend as the density increases.

The stress can be normalized by the wall stress 7,,, which can be calculated
as 7, = pu?, thus depending on the friction velocity. There are different ways to
calculate u, using the information available, by a) Obtaining the dimensional stress
at the wall (from Figures 3.78 to 3.81) and using the definition u, = \/?, or b)
Fitting a straight line to the region of constant (u'w’), ¢) Fitting the experimental
data using a logarithmic law, as mentioned in subsection 3.2.1.2, or d) Fitting the
experimental data from the viscous sublayer where ut = 2.

The results from such methods are shown in Tables 3.9 and 3.10, both with ab-
solute values (m/s) and the ratios obtained by comparing against the first method
mentioned.

There is a good agreement between the values obtained from the total stress
and those from the log-law and viscous layer approaches, even when some values
differ more than 30%, most of them fall within a +£12% range. The results from
the total stress are taken as reference values hereafter.

If we normalize each component of the total stress by the bottom stress, 7,
obtained from the definition of the friction velocity, u, = /7,/p , and plot it

against a non-dimensional height z* = we have the results shown in Figures

3.82 to 3.85.

Also, normalizing by 7(z) yields the results shown in Figures 3.86 to 3.89.
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Table 3.9: Values for u* (x1073(m/s)) using different approaches.

From From From From From

total peak of | log-law | log-law | viscous

stress (Ww'y | (LFOV) | (SFOV) | layer

ut = 2z"

n—0 U1 0.975 0.975 0.900 0.850 0.860
U2 1.34 1.34 1.31 1.24 1.17

U3 1.64 1.64 1.70 1.59 1.47

U4 1.90 1.90 2.15 2.05 1.94
U5 1.98 1.98 2.48 2.39 2.18

n—100 U1 1.18 1.18 0.880 0.890 0.970
U2 1.25 1.25 1.30 1.25 1.09
U3 1.73 1.34 1.67 1.61 1.59
U4 2.32 2.19 2.13 2.03 1.93
U5 1.98 1.76 2.66 2.54 2.22
n=200 U1l 1.10 1.10 0.890 0.930 1.01
U2 1.64 1.00 1.47 1.38 1.40
U3 1.92 1.73 2.15 1.81 1.89
U4 2.59 2.30 2.77 2.52 2.28
U5 2.78 2.57 3.23 2.76 2.40

n=300 U1l 0.975 0.975 0.670 0.800 0.840
U2 1.73 1.00 1.53 1.48 1.62
U3 2.49 1.38 1.95 2.20 2.33
U4 2.70 2.15 2.92 2.91 2.85
U5 2.88 2.24 3.34 3.35 3.1
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Table 3.10: Relative values for «* using different approaches.

From From From From From

total peak of | log-law | log-law | viscous

stress (Ww'y | (LFOV) | (SFOV) | layer

ut =zt
n—0 Ul 1.0 1.0 0.92 0.87 0.88
U2 1.0 1.0 0.98 0.92 0.87
U3 1.0 1.0 1.03 0.97 0.89
U4 1.0 1.0 1.13 1.08 1.02
Ub 1.0 1.0 1.26 1.21 1.10
n=100 Ul 1.0 1.0 0.74 0.75 0.82
U2 1.0 1.0 1.04 1.00 0.88
U3 1.0 0.77 0.96 0.93 0.92
U4 1.0 0.94 0.92 0.87 0.83
U5 1.0 0.89 1.35 1.29 1.12
n=200 Ul 1.0 1.0 0.81 0.85 0.92
U2 1.0 0.61 0.89 0.84 0.85
U3 1.0 0.90 1.12 0.94 0.98
U4 1.0 0.89 1.07 0.97 0.88
Ub 1.0 0.93 1.16 0.99 0.86
n—300 Ul 1.0 1.0 0.69 0.82 0.86
U2 1.0 0.58 0.88 0.85 0.94
U3 1.0 0.55 0.78 0.88 0.94
U4 1.0 0.79 1.08 1.08 1.05
Ub 1.0 0.78 1.16 1.16 1.08
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Figure 3.82: Non-dimensional stress 7(z)/7,, n—0.
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Figure 3.83: Non-dimensional stress 7(z)/7,, n—100.
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Figure 3.84: Non-dimensional stress 7(z)/7,, n—200.
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Figure 3.85: Non-dimensional stress 7(z)/7,, n—300.
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Figure 3.86: Non-dimensional stress 7/7(z), n—0.
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Figure 3.87: Non-dimensional stress 7/7(z), n—100.
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Figure 3.88: Non-dimensional stress 7/7(z), n—200.

131



1,/12)

1,/12)

1,/12)

Normalized stress, U1

1,/12)

1,/12)

Normalized stress, U4

O w(d<u>/dz)/(x(2))

A pu'w'>/1(2)

+ ’EV\/’E(Z)

Figure 3.89: Non-dimensional stress 7/7(z), n—300.
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The calculated ratios indicate a new component of drag that has not been con-
sidered. The results present some discontinuities, a product of the normalization,
since in the regions of smaller stress, near-zero values are divided by near-zero

quantities.

3.3 LIF Results

The effects of illumination and parallax must be evaluated from the calibration
images. The mean intensity values from the calibration set is presented in Figure
3.90, where is clear the non-homogeneity of the intensity on the region of interest.
For this purpose, the mean intensity for four known concentrations is plotted as
a function of distance from the free surface, as well as the longitudinal position
within the image, Figures 3.91 and 3.92.

The vertical dependence proves to be stronger than the horizontal, yielding a
mean intensity approximately 20% smaller on the bottom than on the free surface.
In the horizontal direction, the intensity manifests almost as constant, though it
presents a slight decay at the right edge. This reinforces the importance of pixel
by pixel calibration, since it is clear the differences in intensity with distance from
the light source.

The results for both instantaneous and continuous releases are shown in Figures
3.93 and 3.94.

Time starts at {y = 0 when the dye release begins in order to capture how
long it takes a) for the occurrence of the peak or b) reaching steady state, for the

instantaneous and continuous releases respectively.
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Figure 3.90: Calibration images for LIF.
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Figure 3.92: Intensity variations in horizontal direction.
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Figure 3.93: Concentration results from LIF. Instantaneous release.
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Figure 3.94: Concentration results from LIF. Continuous release.
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With increased density, a longer time is needed for the front to appear. Higher
densities imply longer times to reach a steady state, thus increasing the residence
time in the patch, as can be noted by the lengthened tails in the concentration
curve. However, this behavior is not clearly observed in all of these these results,
due probably to the velocity distributions commented on in the previous section, a
near-bottom region of small density and high velocity able to transport the scalar
faster than expected, which suggests the use of different approaches to analyze the
dispersion and diffusion in vegetated flows. With these factors in mind, the task to
conduct a new series of experiments remains in order to capture more accurately
the transport of passive scalars on flows with vertical dependence of vegetation

density.

3.4 Analysis and discussion

3.4.1 Analysis of scales of turbulent motion

It is important to investigate the dominant scales in the flow under study. As
mentioned briefly in section 3.2.1.1, the selection of the appropriate length and
velocity scales is indispensable to characterize both mean and turbulent structure.
Working with turbulent flows it is common to use the friction velocity, wu.,
the turbulence intensity, w,ms, or a characteristic eddy speed, vk, where k is the
turbulent kinetic energy (TKE), defined as k = 1(u? + v"* + w'?), as the velocity
scale. From PIV data, it is possible to calculate k£ by assuming horizontal isotropy,
i.e. v/ =, in order to estimate a 3D calculation using the available 2D data.
Common length scales are the longitudinal integral length scale L;;, obtained
by integration of the auto correlation function, the Taylor microscale, A\, and an

eddy characteristic length in terms of the TKE and the dissipation €, L = k3/2/e.
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As a first approach, it is possible to analyze the turbulent fluctuations ' and
w’ in their non-dimensional form using the now known u*. A comparison for each
density between the results from the small and large FOVs are presented in Figures

3.95 to 3.102.
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Figure 3.95: Non-dimensional turbulent fluctuation u'*, n—0.
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Normalized turbulent intensity u'fu’ , from Large FOV
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Figure 3.96: Non-dimensional turbulent fluctuation u'*, n=100.
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Normalized turbulent intensity u'fu’ , from Large FOV

20 40 60 80 100

Figure 3.97: Non-dimensional turbulent fluctuation u'*, n=200.

141



Normalized turbulent intensity u'fu’ , from Large FOV
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Figure 3.98: Non-dimensional turbulent fluctuation u'*, n=300.
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Figure 3.99: Non-dimensional turbulent fluctuation w'*, n=0.
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Figure 3.100: Non-dimensional turbulent fluctuation w’*, n=100.
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Figure 3.101: Non-dimensional turbulent fluctuation w*, n=200.
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Figure 3.102: Non-dimensional turbulent fluctuation w’*, n=300.
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Even when the data presents similar trends, the results don’t collapse into a
single curve, which indicates a Re dependence on each set, and that the friction
velocity u,, might not be the most characteristic velocity in this process, so that
another normalization has yet to be found.

From the available data, the calculation of the TKE, k = $(2u” + w"), yields

the results shown in their non dimensional form in Figures 3.103 to 3.106.

Turbulent kinetic energy k, n=000

k/(u*?)

Figure 3.103: Non-dimensional TKE, n—0.

There is a noticeable increase in TKE as the plant density increases. For non-
vegetated flow, the maximum occurs at the wall as expected, and it moves toward
the most populated regions as we introduce vegetation within the flow.

Since the kinetic energy is already known, the Reynold stresses can be normal-
ized using vk as a characteristic velocity, which is presented in Figures 3.107 to
3.110.

It is noticed the expected similar behavior for (v/2) and (w2), but it is the (u/w’)

component which provides more information, collapsing to a good agreement for all
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Turbulent kinetic energy k, n=100
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Figure 3.104: Non-dimensional TKE, n—100.

velocities considered, showing the passing from a bed stress dominated flow with
no vegetation to a vegetated drag dominated flow as the plant density increases.
Another noticeable finding is the collapse of the curves in a single slope when
reaching the region of faster increase in vegetation, indicating a higher production
due to the plant wakes.

In order to analyze the kinetic energy budget, is necessary to evaluate the

production, P, and the dissipation, €. According to the 1D characteristics of this

o)

flow, the production can be calculated as P = —(u/w’) %

, which is presented in

its non-dimensional form in Figures 3.111 to 3.114.
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Turbulent kinetic energy k, n=200
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Figure 3.106: Non-dimensional TKE, n—300.
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Reynold stresses normalized by tke, n=000
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Figure 3.107: Non-dimensional Reynolds stresses, —-, n—

Reynold stresses normalized by tke, k, n=100

Y n=100.

Figure 3.108: Non-dimensional Reynolds stresses,
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Figure 3.111: Non-dimensional production P, n—0
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Figure 3.112: Non-dimensional production P, n—100

152



Production, n=200

zh

Figure 3.113: Non-dimensional production P, n—200.
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Figure 3.114: Non-dimensional production P, n—300.
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The results for the production term show in a more evident way the dominance
of the vegetation over the flow structure. A near-bed peak in production is observed
from bed shear production, but as the plant population increases, the stem wake
production falls close to 80% of that from the wall for n—100; becomes of the same
magnitude at n—200, and clearly dominates at the maximum density of n—300,
being almost twice the value at the wall.

To calculate the dissipation rate from the PIV data is not as straight forward
as with previous turbulence metrics. There are some methods to obtain direct or
indirect estimates depending on the information available. For this work, estimates
of the dissipation were made based on scaling arguments and using the second order
structure function.

From the definition of the eddie’s length scale, L = k%2 /e, for Reynolds num-
bers high enough, the dissipation can be calculated as ¢ = k3/2/L, and as a result
from the energy cascade, it scales as Ug’/lo, where Uy and [y are the characteristic
velocity and length scales of the energy containing eddies. Using the scales avail-
able, if Uy = vk and Iy = Ly;, the dissipation can then be calculated as (Pope

2000):

e = (3.12)

K32 k32 L
T (1)
With this relationship, it would be easy to calculate the dissipation following the
procedure explained by Pope (2000), using the fact that at high Reynolds numbers
the ratio Ly;/L tends asymptotically to 0.43. However, the low-Reynolds number
nature of the flows studied in this work don’t allow us to use this relationship
directly to find the actual values for dissipation, but it still can be used to get a

quantitative idea of the order of magnitude expected for the dissipation rate.
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At this point it is useful to define the turbulent Reynolds numbers used in the
literature, since their values determine the approach we need to follow hereafter.

There are at least three main turbulent Reynolds numbers that can be evaluated

from the PIV data:

rmsL
ReT = L L

1%

kY2
ReL =

1%

rms)\
R, = &

14

To calculate Rer, it is necessary to find the longitudinal integral length scale,
Lq;. This is achieved by integrating the auto correlation function, i.e. Lqi(t) =
Jo° f(r,t)dr. The results for all plant densities are shown in Figure 3.115. Once
this scale is obtained, the calculation of Rer yields the results shown in Figure
3.116.

As observed in Figure 3.115, between the minimum and maximum velocity
for all vegetation densities, Ly, varies between 1 and 3cm, decreasing further for
the most densely populated case where it drops as low as 0.3cm. Looking at the

Rer values, these increase with larger n, but still remain at very low values of

Rer =0 —130.
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Figure 3.116: Turbulent Reynolds numbers Rer.
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Using the relationship between the different turbulent Reynolds numbers, as
given by Pope (2000), makes it possible to find both Re; and R, from the now

evaluated Rer.

Upms L1 2 Ly

RGT = y = gTReL (313)
EV2L k2 3

Re, — _ O e 3.14

°r v ev 20 A ( )

The relationships only hold for high Reynolds numbers, namely Rer > 100,
thus making it suspect to use them with our lower values. However, they allow
us to find the Reynolds number range of our experiments, by using the highest
calculated value Rer = 130 to find the upper bound for Re; and R,. Using
equations 3.13 and 3.14, as well as Figures 6.24 and 6.25 from Pope (2000), the

values for Re;, = 0 — 215 and Ry = 0 — 38 are calculated (Table 3.11).

Table 3.11: Turbulent Reynolds numbers.

‘ Reynolds number ‘ Range ‘

Rerp 0-130
ReL 0-215
Ry 0-38

Such low Reynolds numbers preclude the use of equation 3.12 to find an ac-
curate dissipation rate. However, it can still be used for an order of magnitude
estimation. The results for the minimum and maximum flow speed (U1 and Ub5)

are shown in Figures 3.117 and 3.118.
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Figure 3.117: Dissipation estimates, ¢ = '23—1/12 for U1.
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Figure 3.118: Dissipation estimates, ¢ = ’23—1/12 for Ub.
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The analysis yields values of € = 0.1 x 107*m?/s* with near wall peaks close to
six times higher, for the U1 case, whereas for U5 the values vary between ¢ = 0.002
to € = 0.05m?/s3. This lets us calculate estimates of the Kolmogorov scales, given

as:

n = (”—) (0.15 — 0.067) x 103m
€
v 1

T, = (;> (0.0224 — 0.0045)s

u, = (ve)"/* = (0.0067 — 0.015)m /s

A second approach to find the dissipation involves the second order structure
function, Dy = ([u(z + r,t) — u(x, t)][u(z + r,t) — u(x,t)]), and the second Kol-
mogorov similarity hypothesis, namely that in the inertial subrange (L >> r >>

n), Dpr can be calculated as:

Dpp(rit) = 02(67")2/3 (3.15)

Where C5 is a universal constant (taken as Cy = 2.1). So that it is possible to

calculate a compensated structure function:

1 D 3/2
( O“) = ¢ (3.16)
2

This should allow us to find the dissipation rate by fitting a horizontal line in

the inertial range. The normalized results are shown in Figures 3.119 to 3.122.
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Figure 3.119: Dissipation estimates, fitting Dy for n = 0.
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Figure 3.120: Dissipation estimates, fitting Dy for n = 100.
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Figure 3.121: Dissipation estimates, fitting Dy for n = 200.
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Figure 3.122: Dissipation estimates, fitting Dy for n = 300.
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It is noticeable the increase in dissipation away from the wall as the vegetation
density increases, damping out when the frontal area a reaches its maximum,
as well as a good agreement between the minimum and maximum flow speeds.
However, the results qualitatively differ from the previous estimates, which may
be due to the known inconsistencies by using the scaling approach ¢ = k%2 /Ly,
with very low Reynolds numbers, but might also indicate high uncertainties in the
calculated dissipation values. This ia clearly seen for the n—0 case (Figure 3.119),

where € increases away from the wall, which is more likely noise.

3.4.2 Models for prediction of longitudinal velocity

As mentioned in section 1.3, several studies have been made to model flow through
aquatic vegetation. Since the conditions for this study are similar to those of
Lightbody and Nepf (2006), their model is tested against the experimental data
to investigate the applicability of such a model at the density ranges accounted
for during the present study. Using equation 1.27, which is rewritten below as

equation 3.17.

(u(z)) _ | Calz0)a(20)
(u(z20)) Ca(2)a(z)

(3.17)

Assuming a near constant drag coefficient, it is possible to predict normalized
velocity profiles using the frontal area profiles shown in Figure 3.11. Such predicted

velocity profiles (u(z))/(u(zp)) are shown in Figures 3.123 to 3.125.
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Figure 3.123: Predicted velocity (@) /(@) mq, for n=100.
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Figure 3.124: Predicted velocity (@) /(@) mq, for n=200.
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Figure 3.125: Predicted velocity (@) /(@) mae for n—300.

While working quite well for the n=100 case (away from the wall), this model
clearly overpredicts the momentum for larger densities. To gain a better under-
standing of this phenomena, every term previously neglected is calculated and

compared to determine their importance.

3.4.3 Analysis of common assumptions
3.4.3.1 Drag Coefficient

Since equation 3.17 overpredicts horizontal velocities for the present set, the as-
sumptions and simplifications made for the model need to be evaluated. Using
the same equation, it is possible to calculate a normalized drag coefficient using
the experimental data for the actual velocities. The results for the calculated drag

coefficients Cy/Cy(20) are shown in Figures 3.126 to 3.128.
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Figure 3.126: Calculated drag coefficient Cy/Cy(z0) for n=100.
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Figure 3.127: Calculated drag coefficient Cy/Cy(z0) for n=200.

166



CD for n=300
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Figure 3.128: Calculated drag coefficient C;/Cy(z) for n—300.

Especially for n=100 and n=300 there is a clear region where C; remains con-
stant. The dominance of wall stress at the bottom is clear, as well as the effects of
denser vegetation when approaching the free surface. Plotting all the calculated

Cy values for all densities in the same Figure (Figure 3.129) this region becomes

more evident.

However, even when the relation between C; and z seems consistent, it is
necessary to compare it against the frontal area profiles acquired for each density,
a(z), as this is a more representative parameter of the local vegetation density.
Such comparison is presented in Figure 3.130. In this case, the region of constant Cy
does not appear as clear as before, but still gives us a better idea of the magnitude

of the variations even with all the assumptions and terms neglected, and provides

an idea of the ranges of a (m™!) in which such assumptions are valid.
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Figure 3.130: Calculated drag coefficient Cy/Cy(29) vs a (m™).
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da

A similar comparison is made using the gradient of a, 72, as well as its inverse

g—z, to investigate if is not the actual frontal area, but the local gradient which
dominates the drag. The results presented in Figures 3.131 and 3.132 show a
similar trend as the comparisons against a. In this case, a constant Cy holds for

fda

values > (.25, and increases rapidly as the gradient decreases.

CD vs dz/da

Ch/Cp(2,)

0 5 10 15 20 2 30
dz/da

Figure 3.131: Calculated drag coefficient C;/Cy(z) vs dz/da

At this point, it is important to recall the first assumptions made from the

momentum equation:

dmy —,_ d@ oh o, — 0, — 0*(u)
{w) dz + (@ iz Jor 8x<uu>+8z<uw> v 022
0 0 —
o 0 oo . 1
<8x(uu)+8z(uw>> fo (3.18)
Assuming steady state, fully developed flow (% = %(u'u'} = 0), and neglect-

ing the dispersive terms 2 (W"u") = & (u"w") = 0, the rest of the terms can be
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Figure 3.132: Calculated drag coefficient Cy;/Cy(2p) vs da/dz

calculated from the data, using a quadratic expression for f, as:

fo(z) = 5Ca(2)a(2){u(2))” (3.19)

It is necessary at this point to assume a value for the drag coefficient. Using the

value from Dunn et. al. (1996) of Cy = 1.13 independent of z, yields the results

shown in Figure 3.133.

This allows us to compare the contributions from each term in equation 3.18

with the experimental data, as shown in Figures 3.134 to 3.136.
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Figure 3.133: Calculated drag term f, (cm/s?).
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Figure 3.134: Momentum equation, term by term, n=100.
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Figure 3.136: Momentum equation, term by term, n=300.
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It is noticed that the drag term f, dominates for all cases, with significant

d?(a)
dz?

contributions from (w)% and d%;? , and a negligible viscous term v

3.4.3.2 Turbulent Viscosity

Another approach is based on turbulent viscosity models. Modeling the Reynolds

stress in a simple shear flow as:

It is possible to calculate the turbulent viscosity profiles, as shown in Figure
3.137.

Usually, this turbulent viscosity is written as the product of a velocity v* and a
length [*, such that vy = u*[*, leading to either mixing-length models by specifying
[* or two equation models as the k—e model, relating u* and [* to the kinetic energy

(k) and dissipation (e).
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Figure 3.137: Turbulent viscosity v, for all n.
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There is no clear visible trend on the z-dependence of the turbulent viscosity. It
does not necessarily increase with more vegetation or higher velocities, although it
peaks at approximately the same height in every case, at the region with the fastest
increase in vegetation density, i.e. the maximum in the vertical gradient of a. The
development of a mixing-layer approach model is not considered in the present
work, but a follow-up of these results could lead to validation and calibration of

existing models.
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Chapter 4

Conclusions

4.1 Summary and conclusions

With the results presented through this work, several conclusions and recommen-
dations can be produced for future experiments.

The 1D assumption as taken in the majority of laboratory experiments works
quite well for the bulk mean velocities and provides at least the order of magnitude
for turbulent fluctuations. The presence of vegetation creates a highly 3D flow,
so that a more detailed spatial coverage and averaging, stream- and spanwise is
required to better capture the flow structure.

The use of PIV proved to be accurate and able to capture a more robust set of
information than other alternatives such as ADV or LDV. Besides its non-intrusive
nature, it also provided more spatial information allowing the investigation of the
dissipative fluxes originated from the spatial averaging, often neglected in previous
works. Since the acquisition of PIV images requires a non-obstructed window to
capture them, there is a concern about such data not being representative of the
vegetated flow. However, it was shown that the data obtained from images just

downstream of the patch presents the same structure as those taken in regions
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with a smaller FOV within the plants. Besides, the analysis done to check for the
x-evolution of velocity and turbulent fluctuations proved that the flow relaxation
after leaving the canopy is not rapid enough as to invalidate the downstream
data. It was also learned that at the densities considered it is possible to acquire
images at different sections within the canopy, which will allow us to plan a new
experimental set considering the downstream distance from the last group of stems
or the presence of clumps at the sides of the FOV in order to account for the
heterogeneity of the plant canopy.

Assuming a constant drag coefficient independent of Reynolds number and
frontal area works only for a specific density range. Models created for submerged
vegetation, often adapted from terrestrial canopy flow studies, that account for
the vegetation effects using a Manning coefficient or skin friction approach are not
universally appropriate for flow through vegetation, since they require evaluation
of their own constants. A similar problem is shared by most of the current models
for vegetated flow, requiring a priori knowledge of the drag and other coefficients,
which are often taken as a calibration parameter to fit the model to the exper-
imental data, leading to further research to be able to calculate the drag as a
function of a variable frontal area and Reynolds number. Even when several at-
tempts have been made to model the drag coefficient, most of them are based on
a volume fraction (¢) calculated from the frontal area (a), which is a straightfor-
ward calculation when using arrays of elements of regular geometry, but represents
a significant source of uncertainty when working with real plants, making difficult
a direct comparison against such models.

The vegetated drag proved to be the dominant factor in determining the flow
structure, but the near wall interactions can not be neglected, particularly in shal-
lower flows. By knowing the frontal area profile it is possible to estimate the

maximum velocity, which provides a good estimate for the friction velocity ux and
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therefore the wall stress 7, which still dominates in the near wall region despite
the vegetation. When working with deeper flows, bed effects can be considered less
important, as they represent less of the total bulk drag, but the study of the near
wall region is necessary to investigate relevant processes such as the bed stress,
sediment transport, and resuspension.

Laboratory studies on rigid and flexible mock vegetation have provided a better
understanding of the processes within the canopy, and their resulting models have
proved to work for several examples in nature. However, their conclusions can not,
be taken as universal, since plant morphology and distribution are the dominant
factors and both can vary substantially from case to case. It is common to assume
that higher densities will damp velocities, reduce bottom stress, increase mixing
and residence time, but all of this depends on the type of vegetation immersed in
the flow. In 1D flows, if the canopy presents a tree-like structure, with a trunk-like
low frontal area at the bottom, branching out and spreading as it reaches towards
the free surface, as in the present work, it creates a two-region flow, contradicting
the statements from the previous sentence: higher densities slow down the flow
at the upper part of the water column creating a higher speed region close to the
bottom therefore increasing the friction velocity and bottom stress, affecting also

the mixing and transportation through the canopy in different ways as expected.
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