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Socioeconomic status is positively related to mealdifferences by socioeconomic
status in health are closely related to differengestelligence. This dissertation
presents an investigation of the effects of heattlintelligence and an investigation of
the relationship between intelligence and the biehmavhat affect health. One of the
most important themes to emerge from this researtitat the relationship between
socioeconomic status and health may be drivenrinlyyadifferences in success at
self-control. The behaviors people choose aftegirthealth. Some behaviors, such
as the use of addictive substances, are influebgddilures of self-control.
Psychologists have repeatedly demonstrated irati@rdtory that more intelligent
people tend to be better at self-control. Multifggression analysis of data from a
national survey is used to provide evidence thatrdtationship between intelligence
and health is driven in part by differences in sscat self-control. Implications for

policies to improve the health of those with loveiseconomic status are discussed.
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INTRODUCTION

Intelligence and Health Economics

Socioeconomic status (SES) is correlated with hedlhe wealthy and well
educated tend to have better health than the pwbpaorly educated (Adler et al.,
1994; Mackenbach et al., 2008). Differences by BHEe outcomes, including
health, are closely related to differences in ligehce (Cutler and Lleras-Muney,
2010; Gottfredson, 2004; Hernnstein and Murray4)2&d the relationship between
intelligence and health has been studied by seeemomists (Auld and Sidhu, 2005;
Cutler and Lleras-Muney, 2010; Heckman et al., 206Ghkel et al., 2006). A deeper
understanding of the relationship between intefiggeeand health could provide
insight into the nature of the choices that affezlth and thereby inform economic
models of those choices. It may also prove helpfdlesigning policies to improve
the health of those with low SES.

The relationship between intelligence and healtioisa subject that respects
academic boundaries. This dissertation will empdi®as from such diverse fields as
nutrition, neurobiology, psychology and sociologyveell as economics. By
incorporating those ideas into this analysis, is \wassible to improve substantially on
previous work by economists.

Three essays are presented here. The first espboyres the contribution of
differences in vitamin D status to the relationsbgtween race and intelligence in the
United States. The second essay examines th®nslaip between intelligence and
experimentation with recreational drugs. The tiesday investigates the relationship
between intelligence and the choice to consumega lamount of alcohol.

One of the most important themes to emerge frommdsearch that will be

presented here is that the relationship betweengE$iealth may be driven in part



by differences in success at self-control. Theal&drs people choose affect their
health. Some behaviors, such as the use of adelistibstances, are influenced by
failures of self-control (Baumeister et al., 1984umeister et al., 2007; Bechara,
2005; Niaura et al., 1988).

Psychologists have repeatedly demonstrated irattaratory that more
intelligent people tend to be better at self-cdnteempster, 1991; Evdokimidis et al.,
2002; Heitz et al., 2005; Salthouse et al., 20@Bn&ichel et al., 2003; Shoda et al.,
1990; Friedman et al. (2006) reported mixed rekulissights from that research have
never previously been incorporated with researchdmnomists relating intelligence
to health, however. Evidence is presented hetdltbaelationship between
intelligence and health is driven in part by diffieces in success at self-control.

This has some important implications for the fiedi®conomics and public
policy. First, the close relationship betweenlilgence and self-control necessitates a
more careful conceptualization of cognitive abibtyd other mental abilities than has
been previously employed by economists (cf. Auld &rdhu, 2005; Cawley et al.,
1997; Heckman et al., 2006; Heckman, 2008). Sedtwedelevance of self-control
failures in shaping patterns of alcohol use suggdsit the rational addiction model
(Becker and Murphy, 1988) ignores some of the nmistesting and important
aspects of decisions about the use of addictivelgo&inally, these results suggest
some policies that may improve the health of thegle low SES.

There are at least two ways policymakers could an@mpopular success at
self-control. First, they could make self-conteakier. This could be done by
regulating environmental cues, such as advertisentrat can trigger cravings
(Bernheim and Rangel, 2004). Second, policymageusd help people become better
at self-control. A variety of evidence suggestt fheople can become better through

practice (Baumeister et al., 2006; Mischel et189). Incorporating self-control



tasks into school curricula could therefore impreuecess at self-control (Diamond et
al., 2007). If differences in success at self-oardare contributing to the relationship
between SES and health, these policies could tebdtter health for those with low

SES.
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CHAPTER 1

RACE, INTELLIGENCE AND VITAMIN D IN THE UNITED STATES

Introduction

The average IQ for blacks is lower than the avet@g®r whites in the United
States; the contribution of genetic differencethts gap is debated (Rushton and
Jensen, 2005; Nisbett, 2005; Sternberg et al.,)2005

Sternberg et al. (2005) argued that skin coloedsfisystematically by race but
other genetic variations are not easily sorteddegr Vitamin D may be created in the
skin using ultraviolet radiation from the sun. BRigment absorbs this radiation and
reduces vitamin D production, resulting in highawiin D deficiency rates among
infants born to black mothers in the United StéBxsdnar et al., 2007; Nesby-O’Dell
et al., 2002; Specker, 1994). Research suggeataia D plays a role in brain
development and function (Garcion et al, 2002; KHland Tuohimaa, 2007;
McGrath et al., 2004; O’Loan et al., 2007). Therefracial differences in skin
pigmentation may be contributing to the averag@).

Data from the National Longitudinal Surveys weredi construct four tests
of the effect of an early vitamin D deficiency @tdr 1Q. The results are consistent

with a detrimental effect that may be contributinghe average 1Q gap.

Race, Intelligence and Vitamin D
This section reviews the literature on race, liggehce and vitamin D. Itis
divided into five subsections discussing intelligenrace and intelligence, race and
vitamin D, vitamin D and the brain and the possielationship between race,

intelligence and vitamin D.



Intelligence

Scores on tests of different types of cognitivdiglare often highly
correlated. Itis assumed here that such coroslatare due to a single underlying
characteristic that will be referred to as intedhge. There are other ways to think
about intelligence; for a more complete discussiefer to Neisser et al. (1996). The
term 1Q will be used to refer to a score on a ¢éstognitive ability that has been
converted to a scale such that it will have a n@#&a00 and a standard deviation of

15.

Race and Intelligence

A substantial gap exists between the average I@%aoks and whites in the
United States. Rushton and Jensen (2005) putaghaigabout one standard deviation,
or 15 IQ points. Nisbett (2005) and Dickens anghkl(2006) argued that the gap has
narrowed to about two thirds of a standard dewgtor 10 1Q points.

A large literature has arisen examining variouseatpof the gap. That
literature documents a number of interesting amdrsing empirical regularities. It
will be argued here that a parsimonious explandbomany of these empirical
regularities is provided by the hypothesis thaftedénces by race in perinatal vitamin
D status contribute to the gap.

The average 1Q gap does not appear to be a rddulised tests. Jencks
(1998) reported that the gap is bigger on questmasstests that appear to involve less
cultural knowledge and that an analysis of scoresre type of vocabulary test used
to measure intelligence revealed that young blast#tests learn the same words as
young white students, but learn them slightly lat€wvidence suggests that for a given

test score blacks do not exhibit better academimpeance (Herrnstein and Murray,



1994) or job performance (Jenks, 1998) than whitescating that the tests do not
understate the intelligence of blacks as it reladdbose fields.

In an effort to understand the relationship betwgemetic heritage and
intelligence, researchers have studied the relstiiprbetween skin color and
intelligence among blacks, using skin color asralcation of degree of white
ancestry. Studies have repeatedly found a coiwelattween skin color and 1Q in
blacks but failed to find such a result for otheticators of white ancestry. For
instance, Lynn (2002) found a statistically sigrafit correlation of 0.17 between 1Q
and skin color among blacks. Shuey (1966) summdrseveral older studies and
found a similar correlation between IQ and skirocdlut a much weaker relationship
between 1Q and other physical indicators of whiteestry, such as nose and lip width
and curliness of hair. Scarr et al. (1977) consérdl a measure based on blood group
that was intended to indicate the extent of whiteeatry; the measure had a
correlation of 0.27 with skin color. They foun@arrelation of 0.155 between skin
color and 1Q but no significant relationship betweleeir measure of white ancestry
and 1Q when controlling for skin color. Loehlifh973) also failed to find a
relationship between intelligence and those blawdig genes more common in
whites.

Nisbett (2005) summarized some results that suglgasthe race of the
mother is particularly important in determiningtald’s intelligence. One particularly
interesting study he referenced compared the |@eoman children fathered by
black US soldiers to the IQs of German childrehdagd by white US soldiers and
found no meaningful difference.

The relationship between skin color and IQ amorghd and the absence of a
relationship between other indicators of white atigeand IQ among blacks suggest

vitamin D deficiency as a possible contributorhiie tQ gap. The importance of



mother’s race with respect to 1Q suggests the ptilperiod as a period in which a

vitamin D deficiency may influence later intelligen

Race and Vitamin D

The most important source of vitamin D is synthasithe skin using
ultraviolet radiation from the sun (Bodnar et aD07). Skin pigment absorbs the
necessary radiation and can drastically reducéhegig of vitamin D in the skin.

White and black mothers differ in the nutritionaveonment they provide
their fetuses and breastfed infants. White wonwseretnigher levels of vitamin D and
lower vitamin D deficiency rates. Breast milk cains low amounts of vitamin D and
breast milk vitamin D levels are correlated withtemaal vitamin D levels (Specker,
1994). Infant vitamin D levels correlate with tleasf the mother for the first 8 weeks
following birth. After the first 8 weeks, vitamid levels are primarily determined by
exposure to sunlight. Specker speculated thanhfants with limited sunlight
exposure, breast milk vitamin D levels may be apartant determinant of the
vitamin D level of the infants, noting that infanthio have little exposure to sunlight
and who have mothers with low vitamin D levels htwehighest risk of developing
rickets, a condition that can be caused by a vitdindeficiency.

Nesby-O’Dell et al. (2002) noted that “recent reépaf rickets among African
American children drew renewed attention to thaminh D status of those infants and
their mothers.” Using data from the National Heahd Nutrition Examination
Survey, they found that black women of child-begage have a vitamin D
deficiency rate (25(OH)D concentrations87.5 nmol/L) of about 42%, while white
women of child-bearing age have a vitamin D deficierate of about 4%. Those
black women consuming the Institute of Medicineggsléquate intake” of vitamin D

from supplements (200 IU per day) still experienggdmin D deficiency at a rate of

10



about 28%.

Examining a sample of women in the Pittsburg aBeanar et al. (2007)
found vitamin D deficiency in about 29% of blackmen and 5% of white women.
About 46% of black neonates were found to be vitabhideficient and about 10% of

white neonates were found to be vitamin D deficient

Vitamin D and the Brain

The importance of vitamin D was first recognizetbait was discovered early
in the twentieth century to prevent rickets (Graxfid Gropper, 2000). Vitamin D has
since been discovered to play a number of othesrahcluding immune system
regulation and the regulation of cell development differentiation (DeLuca, 2008;
Groff and Gropper, 2000).

A growing body of evidence indicates that vitamimpRys a role in brain
development and function (Garcion et al, 2002; KHland Tuohimaa, 2007;
McGrath et al, 2004). The nuclear vitamin D reoef present in both neurons and
glial cells (Eyles et al, 2005; Garcion et al, 2D0%itamin D regulates the synthesis
of nerve growth factor and other neurotrophins (Breet al, 2003; Eyles et al, 2003;
Garcion, 2002). A transient prenatal vitamin Diciehcy in rats has been shown to
change the shape of the brain at birth (Eyles,&043) and alter the expression of
genes in the adult brain (Eyles et al, 2007).

Vitamin D deficiency has been implicated in sevérain disorders in
humans, including multiple sclerosis (Cantorna,@0ayes, 2000), schizophrenia
(Mackay-Sim et al, 2004; McGrath et al, 2004) aatisan (Cannell, 2008; Waldman
et al, 2008). As with most evidence concerningrtie of vitamin D in humans,
evidence linking vitamin D to these brain disordeas primarily been provided by

observational studies (Grant, 2009).
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Multiple sclerosis is an autoimmune disease ottmdral nervous system. A
variety of evidence links multiple sclerosis toawitin D deficiency (Cantorna, 2008;
Hayes, 2000). Multiple sclerosis patients typicatkhibit vitamin D deficiency
(Hayes, 2000). The disease is most prevalentieasathat receive low levels of
ultraviolet radiation during the winter and migaatito or from such areas appears to
change the risk of developing multiple sclerosisdiis and Sadovnick, 1994).
Moving prior to puberty appears to have a largéatfon the risk of developing the
disease (Cantorna, 2008). In an animal model dfiphelsclerosis, vitamin D was
shown to inhibit the progress of the disease (Ha3@80).

Schizophrenia is a brain disorder typically chagazed by disturbed thought
processes and a distorted perception of realityarety of evidence links
schizophrenia to vitamin D deficiency (Mackay-Sitrak 2004). Those born to
mothers with very low vitamin D levels have a highek of developing the disorder
(Mackay-Sim et al, 2004; McGrath et al, 2003). Tisk of developing schizophrenia
varies with season of birth, with those born dutimg winter and spring facing a
higher risk (Torrey et al, 1997). McGrath et @@2) found a lower risk of
developing schizophrenia among males who receiwathain D supplement during
the first year after birth. In rats, a prenataéamin D deficiency has been shown to
lead to a behavioral alteration that is a key femtf several animal models of
schizophrenia (O’Loan et al, 2007).

Autism is brain disorder typically characterizedimpaired communication
and social interaction. Some evidence links autsmtamin D deficiency (Cannell,
2008). Autism is more common in areas where exgosuultraviolet radiation is
limited, such as urban areas and areas that reloswevels of ultraviolet radiation
during the winter (Cannell, 2008). Children wheelil in areas that experienced high

levels of precipitation during the first three y®after the children were born were
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found to have a higher risk of developing autisma(ilthan et al, 2008).

Race, Intelligence and Vitamin D

If vitamin D plays a role in brain development, heevitamin D deficiency
early in life could adversely affect later inteigce. In rats, a transient prenatal
vitamin D deficiency decreases later exploratiothefenvironment (Becker et al,
2005). In humans, exploration of the environmeat & strong positive relationship
with intelligence (Raine et al, 2002).

In a section on the implications for human heaftevadence linking vitamin
D status to brain development, O’Loan et al. (20@ated the high rates of vitamin D
deficiency in black women of reproductive age amgigested that intervention after
birth to increase vitamin D levels may prevent s@ueerse health outcomes for
children born to those mothers. Cannell (2008) alsted racial disparities in vitamin
D levels and suggested that higher rates of mildtateetardation in black children

than in white children may be the result of insti#éfnt vitamin D.

Data and Methods

Data directly relating perinatal vitamin D statadQ later in life are not
known to be available. The determinants of vitabistatus are well-understood,
however. It is therefore possible to use avadlal@ta as a means of indirectly
exploring the relationship between a perinatalmitaD deficiency and later
intelligence.

Four tests of the importance of vitamin D levelsrieonates with respect to
later 1Q are described below. The tests were cctiedwsing data from the National
Longitudinal Survey of Youth 1979 (NLSY79) and tieSY79 Children and Young

Adults Survey.
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The NLSY79 collects data on a sample of 12,686 amehwomen who were
between the ages of 14 and 22 when first intervieivel 979. A wide range of data
are collected for the study participants, includmigrmation about income and
education as well as scores on the Armed Serviceatibnal Aptitude Battery
(ASVAB), which in 1980 was administered to neailystudy participants.

The NLSY79 Children and Young Adults Survey coléeiciformation on
children born to the NLSY79 women. Data colleaterlude prenatal health practices
and infant feeding practices. The Peabody Picfmeabulary Test (PPVT) and
Peabody Individual Achievement Tests (PIATs) arasaeements of intelligence

administered to the children in the sample.

Summary Statistics

Scores on some subsections of the ASVAB can be io@tilo create a
measure of intelligence, the Armed Forces QualtificaTest (AFQT) score. The
1989 scoring scheme as described in Herrnsteilvumchy (1994) will be used here.
Under this scheme, the basis for comparison isettfie standardized verbal
composite score plus the standardized arithmedisor@ng score plus the standardized
math knowledge score. For a discussion of the ABQFe as a measure of
intelligence, see Herrnstein and Murray (1994).

The sample includes 6,351 children born to 2,8@@rmint mothers. The
children were born between 1970 and 2000. ThedeigaBicture Vocabulary Test
(PPVT) and Peabody Individual Achievement Testa{R) were administered
repeatedly beginning in 1986 to assess spoken utargand mathematical and
reading ability. The PPVT was administered todreh age three and older; the
criteria for eligibility for the administration aghe PPVT varied with survey year. The

PIATs were administered to children age five ardknl Beginning in 1994, an

14



interview replaced the child assessments for adelds age 15 years and older. For
more information, see the NLS Handbook, 2005 (Bui&fd_abor Statistics, 2005).

The intelligence of these children was measurediphelitimes. In order to
make use of all of the available data, each unaqumebination of child, year and test is
a potential observation in the tables below anthéanalysis that follows. These
observations are not independent, so the standand ¢or the coefficients presented
below will be calculated using the robust estimatiowill be assumed that
observations of children born to different mothfersn independent “clusters” of
observations. In these data there are 2,866 ngtbeithere are a total of 2,866
independent clusters of observations.

Three observations with 1Q equal to zero are inetlich the analysis. The
next-smallest IQ value is 19; excluding those oletons with IQ equal to zero had a
negligible effect on the results presented below.

For some observations, the recorded values for enstljears of education,
weeks of age at which infant formula was introduaed weeks of age at which cow’s
milk was introduced were so high as to be invahdse values were treated as
missing. The questions used to construct the agaiah formula was introduced and
the age at which cow’s milk was introduced wereasked after 1990.

A child’s mother was classified as black if the hreats sole racial or ethnic
origin or self-identified primary racial or ethracigin is black or if a self-identified
primary racial or ethnic origin is not specifieddaine respondent chose black as one
of the groups to describe her racial or ethniciorigh child’s mother was classified as
white if the mother’s sole racial or ethnic originself-identified primary racial or
ethnic origin is a European country or if self-itlBad primary racial or ethnic origin
is not specified, the mother chose a European cpastone of the groups to describe

her racial or ethnic origin and the mother did clodbose black as a group to describe
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her racial or ethnic origin. Only observationsdrich the child’s mother is classified
as white or black are included in the summariesus®sd to conduct the tests
discussed below.

In the tables below and the analysis that followarital status, prenatal
vitamin use, smoking during pregnancy, breastfegdow birth weight, urban
residence and region of residence are described uslicator variables. In each
case, the indicator variable takes on a value efibthe observation falls into the
category named and zero otherwise.

Table 1-1 summarizes the characteristics of themisions corresponding to
white mothers and Table 1-2 summarizes the charsiits of the observations
corresponding to black mothers. About 55% of theeovations summarized in

Tables 1-1 and 1-2 correspond to white mothers.

Table 1-1
Selected Summary Statistics for Observations Cporeding to White Mothers
Variables Obs. Means  Std. Devs.

1Qmiity 39993 104.68 14.57
prenatal vitamin 34477 0.96 0.20
breastfed 38115 0.58 0.49
age breastfeeding endduvks) 20885 21.97 22.07
age infant formula introducedwks) 25860 5.13 8.85
mother’s family income in year before bijrth 36396 40387.96 88162.23
married 39993 0.76 0.42
mother's AFQT scofe 38547 201.60 32.36
mother’s age at birth of child 39993 25.28 4.88
mother’s education before birth of child 35486 12.87 2.27
child’s age when mother returned to wiofikks) 36590 84.38 152.01
low birth weight 37956 0.06 0.24
urban 39921 0.77 0.42

Notes: Table 1-1 summarizes data from the Natiboagitudinal Survey 1979 (NLSY79) and NLSY79 Chédrand Young Adults
Survey. Each unique combination of child, year Ehdiest was a potential observation in this talilaese observations represented
3,669 children born to 1,761 mothers. Subscripdicate the dimensions with which the variableyvéarhe subscriptindexes
children,mindexes mothers,indexes tests angdindexes year. The variablpgenatal vitamin breastfed low birth weight married
andurban are indicator variables that take on a value @fibthey describe the observation and zero otlswiThe variabl®w birth
weight takes on a value of one if the child weighed tess 5.5 pounds and zero otherwise. Other vasahk will be included in the
analysis that follows describe the child's birtesr the age at which cow's milk was introduced thedmother's birth year. The
analysis that follows will also include indicataanables for smoking while pregnant and a set dicator variables describing the
mother's region of residence in the year the alidd born. Region of residence will be describedgumdicator variables for
residence in the northeastern, north central, onthnd western regions of the United States.
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Table 1-2
Selected Summary Statistics for Observations Cporeding to Black Mothers

Variables Obs. Means Std. Devs.
1Qmiity 32844 94.13 16.19
prenatal vitamin 25994 0.94 0.24
breastfed 31325 0.22 0.41
age breastfeeding endduvks) 6091 16.64 18.15
age infant formula introducedwks) 26347 1.98 6.02
mother’s family income in year before birth 27339 19029.82 57674.77
married 32844 0.28 0.45
mother's AFQT scope 31926 158.26 28.09
mother’s age at birth of chijd 32844 23.06 4,92
mother’s education before birth of child 26141 11.92 1.97
child’s age when mother returned to wofkks) 28404 117.27 178.11
low birth weight 31123 0.12 0.33
urban 32797 0.80 0.40

Notes: Table 1-2 summarizes data from the Natiboagitudinal Survey 1979 (NLSY79) and NLSY79 Chédrand Young Adults
Survey. Each unique combination of child, year Ehdiest was a potential observation in this talilaese observations represented
2,682 children born to 1,105 mothers. Subscripd&ate the dimensions with which the variableyvarhe subscriptindexes
children,mindexes mothers,indexes tests angdindexes year. The variablpgenatal vitamin breastfed low birth weight married
andurban are indicator variables that take on a value @fibthey describe the observation and zero otlsrwiThe variabl®w birth
weight takes on a value of one if the child weighed tess 5.5 pounds and zero otherwise. Other vasahk will be included in the
analysis that follows describe the child's birtest the age at which cow's milk was introduced thedmother's birth year. The
analysis that follows will also include indicataanables for smoking while pregnant and a set dicator variables describing the
mother's region of residence in the year the alidd born. Region of residence will be describedguimdicator variables for residence
in the northeastern, north central, southern arstexe regions of the United States.

The First Test

A fundamental concern in constructing these tesis tive possibility that the
determinants of vitamin D status may be relatedtter 1Q through mechanisms other
than vitamin D. In order to address this conctrese tests employ what is sometimes
called a “difference-in-differences” estimator.

For example, during the period examined here thoellamd Drug
Administration required that infant formula containleast 40 IU of vitamin D per
100 kcal (Anderson et al., 1982; Fomon, 2001; Mill®©89) while breast milk
typically contains very little vitamin D (Speckd994). Infants experiencing an
extended period of exclusive breastfeeding mayetbes face a higher risk of vitamin

D deficiency than infants introduced to formulais@bter birth. Breastfeeding may
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be related to later intelligence through mechanisther than vitamin D (Anderson et
al., 1999), however, so simply examining the relahip between infant feeding
practices and later intelligence would provide diryited information about the
relationship between a perinatal vitamin D deficieand later intelligence.

Similarly, skin pigmentation is an important deteramt of vitamin D status
and skin pigmentation varies by race. Infants lorblack mothers may therefore
face a higher risk of vitamin D deficiency thanants born to white mothers. Race
may be related to intelligence through mechanistingrahan vitamin D (Nisbett,
2005), however, so simply examining the relatiopsietween race and intelligence
would provide only limited information about thdagonship between a perinatal
vitamin D deficiency and later intelligence.

While the differences in later IQ between breas#ed formula-fed infants
and the differences in IQ between children borwhite mothers and children born to
black mothers may provide limited information abthé relationship between a
perinatal vitamin D deficiency and later intelligen the difference in differences may
be more informative. The first test will estimatbether the difference in intelligence
between breastfed and formula-fed infants is dffiéfor infants born to white
mothers than it is for infants born to black mogheBreastfeeding has a positive
average effect on children’s later IQ scores (Amderet al., 1999). An extended
period of exclusive breastfeeding can result int@win D deficiency for children
born to black mothers, however (Specker, 1994anléarly vitamin D deficiency
decreases later 1Q scores, then one might expatcathextended period of exclusive
breastfeeding will have a less-positive averagecethn the 1Qs of children born to
black mothers than it will have on the 1Qs of chelial born to white mothers. One
implication of this is that one might expect theage 1Qs of the children born to

white and black mothers who began giving theirdreih infant formula in the first
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week after birth to be more similar than the averligs of children whose mothers
introduced infant formula after the first six mos26 weeks).

Coefficients were estimated for the following engat equation.
1Qpiry =8+ &* Whitg, + a* delay+ & whitg delay * f;nr,ﬁ+£m“y

Subscripts indicate the dimensions with which tagables vary. The subscript
indexes childrenmindexes mothers,indexes testsg; indexes year ang, ;, ., €

m,inthy'

are independent fom# m'. The variablelQ is an 1Q score for childof mother

mity
mon testt in yeary. The variablewhite, equals one if the child’s mother is white and
zero if the child’s mother is black. The vector, includes the mother's AFQT
score, the mother’s age when the child was borntlaadnother’s birth year. It also
includes indicator variables describing the chiloi'gh order, the mother’s family
income in the year before the birth year, the mtgheducation level in the year
before the birth year, the mother’s marital statughe birth year, the child’s age in
weeks when the mother returned to work, the chibi'th weight, the mother’s use of
a prenatal vitamin and the mother’'s smoking belrawviale pregnant as well as urban
residence and region of residence in the birth.year

The variabledelay is equal to one if the child was introduced taintf
formula after the first 26 weeks and equal to z&tiee child began formula in the first
week after birth. All other cases are exclude@cdise cow’s milk is fortified with
vitamin D, a small number of cases in which thédchegan cow’s milk before
beginning formula are excluded from this analysihanging the definition oflelay
so that it is equal to one only if both cow’s malkd formula are delayed past the first
26 weeks had a negligible effect on the resultse Variablewhitg, *delay is the

product of white,, and delay .
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If a vitamin D deficiency is contributing to theexage 1Q gap, then one might
expect to calculate a positive value &grthe coefficient onwhite, telay. The
coefficientag measures the difference by race in the differémtereen the 1Q scores
of infants given formula in the first week afterthiand infants introduced to formula

after the first six months.

A Second Test

One potential concern about the first test is ithiatnot known how important
a role the infant formula played in the child’stdi€or the majority of the children
who are both breastfed and given infant formule,gariod in which the child is given
formula overlaps the period of breastfeeding. dyrbe that a given child was fed
formula only rarely, in which case it would likeliyave had little effect on the child’s
vitamin D level.

A different measurement of the effect of an extehpleriod of exclusive
breastfeeding may be obtained by limiting the saneglamined to those children
whose mothers transitioned them from breast millotmula relatively quickly. The
age in weeks of the child at this transition wothien be a good measure of the length
of the period over which the children of black methmay have had low vitamin D
levels.

A test was conducted in which only observationthote children whose
mothers reported the same age in weeks for thd elien the child stopped
breastfeeding as when the child began formula wetaded. If delaying the switch
to formula creates or prolongs a period of vitaideficiency for the children of
black mothers but not for the children of white hrers, one might expect the effect on
IQ of delaying the switch to be more positive floe thildren of white mothers than

for the children of black mothers.
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Coefficients were estimated for the following engat equation.

1Qp i1y =3 +a* whitg + 8* weeks to formyla Ja whjte weeks tarfolg

+a *ﬁ’ln,i' + &ty
Symbols also appearing in the previous empiricabéign have the same definitions
here.

The variableweeks to formul: is the age in weeks of the child when the
mother switched from breast milk to formula. Be@osw’s milk is fortified with
vitamin D, a small number of cases in which the chédan cow’s milk before
beginning formula are excluded from this analyg\Mtering the definition of
weeks to formul so that for observations where cow’s milk was intastubefore
formula and in the same week breastfeeding emaeeks to formuli is equal to the
child’s age at the switch from breast milk to cow’sknhad a negligible effect on the
results. The variablevhite, Weeks to formu] is the product ofwhite, and
weeks to formuli. If a vitamin D deficiency is contributing to theerage IQ gap,
then one might expect to see a positive valuadothe coefficient

onwhite,, * weeks to formuy.

A Third Test

In the previous tests, the difference in vitaminddtent between breast milk
and formula was used to test if a vitamin D defickekamong the children of black
mothers was contributing to the average 1Q gap. Asbeilliscussed further below,
one concern with this sort of test is that breask amd infant formula differ in ways
other than their vitamin D content. As will be dissed further below, a second

concern is that the decision by white mothers abdant feeding practices might not

21



serve as good model for the decision by black mietabout infant feeding practices.
The third test addresses these concerns.

Instead of using the difference in vitamin D conteetween breast milk and
formula, this test uses a potential variation i ¥itamin D content of breast milk
across black mothers. Vitamin D levels change wpligl over time (Davies et al.,
1997; O’Loan et al. 2007). Nesby-O’'Dell et al. (20 reported a deficiency rate of
about 46% for black women of reproductive age whamat use vitamin D
supplements and a deficiency rate of only about idi9those consuming at least 400
IU per day in supplemental vitamin D. All of theepatal vitamins examined in a
1991 study seem to have been labeled to contattlgx®0 IU of vitamin D (Park et
al., 1991; Committee on Dietary Allowances, 1980herefore one might expect the
breast milk of those black mothers who took a pi@natamin to initially have higher
vitamin D levels than the breast milk of those nesshwho did not and the difference
may persist if mothers continue taking the prenmataimin while breastfeeding. There
may therefore be a more positive relationship betwareastfeeding and 1Q for those
children of black mothers who took a prenatal vitathan for those children of black

mothers who did not.

Coefficients were estimated for the following engat equation.

1Q,,i1y =8 +a&* breastfegh g prenatal vitamin Ja breastfed repatal vitamin
+a* M +&

m,ity

The definitions of symbols also appearing in thevpus equations remain the same
with the exception ofnw,, which no longer includes the prenatal vitamin dadir
variables. The variablbreastfed is equal to one if childwas breastfed and zero if

the child was not breastfeghrenatal vitamin is equal to one if the mother of child
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took a prenatal vitamin while pregnant and zeh# did not, and

breastfed* prenatal vitami is the product of those two variables. Only
observations of children born to black mothers tdlused in estimating this
equation. If an early vitamin D deficiency is ciaugslower 1Q scores, one might

expect to see a positive value &ar the coefficient orbreastfed *prenatal vitami.

A Fourth Test

Rickets is a condition affecting bone developmbat tan be caused by a
vitamin D deficiency (Wharton and Bishop, 2003)ickets appeared in northern
Europe following industrialization and urbanizati@hesney, 2003) and urban
residence continues to be associated with a higgleof developing rickets (Bachrach
et al., 1979; Biser-Rohrbaugh and Hadley-MillerD2D Nesby-O’Dell et al. (2002)
report a vitamin D deficiency rate of about 47%tlowse black women of
reproductive age living in urban areas and a daiicy rate of about 36% for those
black women of reproductive age living in ruralase Therefore if an early vitamin
D deficiency decreases later I1Q, one might expeset a less positive relationship
between breastfeeding and 1Q for those childreolatk mothers who live in urban

areas than for those children of black mothers livt&oin rural areas.
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Coefficients were estimated for the following engat equation.

IQ,...y =8 +a* breastfed+ & urbar A breastfed urbart AnE, y
The definitions of symbols also appearing in tstfiwvo empirical equations are the
same as they were for those equations. The vartabbstfed is equal to one if child
I was breastfed and zero if the child was not bfedstirban is equal to one if the
mother of child reported living in an urban area in the year ofchid’s birth or in
latest year preceding the child’s birth for whictalwere available and zero if she
reported living in a rural area, amleastfed urbar is the product of those two
variables. Only observations of children born lkeck mothers will be used in
estimating this equation. If a vitamin D deficigns causing lower IQ scores, one

might expect to see a negative valuedgithe coefficient obreastfed *urbar.

Results
If a vitamin D deficiency is contributing to theexrage 1Q gap, then one might
expect the relationship between breastfeeding @ed IQ to be more positive for
children born to white mothers than for childremrbto black mothers. Figure 1-1

suggests that this is the case.

24



107.0

O -
S 93.1

90.0

IQ
40 60 80

20

Children Born to Black Mothers Children Born to White Mothers

Figure 1-1

Average 1Q and Age at Introduction of Infant Forebly Mother’'s Race

Notes: Figure 1-1 is based on data from the Naliborgitudinal Survey of Youth 1979 (NLSY79) ancetNLSY79 Children
and Young Adults Survey. Each unique combinatibchdd, test and year was a potential observatidhe construction of this
figure. Only observations for which the child wasoduced to formula in either the first week afy@th or more than six
months after birth were used in the constructiothisf figure. These observations represented Z;Bidren born to 1,614
mothers. These included 1,171 children who wera bmwhite mothers and introduced to formula ie finst week after birth,
78 children who were born to white mothers ancbiticed to formula more than six months after bitt640 children who were
born to black mothers and introduced to formulthimfirst week after birth and 26 children who weeen to black mothers and
introduced to formula more than six months aftethbi

A multiple regression analysis demonstrates thaptttern observed in Figure
1-1 continues to hold after controlling for a wideige of potential confounding

variables.
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Table 1-3
Selected Results for the First Test

Variables Coefficients
white,*delay; 8.56**
(3.50)
delay -6.72**
(3.42)
whitey, 2.38***
(0.66)
Observations 33752
R? 0.18

Notes: Table 1-3 reports coefficients from a midtiggression model estimated using data from ttéoNal Longitudinal Survey
of Youth 1979 (NLSY79) and the NLSY79 Children armung Adults Survey. Robust standard errors apanentheses. Standard
errors are adjusted for clustering at the levehother. Each unique combination of child, year Epdiest was a potential
observation in this analysis. Only observationsafbich the child was introduced to formula in eiththe first week after birth or
more than six months after birth were includechis ainalysis. These observations represented 2(G@Ren born to 1,547
mothers. The analysis included 1,110 children wkoe born to white mothers and introduced to foemnlthe first week after
birth, 73 children who were born to white mothemd &ntroduced to formula more than six months afteh, 1,485 children who
were born to black mothers and introduced to foemlthe first week after birth and 24 children where born to black mothers
and introduced to formula more than six months dfieth. The regression equation also includedaiées measuring prenatal
vitamin use, low birth weight, mother's smoking lglpregnant, birth order, child's age when the miotbturned to work, mother's
AFQT score, mother’s family income in the year paiag the birth year, mother's marital status, mgheducation in the year
preceding the birth year, mother's birth year, radshage in the birth year, urban residence irbitile year and region of residence
in the birth year. Income was described usingciatdir variables for income less than $10,000, irebetween $10,000 and
$25,000, income greater than $25,000 and incomsimgis Education was described using indicatorades for no college
education, some college education, four years eserabcollege education and education missing.

*** Statistically different from zero with p<0.01
** Statistically different from zero with p<0.05
* Statistically different from zero with p<0.1

In the first test, the coefficient owhite, delay is a little less than 9 and
statistically significant at the 5% level, indiagggithat, after controlling for a wide
range of potential confounding variables, the IQ gas about 9 points bigger for
those who began formula after the first 26 weeks tlor those who began it
immediately.

If differences by race in vitamin D status aretdbiting to the average 1Q
gap, then one might expect that, among those imfahd were transitioned quickly
from breastfeeding to infant formula, delays inttinansition would be associated with

a larger gap. Figure 1-2 suggests that this isdise.
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Figure 1-2

Average 1Q and Age in Weeks at Transition from Btiseding to Infant Formula by

Mother’'s Race

Notes: Figure 1-2 is based on data from the Natiboagitudinal Survey of Youth 1979 (NLSY79) ancetNLSY79 Children
and Young Adults Survey. Each unique combinatibchdd, test and year was a potential observatidhe construction of this
figure. Only observations of those children whaeveoth given formula and breastfed and who weserted to begin formula
and end breastfeeding at the same age in weeksusedein the construction of this figure. Thelssasvations represented 534
children born to 424 white mothers and 166 childsem to 131 black mothers.

A multiple regression analysis demonstrates thaptttern observed in Figure
1-2 continues to hold after controlling for a wideige of potential confounding

variables.
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Table 1-4
Selected Results for the Second Test

Variables Coefficients
white,*weeks to formula 0.24**
(0.10)
weeks to formula -0.21**
(0.10)
whitey, 0.51
(1.68)
Observations 7740
R? 0.18

Notes: Table 1-4 reports coefficients from a midtiggression model estimated using data from titéoNal Longitudinal Survey
of Youth 1979 (NLSY79) and the NLSY79 Children armung Adults Survey. Robust standard errors apanentheses. Standard
errors are adjusted for clustering at the levehother. Each unique combination of child, year Epdest was a potential
observation in this analysis. Only those childi@nwhom the same age in weeks was reported fantheduction to infant formula
and the end of breastfeeding were included in tiadyais. These observations represented 497 ehildorn to 397 white mothers
and 161 children born to 126 black mothers. Tigeassion equation also included variables measpriegatal vitamin use, low
birth weight, mother's smoking while pregnant,tbistder, child's age when the mother returned tkwaother's AFQT score,
mother’s family income in the year preceding th#hbyear, mother's marital status, mother's edocati the year preceding the
birth year, mother's birth year, mother's age étiiith year, urban residence in the birth yearragibn of residence in the birth
year. Income was described using indicator vaegbdr income less than $10,000, income betweef082Gnd $25,000, income
greater than $25,000 and income missing. Educataandescribed using indicator variables for néegel education, some college
education, four years or more of college educadinth education missing.

*** Statistically different from zero with p<0.01
** Statistically different from zero with p<0.05
* Statistically different from zero with p<0.1

In the second test, the coefficient aite, weéeks to formu] is about 0.24
and statistically significant at the 5% level, icating that, after controlling for a wide
range of potential confounding variables, each welite and black mothers delay
the switch from breast milk to formula is assoaiatgth an increase in the average 1Q
gap between their children of about a quarter afapoint.

If differences by race in vitamin D status are citmiting to the average 1Q
gap, then one might expect that among children tmhiack mothers the relationship
between breastfeeding and later IQ would be moséipe when the mother used a

prenatal vitamin. Figure 1-3 suggests that thtkéscase.
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Average 1Q and Breastfeeding by Prenatal Vitamia Bisiong Children Born to

Black Mothers

Notes: Figure 1-3 is based on data from the Naliborgitudinal Survey of Youth 1979 (NLSY79) ancetNLSY79 Children
and Young Adults Survey. Each unique combinatibchdd, test and year was a potential observatidhe construction of this
figure. Only observations corresponding to thédehn of black mothers were used in the constraatitthis figure. These
observations represented 2,002 children born t861n@others. These included 479 children who wesadifed and whose
mothers used prenatal vitamins, 16 children wheveeastfed and whose mothers did not use prentgalins, 1,399 children
who were not breastfed and whose mothers usedtpfeftamins and 108 children who were not breastied whose mothers
did not use prenatal vitamins.

A multiple regression analysis demonstrates thaptttern observed in Figure
1-3 continues to hold after controlling for a widege of potential confounding

variables.
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Table 1-5
Selected Results for the Third Test

Variables Coefficients
breastfegrprenatal vitamin 6.30**
(2.60)
prenatal vitamin -0.94
(0.98)
breastfed -5.30**
(2.54)
Observations 24373
R? 0.11

Notes: Table 1-5 reports coefficients from a midtiggression model estimated using data from titéoNal Longitudinal Survey

of Youth 1979 (NLSY79) and the NLSY79 Children aroung Adults Survey. Robust standard errors apanentheses. Standard
errors are adjusted for clustering at the levehother. Each unique combination of child, year Epdest was a potential
observation in this analysis. Only observationsesponding to the children of black mothers wenduided in this analysis. These
observations represented 1,936 children born t85l@others. The analysis included 459 children whaee breastfed and whose
mothers used prenatal vitamins, 13 children wheveeastfed and whose mothers did not use prentalins, 1,359 children

who were not breastfed and whose mothers usedtpfefitamins and 105 children who were not breastfied whose mothers did
not use prenatal vitamins. Subscripts indicatedtheensions with which the variables vary. Onlggé children born to black
mothers were included in the analysis. The regressjuation also included variables measuringboth weight, mother's
smoking while pregnant, birth order, child's ageewithe mother returned to work, mother's AFQT saoi@her’s family income in
the year preceding the birth year, mother's mastatlis, mother's education in the year precetiiadirth year, mother's birth year,
mother's age in the birth year, urban residentledrbirth year and region of residence in the hjghr Income was described using
indicator variables for income less than $10,0060ime between $10,000 and $25,000, income gréeter$25,000 and income
missing. Education was described using indicadmiables for no college education, some collegeatilon, four years or more of
college education and education missing.

*** Statistically different from zero with p<0.01
** Statistically different from zero with p<0.05
* Statistically different from zero with p<0.1

In the third test, the coefficient direastfed prenatal vitami is around 6
and statistically significant at the 5% level, icaling that breastfeeding is associated
with higher 1Qs for those children whose black neoghtook a prenatal vitamin than
for those whose black mothers who did not.

When the third test is repeated for the childrewbite mothers, the
coefficient onbreastfed * prenatal vitami is calculated to be near zero and not
statistically significant. This is what one wowgpect if the coefficient on
breastfed* prenatal vitami for the children of black mothers is driven byigmin

D deficiency not prevalent among the children oftesimothers.
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If differences by race in vitamin D status are citwiting to the average 1Q
gap, then one might expect that among children tmbitack mothers the relationship
between breastfeeding and later 1Q would be lesgip® when the mother resided in
an urban area. Figure 1-4 shows the relationskiyvden breastfeeding and later 1Q

separately for those children born to black motlignsg in rural and urban areas.
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Figure 1-4
Average 1Q and Breastfeeding by Urban Residencergnthildren Born to Black

Mothers

Notes: Figure 1-4 is based on data from the Naliborgitudinal Survey of Youth 1979 (NLSY79) ancetNLSY79 Children
and Young Adults Survey. Each unique combinatibchdd, test and year was a potential observatidhe construction of this
figure. Only observations corresponding to thédehn of black mothers were used in the constraatithis figure. These
observations represented 2,541 children born t@6l@others. These included 502 children who wesadifed and whose
mothers lived in an urban area in the birth yedrchildren who were breastfed and whose motheesl lim a rural area in the
birth year, 1,532 children who were not breastfed whose mothers lived in an urban area in thé lpgair and 433 children who
were not breastfed and whose mothers lived inal ewea in the birth year.
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In Figure 1-4, differences in IQ by breastfeedipgear to be similar for
mothers living within urban areas and mothers gvoutside urban areas. A multiple
regression analysis demonstrates that the patbe#reed in Figure 1-4 continues to

hold after controlling for a wide range of potehttanfounding variables.

Table 1-6
Selected Results for the Fourth Test
Variables Coefficients
breastfe¢gcurban; -0.45
(1.83)
urban 0.90
(0.69)
breastfed 1.07
(1.72)
Observations 30363
R? 0.11

Notes: Table 1-6 reports coefficients from a midtiggression model estimated using data from titéoNal Longitudinal Survey

of Youth 1979 (NLSY79) and the NLSY79 Children armung Adults Survey. Robust standard errors apanentheses. Standard
errors are adjusted for clustering at the levehother. Each unique combination of child, year Epdiest was a potential
observation in this analysis. Only observationse=sponding to the children of black mothers warduded in this analysis. These
observations represented 2,455 children born t831r@others. The analysis included 478 children whace breastfed and whose
mothers lived in an urban area in the birth yearghildren who were breastfed and whose motheesl lim a rural area in the birth
year, 1,482 children who were not breastfed andsetmothers lived in an urban area in the birth gear422 children who were
not breastfed and whose mothers lived in a ruesd ar the birth year. Subscripts indicate the disiens with which the variables
vary. The regression equation also included visaimeasuring prenatal vitamin use, low birth weigiother's smoking while
pregnant, birth order, child's age when the matéterrned to work, mother's AFQT score, mother’sifaincome in the year
preceding the birth year, mother's marital statusther's education in the year preceding the li#r, mother's birth year, mother's
age in the birth year and region of residence éniinth year. Income was described using indiceaoiables for income less than
$10,000, income between $10,000 and $25,000, ingpeser than $25,000 and income missing. Edutatas described using
indicator variables for no college education, saoiéege education, four years or more of collegecation and education missing.

*** Statistically different from zero with p<0.01
** Statistically different from zero with p<0.05
* Statistically different from zero with p<0.1
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In the fourth test, the coefficient dreastfed udrbar is negative but near
zero and not statistically significant.

The difference in vitamin D deficiency rates betwééack women living in
urban areas and black women living in rural aredsss than a third of the size of the
difference in deficiency rates between black woraet white women and it is also
less than a third of the size of the differencdeficiency rates between black women
who take 400 IU per day in supplemental vitaminrd ¢hose who take none. The
small and statistically insignificant coefficient dreastfed* urbgr may indicate that
the difference in vitamin D status between blacknga living in urban areas and
black women living in rural areas is not sufficigrirge to identify a relationship
between early vitamin D deficiency and later IQngsihese data.

The results of the third test give rise to a ndtgueestion. Would the patterns
observed in the first two tests hold if only thddack mothers who took a prenatal
vitamin were considered?

In these data, observations for which the mothbtask, breastfed her child
and did not take a prenatal vitamin are few, andtrobthese observations do not
qualify for the first two tests. The third regriessincludes only 176 observations
representing 12 children of 12 different motherewelthe mother was black,
breastfed and did not take a prenatal vitamin. oAthe black mothers who delayed
the introduction of formula for six months also kaoprenatal vitamin. There was
only one child in these data who was born to akbhaother, was switched from
breastfeeding to formula in a week and whose matlienot take a prenatal vitamin.
Omitting observations corresponding to that chad la negligible effect on the results
of the second test. Therefore the results predent€ables 1-3 and 1-4 are driven by
observations of children whose mothers took a pa¢raamin.

It is not surprising that those patterns would Holdmothers who took a
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prenatal vitamin. First, taking a prenatal vitamiay not be sufficient to eliminate a
vitamin D deficiency for black mothers (Nesby-O’Def al., 2002). Second, the
effect of the prenatal vitamin on the mother’'s mia D level would fade if the mother
quit taking the vitamin (Davies et al., 1997; O’lnoat al. 2007).

An interesting result from the third test is theadimand statistically
insignificant coefficient on the variable indicajithe mother’s use of a prenatal
vitamin. Similar results were observed for theeottihree regressions as well. This
may indicate that either vitamin D status is m@&levant in the period following birth
than in the period preceding it or that the de@fegeficiency necessary to influence
IQ is rarely reached by mothers but occurs morenaift neonates, which would be
consistent with the higher vitamin D deficiencyesbbserved in black neonates than

observed in pregnant black women by Bodnar e280D7).

Concerns and Limitations

The empirical analysis presented here is constldiyeseveral limitations.
First, vitamin D status was not measured direatly ih was therefore necessary to use
the determinants of vitamin D status to indireetkplore the relationship between a
perinatal vitamin D deficiency and later 1Q. Sedpsome key groups were not well-
represented in these data. Third, the determiradntsamin D status may be related
to later intelligence through mechanisms other thtamin D. Fourth, the
relationship between infant feeding practices aerlQ may be confounded by
correlations between infant feeding practices ambgerved characteristics of
mothers and children.

One limitation of the first and third tests is $raall number of independent
clusters of observations for key groups. With eespo the first test, there were only

17 independent clusters of observations repreggeanhitdren of black mothers to
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whom formula was introduced after six months. Waébpect to the third test, there
were only 12 independent clusters of observatiepsasenting children of black
mothers who were breastfed and whose mothers dithke a prenatal vitamin while
pregnant. This issue is less of a concern fosdw®nd and the fourth tests. In the
second test, there were 126 independent clusterssairvations for children of black
mothers whose mothers reported the same age fohiloeat the end of breastfeeding
and the beginning of formula feeding. In the fousdst, there were 56 independent
clusters of observations for the children of blawbthers who lived in rural areas and
breastfed and 289 independent clusters of obsengtor the children of black
mothers who lived in urban areas and breastfed.

The first two tests show that the relationship lestwa delay in the
introduction of infant formula and later IQ is difent for children born to black
mothers and children born to white mothers. Anof@ential concern is that this
could be a result of racial differences in the liéshef breast milk with respect to
intelligence. In particular, Caspi et al. (2007¢gent evidence that the benefits of
breastfeeding with respect to IQ may vary with gengifferences in long-chain
polyunsaturated fatty acid (LC-PUFA) metabolisnre&st milk contains LC-PUFAs
not typically found in infant formula during thenped examined here.

The evidence presented in Tables 1-3 and 1-4 ensistent with this
explanation. For concreteness, the results ofitstetest will be discussed in detail.
The results of Caspi et al. suggest that the poesehthe relevant LC-PUFAs in
breast milk can only increase later 1Q. If gendifterences in LC-PUFA metabolism
are driving the results of the first test, it mhetbecause breastfeeding has a weakly
positive effect for the children of black motherg bas an even more positive effect
for the children of white mothers. This would thresult in a greater average 1Q gap

among infants to whom formula was introduced &fterfirst six months than among
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infants who began formula immediately. In contrédstitamin D deficiency is
driving the results of the first test, then it niagythat delaying the introduction of
formula actually decreases the 1Qs of childrenlatlk mothers.

The coefficient ondelay is the difference in 1Q between the children afdi
mothers to whom formula was introduced after th& 8ix months and the children of
black mothers who were introduced to formula inftret week after birth. It is close
to negative 7 and statistically significant at 896 level, indicating that most of the
increase in the 1Q gap associated with a delalganrtroduction of formula is because
of lower 1Qs for the children of black mothers witelay the introduction of formula.
This allows us to reject differences in LC-PUFA almilism as the sole explanation
for these results.

A similar exercise can be conducted with respettécsecond test. In that
case, the coefficient oweeks to formuli is the effect of delaying the switch for the
children of black mothers. Again, it is negativelatatistically significant at the 5%
level.

Differences by race in LC-PUFA metabolism cleaibyic not explain the
results of the third test as that test is based comparison among the children of
black mothers.

Another potential concern is that vitamin D is tie only micronutrient found
in both prenatal vitamins and infant formula. Tasts used here have little power to
distinguish between these micronutrients. Howeteeexplain these results there
must be a large racial discrepancy in deficiengglefor the relevant micronutrient,
suggesting vitamin D. Furthermore, recall thaséhtests were motivated in part by a
correlation between skin color and IQ among blaggenetic variation in skin
pigmentation creates variation in vitamin D levatgelated to diet, so this might be

considered further evidence in favor of vitamin tlae relevant micronutrient.
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Another potential concern is that infant feedinggbices are in many cases
chosen by mothers and therefore the associatianebe infant feeding practices and
later IQ may be influenced by the underlying chagastics of mothers that are
correlated with their choices. In each of thesgedtove, this concern was addressed in
two ways. First, a wide array of control variablesre included in the regression
equations. The inclusion of these control varigple a first order approximation,
removes their effects on both breastfeeding an@fa@ene, 2003). Second, if the
infant feeding decisions that the groups of motivakided in the tests above faced
are similar, one might expect the difference-ifedé#nces estimator employed here to
limit any bias as a result of the correlation oblbserved characteristics with infant
feeding practices. The mothers who make similarsittns may tend to resemble
each other in the unobserved dimensions.

The usefulness of the difference-in-differencesrestor will be more limited
if the relationship between unobserved charactesisind infant feeding practices is
very different for the two groups. It is possibbeuse the data to explore whether the
relationships between infant feeding practicesthedcharacteristics of the mothers
are different.

One way to explore this possibility is to regredamt feeding practices on the
observed characteristics of mothers and those wideharacteristics interacted with
an indicator variable denoting the mother’s gro@gnificant differences by group in
the relationship between observed characteristiddeeding behavior may indicate
that unobserved characteristics differ by groupek.

One pattern that emerges in such an analysisti®kaek women with four
years of college education or more are less lik@lyreastfeed for an extended period
of time than white women with the same educatidrthile differences in education

are accounted for in the multiple regression amslyisese differences may indicate
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that the relationships between infant feeding prastand unobserved characteristics
differ by race.

Note, however, that controlling for a wide rangegofential confounding
variables, including mother’s intelligence, margédtus, education and income, as
well as the age of the child when the mother retdro work, did little to alter the
patterns observed in Figures 1-1 and 1-2. Thigestg that confounding variables are
not driving the patterns observed in Figures 1-d &2 and in Tables 1-3 and 1-4.
Differences by race in the relationship betweenuth@served characteristics of
mothers and infant feeding practices clearly cawdtlexplain the results of the third
test as that test is based on a comparison amenghtliren of black mothers.

Another potential concern is that the empiricalaguns used in the first two
tests assume that the relationship between 1Q amiiat variables such as income and
education is the same for the children of blackhart and the children of white
mothers. To test this assumption, for each observé) was predicted based on the
race of the mother, the control variables usethénfirst two tests, and race interacted
with those control variables. The coefficientstba interaction terms were then
jointly tested for statistical significance. Thgplothesis that the coefficients on the
interaction terms were all equal to zero couldb®tejected, suggesting that this
assumption is not a problem.

Because of the limitations of the data analyzae htbe results presented here
may be the product of coincidence. Further stodgonfirm a relationship between
neonatal vitamin D deficiency and later 1Q mightlude experiments; experimental
data could have several advantages over the olegraladata analyzed here. While
there are ethical concerns associated with creattagnin D deficiencies in neonates,
experimental study could nevertheless be condumtetbr example, randomly

assigning neonate vitamin D supplementation praonagiforts. A similar technique
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has been used to study the relationship betweeastheeding and later intelligence in
a primarily-white population (Kramer et al., 2008).

While the results presented above suggest a latgengntal effect of early
vitamin D deficiency on later IQ, vitamin D deficeies brought about by extended
periods of exclusive breastfeeding cannot explagnentirety of the average 1Q gap;
less than one third of the children of black maghiarthe United States are ever
breastfed (Forste et al., 2001). Note also thegehresults do not explain the global
patterns in 1Q described by Rushton and Jensorb§26Qch patterns are beyond the

scope of this paper.

Discussion

Developing a better understanding of the sourcéseolverage IQ gap is one
of the most important issues in the social scien&ores on intelligence tests are
correlated with many important life outcomes, intthg academic performance and
job performance. Differences by race in life omes are closely related to
differences in 1Q. Developing a better understagdif the sources of the average 1Q
gap is an important step in understanding and aduhg racial differences in life
outcomes.

Gottfredson (1997) asserted that intelligencehs ‘thost powerful single
predictor of overall job performance” (p. 83). Bkr et al. (1996) reported that the
correlation between children’s 1Q and grades iuaBdb0 and the “relationship
between test scores and school performance sedmsutoquitous” (p. 81). They
reported that the correlation between 1Q and tg#als of education is about 0.55,
stating that “test scores are the best single pt@dof an individual’s years of
education” (p. 82).

Herrnstein and Murray (1994) used data from the XIS5to argue for
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relationships between intelligence and life outcermgch as poverty, unemployment,
marriage, divorce, the bearing of children out@iflenarriage and crime. They went
on to argue that many observed inequalities inageetife outcomes between whites
and blacks are due in part to differences in avenatglligence. Jencks and Phillips

(1998) argued that

... if racial equality is America’s goal, reducingethlack-white test
score gap would probably do more to promote tha an any other
strategy that commands broad political supportduRag the test
score gap is probably both necessary and suffiboergubstantially
reducing racial inequality in educational attainmamd earnings.
Changes in education and earnings would in turp tegluce racial
differences in crime, health, and family structakhough we do not

know how large these effects would be. (pp. 3-4)

If it should be the case that the average IQ gaiésin part to racial
differences in perinatal vitamin D status, therodipn of the gap could be eliminated
simply and cheaply through following the currerdaemendations of the American
Academy of Pediatrics. In order to prevent rickatd vitamin D deficiency, the
American Academy of Pediatrics recommends vitamsupplementation for
breastfed infants beginning within the first fewygafter birth (Wagner et al., 2008).

The hypothesis that racial differences in perinataimin D status are
contributing to the average 1Q gap has importaniadamplications, is biologically
plausible, provides a parsimonious explanatiorpferiously documented empirical
regularities, yields testable predictions and satgya simple and cheap method of

reducing the average 1Q gap. Although the hypashesonsistent with the empirical
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regularities documented here, the link betweempéal vitamin D status and later 1Q
remains tenuous. Considering the importance oéatteeage 1Q gap and the attractive
features of this hypothesis, further research isanted.

The potential contribution of genetic differenceghie average 1Q gap is a
controversial topic; this may be in part due taaasumption that attributing any part
of the average 1Q gap to genetic differences isvadgnt to claiming that the gap
cannot be eliminated. Further study may fail tofoen a relationship between
vitamin D status and later 1Q; nevertheless, thrg pessibility illustrates the
difference between attributing some portion ofdgle to genetic differences and

claiming that the gap must be accepted.
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CHAPTER 2

INTELLIGENCE AND EXPERIMENTATION WITH RECREATIONALDRUGS

Introduction

Intelligence is positively related to health (Aadd Sidhu, 2005; Gottfredson
and Deary, 2004). It has been argued that thegiogiship is driven in part by
differences in the use of recreational drugs (Bettgl., 2006; Gottfredson, 2004).
Several researchers have presented evidence thiigance is negatively related to
the probability of abusing alcohol or smoking (Badt al., 2006; Kenkel et al., 2006;
Heckman et al., 2006; Sander, 1999; Taylor e2803; Wilmoth, 2010).

Despite this evidence, it will be argued here thate intelligent people are
more likely to have experimented with recreatiairalgs. More intelligent people
tend to value novelty more highly (Fagan, 1984 nRaat al., 2002; Zuckerman 1994).
Those who value novel experiences more highly areeriikely to experiment with
recreational drugs as adolescents and young gduitkerman 1994). Using data
from a national survey, it will be shown that maortelligent people are more likely to
have experimented with alcohol, marijuana, cocame other commonly used
recreational drugs.

The remainder of this paper is organized as folloWse first section reviews
the literature on intelligence and the use of rato@al drugs. The second section
describes the data and methods that will be useglore the relationship between
intelligence and experimentation with recreatiaralgs. The third section presents
the results of the statistical analysis. The fogedction discusses those results and

concludes.
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Intelligence and Recreational Drugs

Scores on tests of different types of reasoninghowledge are often highly
correlated with one another (Neisser et al., 1996)s assumed here that these
positive correlations arise because such scorkestef single underlying personal
characteristic that will be referred to as intedhge.

Intelligence defined in this way is positively redd to health (Auld and Sidhu,
2005; Gottfredson and Deary, 2004). The use otetons drugs contributes to about
25% of all deaths (Mokdad et al., 2004). It hasrbargued that the relationship
between intelligence and health is driven in pgrdifferences in the use of
recreational drugs (Batty et al., 2006; Gottfred1304).

Several researchers have presented evidence thatmlligent people are
less likely to smoke (Kenkel et al., 2006; Hecknegal., 2006; Taylor et al., 2003).
Evidence concerning the relationship between igestice and alcohol abuse is mixed,
with researchers reporting evidence of a positBegty et al., 2008; Hatch et al.,
2007), a negative (Batty et al., 2006; Clark anddtdon, 1975; Sander, 1999) and a
null (Kubicka et al., 2001; Mortensen et al., 200&nnberg et al., 2002) relationship.
Wilmoth (2010) argued that these mixed resultsebesause the relationship
between intelligence and alcohol abuse changesagith

Although more intelligent people may be less likielyabuse alcohol or smoke
cigarettes, it may nevertheless be the case thag milligent people are more likely
to have experimented with alcohol, cigarettes ahdraecreational drugs.

One important motivation for experimentation witbadnol and other
recreational drugs may be the desire for novel egpees. The most widely studied
instrument used to measure the desire for novedréces is Zuckerman’s Sensation
Seeking Scale (SSS; Zuckerman et al., 1964; Zuckerd994). Zuckerman (1994)

defined sensation seeking as “a trait defined bys#eking of varied, novel, complex,
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and intense sensations and experiences, and tivegwass to take physical, social,
legal and financial risks for the sake of such egmee” (p. 27).

Zuckerman (1994) reviewed dozens of studies inigligahat those with SSS
scores that reflect a higher value for novel exgreres are more likely to experiment
with recreational drugs as adolescents and younlgsadThe SSS includes a small
number of questions about experimentation with sirbgt excluding those questions
from the SSS had little effect on the pattern oleser

The value placed on novelty is positively relateduture intelligence in
infants (Fagan, 1984) and young children (Raired.e2002). More intelligent people
tend to have SSS scores that indicate they valuel maperiences more highly
(Zuckerman, 1994).

If more intelligent people tend to value noveltymadighly and if those who
value novel experiences more highly are more likelgxperiment with recreational
drugs, then intelligence may be positively relatethe probability of having
experimented with recreational drugs. The nexticeavill describe the data and

methods that will be used to test this hypothesis.

Data and Methods
The hypothesis that intelligence is positivelyatetl to experimentation with
recreational drugs will be explored using data fitber National Longitudinal Survey
of Youth 1979 (NLSY79). The NLSY79 is a surveyl@,686 men and women who

were between the ages of 14 and 22 when firstivilgeed in 1979.

50



In 1980, nearly all NLSY79 participants were adrstered the Armed
Services Vocational Aptitude Battery (ASVAB). Seston four subtests from the
ASVAB can be used to calculate an individual's Athk®rces Qualification Test
(AFQT) score.

AFQT scores will be calculated here using the metihescribed by Hernnstein
and Murray (1994), who presented evidence that 8T scores serve as a good
measure of intelligence. For ease of interpratathd-QT scores will be normed by
birth cohort to have a mean of 100 and a standewéhtlon of 15, the typical scale for
IQ scores.

AFQT scores are affected by differences in edonadt the time of testing
(Hansen et al., 2004; Neal and Johnson, 1996; Wirsid Korenman, 1997) and
researchers have sometimes adjusted AFQT scoaestoint for these differences
(Auld and Sidhu, 2005). Given that intelligence Imat been defined in terms of
inherent ability, no adjustment for differencesttucation at the time of testing will
be made in the analysis below. Using a methodairto that described by Auld and
Sidhu (2005) to adjust AFQT scores for differenicesducation at the time of testing
did not change the nature of the results thathelpresented.

In 1982, 1983, 1984, 1985, 1988, 1989 and 1994egyrarticipants were
asked if they had ever had a drink of an alcolmd#erage. Figure 2-1 shows how the
proportion of observations in which the participegported having drank alcohol

varied with 1Q.
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Figure 2-1

IQ and Past Experimentation with Alcohol

Notes: Figure 2-1 is based on data from the Natiboagitudinal Survey of Youth 1979. Each uniquenbination of individual
and year with questions about past alcohol consompias a potential observation in the constructibthis figure. This figure
is based on 76,887 observations of 12,519 indivsduBach point in the graph represents the prapodf those observations
where 1Q is within five points of the value depitien the horizontal axis in which the participayparted having consumed
alcohol.

In 1984, survey participants were asked if they &t tried a cigarette.
Figure 2-2 shows how the proportion of observationshich the participant reported

having tried a cigarette varied with 1Q.
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Figure 2-2

IQ and Past Experimentation with Cigarettes

Notes: Figure 2-2 is based on data from the Natibogitudinal Survey of Youth 1979. Each uniquenbination of individual
and year with questions about past cigarette copgamwas a potential observation in the constanctf this figure. This
figure is based on 12,030 observations of 12,08Wituals. Each point in the graph representgtioportion of those
observations where 1Q is within five points of tredue depicted on the horizontal axis in whichpheticipant reported having
consumed cigarettes.

In 1984, 1988, 1992, 1994 and 1998, survey paeitpwere asked if they
had ever used marijuana or hashish. Figure 2-&show the proportion of
observations in which the participant reported hgvried marijuana or hashish varied

with 1Q.
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Figure 2-3

IQ and Past Experimentation with Marijuana

Notes: Figure 2-3 is based on data from the Natibogitudinal Survey of Youth 1979. Each uniquenbination of individual
and year with questions about past marijuana copgamwas a potential observation in the constauctf this figure. This
figure is based on 47,802 observations of 12,38iKiduals. Each point in the graph representgtioportion of those
observations where 1Q is within five points of tredue depicted on the horizontal axis in whichpheticipant reported having
consumed marijuana or hashish.

In 1984, 1988, 1992, 1994 and 1998, survey paeitpwere asked if they
had ever used cocaine. Figure 2-4 shows how thy@option of observations in which

the participant reported having tried cocaine \canigth 1Q.
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Figure 2-4

IQ and Past Experimentation with Cocaine

Notes: Figure 2-4 is based on data from the Natibogitudinal Survey of Youth 1979. Each uniquenbination of individual
and year with questions about past cocaine consomyis a potential observation in the constructibthis figure. This figure
is based on 47,736 observations of 12,361 indivsduBach point in the graph represents the prapodf those observations
where IQ is within five points of the value depitten the horizontal axis in which the participapaorted having consumed
cocaine.

In 1992, 1994 and 1998, survey participants wekead they had ever used
pain killers such as Darvon, Demerol, Percodanybeol with codeine without a
doctor’s instructions. Figure 2-5 shows how thepartion of observations in which
the participant reported having used pain killeth@ut a doctor’s instructions varied

with 1Q.
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Figure 2-5

IQ and Past Experimentation with Pain Killers

Notes: Figure 2-5 is based on data from the Natibogitudinal Survey of Youth 1979. Each uniquenbination of individual
and year with questions about past consumptioraiof killers was a potential observation in the ¢ardion of this figure. This
figure is based on 25,798 observations of 9,28idgals. Each point in the graph represents tiopartion of those
observations where 1Q is within five points of tredue depicted on the horizontal axis in whichpheticipant reported having
used pain killers without a doctor’s instructions.

In 1992, 1994 and 1998, survey participants wekead they had ever used
stimulants such as amphetamines, Preludin, uppers@eed without a doctor’s
instructions. Figure 2-6 shows how the proportbobservations in which the

participant reported having used stimulants withreodbctor’s instructions varied with

Q.
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Figure 2-6

IQ and Past Experimentation with Stimulants

Notes: Figure 2-6 is based on data from the Natibogitudinal Survey of Youth 1979. Each uniquenbination of individual
and year with questions about past consumptiotirafifants was a potential observation in the camsion of this figure. This
figure is based on 25,780 observations of 9,28Rihgals. Each point in the graph represents tiopartion of those
observations where 1Q is within five points of tredue depicted on the horizontal axis in whichpheticipant reported having
used stimulants without a doctor’s instructions.

In 1992, 1994 and 1998, survey participants wekea they had every used
hallucinogens such as LSD, PCP, peyote and mesaaithout a doctor’s
instructions. Figure 2-7 shows how the proportdobservations in which the
participant reported having used hallucinogensoutla doctor’s instructions varied

with 1Q.
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Figure 2-7

IQ and Past Experimentation with Hallucinogens

Notes: Figure 2-7 is based on data from the Natibogitudinal Survey of Youth 1979. Each uniquenbination of individual
and year with questions about past consumptioraliicinogens was a potential observation in thestrantion of this figure.
This figure is based on 25,786 observations of Bj@gividuals. Each point in the graph represémesproportion of those
observations where 1Q is within five points of tredue depicted on the horizontal axis in whichpheticipant reported having
used hallucinogens without a doctor’s instructions.

In 1992, 1994 and 1998, survey participants wekead they had ever used
tranquilizers such as Librium, Valium and Xanaxheiit a doctor’s instructions.
Figure 2-8 shows how the proportion of observationshich the participant reported

having used tranquilizers without a doctor’s instiens varied with 1Q.
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Figure 2-8

IQ and Past Experimentation with Tranquilizers

Notes: Figure 2-8 is based on data from the Natibogitudinal Survey of Youth 1979. Each uniquenbination of individual
and year with questions about past consumptioraafjtilizers was a potential observation in thestmetion of this figure.
This figure is based on 25,790 observations of®j@8ividuals. Each point in the graph represémesproportion of those
observations where 1Q is within five points of tredue depicted on the horizontal axis in whichpheticipant reported having
used tranquilizers without a doctor’s instructions.

In 1992, 1994 and 1998, survey participants wekead they had ever used
sedatives such as barbiturates, sleeping pillsSsednal without a doctor’s
instructions. Figure 2-9 shows how the proportbobservations in which the

participant reported having used sedatives witlaadibctor’s instructions varied with

Q.
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Figure 2-9

IQ and Past Experimentation with Sedatives

Notes: Figure 2-9 is based on data from the Natibogitudinal Survey of Youth 1979. Each uniquenbination of individual
and year with questions about past consumptioedditsves was a potential observation in the coattnu of this figure. This
figure is based on 25,784 observations of 9,28Rihgals. Each point in the graph represents tiopartion of those
observations where 1Q is within five points of tredue depicted on the horizontal axis in whichpheticipant reported having
used sedatives without a doctor’s instructions.

In 1992, 1994 and 1998, survey participants wekead they had ever used
inhalants such as glue, amyl nitrite, poppers andsol sprays without a doctor’'s
instructions. Figure 2-10 shows how the proportbobservations in which the

participant reported having used inhalants witleodbctor’s instructions varied with

Q.
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Figure 2-10

IQ and Past Experimentation with Inhalants

Notes: Figure 2-10 is based on data from the Natibangitudinal Survey of Youth 1979. Each unigeenbination of
individual and year with questions about past contion of inhalants was a potential observatiothenconstruction of this
figure. This figure is based on 25,772 observatiofi9,282 individuals. Each point in the grapbresents the proportion of
those observations where 1Q is within five pointshe value depicted on the horizontal axis in \irize participant reported
having used inhalants without a doctor’s instruciio

Survey participants were also asked about th@lkeroin, ecstasy and
steroids, but very few participants reported haviegd those substances. Because
those substances were so rarely used, it was setljpe to estimate the full empirical
model that will be described below. When an abiated model was estimated, no
statistically significant relationship was foundween intelligence and the use of
those substances. This may reflect the limited dagilable.

In each survey year, participants were asked ahoatne, education, family
size, urban residence and region of residencd.9T9, survey participants were asked
about race and ethnicity. Race and ethnicity elrepresented in the following

analysis by white, black and Hispanic indicatoratales. In 1979, 1982, and 2000,
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participants were asked to name their religioany, and asked about the frequency
with which they attended religious services. Invey years for which values for these
control variables are missing, the most recentevédlom a preceding year will be
used.

The Rotter Locus of Control Scale measures thefsgheople hold as to
whether the courses of their lives are primariliedained by themselves or by
external forces. Participants were given a versicthe Rotter Locus of Control Scale
in 1979. The responses elicited were given nurakvaues and summed so that
lower scores indicate stronger beliefs that thesmaiof their lives are primarily
determined by themselves.

The Rosenberg Self-Esteem Scale measures peopfeaval of themselves.
Participants were given a version of the RosenBeliEsteem Scale in 1980. Item
responses were given numerical values and summtndtshigher totals indicate
higher levels of self-esteem.

The measures of personality described in the pusvo@ragraphs were not
included as control variables in many of the prasistudies of the relationship
between intelligence and recreational drug useemthe analysis described below
was repeated without the inclusion of those conaoiables, similar results were
obtained.

Table 2-1 summarizes these data. Each uniqueinatidn of individual and
survey year with questions about the use of reicomreatdrugs is a potential

observation in the table below and the analysisftiws.
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Table 2-1
NLSY79 Selected Summary Statistics

Variables Obs Means Std. Devs.
alcohol 76887 0.9429 0.2320
cigarettes, 12030 0.8138 0.3893
marijuana, 47802 0.6153 0.4865
cocaingy 47736 0.2330 0.4228
pain killers,y 25798 0.1872 0.3901
stimulants, 25780 0.1224 0.3277
hallucinogens, 25786 0.0924 0.2896
tranquilizers, 25790 0.0751 0.2636
sedatives, 25784 0.0735 0.2610
inhalants, 25772 0.0310 0.1733
Qi 89946 99.7245 15.1737
highest grade completgd 94068 12.4007 2.3751
agey 94344 26.5260 5.5058
married,y 94344 0.4244 0.4943
whitg 94344 0.4943 0.5000
black 94344 0.2605 0.4389
Hispanig 94344 0.1551 0.3620
male 94344 0.4960 0.5000
Rotter Locus of Control Scale 93332 8.7087 24112
Rosenberg Self-Esteem Sgale 90284 32.2789 4.1055

Notes: Table 2-1 summarizes data from the NLSYE&ch unique combination of participant and survegrywith questions about
the use of recreational drugs is potentially areokestion in this table. These observations repites2,551 individuals. Subscripts
denote the dimensions with which variables varfie Subscript indicates individuals and the subscyphdicates survey year.

The variableslcoholy, cigarettes,, marijuana,, cocainey, pain killersy, stimulants,, hallucinogeng, tranquilizersy, sedatives
andinhalants,y are all indicator variables equal to one if thetipgant reported having used those substancegenodotherwise.
The variablesnarried,, white, black, Hispanig andmale are all indicator variables equal to one if thegctibe the participant and
zero otherwise. Additional variables that willineluded in the analysis below are income and fasiie as well as indicator
variables for urban residence, region of resideradigious affiliation and the frequency with whigtligious services were attended.
Region of residence will be described using indicaariables for residence in the northeast, ncetitral, southern and western
regions of the United States. Religious affiliatisill be described by a group of ten indicatoriahles corresponding to the
categories of general protestant, Baptist, Epid@pa_utheran, Methodist, Presbyterian, Roman GlathJewish, other religion
and no religion. The frequency with which religsoservices were attended will be described by apod six indicator variables
corresponding to the categories of no attendanéeguent attendance, attends about once per mattghds two to three times per
month, attends about once per week and attendsthemeonce per week.

In many cases, individuals were asked about expatiation with a given
recreational drug in multiple survey years. Inertb use all of the available data,
each unique combination of individual and survegryeith questions about
experimentation with recreational drugs is a po&tiobservation in this analysis. In
many cases, this will result in multiple observasi@orresponding to a single
individual.

Such observations are not independent of one anobloe example, if a
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participant has used a recreational drug by a givevey year, they must also have
used that drug by each subsequent survey yeaeaRb®ers commonly use Cox
hazard models in such circumstances, but thattipossible here because in most
cases it is not known when drug use was initialedtead, all relevant observations
will be used in estimating maximum likelihood proimodels. The lack of
independence will be accounted for through theafisebust standard errors, with
clustering at the individual level.

The figures above suggest that the relationshiwdet 1Q and
experimentation with recreational drugs is not nton. In order to allow for this,

coefficients will be estimated for empirical eqoas of the following form:

Priexperimented )= ® (8, + B 1QFB. 1Q+B %)

The expressiofPr(experimented, ) denotes the probability that individual
has experimented with a given recreational druguyey yeay. The function®([)
denotes the cumulative standard normal distributithe vectorX, , contains the
variables other thal@) that aredescribed in Table 2-1 and the note that accompanie
it.

If the desire for novel experiences is an importantivation for
experimentation with recreational drugs and iflildence is positively related to the
value placed on novelty then one might expect tragverage, intelligence will be
positively related to the probability of experimaimdn with a given recreational drug.
The average relationship between IQ and the prbtabi having experimented with

. , . d Pr(experimented ) .
a given recreational drug is the average value-ef =~. Thisis

aIQ

sometimes referred to as the “average marginatieffe
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All statistical analyses were conducted using Stata

Results

Table 2-2 reports coefficients from probit regress predicting the
probabilities of experimentation with alcohol, aigdes, marijuana, cocaine, pain
killers, stimulants, hallucinogens, tranquilizesedatives and inhalants.

The results presented in Table 2-2 can be usexplore the possibility that
the relationship between intelligence and experiateon with recreational drugs is
not monotonic. The negative coefficients @ indicate that as IQ increases the
relationship between 1Q and the probability of Imgvexperimented with a
recreational drug becomes less positive for alréeeeational drugs examined here
except inhalants, where the hypothesis of lineaatynot be rejected. With the
exception of inhalants, the predicted relationdigépween intelligence and the
probability of having experimented with a givenmeational drug is negative at the
highest levels of 1Q observed in the data.

In Figures 2-1 through 2-10, it appears that,\wrage, the probability of
having experimented with recreational drugs iseasing with intelligence. Table 2-3
reports the average derivatives of the predictetdatilities of past experimentation
with respect to 1Q. The results presented in T2kBedemonstrate that the pattern
observed in Figures 2-1 through 2-10 is preserfted accounting for a wide range of

personal characteristics.
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Table 2-2

Selected Coefficients from Probit Models Predicttagt Experimentation with Recreational Drugs

Variables Alcohol Cigarettes Marijuana Cocaine Pain Killers  Stimulants Hallucinogens Tranquilizers Sedatives Inhalants
1Qi 0.1189** 0.0836*** 0.1202***  0.0796*** 0.0796*** 0.1053*** 0.1074*** 0.0758*** 0.0495%** 0.0092
(0.0129) (0.0123) (0.0093) (0.0102) (0.0104) (00D14 (0.0169) (0.0150) (0.0137) (0.0179)
1Q:? -0.0005***  -0.0004*** -0.0005***  -0.0003*** -0.0004**  -0.0004*** -0.0004*** -0.0003***  -0.0002*** 0.0000
(0.0001) (0.0001) (0.0000) (0.0001) (0.0001) (0100 (0.0001) (0.0001) (0.0001) (0.0001)
highest grade completgd -0.0161 -0.1016*** -0.0546***  -0.0493*** -0.0403**  -0.0554*** -0.0461** -0.0456***  -0.0432** -0.029**
(0.0100) (0.0102) (0.0059) (0.0063) (0.0063) (0m08 (0.0092) (0.0088) (0.0085) (0.0119)
agey 0.0369*** 0.0634*** 0.0056*** 0.0267*** 0.0028 0.089 0.0211*** 0.0071* 0.0191*** 0.0181***
(0.0033) (0.0074) (0.0013) (0.0014) (0.0031) (0703 (0.0042) (0.0041) (0.0041) (0.0054)
married, -0.0590* -0.0714* -0.1405***  -0.2590*** -0.1442%*  -0.1245%** -0.1926*** -0.2339*** -0.2415%* -0.21B***
(0.0311) (0.0339) (0.0189) (0.0205) (0.0261) (6m3 (0.0380) (0.0362) (0.0358) (0.0478)
male 0.2871%** 0.1289*** 0.2852*** 0.2944%** 0.0897*** 0.1088*** 0.3070%*** 0.0514 0.0631* 0.2167***
(0.0341) (0.0296) (0.0224) (0.0235) (0.0239) (053 (0.0354) (0.0337) (0.0329) (0.0441)
Rotter Locus of Control Scale 0.006 0.0071 0.002 -0.0018 0.0019 0.0062 0.0084 ooea -0.0021 -0.0068
(0.0073) (0.0066) (0.0049) (0.0052) (0.0053) (0506 (0.0075) (0.0074) (0.0072) (0.0097)
Rosenberg Self-Esteem Scale 0.0093** -0.0113%** -0.0046 -0.0098*** -0.0044 -0135*+* -0.0064 -0.0075* -0.0117%** -0.0103*
(0.0045) (0.0041) (0.0030) (0.0031) (0.0032) (0mo4 (0.0046) (0.0044) (0.0045) (0.0061)
Observations 68915 10623 43415 43344 23638 23621 62723 23630 23625 23612
Individuals 11046 10623 10938 10942 8475 8476 8475 8476 8476 8476

Notes: Table 2-2 reports coefficients from a maximlikelihood probit model estimated using data friiva National Longitudinal Survey of Youth 19790kt standard errors are in
parentheses. Standard errors are adjusted faeghgat the individual level. Subscripts dentbie dimensions with which variables vary. The supsi indicates individuals and the subscript
indicates survey year. Additional variables thatevincluded in the model were income and famite sis well as indicator variables for white, blddispanic, urban residence, region of
residence, religious affiliation and the frequemdth which religious services were attended. Regibresidence was described using indicator veasator residence in the northeastern, north

central and southern regions of the United Statitk,the category of western region omitted. Relig affiliation was described by a group of nindicator variables corresponding to the
categories of general protestant, Baptist, Epid@pa_utheran, Methodist, Presbyterian, Roman GlathJewish or other religion, with the categofyno religion omitted. The frequency with
which religious services were attended was desttilyea group of five indicator variables corresgogdo the categories of infrequent attendancenet about once per month, attends two to
three times per month, attends about once per aeglattends more than once per week, with the @gted no attendance omitted.

*** Statistically different from zero with p<0.01
** Statistically different from zero with p<0.05
* Statistically different from zero with p<0.1



Table 2-3
Average Marginal Effects of IQ on ProbabilitiesRdst Experimentation

Drugs Average Marginal Effects
Alcohol 0.0022***
(0.0002)
Cigarettes 0.0004
(0.0004)
Marijuana 0.0048***
(0.0004)
Cocaine 0.0035***
(0.0003)
Pain Killers 0.0015***
(0.0003)
Stimulants 0.0031***
(0.0003)
Hallucinogens 0.0027***
(0.0003)
Tranquilizers 0.0015***
(0.0002)
Sedatives 0.0013***
(0.0002)
Inhalants 0.0009***
(0.0002)

Notes: Table 2-3 reports average marginal effegitsutated using maximum likelihood probit models alata from the National
Longitudinal Survey of Youth 1979. Average margdieffects and standard errors were calculated ubiagesults described in
Table 2-2 and the accompanying notes. Delta medtaottlard errors appear in parentheses; covaviatestreated as fixed in
calculating the standard errors.

*** Statistically different from zero with p<0.01
** Statistically different from zero with p<0.05
* Statistically different from zero with p<0.1

As can be seen from Table 2-3, the average rektiprbetween intelligence
and the probability of having experimented is pesitor each of the ten types of
recreational drugs that NLSY79 participants mosticmnly reported having used.
The relationship is statistically significant aeétbne percent level for every
recreational drug except cigarettes.

Differences in intelligence are associated witlgéadifferences in the
probabilities of having used recreational drugabl& 2-4 is presented to provide a
sense of the size of these differences. In tisedolumn of Table 2-4, the marginal

effects reported in Table 2-3 are multiplied byn@ gtandard deviation change in 1Q.
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In the second column of Table 2-4, the percentafjebservations in which
participants reported having used the recreationajs are reported. In the third
column of Table 2-4, the approximate percentage@bsiin the probabilities of
having used the recreational drugs are reported.

The change in the probability of having experimdntéth a given recreational
drug associated with a one standard deviation @&serén 1Q ranges from a low of an
increase of less one percent relative to the maacidarettes to a high of an increase
of about 44% relative to the mean for hallucinogens

One potential concern with these results is that pallege attendance may be
related to both intelligence and the probabilityhaf/ing experimented with
recreational drugs. Although years of educatiamgleted is controlled for in the
analysis presented here, the inclusion of thisabdei may be inadequate to isolate the
relationship between intelligence and the probghaf having experimented with
recreational drugs. In order to address this aomdbke statistical analysis described
above was performed separately for those indivgludlo had completed fewer than
twelve years of education by 2006, the most regeat for which data were available.
Similar results were obtained. The similarity loé results suggests that differences in

college attendance are not driving the observete et of behavior.
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Table 2-4
Approximate Changes in the Probabilities of Pagideixnentation with Recreational
Drugs Associated with a One Standard Deviationdase in 1Q

Percentage Point Percentage
Change in Percent Having Change in
Drugs Probability Experimented Probability
Alcohol 3.30 94.29 3.50
Cigarettes 0.60 81.38 0.74
Marijuana 7.20 61.53 11.70
Cocaine 5.25 23.30 22.53
Pain Killers 2.25 18.72 12.02
Stimulants 4.65 12.24 37.99
Hallucinogens 4.05 9.24 43.83
Tranquilizers 2.25 7.51 29.96
Sedatives 1.95 7.35 26.53
Inhalants 1.35 3.10 43.55

Notes: Values listed in the column headed “PerggnBoint Change in Probability” were calculatedvinytiplying the average
marginal effects presented in Table 2-3 by onedstahdeviation of 1Q, which is equal to 15 IQ psinialues listed in the
column headed “Percent Having Experimented” wekertdrom Table 2-1. Values listed in the columaded “Percentage
Change in Probability” were calculated by dividihg values in the column headed “Percentage Pdiah@: in Probability” by
the values in column headed “Percent Having Expanted.”

Note that the term “average marginal effect” isdubere as a term of art. No
claim is being made regarding causality. Becantaligence has not been defined in
terms of any particular ability, any outcome odigpcould in principal reflect
differences in intelligence. As a result, it ig oear how one would define the
appropriate counterfactual to use in measuringtfets of differences in intelligence

on experimentation with recreational drugs.

Discussion
It was hypothesized that more intelligent peopteild be more likely to
experiment with recreational drugs because moedligtnt people tend to value novel
experiences more highly. The results presentedeainalicate that the relationship
between intelligence and the probability of havexgerimented with recreational
drugs is positive, as predicted. It need not leectise that the positive relationship

documented here is driven entirely by differencethe desire for novel experiences,
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however. Other differences could be contributmg¢he relationship as well.

For example, many of the drugs studied here cammpurchased legally for
recreational use. It may simply be that more ligteht people tend to be more
successful at overcoming obstacles to attainingetiueugs.

Another possibility is that more intelligent peojplee more likely to
experiment with recreational drugs because theleaseconcerned about the
difficulties associated with addiction. More iniigént people tend to be more
successful at self-control (Dempster, 1991; Evdaodisret al., 2002; Heitz et al.,
2005; Salthouse et al., 2003; Schmeichel et ab328hoda et al., 1990; Friedman et
al. (2006) reported mixed results) and so they beagnore successful at restricting
their consumption of addictive goods (Wilmoth, 2R1G more intelligent people
anticipate that they will be more successful atrigeg their consumption of
addictive goods, it could cause them to be momdyiko experiment with recreational
drugs.

A third possibility is that the positive relatidnp between intelligence and
experimentation with recreational drugs arises bgeanore intelligent people have
better information about the health risks assammetvith recreational drug use.
Viscusi (1990) reported evidence that people comynoverestimate the health risks
associated with smoking. If that is the case,ghegh better information will tend to
have lower estimates of the health risks and mesetbre be more likely to
experiment with cigarettes. Note, however, thgattes are the recreational drug for
which the relationship between intelligence andegxpentation was the least
positive.

The apparent absence of a monotonic relations#tipden intelligence
experimentation with recreational drugs was unetquecThe patterns observed in the

figures and the statistical analysis suggest tiatelationship between IQ and
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experimentation with recreational drugs is negaditvthe highest levels of 1Q.

One possible reason for the lack of a monotonatiaiship is that the
relationship between intelligence and the valuegdeon novelty in not monotonic.
Studies of the relationship between intelligence @@ value placed on novelty have
not generally provided enough information to eveduhis possibility.

A second possible reason for the negative relatipret the highest levels of
IQ is homophily. People tend to associate witrecttwho are similar to themselves
in dimensions such as race, age, and educatianpétiern holds for intelligence as
well (McPherson et al., 2001). There may be someeakcomponent to the
consumption of recreational drugs; indeed, mangslmay be available only through
social networks. High levels of intelligence areisual and may therefore be socially
isolating (Plucker and Levy, 2001; Winner, 200This may limit access to
recreational drugs among those with high levelsigiligence.

A third possibility is that intelligence is posiéily related to traits that decrease
the probability of experimentation with recreatibdeugs. For example, more
intelligent people tend to discount the future I@snjamin et al., 2006; Dohmen et
al., 2007; Shamosh and Gray (2008) performed a-areddysis of 24 studies). It may
be that over some ranges of IQ scores differencégel value of novelty are dominant
while over other ranges differences in these attaéis are more important.

Although some researchers have found evidencenegative relationship
between intelligence and alcohol abuse, it wasrgbsgan these data that more
intelligent people are more likely to have consurakdhol. Similarly, although
several researchers have found evidence of a stregafive relationship between
intelligence and the probability of smoking, no atge relationship between
intelligence and the probability of having usedacegtes was found here. These

results suggest that, conditional on having triedfeol, more intelligence people are
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less likely to abuse alcohol later in life. Simija it appears that, conditional on
having tried cigarettes, more intelligent people lass likely to be smokers. It may be
that once the novelty of using these recreationagslhas worn away differences
other than differences in the value placed on rig\mgin to drive the patterns of
behavior observed. Such differences could inctlitferences in information,
differences in success at self-control or diffeemnin discounting of the future.

The positive association between intelligence aqutementation with
recreational drugs may have some policy implicatioBach year the federal
government spends over a billion dollars on prangrthe initiation of recreational
drug use (Office of National Drug Control Policyd@). For policymakers interested
in discouraging experimentation with recreationalgs, information about which

individuals are more likely to engage in such expentation may be useful.
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CHAPTER 3

INTELLIGENCE AND THE CHOICE TO CONSUME A LARGE AMONT OF
ALCOHOL

Introduction

Scores on tests of different types of reasoninghowledge are often highly
correlated with one another (Neisser et al., 1996)s assumed here that these
positive correlations arise because such scorkestef single personal characteristic
that will be referred to as intelligence. This@netimes called the “psychometric”
definition of intelligence.

Note that intelligence has not been defined in seofmnherent ability (cf.

Auld and Sidhu, 2005). A variety of evidence irades that genes interact with the
environment to determine outcomes in such a wayttigeordering of outcomes may
not be preserved across different environmentséBa&ns-Kranenburg et al., 2008;
Bakermans-Kranenburg et al., 2008; Belsky et 80,72 Ellis and Boyce, 2008; Caspi
et al., 2007; Heckman, 2008). As a result, it malybe possible to rank people by
inherent ability.

Intelligence as defined here is correlated with ynamportant life outcomes,
including health, education, poverty, crime andnmage (Auld and Sidhu, 2005;
Gottfredson, 1997, 2004; Herrnstein and Murray,4)9%ottfredson (2004) and
Batty et al. (2006) argued that the positive relahip between intelligence and health
is due in part to a negative relationship betwesglligence and alcohol abuse.

Studies of the relationship between intelligence lagavy alcohol
consumption have generated apparently conflice@sglts, however, with reports of a

positive, a negative and a null relationship (Battypl., 2006; Batty et al., 2008; Clark
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and Haughton, 1975; Hatch et al., 2007; Kubickal.e2001; Mortensen et al., 2005;
Sander, 1999; Wennberg et al., 2002). The sclydiggtature provides some clues as
to how these apparently conflicting results arose.

More intelligent people value novelty more highagan, 1984; Raine et al.,
2002; Zuckerman, 1994). Those who place a higakre on novel sensations are
more likely to experiment with recreational drugsl @alcohol (Zuckerman, 1994).
This could lead to a positive relationship betwegelligence and heavy alcohol
consumption when people are young.

More intelligent people tend to be more successfsklf-control (Dempster,
1991; Evdokimidis et al., 2002; Heitz et al., 208ajthouse et al., 2003). Alcohol is
an addictive substance (Goldstein, 2001; RobinsonBerridge, 1993) and restricting
alcohol consumption may therefore require self-ar{Bechara, 2005; Robinson and
Berridge, 1993). As people become older, theg terrestrict their alcohol
consumption (Karlamangla et al., 2006). If moreliigent people are more
successful at restricting their alcohol consumpttben the relationship between
intelligence and heavy alcohol consumption may betmore negative with age.

An analysis of data from the National Longitudiairvey of Youth 1979
(NLSY79) shows that the sign of the relationshipaeen intelligence and the
probability of heavy alcohol consumption changesfipositive to negative with age.
Evidence from the National Health Interview Survepresented that suggests that
this change is not a result of changes in inforamasibout the health risks associated
with heavy alcohol consumption.

The NLSY79 is used to further explore the naturéhefrelationship between
intelligence and heavy alcohol consumption. &hswn that more intelligent people
are less likely to have never consumed an alcoheNerage, which is consistent with

the hypothesis that the relationship is positivemwpeople are young because of
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differences in experimentation with alcohol. laiso shown that more intelligent
people are less likely to report having failed magtempt to restrict alcohol
consumption, which is consistent with the hypothdisat the relationship becomes
negative when people are older because more geatlipeople are more successful at
self-control.

This analysis has implications for economic theaddyer the last several
decades, a number of economists have argued thatahdard theoretical framework
is incomplete because it fails to account for ttiecdlties associated with self-control
(Benhabib and Bisin, 2005; Bernheim and Rangel4260denberg and Levine, 2006;
Gul and Pesendorfer, 2001, 2007; Lowenstein ancdb@dghue, 2007; Ozdenoren et
al, 2008; Thaler and Shefrin, 1981). This studydsuon that work and demonstrates
empirically that alternative models can provide nesights into important behaviors.

Health and the other life outcomes mentioned alaogef obvious interest to
policymakers. In order to design policies that wilprove welfare, it is helpful to
understand the decision processes that influerosetlife outcomes. The results
presented here provide some insight into thosesaecprocesses and therefore have
important policy implications.

The remainder of this paper is organized as folloWse first section reviews
the literature on intelligence and heavy alcohaistonption. The second section
presents a simple model of impulse control and tisgsmodel as a basis for
exploring how the relationship between intelligeaoe heavy alcohol consumption
may change with age. The third section describeslata that will be analyzed in this
paper. The fourth section presents an empiricalyars of the relationship between
intelligence and heavy alcohol consumption. Tkl fection discusses some
limitations of the theoretical and empirical analys The sixth section discusses the

implications of the results presented here.
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Intelligence and Heavy Alcohol Consumption
This section is divided into four subsections. Tih& subsection reviews the
literature on alcohol abuse and intelligence. 3&eond subsection discusses a kind of
task studied by psychologists that may be a usebdlel for efforts to resist cravings.
The third subsection discusses why intelligence beagelated to success at self-

control. The fourth subsection discusses why fadwof self-control may occur.

Intelligence and Heavy Alcohol Consumption

Alcohol abuse is the third leading cause of premeatieaths in the United
States. Mokdad et al. (2004) calculated that gael about 85,000 people die as a
result of alcohol abuse; this is about 3.5% ofltateual deaths in the United States.
Average annual expenditures on health care atiidbeito alcohol abuse total about
$19 billion (Harwood, 2000). About $1.4 billioneaspent on alcohol abuse
prevention each year, with the majority of thatrdgey the federal government
(Harwood et al., 1998; Harwood, 2000).

Government spending on alcohol abuse preventiogestg that the health and
financial costs described above are of interepbtmwymakers. A sound
understanding of the decision processes relatatttdol abuse is helpful for
designing effective policies. It will be argued&e¢hat an analysis of the relationship
between intelligence and heavy alcohol consumptgonprovide some insight into
those decision processes.

Estimates of the relationship between intelligeauceé heavy alcohol
consumption vary widely. Researchers have repafeasitive (Batty et al., 2008;
Hatch et al., 2007), a negative (Batty et al., 2@&rk and Haughton, 1975; Sander,
1999) and a null (Kubicka et al., 2001; Mortensealg 2005; Wennberg et al., 2002)

relationship. One possible explanation for thaspatate findings is that the
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relationship between intelligence and heavy alcabokumption varies with age.
Previous studies have tended to find a positiveigeiship among younger people and
a negative relationship among older people (Batgl.e2006; Batty et al., 2008;

Clark and Haughton, 1975; Sander, 1999).

Some results from the scholarly literature may mteclues as to why the
relationship is positive when people are youngosewho place a higher value on
novel sensations are more likely to experiment wettreational drugs and alcohol as
adolescents and young adults (Zuckerman, 1994Y.e ltelligent people tend to
value novelty more highly (Fagan, 1984; Raine gt28102; Zuckerman, 1994).
Therefore the positive initial relationship betweetelligence and heavy alcohol
consumption may be driven by differences in expentation with alcohol (Wilmoth,
2010).

As people become older, they tend to restrict thleinhol consumption
(Karlamangla et al., 2006). If more intelligenopée are more successful at
restricting their alcohol consumption, this cousdise the relationship between
intelligence and heavy alcohol consumption to bezoegative. The next two
subsections summarize several studies that suggessible relationship between

intelligence and success at restricting alcohokaarption.

Addiction and Impulse Control

One key aspect of addiction is that environmeniakacan trigger cravings in
addicts (Gardner and David, 1999; Goldstein, 260dhinson and Berridge, 1993).
Such cravings can lead to relapse in those addtobsare trying to quit (Niaura et al.,
1988).

Cravings may not simply be changes in the utilitgansumption (cf. Laibson,

2001). Rather, Robinson and Berridge (1993) andiddge and Robinson (2003)
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argued that addictive substances change the brainviay that decouples the
motivation to consume that substance from the pleasf consumption. They wrote,
“The neural system responsible for ‘wanting’ incees is proposed to be separable
from those responsible for ‘liking’ incentives (i.éor mediating pleasure) and
repeated drug use only sensitizes the neural systgponsible for ‘wanting.’
Because of this, addictive behavior is fundameptaibroblem of sensitization-
induced excessive ‘wanting’ alone” (Robinson andrifige, 1993, p. 249).

A kind of task widely studied by psychologists nsyve as a useful model for
efforts to resist cravings. In this kind of tastydy participants are exposed to a
stimulus to which there is a natural, automatitpoepotent” response and they are
asked to deviate from that response. Such tadkbewvieferred to here as impulse
control tasks. The next subsection reviews sewtudlies that would lead one to

expect more intelligent people to be more succéssimpulse control tasks.

Mental Resources

Higher mental functions, including those relatedeasoning and impulse
control, seem to call on a common set of limitedhtakresources (Baddeley, 2007;
Baumeister and Vohs, 2003; Halford et al., 20074f2H=t al., 2005; Norman and
Shallice, 1986). Results in the scholarly literatundicate that more intelligent people
tend to have higher levels of those resourcesatailto them.

It will be assumed here that there are two limitezhtal resources, attention
and willpower. This two-resource framework resesslihat used by Lowenstein and
O’Donoghue (2007).

The first resource, attention, is assumed to badarin scope (Baddeley,
2007; Cowan, 2001; Norman and Shallice, 1986).s Timitation results in a

decrement in performance when multiple tasks reggiaittention are performed
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simultaneously. Cowan (2001) reviewed evidenceenrning a biological basis for
limited scope of attention.

The second resource, willpower, is assumed tonbkeld and depletable in the
short run (Baumeister et al., 2007). A numbertofiies have demonstrated that
performing one task that requires resisting impubsgects performance on a
subsequent task that also requires resisting irapBaumeister and Vohs, 2003;
Muraven and Baumeister, 2000). Gailliot et al.0(20presented evidence concerning
a biological basis for depletable willpower.

Muraven and Slessareva (2003) showed that a higingbnmonetary
compensation for performing a task requiring thpesxditure of willpower can
eliminate differences in performance between thvase have previously expended
willpower and those who have not. This indicates the disutility associated with
expending willpower is higher when willpower is tkted and that decision makers
weigh the utility from consuming goods against dirutility from expending
willpower.

If resisting cravings requires the expenditurehef $ame limited mental
resources that are involved in performing impulsetiol tasks, one would expect
abstaining to cause addicts to do worse on a cogruiask that involves resisting
impulses. Pettiford et al. (2007) reported thataining from smoking caused
smokers to do worse on such a task. This sugtiedtempulse control tasks can serve
as a good model for efforts to resist cravings.

Intelligence scores are positively related to penfance on a variety of tasks
involving higher mental functions (Conway et abD03; Cowan et al., 2006; Duncan
et al., 1996; Heitz et al., 2005; Stankov, 198@8@gesting that more intelligent people
tend to have higher levels of mental resourcedahaito them. Cowan et al. (2006)

measured intelligence, scope of attention and padoce on a task requiring
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willpower. A multiple regression analysis indicadt®at more intelligent people tend
to have higher levels of both attention and willgowIf more intelligent people have
higher levels of those mental resources availabteém, they may be more successful
at impulse control tasks. The next subsectionudses why people fail at impulse

control tasks and the implications of such failui@seconomic models of choice.

Why People Fail

Heitz et al. (2005) argued that errors in an impuwsntrol task can arise when
participants fail to continuously attend the gdfathe task. Continuous control of
attention requires the expenditure of willpower (sheen and Baumeister, 2000). In
vigilance tasks, participants must continuouslytaartheir attention in order to detect
a brief signal. As performance of a vigilance tesgrolonged and willpower is
depleted, the probability of detecting a signaldgfly falls (See et al., 1995). It was
argued above that expending willpower is more gagtien willpower has been
previously depleted. The decrease in accuracgdsermance of a vigilance task is
prolonged therefore suggests that there is a tfadetween the disutility incurred
through the expenditure of mental resources anddhsistency with which attention
is controlled.

Sporadic lapses in attention to goals are incagsistith most economic
models of choice because they imply that no sipgiéerence ordering or objective
function can completely describe behavior. Evemadels in which self-control is
costly, it is typically assumed that decision makawntinuously attend their goals
(Fudenberg and Levine, 2006; Gul and Pesendor®&1.,2007; Lowenstein and
O’Donoghue, 2007; Ozdenoren et al., 2008; Thaldr&mefrin, 1981).

In contrast, Benhabib and Bisin (2005) recogniteddostliness of continuous

attention to goals. They wrote “[c]ognitive cortnoight fail, as controlled processes
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fail to inhibit automatic reactions, because adyiveaintaining the representation of a
goal is costly, due to the severe biological litndtas of the activation capacity of the
supervisory attention system of the cortex” (p.46Bhey presented a savings model
in which consumers can, at a fixed cost, attenit #aings goal. Whenever the
expected loss in utility from acting impulsively uld be larger than the fixed cost of
attending their goal, consumers attend their godlexercise complete control over
their behavior.

A different model that is also consistent with kep# attention to goals was
proposed by Bernheim and Rangel (2004). In theideh addicts may sometimes use
the substance to which they are addicted regardfgb® goals they hold. In contrast
with the model proposed by Benhabib and Bisin, h@reBernheim and Rangel did
not explicitly incorporate internal resources felfsontrol.

The following section presents a model of impulgetml that builds on the
frameworks developed by Benhabib and Bisin and &ynBeim and Rangel by
allowing a tradeoff between the disutility incurrddough generating self-control and
the consistency with which goals are attended.s Wodel, together with the literature
reviewed above, suggests that intelligence is pe$jtrelated to success at resisting

impulses.

A Theoretical Model of Impulse Control and Addictio
This section presents a theoretical model of hawdétationship between
intelligence and heavy alcohol consumption changdsage. In developing a model
of that relationship, it is helpful to first devela formal model of impulse control and
to use that model of impulse control as a basisf@alyzing attempts by addicts to
break their addictions.

This section is divided into three subsectionse fitst subsection contains a
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simple formalization of the conceptual frameworkeleped above and uses that
model to analyze the relationship between intefiggeand impulse control. The
second subsection analyzes a simple model of atsalnypaddicts to break their
addictions. The third subsection presents a moidebw the relationship between

intelligence and heavy alcohol consumption changtsage.

Impulse Control

Suppose that a decision maker selects from a sensiumption options .
If the decision maker acts impulsively, they wélect optionx [ X . If the decision
maker acts deliberately, they will choose optiqri] X . Assumex, # x,. The
probability of selecting the impulsive option igelenined by the level of self-control
generated by the decision maksfJR, .

Let P(s) denote the probability of selecting the impulspggion. Assume that

2
P(9) is twice differentiable, Withdzﬁ <0 and% >0. In other words, higher
S

levels of self-control decrease the probabilitygeliecting the impulsive option and the
marginal effect of additional self-control is demseng. The probabilityP(s) reflects
any behavioral and cognitive strategies employedh strategies may require self-
control to implement (Eigsti et al., 2006).

The decision maker is an expected utility maximizéh preferences ovet
and the amount of self-control generateet the variabléa R index the mental
resources available. Assume preferences can besmyied by a utility function that

is additively separable in consumption and selfta@dmgenerated,

u(x, s )=u(X- u(s). Assume the deliberately chosen option yieldfduigitility

from consumptionp, (x,) > u(x,). Letu(s i) be twice differentiable, with
du (s ) 9°uy(s )
0s

>0 and 3 > (0. This is consistent with the literature revievaibve.
S
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Generating self-control requires the use of resmsithat are valuable and limited, and
the disutility from using these resources to geteesalf-control becomes higher as the
resources are exhausted. B€f) denote the maximum amount of self-control that
can be generated given the level of resourcesadlail

The decision maker solves the maximization problem

maxP (s)y, () 1= P(9) ()= u(s)

This problem has a unique solutiast,. An interior solution is characterized
by the first order condition

\
ou (s )
0s

dP($)
—(u -u =
s (U, (%) — U (%))
The decision maker will choose a level of self-cohsuch that the marginal expected
benefit from reducing the probability of acting iatgively is equal to the marginal
cost of generating additional self-control.
For those with fewer mental resources availabke dibutility associated with

using those resources to generate self-contralsisraed to be higher. This implies

(S D _ gy ang (S D
i 9ios

that <0. These assumptions are consistent with the

. . . 0°u_(s i
literature reviewed above and analogous to thenagson that% >0.
S

Laboratory experiments have demonstrated that dsicrg the attention or willpower
available to an individual results in worse perfamoe on tasks requiring self-control.

It is assumed here that a similar relationship $iédd differences between individuals.

It follows from the first order condition and thesaimptions o (s i) and

P(9) that, for an interior solutionP(s") is strictly decreasing in For those with
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more mental resources available, the equilibriuabgbility of acting impulsively is
lower.

If intelligence is positively related to both attiem and willpower, one would
therefore expect more intelligent people to be nsoieessful at impulse control
tasks. A variety of evidence indicates that thithe case (Dempster, 1991,
Evdokimidis et al., 2002; Heitz et al., 2005; Saltke et al., 2003; Schmeichel et al.,
2003; Shoda et al., 1990; Friedman et al. (200&)ntemixed results). In fact, the
relationship is strong enough that, in an earlyenevof a relevant literature, Dempster
(1991) wrote, “[the evidence] is sufficiently praative to suggest that inhibitory
processes are a neglected, but critically impor@intension of intelligence” (p. 167).

As with most economic models of choice, this maslentended primarily to
take on an “as if” interpretation (Friedman, 1953he actual decision-making
process may be much more complicated than whabdws described here and may
not be entirely conscious. The choice describeyals proposed as a model of this
process in the sense that the behavior this maddigts approximates the behavior
generated by the actual decision-making proceshadalecision makers act as if they
were making the choice described here.

The next subsection uses this model of impulserabas a basis for a model

of attempts by addicts to quit using the substanaehich they are addicted.

Intelligence, Addiction and Quitting
Successfully resisting impulses to use an addiggoa may desensitize
addicts to the cues that trigger those impulsesd€d@in, 2001; Niaura et al., 1988).
Those who have desensitized themselves will betechdve broken their addictions.
Given that resisting impulses is less costly fasthwith more mental

resources, one might expect those with more meesalurces to be more likely to
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succeed in breaking their addictions. The assumgtihat have been made so far are
not sufficient to imply this, however, becausealiéinces in mental resources will
affect both the marginal cost and the marginal beokgenerating self-control. This
subsection describes a model that illustrates Wayassumptions made so far are
insufficient to imply that those with more mentasources will be more likely to
succeed in breaking their addictions.

Suppose that an addict would prefer not to usgdtioel to which they are
addicted and they must generate self-control iriotal abstain. Suppose that if the
addict uses the good to which they are addictedgiven period they will continue to
be an addict in the subsequent period. If theyaatnshowever, then they will break
their addiction and will no longer need to genesatkf-control to avoid using the good
to which they were addicted.

Assume an addict lives for an infinite number ofiges. Let the function

u(x, s )= u(X- uy(s) described in the previous subsection represeglesperiod
utility and let P(s) represent the probability that an addict failabstain. Assume
the decision maker has a discount fagfar Let V(a, i) be the expected utility of a
decision maker with addiction level(1{0,1} , wherea =1 indicates that the decision
maker is addicted. For clarity, the impulsive optwill be denoted by = use and

the deliberate option by = abstain. Consider the recursive formulation of the

decision maker’'s problemV (1,i) is equal to

max[P (s)y (usg+ (1= R 3) p( absta)r 094 5( (A) s HH(E (F)s @)

andV(0,i) is equal to

u, (abstair)

u,(abstair)+ SMO, )= -5
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The addict’s problem has a unique solutish, Using the first order

condition and the implicit function theorem, it da@ shown that at an interior solution
0fu(s7) JdP($) B du(si )y

s* will be increasing in if and only if - -
0ids ds 1-FH 9 0i

By the first order condition, at an interior soturti

L (u,us9 - y( abstaly - 2504 pTAS) (g -y, HLISADY) - g
S ds 1-p

0s* (1)

By the implicit function theorema— is equal to
[

0 U (s, v IBdP(S*) d\J{i, v
0iods ds di

(u,(usg - y( abstal) - Ua(;* UL P(s*)( L ab;tam)

T d%R(g)
ds’

The denominator is negative, so the signa—%éf,—D is the sign of
[

2 ) —
- US(aS; U +,5dp(§:*) d\% ) . By the envelope theorem and the definition of
| [

VY, dVéli,Y/) _ avgil,”v) and avg,\*/) 0y, (:‘ V) + BP(S) 0V(1 v)
LU AR B atg( 5 V) Thus
0ids ds 1-FH9%) 0i
Cu($,9 () B dus Y
0i0s ds 1-BH %) 0i

The

numerator is therefore equal t6

s* isincreasing in if and only if -

0u(s', 9

3 is the decrease in the marginal cost of generataifg
ids

control wheni increases. The term B (aus(g*.; 0) is the decrease in

ds 1-0F(9) 0i

the marginal benefit. In each period, if the atidiccceeds in abstaining they will

The term-

avoid the disutility associated with generating-sehtrol in future periods. The
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expected marginal benefit of generating self-cdnith therefore include the term

dP(S) -~ t . Ry B - -
— P(s)'(-u( %)) = (- . Wheni increases,
ds ﬁ;ﬂ () (-uls ) ds 1-5 R 9. ’s))
the decrease in the expected marginal benefit mérgeing self-control will therefore
dP(s) B 0u(s;)
be (—=).
ds 1-8HF(9) oi

While the assumptions made so far do not imply tth@se who are more
successful at resisting impulses will be more ssgfte at breaking their addictions,
some evidence from the scholarly literature sugogstt this is the case. Bechara
(2005) reviewed a variety of evidence indicatingttthose who use addictive goods
are generally less successful at resisting impuedsargued that this is at least in part
because those who are more successful at resistpgses are more successful at
restricting their consumption of addictive goods.

More intelligent people are more successful astegj impulses. Therefore
one would expect more intelligent people to be nsorecessful at breaking their
addictions. The next subsection explores the rapibns this could have for how the

relationship between intelligence and heavy alcaboksumption changes with age.

Age, Intelligence and Heavy Alcohol Consumption

If more intelligent people are both more likelyexperiment with alcohol and
more likely to succeed at breaking their addictjahen the sign of the relationship
between intelligence and heavy alcohol consumphayg change with age.

Assume that in each period the decision maker @wbstween consuming a
large amount of alcohol, denoted Ry heavy, and a more moderate amount of
alcohol, denoted by = restricted. If the decision maker is an addict, they wilede
to generate self-control in order to restrict tt@aohol consumption. Suppose that if

the decision maker consumes a large amount of @l@ola given period they will be
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an addict in the next period. If they restrictittdnsumption, however, then they will
not be addicted in the next period and will no lengeed to generate self-control in
order to restrict their alcohol consumption.

Assume that the utility of consumption dependshendecision maker’s type

and consumption history. Denote utility from comgtion byu, (x type h. Let the
variableh[1{0,1} take on a value of one if the decision maker lbmsemed a large

amount of alcohol in the past and a value of z¢hervise. Assume there are three
types of decision makers.

The first type of decision maker will be calledchboser.” Denote choosers

by type= c. If the decision maker is a chooser, then

u (heavy ¢ h> y( restricted,c)l regardless of consumption histany Such a

decision maker will deliberately choose to consuant@ge amount of alcohol in every
period.

The second type of decision maker will be calledearoider.” Denote
avoiders bytype= a. If the decision maker is an avoider, then

u (restricted a h> y( heayy,a)l regardless of the consumption histdry Such a

decision maker will never consume a large amouwdadhol.
The third type of decision maker will be called“arperimenter.” Denote

experimenters byype= e. If the decision maker is an experimenter, thenutility

of consumption will depend on the decision makeossumption history. Assume

u,(restricted el)> y( heavy,&) so that if the decision maker has consumed a large
amount of alcohol in the past they will prefer éstrict consumption.

Let the functionV (1,i,e) denote the expected utility of an experimenter who

has consumed a large amount of alcohol in thegrasts addicted to alcohol.

Assumeu, (heavy €0)+ 8 \(1, j &> ux(res;ric’;ed e0)

choose to consume a large amount of alcohol iffitsteperiod, when doing so

. Then the experimenter will
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provides a novel experience, but will afterwarept to restrict consumption.

Let P(c), P(a) and P(e) be the probabilities that a consumer is of eapk ty

and assume these probabilities are differentialtle nespect ta . Consistent with the

literature reviewed above, assume that the prababfibeing an experimenter is

increasing in intelligence, so thg? >0. Let P(s") be the probability that an
[

experimenter who is addicted to alcohol succeedsstricting their consumption in a

given period. Assume* is an interior solution, which, together with timst order

condition, impliesO< P(s*) <1. Consistent with the analysis above, assume that
0s*( )
i

more intelligent people generate more self-consolthat

The probability that a decision maker consumes iheswperiod t is given by
Prean(t: 1) = P(c)+ P(§ R $( Y)'™. Differentiating Pean(t:1) With respect ta and

rearranging yields the following equation.

B CUR G L EIPRIEE LR Ol

In the initial period, . Note that

OReant.i) _0P(c) . OP(9 _OR
oi Oi a d

P9 P(s*()) is positive and does not vary withwhile
|

. _ o OPreay (L) .
is negative and linear in. Therefore—=-2""~ will be

t-1pe D50
0s i oi
t,1
initially decreasing irt and, for sufficiently large, heavy( ) aPa'(c)l Finally,
i
oRP __ (t,i orP.__ (t,i .
note thathe";—v_y(l) converges teal:(;ﬁ, so that whllehe%() is initially
i i i

decreasing int it must also eventually increasetin In this model, those with lower
levels of mental resources available eventuallgsed at breaking their addictions,

but they typically succeed later.
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R, _.(t,i
The following figure shows howheL() varies witht for some arbitrary

oi
values ofP(e), aP(C) LG , P(s*()) and OP(s*()) agc(') . Although time is
oi oi 0s oi
. : 0P . (L 1) : : .
discrete in the model# is drawn as a continuous functiontoin Figure 3-1.
i

These theoretical results provide some insight e the relationship

between intelligence and heavy alcohol consumptiag change with age. Bm

is near zero, then one would expect a positivaiogiship between intelligence and
heavy alcohol consumption at young ages. As pdmgdame older, one would expect

the relationship between intelligence and heavgtadtconsumption to become

negative. Finally, in the long run, one would exte see only a weak relationship

between intelligence and heavy alcohol consumption.

0P(c)
oi

Relationship Between Intelligence and Heavy Use

Figure 3-1
|
Predicted Changes mhezL() Over Time
[
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These changes with age in the relationship betweehigence and heavy
alcohol consumption could give rise to the mixeslits previously reported. The
next section describes the data that will be usexkéamine the relationship between

age, intelligence and heavy alcohol consumption.

Data and Methods

Two sources of data will be used here. The fgshe National Longitudinal
Survey of Youth 1979 (NLSY79), which provides meaaswof intelligence and
alcohol consumption. The second is the Nationalltddnterview Survey (NHIS),
which provides measures of health knowledge.

The NLSY79 collected and continues to collect aeniginge of data on a
sample of 12,686 men and women who were betweeagie of 14 and 22 when first
interviewed in 1979. In 1980 the Armed Servicesamnal Aptitude Battery
(ASVAB) was administered to nearly all survey papants. Scores on four subtests
can be used to calculate an Armed Forces Qualdicdtest (AFQT) score, which
Hernnstein and Murray (1994) argued is an excetiegdsure of intelligence.
Participants were asked about alcohol consumptid®82, 1983, 1984, 1985, 1988,
1989, 1994, 2002 and 2006, although the questiskedavaried widely across years.

In the analysis that follows, AFQT scores are daked using the 1989 scoring
scheme as described by Hernnstein and Murray (199d) ease of interpretation,
scores are then adjusted by birth cohort to hanean of 100 and a standard
deviation of 15, the typical scale for IQ scores.

AFQT scores are affected by differences in edunatiahe time of testing
(Hansen et al., 2004; Neal and Johnson, 1996; Wirsid Korenman, 1997) and
economists have sometimes adjusted AFQT scorextuat for these differences

(Auld and Sidhu, 2005). Given that intelligence Imat been defined in terms of
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inherent ability, there seems to be little jusation for assuming that it is unaffected
by differences in background, including differenaesducation. In none of the
previous studies of the relationship between iiggetice and heavy alcohol
consumption that were described above was IQ adjust differences in
background. The results reported here will be dhaseanalyses in which 1Q scores
are not adjusted for differences in background.ewadjustments were made using a
method similar to that described by Auld and Si{2Q05), qualitatively similar
results were obtained.

In each survey year a wide variety of data werbegad, including
information on income, education, family size, rarstatus, urban residence and
region of residence. In years for which valuestii@se control variables are missing,
the most recent preceding value of that variahietfat participant will be used.
Based on answers to a series of questions abaoat aac ethnic origin, the race and
ethnicity of study participants are described i fibllowing analysis by white, black
and Hispanic indicator variables. Indicator valestalso record whether participants
reported being currently enrolled as college sttglahthe time of each interview.

The Rotter Locus of Control Scale used here isutatied using responses to
four items presented to participants in 1979. fEsponses elicited are meant to
measure the beliefs participants hold as to whetieecourse of their lives is primarily
determined by themselves or by external forcemm ltesponses were given numerical
values and summed to that lower scores indicabagér beliefs that the course of
their lives is primarily determined by themselves.

In 1980, the Rosenberg Self-Esteem Scale was asteniad to survey
participants. This scale consists of ten itemsnded to measure participants’
approval of themselves. Item responses were givemerical values and summed so

that higher totals indicate higher levels of seifeem.
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The measures of personality described in the twoqating paragraphs were
not included as control variables in many previstuslies of the relationship between
intelligence and heavy alcohol consumption. Heakmizal. (2006) included these
variables in an analysis of the importance of ctigmiability and abilities like self-
control in determining life outcomes and thesealalgs are included here in order to
facilitate comparison with that study. Qualitativeimilar results to those that will be
reported here were obtained when these personalitgbles were omitted.

In every year with alcohol questions, participamte reported consuming
alcohol were asked how often they had consumedrsixore drinks on a single
occasion in the past month. These answers aretogguherate an indicator variable
equal to one if the participant reported consunsimgor more drinks on a single
occasion in the past month. This variable is@e&eto for participants who did not
drink.

This indicator variable will be the measure of healcohol consumption
analyzed here. One strength of this variableragasure of heavy alcohol
consumption is that it is unaffected by differentemoderate alcohol consumption.
Furthermore, it is only for this measure that dataavailable from all of the survey
years with alcohol questions. Because these plataldescribe only a narrow age
range in each year, it is crucial that the meastireavy alcohol consumption be
available for a wide range of survey years if itdde used to investigate how the
relationship between intelligence and heavy alcaboksumption changes with age.

This measure of heavy consumption is closely rdledeghe concept of binge
drinking. Binge drinking is defined by the Natidmastitute on Alcohol Abuse and
Alcoholism (NIAAA) as drinking that results in adadd alcohol concentration above
0.08 gram percent. For men, this typically requabout five drinks in two hours

(NIAAA, 2004). For women, this typically requirebout four drinks in two hours
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(NIAAA, 2004). About 92% of those who drink exsegly engage in binge
drinking (Town et al., 2006).

In the NLSY79, those drinkers who had consumedsixore drinks on a
single occasion in the previous month drank appnaxely twice as often as those
drinkers who had not. Those drinkers who had caresusix or more drinks on a
single occasion during the previous month drankawrage, about ten days per
month. Those drinkers who had not consumed smare drinks on a single occasion
in the previous month drank, on average, only abeetdays per month.

The blood alcohol concentration associated withdsimks varies by body
weight (Posey and Mozayani, 2007). In severalumgv years, participants were
asked to report their body weight. Body weight Wwé included as a control variable
in the following analysis. In years for which bodgight was not reported, the most
recent preceding value for that participant willused.

In 1982, 1983, 1984, 1985, 1988, 1989 and 1994egyrarticipants were
asked if they had ever drunk an alcoholic beverageswers to this question were
used to generate an indicator variable equal tafdhe participant had never drunk
an alcoholic beverage.

In 1989, survey participants who drank were askétey had ever needed a
drink so bad that they could not think of anytheige. Answers to this question were
used to generate an indicator variable equal tafdhe condition had ever arisen.
This variable is not defined for participants whad dot drink in 1989.

In 1984, 1985, 1988, 1989 and 1994, participants griank were asked if
during the past year they had tried to restricir tAeohol consumption and failed.
These answers are used to generate an indicatableaequal to one if this condition
occurred. This variable is not defined for papats who did not drink in the

relevant year.
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In the data that will be analyzed here, answetbéajuestion about failed
attempts to restrict consumption are predictivaedvy alcohol consumption as
defined above. Among those who reported havimgl tto restrict their consumption
and failed, 78% reported heavy consumption. Anibtege who reported that they
had not tried to restrict their consumption antefhionly 44% reported heavy
consumption. Note that both proportions are highan the overall proportion that
will be reported in Table 3-1 because the variabliecting failed attempts to restrict
consumption is defined only for those who consuidedhol while the proportion that
will be reported in Table 3-1 also includes thos®wlid not consume alcohol.

As noted above, some key questions were askedmtityse who consumed
alcohol. As discussed in the section on limitagidhis could introduce a selection
problem. It will be argued there that selectionnsikely to be driving the results that
will be presented here.

Evidence concerning alcohol consumption is avadldébt participants between
the ages of 17 and 50. Observations of individatkge 17 will be omitted from this
analysis because as minors they may have had dirotetrol over their alcohol
consumption. Few observations in these data rept@sdividuals above age 48.
Therefore this analysis will be restricted to thbeéwveen the ages of 18 and 48.

The NLSY79 experienced a substantial amount atiatirbetween 1982 and
2006, with over twelve thousand observations in21&&d less than eight thousand
observations in 2006. Changes in the compositidheogroup participating in the
survey could result in changes in the observedioglship between intelligence and
heavy alcohol consumption. Most of the variatiorage in these data is a result of the
fact that alcohol questions were asked in multilevey years, so this attrition could
in principle affect estimates of how the relatiopdbetween intelligence and heavy

alcohol consumption changes with age. In ord@litoinate any such effects, only
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those individuals who were still participating etsurvey in 2006 will be included in
the following analysis. Similar results to thokattwill be reported here were
obtained when survey year was included as an imikgpe variable.

Table 3-1 summarizes selected variables from th8YW9 data. Each unique
combination of individual and interview year witlt@hol questions is potentially an

observation in this table and in the analysis thidws.

Table 3-1

NLSY79 Selected Summary Statistics

Variables Obs. Means  Std. Devs.
six or more drinks on a single occasion in last
month 65804 0.294 0.456
never drunk an alcoholic beverage 51244 0.058 0.234
needed so bad could not think 4704 0.029 0.169
tried to cut back or quit and failed in past year 19279 0.062 0.242
1Q 63262 99.388  15.427
age 65804 29.050 8.401
highest grade completed 65595 12.524 2.392
currently enrolled as a college student 65803 0.100 0.300
Rotter Locus of Control Scale 65166 8.763 2.404
Rosenberg Self-Esteem Scale 63331 32.236 4.072
married 65804 0.431 0.495
income ($1,000s) 65508 35.605 60.986
white 65804 0.455 0.498
black 65804 0.300 0.458
Hispanic 65804 0.174 0.379
male 65804 0.485 0.500

Notes: Table 3-1 summarizes data from the Natiboagitudinal Survey of Youth, 1979. Each uniquenbination of

individual and survey year with questions aboublatd consumption is a potential observation in thide. These observations
represent the 7,653 individuals still participatinghe NLSY79 in 2006. The variabls or more drinks on a single occasion
in last monthnever drunk an alcoholic beverageeeded so bad could not thiakdtried to cut back or quit and failed in past
yearare indicator variables that take on a value @fibthey describe the observation and zero otlssrwiThe variables
currently enrolled as a college studemtarried white, black Hispanicandmaleare indicator variables that take on a value of
one if they describe the observation and zero wiiser Additional variables that will be includedthe analysis below are
variables measuring family size and weight as aglindicator variables for urban residence andredf residence. Region of
residence will be described using indicator vagalibr residence in the northeastern, north cersirathern and western
regions of the United States.
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The other source of data that will be analyzed etlee National Health
Interview Survey (NHIS). The NHIS is a continuisigrvey that collects information
on the health of the US population. It is admanetl by the National Center for
Health Statistics, which is a part of the Centerdiisease Control and Prevention.
Between 1982 and 1996 the survey consisted of tmts pa basic set of health and
demographic questions that was consistent acr@ss gad a group of supplemental
guestions that varied across years. In 1985, #gadthi Promotion and Disease
Prevention Supplement tested the health knowlefigarticipants. One of the
guestions asked was about the relationship betaieehol abuse and cirrhosis of the
liver. Answers are used to generate an indicaaaable equal to one if the
respondent reported that alcohol abuse definitedgeiases the likelihood of cirrhosis
of the liver.

Information on age, education, race, ethnicity,dgenincome, family size,
marital status, weight, urban residence and regioasidence was also gathered.
Because the analysis of the NLSY79 data will betéththose between the ages of 18
and 48, the analysis of the NHIS will also be Iedito individuals in that age range.
Table 3-2 summarizes the NHIS data.

The next section uses these data to analyze thgoredhip between
intelligence, self-control and heavy alcohol conption. All of the outcomes that
will be examined here are dichotomous. Linear abiliiy models will be used
throughout. In most of the regressions descril@ov it is the interactions between
independent variables that are of interest. Tleeofi:mionlinear probability models to
investigate such relationships presents techrssalks (Ai and Norton, 2003). All

statistical analyses were performed using Stata 11.
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Table 3-2
NHIS Selected Summary Statistics

Variables Obs. Means  Std. Devs.

heavy drinking definitely increases risk of

cirrhosis of the liver 20557 0.809 0.393
highest grade completed 20557 12.986  2.585
age 20557 31.772 8.151
income less than $5000 20557 0.090 0.287
income between $5,000 and $7,000 20557 0.036  0.186
income between $7,000 and $10,000 20557 0.055 0.228
income between $10,000 and $15,000 20557 0.102 0.303
income between $15,000 and $20,000 20557 0.115 0.319
income between $20,000 and $25,000 20557 0.103 0.305
income between $25,000 and $35,000 20557 0.188 0.390
income between $35,000 and $50,000 20557 0.139 0.346
income greater than $50,000 20557 0.084 0.277
income missing 20557 0.087 0.282
married 20522 0.557 0.497
white 20557 0.818 0.386
black 20557 0.154 0.361
hispanic 20557 0.070  0.255
male 20557 0.560  0.496

Notes: Table 3-2 summarizes data from the Natibleallth Interview Survey, 1985. The variahkavy drinking definitely
increases risk of cirrhosis of the livieran indicator variable equal to one of the paréint said that heavy drinking definitely
increases the risk of cirrhosis of the liver antbZ&the participant indicated otherwise. Incomeescribed by a group of ten
indicator variables equal to one if the participmiricome category corresponds to the variable remdezero otherwise. The
variablesmarried, white, black Hispanicandmaleare indicator variables that take on a value &fibthey describe the
participant and zero otherwise. Additional varébthat will be included in the analysis belowagables measuring family
size and weight as well as indicator variablesuftian residence and region of residence. Regioestdence will be described
using indicator variables for residence in the Imggist, north central, southern and western regibtie United States.

Results
Karlamangla et al. (2006) reported that heavy altobnsumption falls with

age. Figure 3-2 demonstrates this pattern usitegfdam the NLSY79.

103



Proportion Reporting Heavy Consumption
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Figure 3-2
Age and Heavy Alcohol Consumption

Notes: Figure 3-2 is based on data from the Natiboagitudinal Survey of Youth, 1979. “Heavy congption” indicates
consumption of six or more drinks on a single omras the month preceding the interview.

Note that the National Minimum Drinking Age Act 8984, which made
standard a minimum legal drinking age of 21, wakirly implemented until 1988
(New York Times, 1988) while the earliest alcohohsumption questions analyzed
here were asked in 1982. In these data, the piopaf participants reporting heavy
alcohol consumption peaks at age 19, when it isia®8%.

Previous studies of the relationship between iigetice and heavy alcohol
consumption have produced conflicting resultsvds argued above that these
conflicting results may have arisen because tlaiogiship between intelligence and
heavy alcohol consumption becomes more negativeageé. Figure 3-3 graphs
heavy alcohol consumption against age separatethdse whose 1Q scores are above

average and those whose 1Q scores are below average
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Figure 3-3

Age and Heavy Alcohol Consumption by IQ
Notes: Figure 3-3 is based on data from the Natiboagitudinal Survey of Youth, 1979. “Heavy congption” indicates
consumption of six or more drinks on a single omras the month preceding the interview.

In Figure 3-3, it appears that the relationshipveetn intelligence and heavy
alcohol consumption is initially positive but becesmegative with age.

Multiple regression analysis provides additionatdence that this is the case.
As a point of reference, Table 3-3 shows the @fatip between IQ and heavy
alcohol consumption in these data when the coeffiadbn IQ is not allowed to vary
with age.

Although Figure 3-3 appears to demonstrate a strelagjonship between 1Q
and heavy alcohol consumption, in a regressionhithvthe coefficient on 1Q is not

allowed to vary with age that coefficient is near@and not statistically significant.
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Table 3-3
Selected Coefficients from a Simple Model Predgtime Probability of Having
Consumed Six or More Drinks on a Single OccasiaméPrevious Month

Variables Coefficients
IQ 0.000220
(0.000316)
age -0.008207***
(0.000284)
highest grade completed -0.013578***
(0.001599)
current college enrollment -0.034548***
(0.007296)
Rotter Locus of Control Scale 0.001604
(0.001390)
Rosenberg Self-Esteem Scale -0.000962
(0.000846)
Observations 60589
R? 0.129

Notes: Table 3-3 presents coefficients from a lipgabability model estimated using data from thaidhal Longitudinal
Survey of Youth, 1979. Robust standard errorsraparentheses. Standard errors are adjustedufstedng at the individual
level. Each unique combination of individual andvey year with questions about alcohol consumpiias a potential
observation in this analysis. These observatiepgesent 7,062 individuals who were still partitiipgin the NLSY79 in 200¢
The regression equation also included variablessoregwy race, ethnicity, gender, income, family siparital status, weight,
urban residence and region of residence.

*** Statistically different from zero with p<0.01
** Statistically different from zero with p<0.05
* Statistically different from zero with p<0.1

Table 3-4 shows the relationship between intelligeand heavy alcohol
consumption when the coefficient on IQ is allowed/ary with age. The relationship
between 1Q and the predicted probability of heaeplaol consumption is graphed
against age in Figure 3-4.

The 1Q terms are jointly statistically significaaitthe 0.0001 level and the
three terms in which 1Q is interacted with ageas® jointly significant at the 0.0001
level. 1Q is strongly related to heavy alcohol semption and the hypothesis that the

relationship does not vary with age can be rejected
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Table 3-4
Selected Coefficients from a More Sophisticated 8dtredicting the Probability of
Having Consume@®ix or More Drinks on a Single Occasion in the Ryves Month

Variables Coefficients
[e) 0.041979***
(0.007555)
IQ*age -0.003507***
(0.000733)
|Q*age” 0.000092***
(0.000023)
IQ*age® -0.000001***
(0.000000)
highest grade completed -0.013298***
(0.001660)
current college enrollment -0.040079***
(0.007574)
Rotter Locus of Control Scale 0.001989
(0.001390)
Rosenberg Self-Esteem Scale -0.001120
(0.000846)
Observations 60589
R 0.133

Notes: Table 3-4 presents coefficients from a liabability model estimated using data from tregidhal Longitudinal
Survey of Youth, 1979. Robust standard errorsraparentheses. Standard errors are adjustedufstedng at the individual
level. Each unique combination of individual andvey year with questions about alcohol consumpiias a potential
observation in thisralysis. These observations represent 7,062 thatl$ who were still participating in the NLSY792006.
The regression equation also included variablesoresy race, ethnicity, gender, income, family siparital status, weight,
urban residence and region of residence.

*** Statistically different from zero with p<0.01
** Statistically different from zero with p<0.05

* Statistically different from zero with p<0.1

Figure 3-4 shows how the predicted relationshipvben IQ and heavy alcohol
consumption varies with age for those between ¢ies af 18 and 48. Similar patterns
are observed when additional terms raising agegteeh powers and interacting 1Q

with age raised to higher powers are included enrégression.
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Figure 3-4
IQ and Heavy Alcohol Consumption

Notes: Figure 3-4 is based on the regression cigfiis reported in Table 3-4. “Heavy consumptionlicates consumption of
six or more drinks on a single occasion in the mameceding the interview.

The pattern shown in Figure 3-4 closely resemlileptedicted pattern shown
in Figure 3-1 and is consistent with differencesriglligence in success at self-
control. These regression results indicate th#ttenUnited States the relationship
between intelligence and the probability of healeplaol consumption is initially
positive, but becomes negative around age 25. ¢Hange in the relationship
between intelligence and heavy alcohol consumptaarid lead to the mixed results
reported in previous studies.

In about 29 percent of observations, participagp®rted having six or more
drinks on a single occasion in the previous momthage 18, the average marginal
effect is about 0.004 and a one standard deviatinease in IQ is associated with

about a 6.3 percentage point increase in the pilitlyadd heavy consumption. The
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average marginal effect of 1Q reaches its nadabaiut age 32, when it is about
negative 0.0012. At age 32, a one standard dewiatcrease in IQ is associated with
about a 1.8 percentage point decrease in the piitpatb heavy consumption.
Therefore the relationship between a one standardiion increase in 1Q and the
probability of heavy alcohol consumption rangesrfran increase of about 21%
relative to the mean to a decrease of about siepér

In the regression results above, the relationseipréen current college
enrollment and heavy alcohol consumption is negadivd statistically significant.
One potential concern about the results preserdszirhay be that college
environments could vary widely and the type ofitng§bn attended may be related to
intelligence, with more intelligent students attiergdcolleges where heavy alcohol
consumption is more prevalent. A second potentiatern is that college enrollment
may affect not only the level of consumption whaleolled but also the evolution of
consumption over time. In either case, simplyudaig an indicator variable for
college enrollment could be inadequate to isolagerélationship between intelligence
and heavy alcohol consumption.

To address these concerns, the analysis aboveesasped separately for
those who had completed fewer than twelve yeasslobol by 2006, the most recent
year for which data were available. Qualitativeiyilar results were obtained,
suggesting that the effect of experiencing a cellegvironment is not driving the
relationship between intelligence and heavy alcaboksumption described here.

As can be seen in Figure 3-4, the relationship eetwQ and the probability
of heavy alcohol consumption becomes negative agih Past discussions of the
relationship between intelligence and life outcorage focused on the relationship
between intelligence and information. One posst@anation for the pattern

depicted in Figure 3-4 may be that people ten@strict their alcohol consumption as
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they age because they learn about the healthasdaciated with heavy alcohol
consumption and the pattern observed in FigureaBsés because more intelligent
people learn more about those health risks.

No direct measures of knowledge of health risksa&eslable in the NLSY79,
so the NHIS will be used to examine the hypothdssthe information gap between
the more intelligent and the less intelligent wislevith age. While no direct measure
of intelligence is available in the NHIS, educatismeported. Education is highly
correlated with intelligence (Neisser et al., 19860 those with higher levels of
education have been shown to be better-informedtaiealth risks (Kenkel, 1991).
Table 3-5 shows how the relationship between educand information changes
with age.

Table 3-5

Selected Coefficients from a Model Relating Edumaand Age to Knowledge that Heavy
Drinking Increases the Likelihood of Cirrhosis bétLiver

Variables Coefficients
highest grade completed 0.036878***
(0.004772)
age 0.007919***
(0.001757)
age*highest grade completed -0.000516***
(0.000137)
Observations 20522
R 0.048

Notes: Table 3-5 reports coefficients from a linganbability model estimated using data from thé¢idtel Health
Interview Survey, 1985. Robust standard errorsraparentheses. Only individuals between the afé8 and 48 were
included in this analysis. The regression equalea included variables measuring race, ethnigigpder, income, family
size, marital status, weight, urban residence agibn of residence.

*** Statistically different from zero with p<0.01
** Statistically different from zero with p<0.05
* Statistically different from zero with p<0.1
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If decision makers are learning as they age, onddvexpect beliefs to
eventually converge as they became more accufdte results in Table 3-5 show this
pattern, with a positive coefficient on educatiarpositive coefficient on age and
negative coefficient on the interaction term.hiétefore seems unlikely that the
relationship between intelligence and heavy alcaboksumption becomes more
negative with age because of a widening of thermé&tion gap between the more
intelligent and the less intelligent.

The literature review and theoretical analysis @nésd above suggest an
alternative explanation for the pattern depicte8igure 3-4. The NLSY79 will be
used to explore the possibility that differencesxperimentation with alcohol
contribute to the positive relationship when peapke young. The NLSY79 will also
be used to explore the possibility that differencesuccess at self-control contribute
to the negative relationship when people are older.

If intelligence is positively related to experimation with alcohol, one would
expect a negative relationship between intelligearmthe probability of never having
drunk an alcoholic beverage.

As can be seen in Table 3-6, the relationship betm® and the probability
that a survey participant had never drunk an alboheverage is negative and
statistically significant. The coefficient on IQ about negative 0.002, so a one
standard deviation increase in IQ is associateld abbut at 2.8 percentage point
decrease in the probably of never having drunkieshalic beverage. In these data,
the mean probability of never having drunk an atdchbeverage is about 0.058, so a
one standard deviation increase in IQ is associaitdabout a 48% percent decrease

relative to the mean in the probability of nevevihg drunk an alcoholic beverage.
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Table 3-6
Selected Coefficients from a Model Predicting tihebRbility of Having Never Drunk
Alcohol

Variables Coefficients
IQ -0.001856***
(0.000215)
age -0.003429***
(0.000342)
highest grade completed 0.003275***
(0.001229)
current college enrollment 0.002448
(0.004092)
Rotter Locus of Control Scale -0.000499
(0.000863)
Rosenberg Self-Esteem Scale -0.001517***
(0.000527)
Observations 47168
R® 0.049

Notes: Table 3-6 reports coefficients from a lingarbability model estimated using data from théidweal Longitudinal
Survey of Youth, 1979. Robust standard errorsraparentheses. Standard errors are adjustedufstedng at the individual
level. Each unique combination of individual andvey year with questions about having ever consuamealcoholic bevera
was a potential observation in this analysis. €h#sservations represent 7,039 individuals who \sgligarticipating in the
NLSY79 in 2006. The regression equation alsauithet! variables measuring race, ethnicity, gendeome, family size,
marital status, weight, urban residence and regioesidence.

*** Statistically different from zero with p<0.01
** Statistically different from zero with p<0.05
* Statistically different from zero with p<0.1

Results qualitatively similar to those presentedable 3-6 were obtained
when the analysis was restricted to those who badompleted a year of college by
2006, the most recent year for which data are abkasl

It was argued above that intelligence is relatesutcess at self-control
because more intelligent people have higher levietlse mental resources necessary
for attending their goals. In 1989, NLSY79 pagpanmts were asked if they had ever
needed a drink so bad that they could not thinkmything else. Interpreted literally
in terms of the model described above, an affimeatinswer would correspond to a
situation in whichP(S(i)) =0. In other words, the participant simply did naivk

sufficient mental resources to control what thegraded. If intelligence is positively
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related to the mental resources available, onedvexpect it to be negatively related
to the probability of an affirmative answer to thisestion.

As can be seen in Table 3-7, IQ has a negativaae&hip with the probability
that a participant ever needed a drink so badtiiegtcould not think of anything else.
In these data, only about 2.9% of drinkers repottiat they had ever needed a drink
so bad that they could not think of anything el$&e coefficient on IQ is about
negative 0.0008 and a one standard deviation iser@alQ is associated with about a
1.1 percentage point decrease in the probabilignadffirmative answer. Therefore a
one standard deviation increase in IQ is associattdabout a 39% decrease relative

to the mean in the probability of an affirmativesever.

Table 3-7
Selected Coefficients from a Model Predicting thebRbility of Having Needed a Drink So
Bad that One Could Not Think of Anything Else

Variables Coefficients
IQ -0.000753***
(0.000286)
age 0.000229
(0.001178)
highest grade completed -0.001419
(0.001396)
current college enrollment 0.005835
(0.010986)
Rotter Locus of Control Scale -0.001966*
(0.001181)
Rosenberg Self-Esteem Scale -0.002808***
(0.000755)
Observations 4384
R 0.022

Notes: Table 3-7 reports coefficients from a lingarbability model estimated using data from théidteal Longitudinal
Survey of Youth, 1979. Robust standard errorsraparentheses. The regression equation alsodedluariables measuring
race, ethnicity, gender, income, family size, nastatus, weight, urban residence and regionsideace.

*** Statistically different from zero with p<0.01
** Statistically different from zero with p<0.05
* Statistically different from zero with p<0.1
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It was argued above that if more intelligent peaie more successful at
impulse control they may be less likely to failattempts to restrict their alcohol

consumption. Table 3-8 demonstrates that thisa<ase.

Table 3-8
Selected Coefficients from a Model Predicting tihebRbility of Having Tried to Restrict
Consumption of Alcohol but Failed

Variables Coefficients
IQ -0.002015***
(0.000213)
age -0.001487***
(0.000462)
highest grade completed -0.004655***
(0.001143)
current college enrollment -0.008184
(0.005226)
Rotter Locus of Control Scale -0.000012
(0.000905)
Rosenberg Self-Esteem Scale -0.002615***
(0.000568)
Observations 17863
R® 0.052

Notes: Table 3-8 reports coefficients from a lingarbability model estimated using data from théidteal Longitudinal
Survey of Youth, 1979. Robust standard errorsraparentheses. Standard errors are adjustedufstedng at the individual
level. Each unique combination of individual andvey year with questions about having tried inghevious year to restrict
alcohol consumption and failed was a potential nkzg®n in this analysis. These observations gTE6,088 individuals who
were still participating in the NLSY79 in 2006. dhegression equation also included variables nieastace, ethnicity,
gender, income, family size, marital status, weightan residence and region of residence.

*** Statistically different from zero with p<0.01
** Statistically different from zero with p<0.05
* Statistically different from zero with p<0.1
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IQ is strongly related to the probability of repog having failed during the
previous year in an attempt to restrict alcoholstonption. In these data, in about
6.2% of observations of drinkers the responderdnted having failed during the
previous year in an attempt to restrict their abldatonsumption. The coefficient on
IQ is about negative 0.002 and a one standard ti@viecrease in 1Q was associated
with about a three percentage point decrease ipristgability of reporting having
failed in an attempt to restrict alcohol consumptid herefore one standard deviation
increase in 1Q is associated with about a 49% @sereelative to the mean in the
probability of reporting having failed in an attemg restrict alcohol consumption.

The empirical results presented in this sectiomcete that the relationship
between intelligence and heavy alcohol consumgigzomes more negative with age
and suggest that the relationship is driven at iegsart by differences in
experimentation with alcohol and differences incass at self-control. This study has

several limitations, however, as will be discussethe next section.

Limitations

This study has two primary limitations. First,vaith any theoretical analysis,
a number of simplifying assumptions have been m&#xond, as with any empirical
analysis, the data available are not ideal.

The theoretical analysis was simplified by assuntimag addiction is
dichotomous and that those who succeed in absgainiane period will no longer
need to exercise self-control in order to abstaithe future. While desensitization to
environmental cues will probably decrease the @atitrol needed to abstain, even
those who have abstained for long periods of tireestill at risk of relapse
(Goldstein, 2001). Some other economic modelsidiciion have treated the

weakening of addiction in a more nuanced mannecK&eand Murphy, 1988;
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Bernheim and Rangel, 2004; Gruber and Kdszegi, ;200dhanides and Zervos,
1995).

These data are not sufficient to estimate the itapae of differences in the
value placed on novelty. It is not clear to whetat the initial positive relationship
between intelligence and heavy alcohol consumpsiativen by differences in the
value placed on novelty or how quickly the novelsgociated with heavy alcohol
consumption decreases. There are, of course, ptissible explanations for the
positive initial relationship between intelligenaed heavy alcohol consumption. For
example, it could be that individuals are awarditierences in the difficulties
associated with self-control before making theitiahdecisions regarding alcohol.
Those for whom self-control is less onerous mightdss concerned about addiction
and might therefore be more likely to engage inviigdcohol consumption when they
are young.

Neither are these data sufficient to estimatertigortance of differences in
the difficulties associated with self-control. $ls true for at least three reasons.

First, differences in the cost of generating selitcol could affect the option
deliberately chosen. In the theoretical analysts@nted above, the deliberately
chosen option and the impulsive option were treatefixed and differences in the
probability of self-control failures were analyzel.may be the case that the
difficulties associated with self-control vary witne option deliberately chosen (Gul
and Pesendorfer, 2001; Lowenstein and O’'Donogh@/)2 If so, then differences in
the cost of generating self-control could affecichloption was deliberately chosen.
Such an effect of differences in the cost of getmayaself-control on observed
behavior would not be captured by the questionsitaiaded attempts to restrict
consumption.

Second, not all self-control failures will be cad by the questions about
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failed attempts to restrict consumption. Recaddl the theoretical model described
above is intended primarily to take on an “asiifterpretation. One reason for this
interpretation is that the actual decision-makingcpss may not always be an entirely
conscious one. If the decision-making proces®igntirely conscious, the role of
self-control failures in determining consumptiomdbs may not be clear to decision
makers and as a result may not be reflected in #mswers to survey questions.

Third, some decision makers may choase0 . In other words, for some
decision makers it may be optimal to make no atteampestrict consumption even if
the utility from consumption would be higher if theucceeded in restricting their
consumption. If the cost of generating self-congdower for more intelligent
people, then it may be the case that more inteltigeople are less likely to choose
s*=0.

The question about attempts to restrict alcohosaomption was only asked to
drinkers and those who drank were only asked adbernpts in which they failed.
Because those who chose=0 did not attempt to restrict their consumptionythe
would have answered that they had not failed iatéeempt to restrict their
consumption. The behavior of these decision makerdd be affected in the
expected way by differences in the cost of gensgagelf-control but the presence of
such decision makers in these data would makesthganship between intelligence
and the probability of reporting a failed attemptéstrict consumption less negative
rather than more negative.

In principle, this possibility could reverse thedrpretation of the results
presented above. Suppose that, contrary to theremgt presented here, generating
self-control were more costly for more intelliggr@ople. Suppose that, as a result,
more intelligent people were more likely to chos$e=0. Then it is possible that

more intelligent people would be less likely toeggailing to restrict consumption
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because they were less likely to attempt to restansumption.

More generally, the fact that questions about gitsrto restrict consumption
and success or failure in those attempts werest@daseparately could lead to a
negative relationship between intelligence and meylcfailures under any scenario in
which less intelligent people were more likely ttempt to restrict consumption.
Such a scenario is not likely to be driving theuftsspresented here, however. If less
intelligent people were more likely to attempt éstrict their consumption, the
negative relationship between intelligence andotimdability of reporting a failed
attempt to restrict consumption would be accomghhiea negative relationship
between intelligence and the probability of suctidlgsrestricting consumption.
Given that the relationship between intelligence heavy alcohol consumption
becomes more negative with age, however, it seailely that less intelligent
people are experiencing more successes in attemstrict consumption.

The results presented here are not intended totégreted as evidence of a
causal relationship between intelligence and hedaghol consumption. Intelligence
has not been defined in terms of any particulditgpso, in principle, any ability or
achievement could reflect differences in intelligen As a result, the appropriate
counterfactual is difficult to identify and it iohclear how the effect of differences in
intelligence on heavy alcohol consumption couldrsasured.

In the theoretical model described above, diffeesrno success at self-control
are caused by differences in the levels of meetdurces available. Intelligence is
correlated with the levels of these mental resaiasilable and it seems reasonable
to assume that, with a standard set of controhbées, intelligence serves as a
measure of the levels of mental resources availabfe data do not allow for a direct
test of this assumption, however. In the datayaeal here, direct measures of

willpower and attention were not available. Wthhe results presented here are
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consistent with the hypothesis that intelligenceslated to heavy alcohol
consumption through differences in the levels ohtakresources available, it is easy
to imagine different data that would allow moreedirand convincing tests of that
hypothesis.

Previous studies of the relationship between iigeice and behavior have
often focused on differences in information. Idgaheasures of information about
the health risks associated with heavy alcohol eonpdion would have been included
as control variables in all of the regressionstigggintelligence to alcohol
consumption. No measures of such knowledge weagadne in the NLSY79,
however, and no direct measure of intelligence avaslable in the NHIS. While the
results presented here suggest that changes vatim dige relationship between
intelligence and heavy alcohol consumption arednieen by changes in information,
better data would allow a more precise and thoraugilysis of the role differences in
information play in determining the relationshipgween intelligence and heavy
alcohol consumption.

Finally, survey data are accompanied by the riskystematic measurement
error. Survey participants may misremember omitid@ally misrepresent their
experiences and survey questions may allow fongeraf interpretations. Given that
the relationship between intelligence and the valugovelty and the relationship
between intelligence and self-control have beeratgully observed in other settings,
however, it seems unlikely that such issues arandyithe results presented here.

In spite of the limitations described in this s&cf this study makes several
contributions to the literature. These contribngi@re discussed in the following

section.
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Discussion

The analysis presented here makes several combnisub the literature. First,
it clarifies the empirical relationship betweereitigence and heavy alcohol
consumption. Second, it provides new evidence ewortg the relationship between
AFQT scores and self-control. Third, it clarifié® relationship between intelligence
and cognitive ability in a multiple regression frawork. Fourth, it provides a new
model for analyzing impulse control problems. Ikift provides some insight into the
relationship between intelligence and life outcom®sxth, it provides some insight
into the relationship between socioeconomic statuslife outcomes. Seventh, it
provides new evidence concerning the decision gseE=influencing behaviors such
as heavy alcohol consumption.

The analysis presented here demonstrates thatldt®nship between
intelligence and heavy alcohol consumption is pasivhen people are young but
becomes more negative with age. This may exph@amitixed results regarding the
relationship between intelligence and heavy alcabaksumption that have been
previously reported.

Heckman et al. (2006) analyzed the importance ghitive ability and
abilities like self-control in determining life asdmes. They assumed a single
cognitive ability measured primarily by the AFQTdaa single non-cognitive ability
measured primarily by the Rotter Locus of Contrcdl® and the Rosenberg Self-
Esteem Scale. The results presented in Tableug@est that AFQT may rival or
surpass the Rotter Locus of Control Scale and tieefberg Self-Esteem Scale as a
measure of success at self-control.

Economists often use the terms intelligence anaitiog ability
interchangeably (Auld and Sidhu, 2005; Cawley gtl&97; Heckman, 2008). This

analysis makes clear the danger of such an apptoasctelligence. Even when

120



intelligence is measured by measuring cognitivétgbas was the case here,
intelligence scores indicate more than cognitiviitgb As a result, the regression
coefficient on a measure of intelligence may nptesent the relationship between
cognitive ability and the outcome of interest.

A new model of impulse control is presented hegat biuilds on previous work
by Benhabib and Bisin (2005), Bernheim and Ran2@04) and Lowenstein and
O’Donoghue (2007) to predict which decision makeitsbe more likely to fail in
attempts to resist impulses. In this model denisiakers control the probability of
impulsive behavior through expending limited antlalle mental resources. Those
with higher levels of these resources availablepagdicted to be less likely to act
impulsively. More intelligent people have highevéls of these mental resources
available and so the model predicts that theylélimore likely to be successful at
resisting impulses.

The analysis presented here provides some insighthe relationship
between intelligence and life outcomes. Baumemtat. (1994) and Baumeister et al.
(2007) argued that the mental resources necessasglf-control play a crucial role in
regulating many kinds of behavior. Intelligencedasrelated with a number of life
outcomes that are influenced by failures in thrlkof self-regulation, including
health, education, poverty, crime and marriage d/arid Sidhu, 2005; Gottfredson,
1997, 2004; Hernnstein and Murray, 1994). Pastdisions of the relationship
between intelligence and life outcomes, includitoglaol consumption, have often
focused on differences by intelligence in informat{Auld and Sidhu, 2005; Batty et
al., 2006; Gottfredson, 1997, 2004; Hernnsteinuday, 1994). The analysis
presented here suggests that the relationship batiméelligence and life outcomes is
also, at least in part, a result of differencesnbglligence in the mental resources

necessary for self-control.
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Differences by socioeconomic status in life outceraee closely related to
differences in intelligence (Cutler and Lleras-Myn2010; Gottfredson, 2004;
Hernnstein and Murray, 1994). The results presenése suggest that differences by
socioeconomic status in life outcomes may be drimgrart by differences in success
at self-control.

In designing policies that will improve welfarejsthelpful to have a sound
understanding of the decision processes that infie¢he outcomes of interest.
Differences in the behaviors deliberately chosea eesult of differences in
information are consistent with standard econonmodehs of choice. In contrast,
differences in behavior as a result of differencesuccess at self-control indicate that
such models are incomplete.

This analysis provides evidence that differenceséohol consumption are
driven in part by differences in success at sefftad. The evidence is based
primarily on answers to two questions. The finsgéstion investigated whether
participants had ever needed a drink so bad tlegtliad been unable to think of
anything else. The second question investigateztive participants had tried to
restrict their alcohol consumption and failed. iAffative answers to these questions
are difficult to reconcile with traditional econaertheory, including the rational
addiction framework (Becker and Murphy, 1988), bate a natural interpretation in
the framework presented here. Furthermore, itdessonstrated that differences in
the probability of affirmative answers were coramtwith those predicted by the
model presented here. In providing evidence ofrtigortance of self-control in
determining the relationship between intelligened heavy alcohol consumption, this
study provides support for the use of alternativelets of choice that account for the
difficulties associated with self-control.

If the relationship between intelligence and liteames were driven entirely
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by the influence of differences in information dw tbehaviors deliberately chosen, the
strong relationship between intelligence and liisccomes would suggest that efforts
to provide the public with additional informationudd result in significant welfare
improvements. While the potential benefits fromaiding information may be more
limited if the relationship between intelligenceddiie outcomes is driven in part by
differences in success at self-control, other kimidgolicy interventions would also
have the potential to improve welfare under thanhacio. For example, Bernheim and
Rangel (2004) argued that regulating environmesuas such as advertising may
improve welfare by reducing the probability thabgk cues trigger impulses to use
addictive goods. Such impulses can lead to relapaddicts attempting to quit
(Niaura et al., 1988).

The primary policy implications of this analysigst from the fact that success
self-control may be improved. Success at selffobepends in part on the cognitive
and behavioral strategies employed, and thesegiestcan be taught (Mischel et al.,
1989). Furthermore, the mental resources availabiiecision makers do not appear
to be fixed. In particular, a variety of eviderstgggests that the amount of willpower
available can be altered (Baumeister et al., 2006 simile Baumeister et al used to
describe willpower is that the will is like a musclin the short run exercising a
muscle will tire it and decrease the amount ofrgjtie available, but in the long run
exercise can strengthen the muscle. In the samewilipower may be depletable in
the short run but the amount of willpower availatmlay grow in the long run as a

result of exercising self-control.
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For both of these reasons, one would expect peaatitasks involving self-
control to result in improvements. Diamond et(2007) showed that incorporating
self-control tasks into school curricula can castselents to perform better on
measures of impulse control. Such programs haveatential to substantially

improve welfare through affecting any number of artpnt life outcomes.
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