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As semiconductor markets have matured, new market demands focus on the

low cost integration of multiple sensing capabilities with Internet connectivity,

i.e., the Internet of Things (IoTs). Although IoTs have already become the main

driving force for device innovation, and its market value is expected to reach

∼ $1.7 Trillion in 2020 [110], the traditional semiconductor technologies have

not been able to provide device solutions for many emerging IoTs applications.

For instance, it is desirable to integrate high quality thin film semiconductors

and their heterostructures on flexible substrates without material growth issues

(lattice mismatch and defects); traditional MEMS devices cannot easily scale

beyond 10 GHz due to challenges in nanofabrication processes; low-cost high

performance far-infrared photoemitters and photodetectors are needed for inte-

grated medical and spectroscopy applications.

Nanomaterials could provide solutions for these device innovation chal-

lenges. The objective of nanomaterial research is not to replace, but to com-

plement the traditional semiconductor technologies. The most common inno-

vation approach is to select nanomaterials possessing unique properties that

can be utilized for a particular application. For example, graphene plasmonic

devices are best for THz and far-infrared photodetection applications; layered

materials and their heterostructures are attractive because they can be built on

any substrate by transfer techniques instead of growth.



In this thesis, I present my Ph.D. research on two-dimensional (2D) layered

materials. My research has been motivated by device applications, and has fo-

cused on studying optical, mechanical, electronic and plasmonic properties of

2D materials. In chapter 1, a brief introduction to 2D materials is provided. The

experimental techniques that have been used during my Ph.D. research are dis-

cussed in chapter 2. Next, the experimental work on the hot carrier and phonon

relaxation dynamics in graphene is presented in chapter 3. From chapter 4 to 7,

I present my work on monolayer and multilayer molybdenum disulfide (MoS2).

The topics include photoexcited carrier recombination dynamics of monolayer

and few layer MoS2, the ultrafast photoresponse of monolayer MoS2 photode-

tectors, and THz coherent mechanical oscillations of few layer MoS2.
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CHAPTER 1

INTRODUCTION TO LAYERED MATERIALS

1.1 Layered two-dimensional materials

Since the discovery of graphene [108], over one hundred different kinds of

two-dimensional (2D) materials have been found, including boron-nitride [119],

transition metal dichalcogenides [94], black phosphorus [82], silicene [160], ger-

manene [9], the familiy of layered oxides [91], etc. Till today, 2D and layered

material researchers have explored nearly all of the potential applications that

one can imagine: micromechanical Systems [158], transistors [169], photode-

tectors [72], solar cells [86], lasers [174], batteries [68], superconductors [20],

magneto memories [1], sensors [123], water filtering and drug delivery de-

vices [28, 88], etc.

The aforementioned materials and applications just represent a small part

of the vast 2D and nanomaterial research field. At present, the field of 2D and

nanostructured materials is so large that it is no longer possible to provide a

concise review chapter. Instead, readers are encouraged to read review articles

such as [49, 134, 2, 170, 13]. Here, we only provide a very brief introduction to

the basic properties of the two 2D materials that my Ph.D. research has focused

on: graphene and MoS2.

Graphene and MoS2 crystal structures are shown in Figure 1.1. Differing

from graphene, which consists of a single layer of carbon atoms in the honey-

comb configuration, monolayer MoS2 consists of three layers of atoms: two lay-

ers of sulfur atoms sandwich a layer of molybdenum atoms. The thickness of
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Figure 1.1: Graphene and monolayer MoS2. Whereas graphene consists of
a single layer of carbon atoms in the honey-comb configura-
tion, monolayer MoS2 has three layers of atoms. The unit cell
of monolayer MoS2 can be drawn in two different but equiva-
lent ways: a triangular or a hexagonal configuration. Graphene
is a semi-metal with zero bandgap and linear band disper-
sion; monolayer MoS2 is a 2D direct bandgap semiconductor
with exciton photoexcitation energy at ∼ 1.9 eV . Note that
monolayer MoS2 has spin-degenerate conduction bands. The
graphene/graphite phonon band is given by Mohr2007 et al.
[102].

graphene is ∼ 0.3 nm and the thickness of monolayer MoS2 is ∼ 0.6 nm [108, 94].

Whereas graphene is a zero bandgap semi-metal, monolayer MoS2 has direct

bandgap with exciton photoexcitation energy at ∼ 1.9 eV [94]. The unit cell of

monolayer MoS2 can be drawn in two different but equivalent ways: a trian-

gular or a hexagonal configuration as shown in Figure 1.1. For both graphene

and monolayer MoS2, the atoms are at the corners of the hexagonal unit cells,
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TMDs Q. E Device Reference
0.1% WSe2 photodetector Zhang, Iwasa, et al. [187]
< 0.01% MoS2 electroluminescence Sundaram, Steiner, et al. [147]
0.1% MoS2 photoluminescence Wang, Rana, et al. [168]
0.1% WSe2 electroluminescence Ross, Xu, et al. [128]
0.1 ∼ 1% MoS2/Graphene photodetector Bernadi, Grossman,et al. [6]
0. ∼ 1.5% WSe2/MoS2 p-n photodetector Furchi, Mueller, et al. [44]
0.02% MoS2 gated p-n photodetector Baugher, jarillo-Herrero, et al. [4]

Table 1.1: Quantum efficiency of direct gap transition metal dichalco-
genides (TMDs).

making K(K′) of the First Brillouin Zone the most interesting parts of the band-

structures.

Due to the extremely strong carbon-carbon bond, graphene has large opti-

cal phonon energies (∼ 200 meV [102] see Figure 1.1). The large optical phonon

energies in graphene turn out to be the major bottleneck for hot carrier cool-

ing as discussed in Chapter 3. Direct gap semiconducting monolayer transition

metal dichalcogenides (TMDs), such as monolayer MoS2, MoSe2 and WSe2, are

promising for many optoelectronic applications. However, they all suffer from

very low quantum efficiency as shown in Table 1.1. Defect assisted electron-

hole recombination dynamics and the potential device applications of mono-

layer and few layer MoS2 are disucssed in Chapter 4, 5, 6 and 7.

Unique mechanical, electrical and optical properties of 2D layered materials

are not the only reasons driving the 2D research into its second decade. The

real advantage of layered materials is that, potential devices can be designed

to function on a variety of substrates, or be controlled by surface engineering.

As in Figure 1.2, 2D heterostructures can be formed by transfer techniques in-

stead of growth. The transfer techniques do not have the challenges that the tra-
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ditional heterostructure growth technologies need to solve: defect control and

lattice matching issues. Furthermore, 2D materials are flexible by nature, and

can perfectly conform to flexible substrates, allowing them to bend and twist

together with the substrates. In addition, as 2D materials have the ultimate sur-

face to volume ratio, their material properties can be efficiently manipulated by

surface engineering.

Versatile heterostructure design:
lattice match is not required

A large collection of  layered materials 
are available:

superconductors, semiconductors, 
topological insulators… ...

Substrate independent:
transfer instead of growth

Multifunctional:
coupled material properties 

Additional degrees of freedom for 
device design

B-Field
∆R+ _

WTe2

Surface magnetization

Multiferroic
perovskites

E
 Field

Layered materials can be 
transfered onto any rigid or flexible 

substrate. 

Figure 1.2: The advantages of layered 2D materials.

.

The goal of nanomaterial research is to exploit unique properties of emerging

materials, and find the corresponding niche market appilcations. Given that the

market demands and requirements are so diversified, it is always desirable to

use the most suitable material for the specific application.

1.2 Experimental techniques

Two-dimensional layered materials are studied by different tools and tech-

niques at the Cornell Optoelectronics Lab. I chose to specialize in ultrafast

time resolved spectroscopy because it is informative, versatile and precise. As

in Figure 1.3, with simple extensions, an ultrafast pulsed laser can stimulate
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and probe myriad materials with a wide range of photon energies from in-

frared to ultraviolet. In addition, real time material response can be recorded

by various techniques: optical/infrared differential transmittance/reflectance,

broad band THz absorption/emission, photoluminescence, Raman, photovolt-

age/photocurrent correlation, magneto-optic effect, photoemission, spin echo,

etc. A few commonly used techniques are illustrated in Figure 1.3. Because

each of the aforementioned detection techniques addresses a different physical

process or a distinct aspect of relaxation dynamic, ultrafast time resolved spec-

troscopy proves to be precise and versatile.
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Figure 1.3: Versatility of ultrafast spectroscopies.

.

Equilibrium and quasi-equilibrium material properties can be studied by

broad band confocal optical spectroscopies, such as transmission/reflection, Ra-

man and PL measurements. We also have the capability of performing optical

5



spectroscopy experiments in the mid-IR to far-IR range by using FTIR (Fourier

Transform IR) spectroscopy. Optical spectroscopies can be combined with elec-

trical measurements as well: electrical transport and spectrum-resolved photo-

conductivity measurements on fabricated 2D devices can be performed on our

home-built confocal systems. The details of the experimental configurations are

discussed in Chapter 2.

Nanostructured  materials
Electrode

Current

Electrical transport

Optical spectroscopies

Raman, 

photoluminescence, 

absorption,

reflection… ...

THz

Near infrared to 
ultraviolet
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Device Fabrication

Properties and new physics Device Innovations
optical,
electrical,
mechanical,
plasmonic,
terahertz… ...

Goals

coherent light sources,
energy harvesting,
THz MEMs,
THz emitters, 
sensors, detectors… ...

Figure 1.4: Nanostructured material research approach.

To summarize, our research approach is illustrated in Figure 1.4. By fabri-

cating devices based on 2D and nanostructured materials, and using electrical

transport and optical spectroscopy tools, our goal is to study the optical, electri-

cal, mechanical, plasmonic, and terahertz properties of nanostructured materi-

als for device applications.
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CHAPTER 2

CHARACTERIZATION OF LAYERED MATERIALS

2.1 Introduction

Optical spectroscopy tools offer quick and non-invasive characterization of

nanostructured materials. A confocal spectroscopy system is shown in Figure

2.1. This system is designed to perform transmission/reflection, Raman and

photoluminescence spectroscopies in the UV to near-IR range. For the trans-

mission and reflection measurements, a pinhole is used to select the transmit-

ted/reflected light from micron-sized samples at the microscope image plane.

When electrical measurements are combined with optical excitation, wave-

Boardband
light source

Cryostat

CCD
M

on
oc

hr
om

at
or

CCD

532 nm laser

100x

Pinhole

Figure 2.1: A confocal microscopy system for transmission, reflection,
photoluminescence and Raman spectroscopies. The pinhole
is used to select the transmitted/reflected light from micron-
sized samples at the microscope image plane.

length dependent photoconductivity response can be measured as well. The

goal of this chapter is to make a simple and practical introduction to the spec-

troscopy methods used in the Cornell Optoelectronics Lab.
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2.2 Spontaneous and stimulated Raman scattering

Raman spectroscopy is a commonly used optical characterization technique,

however, a good introductory discussion on the physics of spontaneous and

stimulated Raman scattering processes is difficult to find. In this section, the

symmetry requirement and the 1/λ4 dependence of the Raman scattering in-

tensity will be derived in a phenomenological way [111]. Because our research

focuses on lattices, not molecules, the discussion does not include rotational

Raman scattering processes.

The material polarization P due to the presence of an electromagnetic field

E can be described in terms of the material susceptibility χ or dipole moment µ

:

P = εoχ(Q(t)) · E(t) (2.1)

P = Nµ(t) (2.2)

µ(t) = −e · r(t) (2.3)

µ(t) = p(Q(t)) · E(t) (2.4)

where the dipole moment µ(t) can be defined as the product of the electron

charge e and the electron displacement r(t), or, µ(t) can be defined as the polar-

izability p(Q(t)), which itself is a function of the atomic configuration Q(t). N is

the total number of excited dipoles. Hence one can choose to discuss the Raman

scattering based on susceptibility χ, polarizability p, or dipole moment u(t). The

polarizability p can be expanded around the equilibrium atomic configuration

Qo:

p = po + ∂p/∂Qo × Q(t) (2.5)

Now let’s make two other assumptions: (1) the electromagnetic field oscillates
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at frequency ω: E = E(ω) cos(ωt) (2) the atomic configuration Q oscillates at

frequency ωq: Q = Q(ωq) cos(ωqt). Hence we have:

P = N × {po + ∂p/∂Qo × Q(ωq)cos(ωq)} × E(ω)cos(ωt) (2.6)

The second term of Eq.2.6 contains the Raman scattering process:

PRaman = N × ∂p/∂QoQ(ωq)E(ω) ×
{
cos((ωq + ω)t) + cos((ωq − ω)t)

}
(2.7)

Note that we have two new frequency components: ω − ωq is called the Stokes

shift, and ω + ωq is called the anti-Stokes shift. And thus the dipole moment is:

µR(t) = ∂p/∂QoQ(ωq)E(ω) ×
{
cos((ωq + ω)t) + cos((ωq − ω)t)

}
(2.8)

To determine the Raman scattering strength, we need to evaluate the radiation

field strength of this dipole moment. In the far field, the integrated energy flux

of an oscillating dipole is given by Jackson[60]:

Iµ =
Nω4

12πεoc3 |µR|
2 (2.9)

The above result shows that the Raman efficiency scales as the fourth power

of the frequency ω. Last but not least, the above derivation does not consider

energy and momentum conservation. To conserve energy and momentum, a

scattered electromagnetic field is required, and we can rewrite the Raman scat-

tering energy flux as:

Iµ =
Nω4

12πεoc3 |E(ω)|2
∣∣∣~ei · ∂p/∂QoQ(ωq) · ~es

∣∣∣2 (2.10)

where ~ei and ~es are the polarization vector of the incident and scattered electric

field respectively, and the Raman tensor is given by:

R = ∂p/∂QoQ(ωq) (2.11)
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which is a second rank tensor and defines the selection rule of the spontaneous

Raman scattering. As we can see from the above derivation, the intensity of the

spontaneous Raman scattering scales linearly with the intensity of the incident

radiation. However, if the scattered radiation field is provided by an external

source, i.e. in stimulated Raman scattering, the intensity of the Raman scattering

scales linearly with the intensity product of the incident and scattered radiation.

Both optical and acoustic phonons can be excited through Raman processes

as long as Eq. 2.10 is non-zero. In most cases, spontaneous Raman scattering

is used to determine the frequency (energy) of a particular phonon mode, and

energy difference between the excitation photon and Stokes-shifted photon is

the phonon energy.

Infrared absorption spectroscopy is another commonly used method in

studying phonon vibration modes of a crystal. However, the quantum selec-

tion rules of infrared absorption and Raman scattering processes are different.

The fundamental difference is that, in infrared absorption, the dipole moment

µ oscillates at the same frequency as the driving electric field. Instead of the

requirement of a non-zero polarizability (Eq. 2.5) as in Raman processes, the

phonon vibration itself results in an oscillating dipole. Thus IR active phonon

mode requires a non-zero dipole moment derivative ∂µ/∂Qo (not through the

polarizability in Eq. 2.5), while a Raman active phonon mode requires non-

zero polarizability derivative ∂p/∂Qo. Sometimes non-zero ∂µ/∂Qo and ∂p/∂Qo

are called the gross selection rule.

Interestingly, the symmetry requirements of non-zero ∂µ/∂Qo and ∂p/∂Qo are

different. It is easier to discuss Raman and infrared absorption selection rules in

terms of the symmetry of quantum transitions[153, 54]. The quantum transition
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of infrared absorption can be expressed as:

TIR ∝ |

∫
ψ f × µ × ψi dxidx f |

2 (2.12)

where ψi is the quantum ground state, ψ f is the excited state, and µ is the dipole

moment. Because the ground state ψi has the full symmetry of the crystal, the

multiplication µ × ψi has the same symmetry as the dipole moment µ, which

can be decomposed into x, y and z components. Thus TIR is non-zero only if the

excited state ψ f is invariant under operation x, y or z. On the other hand, the

Raman selection rule is determined by the second rank tensor of polarizability

p:

TR ∝ |

∫
ψ f × p × ψi dxidx f |

2 (2.13)

Because the matrix elements of the second order polarizability tensor p have

the same symmetry as the direct product of two vectors, which consists of xy,

xz, yz, x2, y2 and z2, the Raman active phonon mode ψ f must be invariant under

symmetry operation xy, xz, yz, x2, y2 or z2 in order to have non-zero TR. The full

quantum treatment of Raman scattering [153, 90] produces the same symmetry

representation of the polarizability p.

Given that the final state ψ f cannot simultaneously satisfy symmetry require-

ments of infrared absorption and Raman scattering processes, a lattice phonon

mode is either IR active or Raman active. Fortunately, the symmetry opera-

tions of common crystals are already known, and look-up tables can be used

to identify the invariant symmetry operations of the interested phonon modes.

For example, graphene belongs to point group D6h[154, 3], the characterization

table, and the phonon modes are illustrated in Figure 2.2.

In the characterization table of graphene, A1g phonon mode is the breath-

ing mode in in the Figure 2.2(c). The A1g mode satisfies the symmetry selec-
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Figure 2.2: Characterization table and phonon modes of graphene [154, 3].

tion rule of Raman scattering. However, the A1g mode does not satisfy the

gross selection rule for a graphene lattice that extends to infinity, because the

net polarizability is zero. Only graphene with finite grain sizes can have a non-

zero polarizability, arising from the grain boundaries. Thus the A1g mode is a

signature of lattice grains and defects in graphene, and shows up as the D peak

at ∼ 1350 cm−1 in the Raman spectrum. The A2g and E1g modes relate to the ro-

tations of a molecule and do not exist in a lattice. The atomic motions of the

A2u and E1u phonon modes are plotted in Figure 2.2, and they are IR active as
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expected. The only Raman active mode is the E2g mode, which peaks at ∼ 1580

cm−1 (G peak) in the Raman spectrum. The above crystal symmetry analysis ex-

plains the presence of D and G peaks in the Raman spectrum, but cannot explain

the presence of D′, 2D, and other peaks. To understand Raman peaks at phonon

energies consisting of a combination of different phonon modes, a higher order

Raman theory with a full quantum treatment is required[95].

2.3 Confocal transmission and reflection measurements

Both the real and imaginary parts of optical conductivity can be directly ex-

tracted from transmission and reflection measurements. The optical conduc-

tivity extraction for layered two-dimensional (2D) materials is particularly sim-

ple. Because 2D materials have thicknesses much shorter than the optical wave-

length(a few nanometers vs. a few hundred nanometers), they can be treated as

a conductive boundary condition for the substrate they sit on.

In Figure 2.3, the broadband light transmits through the substrate with re-

fractive index n1, and has electric and magnetic field amplitude E1 and H1 re-

spectively. At the substrate/air interface, the reflected E/H field is E2/H2 and

the transmitted E/H field is E3/H3, k is the wave vector that represents the di-

rection of light propagation. The same definition applies to the reflected fields

as well. The boundary conditions for the transmission measurement are:

E1 + E2 = E3 (2.14)

E1/η1 − E2/η1 − E3/η0 = σE3 (2.15)

where η1 and η0 are substrate and vacuum impedance respectively, and σ is the

complex 2D optical conductivity of the material. By solving these two equa-
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Figure 2.3: The reflection and transmission measurement. Electric and
magnetic field definitions in transmission and reflection con-
figurations.

tions, the transmission of the incident light through the sample is:

Ts = |
E3

E1
|2 =

4n2
1

(σrη0 + 1 + n1)2 + σ2
i η

2
0

(2.16)

where σr and σi are the real and imaginary part of the optical conductivity re-

spectively. The transmittance T is defined as Ts/To, where To is the transmission

through the substrate:

T = Ts/To =
(1 + n1)2

(σrη0 + 1 + n1)2 + σ2
i η

2
0

(2.17)

The reflectance R can be obtained in the same way:

R = Rs/Ro =
(1 + n1)2

(1 − n1)2

(1 − n1 − σrη0)2 + σ2
i η

2
0

(σrη0 + 1 + n1)2 + σ2
i η

2
0

(2.18)

By observing the expression of T and R, we can rewrite R in terms of T:

R =
(1 + n1)2 − 4(n1 + σrηo)T

(1 − n1)2 (2.19)

Thus the real part of the optical conductivity σr can be expressed in terms of the

transmittance T and reflectance R:

σr =
(1 + n1)2 − (1 − n1)2R

4ηoT
−

n1

ηo
(2.20)

14



By correctly measuring the transmittance and reflectance with respect to the

substrate, the complex optical conductivity can be directly extracted.

2.4 Broadband photoconductivity measurements

Optical conductivity can be measured by broadband photoconductivity exper-

iment as well. The advantage of broadband photoconductivity measurement

is that the experimental set-up is usually much simpler than the all-optical ap-

proach, and sometimes the sensitivity can be much higher — especially in the

mid-IR to far-IR regime. The disadvantage is that the samples need to be fabri-

cated into photodetectors. In this section, we will briefly go through broadband

photoconductivity measurement configurations.

The broadband photoconductivity measurement set-up in Figure 2.4 is best

for the UV to Near-IR range (from ∼ 300 nm to ∼ 3 µm). By rotating the op-

tical grating in the spectrometer, the monocolor photoconductivity response is

measured. The lock-in amplifier should be set to the current reading mode and

phase-locked with respect to the optical chopper. The dark current of the pho-

todetector under DC voltage bias is filtered out by the lock-in amplifier due to

the amplitude modulation of the optical light at the chopping frequency. Gener-

ally, a higher chopping frequency is preferred because the photodetector flicker

noise inversely scales with frequency.

For near-IR(∼ 2µm) to far-IR broadband photoconductivity measurements,

Fourier Transform IR (FTIR) spectroscopy provides cleaner and faster measure-

ments. In the FTIR configuration, the lock-in time constant must be set to a very

small value compared to the FTIR mirror single-trip time. We normally consider
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Figure 2.4: Broadband photoconductivity measurement configuration.
The broadband light is dispersed into monocolor light by the
grating spectrometer. In the current mode, the lock-in ampli-
fier has 1 KΩ input resistance.

a lock-in amplifier output to be non-aliasing after three time constants, thus the

upper limit of a valid FTIR spectrum output is:

Fupper =
1

3 × Vmirror × τlock−in
(2.21)

As long as the lock-in time constant is much smaller then the FTIR mirror single-

trip time, the resolution of a measured photoconductivity spectrum is still set by

the mirror travel distance as 1/L.

2.5 Lock-in electrical transport measurement for linear devices

Most electrical transport experiments are performed by low noise source me-

ters. Because graphene has a zero bandgap, graphene FETs behave like resistors
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Figure 2.5: FTIR broadband photoconductivity measurement configura-
tion. The DC lock-in output (the amplitude of the photode-
tector AC response) is fed back to FTIR. The product of lock-in
time constant and the mirror velocity, which is the FTIR sam-
pling distance without aliasing, determines the upper limit of
the FTIR output spectrum.

under low drain-source bias, and the resistance is set by the back-gate bias. This

resistive behavior allows for a more accurate electrical transport measurement

technique. In this section, we will briefly discuss how to use two lock-in ampli-

fiers to perform accurate transport measurements for graphene or other resistive

devices.

In Figure 2.6, the voltage reference output port of the left lock-in amplifier

serves as the low-noise voltage source to the four terminal device. The lock-in

amplifier output frequency should be set according to the lock-in time constant

setting. A general rule of thumb is that the output frequency should be set

as: F > 3 × 1/τ, τ is the lock-in time constant. Because the device resistance is

independent of the driving voltage in the linear region, we can use a resistor box

17



Voltage 
Read-out

Lock-in

Phase lock

Lock-in

AC Volt.
R Current

Read-out

Figure 2.6: Lock-in amplifier transport experiment. The lock-in amplifier
on the left side supplies an AC driving voltage and measures
the channel voltage drop, while the lock-in amplifier on the
right side is phase-locked to the other lock-in, and measures
the channel current.

R (∼ 10 MΩ in Figure 2.6) to protect the device from being overloaded. With the

left lock-in measuring the channel voltage drop, and the right lock-in measuring

the channel current, the electrical transport experiment is done by sweeping the

gate voltage.

2.6 S/N ratio optimization in ultrafast spectroscopies

Time-resolved ultrafast spectroscopy techniques are simple and easy to imple-

ment. However, straightforward ultrafast implementations suffer from low

signal-to-noise (S/N) ratios, and can only reliably detect ∼ 10−3 change in the

probe reflectance or transmittance. The goal of this section is to explain several

practical techniques, such that ∼ 10−6 change in probe detection in the degener-

ate configuration, and ∼ 10−8 change in probe detection in the non-degenerate
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configuration can be obtained routinely without complicated balanced detec-

tion techniques.

The majority of the photodetection noise comes from the following sources,

listed according to their relative importance: mode-lock quality, pump/stray

light leakage, chopper noise, detector noise, lock-in noise, photon shot noise.

Practically, photon shot noise is extremely small in comparison with other noise

sources. Lock-in noise matters for probe detection beyond 10−6 probe sensitivity.

Chopper and detector noise might limit the probe detection sensitivity to 10−5

∼ 10−6. Bad pump/stray light leakage limits the probe detection sensitivity to

10−2 ∼ 10−3, and without good mode-locking, ultrafast experiments cannot be

performed.

There are two basic techniques to enhance S/N ratio of ultrafast spectro-

scopies: optical chopping and pump leakage minimization. The most basic op-

tical chopping method is the single chopped configuration shown in Figure 2.7.

Given that the pump light is completely filtered out, and only the probe beam

can reach the photodetector diode, the differential reflectance or transmittance

of the probe beam is modulated at the pump chopping frequency Fpump (the

modulation is done by the sample), and can be picked up by a lock-in amplifier,

which is phased locked at Fpump. The double chopped configuration in Figure

2.7 is commonly believed to have better pump leakage rejection. If the lock-in

amplifier is phased locked at Fpump + Fprobe, then perhaps the pump leakage at

Fpump can be completely removed by the lock-in amplifier.

However, most of time, the double chopped configuration cannot provide

better S/N ratio compared to the single chopped scenario. The reason is that

the leaked pump light at Fpump can be mixed with the probe light at Fprobe by
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Figure 2.7: The single chopped and double chopped configuration.

the photodetector diode. The amplitude of the mixed signal at Fpump + Fprobe is

linearly proportional to the leaked pump light intensity.

Thus, for an unbalanced detection scheme, effort should be focused on the

pump leakage reduction, not the chopping configuration. When the pump leak-

age is completely rejected, the double chopped configuration gives a signal at

half the amplitude of the single chopped configuration (considering the sam-

ple as a mixer), with the same noise fluctuation (which is limited by electronic

noise from the detector and lock-in amplifier). Ideally, the S/N ratio of a single

chopped signal should be twice that of the double chopped configuration.

Pump leakage filtering techniques are illustrated in Figure 2.8. These tech-

niques work for both non-degenerate and degenerate Optical-Pump Optical-

Probe(OPOP) experiments. The majority of the pump beam is blocked by the

iris and the razor blade as shown in Figure 2.8. Without the sample in place, the

pump should be completely blocked after the iris. When the sample is in place,

the sample scatters the pump beam such that a small amount of the scattered

pump light closely follows the recollimated probe beam.

The remaining scattered pump beam is further filtered out by the long travel
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Figure 2.8: OPOP pump leakage filtering. The combination of optical and
spatial filtering techniques can efficiently reject the pump beam
leakage. By careful implementation of the illustrated filtering
techniques, a single chopped OPOP measurement should pro-
vide a better S/N than the double chopped OPOP configura-
tion.

distance between the detector stack and the mirror. The scattered pump light

is then significantly attenuated by the polarizer, and eventually completely

stopped by the 10µm pinhole, which serves as the last stage spatial filter. The 50

nm band-pass filter is used to filter out the room light (also the pump in the non-

degenerate scenario). If the above procedure is correctly implemented, without

balanced detection, a 10−6 probe detection sensitivity can be routinely achieved

in the degenerate OPOP experiments, and a 10−8 probe detection sensitivity is

possible in the non-degenerate experiments. One easy way to test the pump

leakage is to check if the lock-in reading is zero in the single chopped configu-

ration when the probe beam is blocked. Note that this testing technique does

not work for the double chopped configuration, as a large portion of the lock-in
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reading comes from the pump-probe mixing at the photodetector diode. Thus

blocking the probe beam results in a zero lock-in reading at the sum frequency

regardless of how much the pump leakage is.

To minimize the chopper noise, it is best to use phased-locked optical chop-

pers. There is an optimum chopping frequency that provides the best measure-

ment S/N ratio. The electronic noise from the photodetector diode in Figure

2.8 can be minimized by using bare photodiode in its photovoltaic mode. The

lock-in amplifier should always be set to the low-noise setting, and the detec-

tion phase should be set such that the probe signal is completely placed into

one of the detection quadrature (x or y), leaving the other quadrature to collect

only noise. If an integration time constant beyond 300 ms is required, averaging

multiple fast scans provides a better S/N ratio and less signal drift than a single

long scan.

Lastly, the two most commonly encountered OPOP experiment issues are:

losing mode-lock and a bad overlapping between the pump and probe beams.

2.7 Spatially-resolved ultrafast measurements

Time-resolved non-local properties of nanostructured materials can be studied

by ultrafast techniques as well. Many OPOP set-ups implement the 4F config-

uration, in which the objective back-aperture is at the image plane of the beam-

splitter as shown in Figure 2.9. In the 4F configuration, the separation between

the two optical beams is controlled by the incident angle of the beam that is

reflected by the beam-splitter.
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Figure 2.9: Non-overlapping OPOP experiment. The 4F configuration has
advantages in spatial resolution and flexibility, but suffers from
interference problems at zero pump-probe delay.

The other possible configuration uses a prism mirror to bring the two beams

as close to each other as possible. When the two beams are parallel, they focus at

the same spot on the sample. The spatially resolved OPOP experiment is done

by controlling the incident angle of one of the beams as shown in Figure 2.9.

The advantage of the 4F configuration is apparent: as high magnification and

high numerical aperture(NA) objectives have very small back apertures, it is

not possible to bring two parallel beams into an high NA objective in the prism

mirror configuration. However, the 4F configuration usually has interference

spikes at the zero pump-probe delay. Although this problem can be mitigated

by cross-polarizing the two beams, the prism mirror configuration is preferred

if a clean measurement is the first priority in the OPOP experiment.
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CHAPTER 3

HOT CARRIER AND PHONON RELAXATION DYNAMICS IN

GRAPHENE

3.1 Introduction

The performance of most demonstrated and proposed graphene-based elec-

tronic and optical devices depends critically on carrier and optical phonon scat-

tering as well as relaxation dynamics [98, 149, 121, 176, 10]. Optical phonons

in graphene can decay in two main ways as follows: (i) optical phonons can

get absorbed by electrons or holes, or (ii) optical phonons can decay into other

phonons via anharmonic interactions and lattice defects. In this letter, phonon

lifetime refers to the lifetime due to the latter processes, the most important of

which is the decay of an optical phonon into two acoustic phonons [14]. Op-

tical phonon lifetimes in graphene can be estimated from frequency domain

measurements, such as Raman spectroscopy. However, the measured Raman

linewidths also contain contributions from pure dephasing processes and inho-

mogeneous broadening [139]. Direct measurement of the optical phonon life-

time in carbon nanotubes via time- resolved Raman anti-Stokes spectroscopy

was performed by Song et al [139]. and a value of ∼1.1 ps was reported. The-

oretical calculations of the hot optical phonon lifetimes in graphene due to an-

harmonic decay into acoustic phonons were carried out by Bonini et al. [14],

and values between 23 ps were reported for both zone-center E2g and zone-

edge A′1 modes for phonon temperatures in the 500∼900 K range. A much

longer lifetime value of ∼7 ps was measured by Kampfrath et al [65]. via

time-resolved measurements of the electronic temperature using optical-pump
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S ample IG/ID N τph(ps) no(cm−2)
A 20.5 55 2.55 ± 0.08 1 × 1011

B 57 16 2.5 ± 0.08 1 × 1011

C 9.6 2 2.55 ± 0.1 6 × 1011

D 19 ∼2 2.5 ± 0.12 7 × 1011

Table 3.1: Experimentally determined quantities. Ratio of Raman G-peak
and D-peak intensities IG/ID, the number of graphene layers N,
the extracted values of the optical phonon lifetime τph, and the
average equilibrium carrier density per layer no.

terahertz-probe spectroscopy. Degenerate optical pump-probe studies of carrier

dynamics in epitaxial graphene have been reported previously by the authors

and others [31, 106]. In this letter, we use optical pump-probe spectroscopy to

study optical phonon lifetimes in graphene, and we also present a theoretical

framework for interpreting the results.

3.2 Sample preparation and experiment set-up

Graphene samples used in this work were grown on the silicon and carbon

faces of semi-insulating silicon carbide 6H-SiC wafers by thermal decompo-

sition epitaxial growth [5] and also by chemical vapor deposition(CVD) on

nickel [67, 124].Samples A and B were grown on the carbon face of SiC and

Sample C was grown on the silicon face of SiC. Sample D was grown by CVD

on nickel and then transferred onto a quartz substrate. Sample D was found to

have patches in which the number of layers varied between 1 and 3. All sam-

ples were characterized via Raman spectroscopy(pump wavelength 488 nm) and

optical/IR transmission spectroscopy. The characteristics are recorded in Table

4.1. For spectroscopy, the pump and the probe beams were obtained from a
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Ti:Sapphire mode-locked laser with a 81 MHz pulse repetition rate and a 780

nm center wavelength. The pulse width [full width at half maximum (FWHM)]

at the sample was measured to be ∼100 f s. The polarization of the probe was

rotated 90o with respect to the pump such that scattered pump light could be

filtered out of the probe beam before photodetection using a polarizer and a

spatial filter. The differential transmission ∆T of the probe due to the pump was

obtained by chopping the pump and probe at different frequencies and record-

ing the photodetector current at the sum frequency with a lock-in amplifier. The

experiment set-up is illustrated in Figure 3.1.

λ/2 plate
Lock-in Amplifier

Computer

Delay 
Stage

Sample
Spatial 
filterPolarizer

Lens

probe

pump
Ti:Sapphire

λ/2 plate
Lock-in Amplifier

Computer
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probe
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Figure 3.1: The ultrafast optical pump optical probe setup. Note that the
double chopped configuration is actually done as in Figure 2.7.

The measured time-resolved ∆T signals(normalized to their peak values) for

all the four samples are shown in Figure 3.2(solid circles). In each case, the

pump energy was 14 nJ (fluence ∼15 µJ/cm2). The photoexcited carrier density

was estimated to be 5 × 1011/cm2 per layer for samples A through C (SiC sub-

strate), and 8×1011/cm2 per layer for sample D(quartz substrate). The measured
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transients exhibit two distinct time scales. The ∆T signal decreases rapidly to

almost 10% of its peak value in the first 400∼500 f s, and then it decreases much

more slowly afterwards. These results can be qualitatively explained in the fol-

lowing way. We assume that the probe transmission is affected only by the

change in the interband absorption caused by the pump pulse. Since the probe

transmission is sensitive to the carrier occupation in the conduction and va-

lence bands at energies ~ω/2 above the Dirac point(half of the pump photon

energy) [32], it is also sensitive to the carrier temperature. Immediately after

photoexcitation, the photogenerated electrons and holes thermalize with each

other and the existing carriers, thereby acquiring FermiDirac distributions with

high temperatures. Recent studies have shown that the thermalization times

for the photoexcited carriers in graphite are extremely short and in the 20∼40

f s range [15]. Due to the fast electron-hole scattering times, it is also reasonable

to assume that the electron and hole temperatures are approximately the same.

The thermalized electron and hole distributions then cool down via interaction

with the optical phonons. The hot photoexcited carriers lose most of their en-

ergy to the optical phonons in the first ∼500 f s after photoexcitation. This results

in the generation of hot optical phonons, which then present a bottleneck to the

subsequent cooling of the carriers. The relaxation dynamics of the carriers and

the optical phonons are strongly coupled, and experimental data can be inter-

preted correctly only if this coupling is taken into account. The photoexcitation,

relaxation and probe detection mechanisms are illustrated in Figure 3.3.

Below, we present a model that considers this coupling, and we use this

model to extract the optical phonon lifetime from the data.
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Figure 3.2: Graphene OPOP transients. Measured differential probe trans-
missions (normalized to peak value) (circles). The autocorre-
lation of the ∼ 100 f s pump and probe pulses(dashed lines),
and the best-fit theoretical curves(solid lines) are plotted for
different graphene samples. The extracted values of the aver-
age optical phonon lifetime τph are indicated for each graphene
sample.

3.3 The electron-phonon scattering model

Intraband electron-phonon scattering can be intravalley (due to the Γ-point E2g

optical phonons or intervalley (due to the K(K′)-point A′1 phonons). The in-

travalley and intervalley phonon scattering processes in graphene are illus-

trated in Figure 3.4. Using the matrix elements for electron-phonon scatter-

ing given by Rana et al. [122], the net optical phonon emission rates, RΓe and

RKe unit: cm−2s−1, due to intraband intravalley and intervalley electron-phonon

scattering, respectively, can be expressed as:
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Figure 3.3: Cartoon illustration of an OPOP experiment on graphene. The
curved green arrows represents the subsequent hot carrier
thermalization and relaxation after the pump photoexcitation.

RΓe ≈ 9
(dt/db)2

πρωΓ~4v4

∫ inf

~ωΓ

dE × E(E − ~ωΓ)×

{ fc(E)[1 − fc(E − ~ωΓ)](1 + nΓ) − fc(E − ~ωΓ) × [1 − fc(E)]nΓ}

(3.1)

The integrand in the above equation is the distribution in energy of the

electron-phonon scattering events. The expression for RKe is the same as above

except for the replacement Γ to K. Here, dt/db equals ∼45 eV/nm [122, 115] is

the density of graphene and equals ∼ 7.6 × 10−7kg/m2, ωΓ(nΓ) and ωΓ(nΓ) are the

frequencies (average occupation numbers) of the E2g and A′1 phonons, respec-

tively, v = 106m/s, and fc(E) is the FermiDirac distribution function for conduc-

tion band electrons. Similar expressions as above can be written for the optical

phonon emission rates, RΓh and RKh, due to hole phonon intraband scattering.

The carrier temperature Tc and the optical phonon occupation numbers, nΓ

and nK , obey the coupled rate equations:
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Figure 3.4: Intravalley and intervalley electron-phonon scattering in
graphene.

dTc

dt
= −

(RΓe + RΓh)~ωΓ + (RKe + RKh)~ωK

Ce + Ch
(3.2)

dnΓ

dt
=

RΓe + RΓh

MΓ

−
nΓ − no

Γ

τph
(3.3)

dnK

dt
=

RKe + RKh

MK
−

nK − no
K

τph
(3.4)

Figure 3.5: Scattering rates and phase space of carrier-phonon interactions.
(a)The electron intraband scattering time due to optical phonon
scattering is plotted as a function of the electron energy [122].
(b) The phonon Brillouin zone is shown together with the an-
nular regions (not to scale) at the Γ and K(K′) points, in which
the optical phonons participate in electron-phonon scattering.
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Here, Ce and Ch are the electron and hole heat capacities and τph is the av-

erage lifetime of the E2g and A′1 optical phonons. no
Γ

and no
K are the phonon

numbers in equilibrium (at T =300 K). MΓ and MK are the number of phonon

modes (per unit area) at the Γ and K(K′) points, respectively, that participate

in carrier-phonon interaction. At the Γ point, only phonons with wave vector

magnitudes q in a certain range (dictated by momentum and energy conserva-

tion) participate in carrier-phonon interaction. If an electron with wave vector

k emits an optical phonon, then the smallest value of q is ωΓ/v and most of the

emitted phonons have wave vectors smaller than k. For carrier densities in the

1011 ∼ 1012cm−2 range, and carrier temperatures in the 300∼3000 K range, most

of the electrons that emit optical phonons have energies less than Emax ≈ 0.8

eV [see Figure 3.6 (a)]. Therefore, the largest value of q can be approximated

by Emax/~v. These estimates have been verified by detailed calculations using

wave vector dependent distributions for the phonons [16]. The value of MΓ

then corresponds to the number of phonon modes that are in the annular re-

gion [see Figure 3.5(b)] defined by the minimum and maximum values of q and

equals 2 × [(Emax/~v)2 − (ωΓ/v)2]/4π. The factor of 2 in the front stands for the

two degenerate LO and TO phonon bands at the Γ point. Similarly, MK equals

2 × [(Emax/~v)2 − (ωK/v)2]/4π. Here the factor of 2 in the front stands for the two

degenerate phonon valleys at the K and K′ points. Since the optical phonon

emission time for an electron at an energy ~ω/2 eV above the Dirac point is less

than ∼50 f s [see Figure 3.5(a)], the initial carrier temperature is computed by

assuming that during the first 100 f s after photoexcitation all the photogener-

ated carriers emit ∼2 optical phonons. The set of coupled rate equations (3.2,

3.3, 3.4) were solved to obtain the carrier temperature and the phonon numbers

as a function of time. It is assumed that no significant carrier recombination oc-
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curs in the first few picoseconds [50]. The carrier distributions were then used

to compute the optical transmission using the expressions given by Dawlaty et

al [31], and the results were convolved with a probe pulse assumed to be Gaus-

sian with a FWHM of 100 f s (see Figure 5.3, solid lines). The only two fitting

parameters in the model are τph, and the equilibrium carrier density per layer,

no. Their extracted values are given in Table 4.1. The extracted values of ph are

not sensitive to the extracted values of no nor to the photoexcited electron-hole

densities. Figure 3.6(b) shows the agreement between the theory and the data

for different pump pulse energies. In each case, the average best fit value for τph

was found to be 2.5 ps.

Figure 3.6(c,d) show the calculated carrier and phonon temperatures and

phonon occupation numbers plotted as a function of time after photoexcitation

ph was assumed to be 2.5 ps. We assumed that the phonons were initially at

room temperature (300 K) and the equilibrium electron density was 1011cm−2.

In the first 500 f s, the electron temperature rapidly decreases and the phonon

temperature rapidly increases. For photoexcited carrier densities in the 1011 ∼

2 × 1012 range, the maximum phonon temperatures were found to be in the

550∼1550 K range, in agreement with the earlier findings of Song et al. [139].

As the temperature of the carriers and the phonons approach each other, the net

energy exchange between the electrons and the phonons also decreases. The hot

optical phonons then become the main bottleneck for further carrier cooling.

It should be noted that the subsequent cooling of the coupled carrier-phonon

system is not determined by the phonon lifetime alone. The coupling of the hot

carriers to the phonons retards the cooling of the phonons. Figure 3.6(d) shows

that the phonon occupation numbers exhibit decay times that are slightly longer

than the value of τph and in the 2.9∼3.5 ps range.
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Figure 3.6: Hot carrier cooling simulation results. (a) Calculated electron-
phonon scattering rate vs electron energy is plotted for values
of Tc equal to 1250, 1500, 1750, and 2000 K: total electron den-
sity is assumed to be 7 × 1011cm2. Phonon temperature is fixed
at 900 K. (b) Measured differential probe transmissions (nor-
malized to the peak value) (circles) and the best-fit theoretical
curves (lines) are plotted for different pump pulse energies (2.5,
6, and 9.8 nJ). [(c) and (d)] The calculated electron and phonon
temperatures and the phonon occupation numbers are plotted
as a function of time after photoexcitation. The photoexcited
electron-hole densities are assumed to be 2×1011 and 7×1011cm2.
The equilibrium electron density is assumed to be 1011cm2.

3.4 Conclusion

Experimental results show that the optical phonon cooling rates on short time

scales are independent of the growth technique, the number of graphene layers,

and the type of the substrate. On the fast times scales relevant to our experi-

ments energy transport among the graphene layers, or between the graphene

layers and the substrate, is not the bottleneck for hot optical phonon relaxation.
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Measured optical phonon lifetimes agree very well with the theory based on

anharmonic phonon interactions developed by Bonini et al [14]. Contrary to

expectations [41], the substrate (SiC and quartz) optical phonons do not seem

to play noticeable or distinctive role in hot carrier relaxation. This could be be-

cause the samples used in this study were not single-layer.
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CHAPTER 4

DEFECT ASSISTED CARRIER RECOMBINATION DYNAMICS IN

MONOLAYER MOS2

4.1 Introduction

In this chapter, we present the non-degenerate ultrafast optical pump opti-

cal probe(OPOP) studies of the carrier recombination dynamics in monolayer

MoS2. The time-resolved ultrafast OPOP experiment was designed to study the

recombination dynamics of the total excited electron and hole populations, in-

cluding both the mobile charges and the quasi-particles, such as excitons and

trions. A rendered image illustration of the OPOP experiment is given in Figure

4.1.

Figure 4.1: Rendered image illustration of the ultrafast OPOP experiment.
Monolayer MoS2 samples were exfoliated onto quartz sub-
strates. The strong blue pulses were used to excite electron-
hole pairs, and the weak red pulses were designed to measure
the carrier recombination dynamics after the pump excitation.

The goal of the project is to answer the following questions: what are the

electron hole pair recombination time scales? what are the dominant recom-
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bination mechanisms? Why quantum efficiency of the direct gap monolayer

TMDs are generally very low (see Chapter 1)?

Last but not least, we will also compare our results to the published data

based on different experimental technique. The proposed carrier recombina-

tion processes in this chapter not only explain our OPOP observations, but are

consistent with the results obtained by other time-resolved techniques as well.

4.2 Sample preparation

Our monolayer samples were mechanically exfoliated from bulk MoS2 (ob-

tained from SPI Supplies and 2D Semiconductors) and transferred onto quartz

substrates. Sample thickness was confirmed by both Raman and transmis-

sion/reflection spectroscopy and monolayers were identified [79]. The samples

were found to be n-doped. The electron density was estimated from Raman

measurements to be in the 2-3×1012cm−2 range [185, 21]. Electrical measure-

ments on similar samples on oxide-coated doped silicon substrates (with elec-

trostatic gating) yielded intrinsic electron densities in the same range [185]. The

samples were placed in a helium-flow cryostat. In the optical pump-probe ex-

periments, ∼80 f s pulses at 905 nm wavelength (1.37 eV photon energy) from a

Ti-Sapphire laser were frequency doubled to 452 nm (2.74 eV) by a beta-BaB2O4

crystal. The 2.74 eV pump pulses were used to excite electrons from the va-

lence band into the conduction band in the sample, and the differential trans-

mission (∆T/T ) of the time-delayed 1.37 eV pulses were used to probe the sam-

ple after photoexcitation. A 20X objective was used to focus the pump and the

probe beams onto the sample. From direct pump absorption measurements, 1
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µJcm−2 pump fluence is estimated to generate an electron (and hole) density of

∼2.5×1011cm−2. The measurement time resolution was ∼400 f s, and was limited

by the dispersion of the optics in the setup.

4.3 Measuring photoexcited carrier recombination dynamics

Measuring photoexcited carrier recombination dynamics in semiconducting

monolayer TMDs is not trivial. Differing from III-V semiconductors, which gen-

erally have exciton binding energies in the few meV to few tens of meV range

due to the weak electron-hole interactions[100], semiconducting TMDs have

extremely large exciton binding energies on the order of several hundreds of

meV[94, 185, 155]. Such large exciton binding energies raise questions regarding

the state of the photoexcited electron-hole pairs, and the validity of the experi-

mental techniques in measuring the carrier recombination dynamics.

In time-resolved ultrafast experiments, electron-hole pairs are created by

strong optical pulses with photon energies exceeding the bandgap of the mate-

rial under study. For monolayer MoS2, the direct gap energy is between 2.0 ∼ 2.3

eV[94, 185, 155], hence we chose to use 450 nm blue pulses (2.74 eV) to excite

electrons from the valence band into the conduction band. The band structure,

and the real/imaginary parts of the optical conductivity of monolayer MoS2

are shown in Figure 4.2. The optical conductivity was obtained as described in

Chapter 2.

Ultrafast OPOP experiments should be designed such that the carrier re-

combination dynamics directly relate to the collected time-resolved data. In our

case, the collected time-resolved data is the change in the probe transmittance
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Figure 4.2: Optical conductivity of monolayer MoS2. (a,b,c,d) The mea-
sured real and imaginary parts of the optical conductivity of
a monolayer MoS2 sample are plotted for 5 K and 300 K. The
A and B exciton resonances, as well as the probe photon en-
ergy are also indicated. (e) Schematic of the optical pump-
probe scheme is shown. The probe differential transmission is
affected predominantly by changes in the real part of the opti-
cal conductivity due to intraband absorption (intra-conduction
band and intra-valence band absorption).

after the pump excitation. The challenge is to find the proper wavelength of

the probe pulse to correctly measure the electron-hole recombination dynamics.

Free carrier response is best measured by exploiting the intraband absorption

of optical pulses consisting of low energy photons, and hence the optical-pump

THz-probe (OPTP) technique is popular in measuring the recombination dy-

namics of mobile charges [50, 143]. However, for semiconducting TMDs, the

electron-hole pairs are strongly correlated, and the exciton binding energy is so

large (∼ 300 meV) that THz photons (∼ 5 meV) do not have enough energy to

separate the excitons, making the excitons transparent to the THz photons. To

correctly analyze OPTP data, researchers need information regarding the exci-
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ton dynamics in addition to the mobile carrier dynamics. Next, we will discuss

the reason why a 1.37 eV probe can detect carrier recombination dynamics in

monolayer MoS2, including both mobile and immobile carriers.

By solving the electromagnetic boundary problem at the 2D-substrate

interface[32, 50], the differential transmission of the probe relates to σr and σi

as:

∆T
T
≈ −2ηo

∆σr

1 + ns
− 2η2

o
(σr∆σr + σi∆σi)

(1 + ns)2 (4.1)

Where, σr (σi) is the real (imaginary) part of the sample optical conductiv-

ity, ns ≈ 1.45 is the refractive index of the substrate, and ηo is the free-space

impedance. The optical conductivities were measured by broadband transmis-

sion and reflection spectroscopies, and are shown in Figure 4.2(a)-(d), at 5 and

300 K, respectively. When the probe energy is either near an exciton resonance

or near a band-edge, the sign and magnitude of the changes in the optical con-

ductivities following photoexcitation, due to excitonic optical nonlinearities and

band-filling effects, can have a complicated dependence on the probe energy.

This makes quantitative interpretation of pump-probe data a difficult task [23].

We therefore chose the probe energy to be much smaller than the exciton res-

onance. No detectable optical absorption or photoluminescence was observed

in the samples at the probe energy (1.37 eV) indicating that the sample had no

optically active midgap defect states at this energy. Changes in the imaginary

part of the optical conductivity after photoexcitation due to excitonic optical

non-linearities and band filling effects are expected to be positive at the probe

energy [23], thereby making ∆T/T positive, which is contrary to our experimen-

tal observations discussed below. In addition, since ηoσr and ηoσi are both� 1 at
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the probe energy (see Figure 4.2), the second term on the right hand side in Eq.

4.1 is expected to be much smaller than the first term. The differential transmis-

sion of the probe is expected to be affected predominantly by changes in the real

part of the optical conductivity as given by the first term on the right hand side

in Eq. 4.1 due to intra-conduction band and intra-valence band absorption [38].

Therefore, ∆T/T is expected to be negative.

To measure the recombination dynamics of photoexcited electron-hole pairs,

the photon energy of the optical probe must be much bigger than the exciton

binding energy, while at the same time, much smaller than the exciton pho-

toexcitation energy. For monolayer MoS2, we chose to use 905 nm probe pulses.

Because the exciton binding energy is much smaller than the 1.37 eV probe, in-

traband probe pulse absorption of the correlated electrons and holes is similar to

mobile charges, and the intraband optical conductivity at the probe wavelength

is Drude like:

∆σr(ω) ≈
(
∆n
me

+
∆p
mh

)
e2τ

1 + ω2τ2 (4.2)

where ω is the probe frequency, τ is the damping rate, me and mh are the electron

and hole effective masses (assumed to be equal to 0.5mo [185]), and ∆n and ∆p

are the photoinduced changes in the total electron and hole densities including

both free and bound (excitons) carriers. Therefore, the probe transmission in

our experiments is sensitive to the total carrier population, and enables studies

of the carrier recombination dynamics and mechanisms, which is the focus of

our work.
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Figure 4.3: OPOP transient of monolayer MoS2. (a) The measured differ-
ential transmission ∆T/T of the probe pulse is plotted as a func-
tion of the probe delay with respect to the pump pulse. The
pump fluence is ∼16 µJcm−2 and T=300 K. (b) A zoomed-in
plot of the data in (a) shows three different temporal regions:
(I) ∆T/T reaches its negative maximum within ∼500 f s. (II)
A fast recovery of the negative ∆T/T then occurs within ∼2 ps.
(III) Finally, a slow recovery of the negative ∆T/T lasts for more
than a hundred picoseconds.

4.4 Experimental results and discussion:

A differential transmission transient measured at room temperature is shown in

Figure 4.3 for 16 µJcm−2 pump fluence (T = 300 K). ∆T/T is observed to be nega-

tive, as expected from the intraband absorption of the probe photons by the pho-

toexcited electron and hole populations. Three different time scales (or temporal

regions) are observed and marked in Figure 4.3(b): (I) Upon photoexcitation by
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the pump pulse, ∆T/T reaches its maximum negative value within ∼500 f s. (II)

A fast recovery of the negative ∆T/T then occurs within ∼2 ps. (III) Finally, a

slow recovery of the negative ∆T/T lasts for more than hundred picoseconds.

Figure 4.4 shows ∆T/T for different pump fluences (1, 2, 4, 8, 16, and 32 µJcm−2)

at T=300 K. The slow transient in region (III) appears to be nearly exponential

with a time constant of 60-70 ps. The data presented here was reproducible in

different samples exfoliated from both natural and synthetic bulk crystals ob-

tained from different vendors (SPI Supplies and 2D Semiconductors) with less

than 10% variation in the observed time scales across samples. The samples

were found to be permanently damaged by pump fluence values exceeding ∼50

µJcm−2. Once damaged in this way, the measured transients changed dramati-

cally, non-repeatably, and exhibited much longer time scales.
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Figure 4.4: Pump fluence dependent OPOP transients. (a) The measured
|∆T/T | of the probe pulse is plotted as a function of the probe
delay for different pump fluences (1, 2, 4, 8, 16, and 32 µJcm−2)
at T=300 K. The slow transient in region (III) appears to be
nearly exponential with a time constant of 60-70 ps.

We now discuss the processes that contribute to the observed transients. Pos-
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sible thermal diffusion of hot photoexcited carriers out of the pump or probe

focus spots was ruled out as a contributing factor to the observed transients by

changing the focus spot size in measurements [171]. Although carrier gener-

ation by the pump pulse and subsequent hot carrier intraband relaxation can

contribute to the observed transient in region (I), our measurement is limited

by the temporal resolution of the setup as indicated by the good fit of the tran-

sient in region (I) with the pump-probe cross-correlation curve. The asymme-

try of the observed transient in (I) and (II) shows that two-photon absorption

(TPA) between the pump and the probe pulses does not contribute in any sig-

nificant way to the measured differential transmission of the probe pulse. The

recovery of the negative ∆T/T occurs over very different time scales in regions

(II) and (III). These two different time scales have been observed in previous

ultrafast studies [135, 73, 76]. The fast initial decay in region (II) cannot be at-

tributed to intraband thermalization or hot carrier intraband relaxation since

similar fast initial decay was also observed in ultrafast PL measurements by

Lagarde et al. [76] (limited by the ∼4 ps time resolution in their experiments)

and PL is likely to increase as the carriers thermalize and cool. Also, the intra-

band carrier relaxation times for electrons were measured by Tanaka et al. [151]

in bulk MoS2 using two-photon photoemission spectroscopy and times shorter

than ∼50 f s were obtained for electrons with energies a few tenths of an eV from

the conduction band edge [151]. It is therefore reasonable to assume that the

photoexcited electrons and holes thermalize and lose most of their energy (via

optical phonon emission) in the first few hundred femtoseconds after photoex-

citation in a manner similar to what happens, for example, in graphene [163].

The small absolute values, as well as the pump intensity dependence, of
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Figure 4.5: Quantum efficiency and temperature dependent OPOP tran-
sients. (a) Radiative quantum efficiency of a suspended mono-
layer MoS2 sample, obtained by integrating the photolumines-
cence (PL) spectra, is plotted as a function of the optical pump
power (pump wavelength was 532 nm). T=300 K. (b) The mea-
sured ∆T/T (normalized) of the probe pulse is plotted as a func-
tion of the probe delay for two different temperatures (5 K and
300 K). The data shows no significant temperature dependence
of the time scales associated with the transient. The pump flu-
ence was ∼ 32µJcm−2 in both cases.

the radiative quantum efficiencies in our samples provide a clue to interpret

the transient in regions (II) and (III). Figure 4.5(a) shows the measured radia-

tive quantum efficiency of a suspended monolayer MoS2 sample, obtained by

integrating the PL spectra, plotted as a function of the optical pump intensity

(pump in this case was a 532 nm wavelength continuous-wave laser and T =

300 K). The quantum efficiency was estimated based on the amount of actual

light collected by a 100X objective [94]. The small values of the quantum ef-

ficiencies, in agreement with the previously reported values [94], show that

most of the photoexcited carriers recombine non-radiatively. The decrease of

the quantum efficiency with the pump intensity indicates that the steady state

non-radiative recombination rates increase faster with the photoexcited electron
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and hole densities compared to the radiative recombination rates. In addition,

radiative lifetimes of excitons and trions were recently reported by us [165] and

were found to be generally much longer compared to the picosecond scale dy-

namics observed in region (II). Based on these observations and considerations

we attribute the measured transient in regions (II) and (III) to the non-radiative

capture and recombination of photoexcited carriers.
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Figure 4.6: Normalized pump fluence transients. (a) ∆T/T (normalized)
is plotted for two different pump fluences, 1 and 32 µJcm−2, at
T=300 K. Whereas the slow time scale in region (III) is com-
pletely independent of the pump fluence, the fast time scale
in region (II) becomes marginally faster (by 10-15%) at high-
est pump fluence compared to at the lowest pump fluence. (b)
The peak value of |∆T/T | is plotted as a function of the photoex-
cited carrier density (estimated from the pump fluence) show-
ing a mildly sub-linear dependence. The fit obtained from the
Auger carrier capture model is also shown. T=300 K.

In order to determine the non-radiative capture and recombination mech-

anisms we look at the temperature and pump fluence dependence of the time

scales observed in the transients. Interestingly, the time scales in ∆T/T exhibited

no observable temperature dependence over the entire temperature range 5-300

K. In Figure 4.5(b), normalized ∆T/T is plotted as a function of the probe delay
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for two different temperatures (5 K and 300 K) and shows no significant temper-

ature dependence in the time scales (the pump fluence was fixed at ∼ 32µJcm−2

in both cases). In Figure 4.6(a), the normalized transients for two extreme pump

fluence values, 1 and 32 µJcm−2, are plotted (T=300 K). The data shows that

the time scales in the transient are largely independent of the pump fluence in

the entire range of the pump fluence values used in our experiments. A more

careful examination reveals that while the time scale of the slow transient in re-

gion (III) is indeed independent of the pump fluence, the time scale of the fast

transient in region (II) becomes marginally faster (by 10-15%) at highest pump

fluence compared to at the lowest pump fluence. Figure 4.6(b) shows the peak

value of |∆T/T | plotted as a function of the photoexcited carrier density (esti-

mated from the pump fluence). |∆T/T | shows a mildly sub-linear behavior with

the pump fluence. Below we show that defect-assisted recombination via Auger

carrier capture explains all features of our data.

4.5 Auger carrier capture model

Recombination via direct band-to-band Auger scattering is generally slow for

large bandgap materials [126] and it also cannot explain the sharp transition in

the time scales observed in the transient between regions (II) and (III). Electron

and hole capture by defects in defect-assisted non-radiative recombination oc-

curs mainly by two mechanisms: (a) phonon-assisted processes, and (b) Auger

processes. Phonon-assisted processes can be single-phonon processes or multi-

phonon processes, including phonon-cascade processes [55, 78, 126]. The car-

rier capture rates in all phonon-assisted processes depend strongly on the lat-

tice temperature [55, 78, 126]. For example, the rates of activated multi-phonon
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capture processes depend exponentially on the lattice temperature [55, 126]. In

contrast, the rate of carrier capture by defects via Auger processes is largely tem-

perature independent and consistent with our observations [125, 77, 127, 52].

Figure 4.7 shows the four basic Auger processes for the capture of electrons ((a)

and (b)) and holes ((c) and (d)) at defects and the approximate dependence of

the capture rates on the electron and hole densities [125, 77, 127]. The corre-

sponding emission processes are the just the inverse of the capture processes

shown. The carrier density dependence of the capture rates shown in Figure

4.7 holds approximately for both bound (excitons) and free carriers. In our n-

doped samples, processs (a) and (c) are expected to dominate for electron and

hole capture, respectively, at low to moderate pump fluence values.

(a) (c)(b) (d)

Electron Capture Hole Capture

R     np∝cR     n∝c 2 R     p∝c 2R     np∝c

Figure 4.7: Four basic Auger Processes. Four basic Auger processes for
the capture of electrons ((a) and (b)) and holes ((c) and (d)) at
defects are depicted. The approximate dependence of the cap-
ture rates on the electron and hole densities is also indicated for
each process [125, 77, 127]. In n-doped samples, processes (a)
and (c) are expected to dominate for electron and hole capture,
respectively, for low to moderate photoexcited carrier densi-
ties.

A simple rate equation model based on Auger carrier capture by defects can

be developed that explains all features of our data. We note that the sudden

transition from the fast time scale in region (II) to the slow time scale in region
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(III) in the measured transients cannot be explained by saturation of the defects

states alone since, as already discussed, the measured time scales in Figure 4.6

do not exhibit strong pump fluence dependence. Most semiconductors contain

defect levels with very different carrier capture rates [56, 53, 11, 27, 173]. Mono-

layer MoS2 is known to have several different kinds of point defects, such as

sulfur and molybdenum vacancies and interstitials, in addition to grain bound-

aries and dislocations [42, 71, 37, 190, 107, 181, 85, 159]. We assume two different

deep midgap defect levels in our samples; a fast defect level and a slow defect

level, labeled by subscripts f and s, respectively. In our n-doped samples, the

defect levels are assumed to be fully occupied in thermal equilibrium. Keeping

only the most important Auger capture processes in n-doped materials ((a) and

(c) in Figure 4.7), and ignoring electron and hole emission from the deep defects,

we obtain the following rate equations for the electron and hole densities,

dn
dt

= −A f n f n2(1 − F f ) − Asnsn2(1 − Fs) + gI(t) (4.3)

dp
dt

= −B f n f npF f − BsnsnpFs + gI(t) (4.4)

n f /s
dF f /s

dt
= A f /sn f /sn2(1 − F f /s) − B f /sn f /snpF f /s (4.5)

Here, n and p are the electron and hole densities and include both free electrons

and holes as well as bound electrons and holes (excitons), n f (ns) is the density of

fast (slow) defect levels, and F f (Fs) is the electron occupation of the fast (slow)

defect level. A f /s (B f /s) is the rate constant for the Auger capture of electrons

(holes) by the defects. I(t) is the pump pulse intensity (units: µJcm−2-s) and g

equals ∼2.5×1011 1/µJ (from measurements). Change in the probe pulse trans-

mission through the photoexcited sample is assumed to be given by Eq. 4.1 and

Eq. 4.2. The essential dynamics captured by the above Equations are presented

in Figure 4.8 and consist of three main steps corresponding to the three tempo-

ral regions in Figure 4.3: (I) After photoexcitation, the carriers thermalize and
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cool. This is assumed to happen instantly in our model. (II) Most of the holes,

followed by the electrons, are captured by the fast defects within a few picosec-

onds. This fast capture process is responsible for the fast time scale observed

in region (II) in Figure 4.3. A small fraction of the photogenerated holes is also

captured by the slow defects. (III) After all the photoexcited holes have been

captured and the electrons have filled the fast traps completely, the remaining

photoexcited electrons are captured by the slow defects. This last step is slow

and is responsible for the slow time scale observed in region (III) in Figure 4.3.

I II III

e-

h+
h+

e- e-

Time

Fast Slow Fast Slow Fast Slow

    Excitation,
Thermalization,
and Relaxation: 
       ≤ 500 fs

          Fast
Carrier Capture:
        1 ~ 2 ps

         Slow
Carrier Capture:
       > 100 ps

Pump
2.74 eV

Figure 4.8: Cartoon illustration of the ultrafast carrier dynamics in mono-
layer MoS2. (I) After photoexcitation, the carriers thermalize
and cool and form a correlated electron-hole plasma. (II) Most
of the holes, followed by the electrons, are captured by the
fast defects within 1-2 ps. A small fraction of the photogen-
erated holes is also captured by the slow defects. (III) After all
the photoexcited holes have been captured and the electrons
have filled the fast traps completely, the remaining photoex-
cited electrons are captured by the slow defects on a 60-70 ps
time scale and the slow transient lasts for more than 100 ps.

The choice of the values of the parameters in Eq. 4.3-4.5 can be aided by

the data. Assuming small pump fluence and knowing the equilibrium electron
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B f n f 0.73 ± 0.05 cm2/s
Bsns 9.3 ± 1 × 10−2 cm2/s
As 9.5 ± 1 × 10−15 cm4/s
A f (1.0 ± 0.2)B f

n f 0.3 × 1012 to 1012 cm−2

ns 1012 to 2.0 × 1013 cm−2

no 2.0 × 1012 cm−2

Table 4.1: Parameter values used in the simulations to fit the transient
data.

density no and the fact that immediately after photoexcitation F f ≈ Fs ≈ 1, the

value of the product B f n f in Eq. 4.4 is chosen to match the time scale of the fast

transient in region (II) in Figure 4.3. The value of the product Bsns is chosen

to adjust the fraction of the holes that is captured by the slow defects in region

(II) in order to fit the relative value of |∆T/T | in the beginning of region (III)

compared to the peak value. From our data, Bsns should be 7.5-8 times smaller

than B f n f . Knowing the hole density captured by the slow defects in region (II)

(which equals ns(1 − Fs) at the end of region (II)), the value of As is chosen to

match the time scale of the slow transient in region (III) in Figure 4.3. Finally,

the value of A f is chosen to match the dependence of the peak value of |∆T/T | on

the pump fluence, as show in Figure 4.6(b). Parameter values obtained this way

are shown in Table 1. Once the parameter values have been chosen in this way,

we find that the simulations fit the data very well for a small range of values

of the defect densities, n f and ns, as indicated in Table 1. These defect density

values compare well with the theoretically predicted and observed point defect

densities in MoS2 [42, 71, 190, 107, 181, 85, 159].

The agreement between the simulation results for ∆T/T and the measure-

ments are presented in Figure 4.9 and Figure 4.6(b). In Figure 4.9(a,b), the mea-
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sured and calculated ∆T/T (pump fluence normalized) are plotted as a function

of the probe delay. The calculations are done for two different and extreme val-

ues of the pump fluence, 1 and 32 µJcm−2, used in our experiments. The model

not only reproduces the very different time scales observed in ∆T/T measure-

ments in regions (II) and (III), it achieves a very good agreement with the data

over the entire range of the pump fluence values, 1 to 32 µJcm−2, used in our

experiments. The near exponential appearance of the measured transient in re-

gion (III) (see Figure 4.4) is also reproduced by our model despite the fact that

the Auger capture rates are not linear functions of the carrier density. This can

be understood as follows. In region (III), if at any time the hole density in the

slow traps equals ns(1 − Fs) then this is also equal to the photoexcited electron

density n − no left in the conduction band. Therefore, in region (III) the rate

equation for the electron density becomes,

dn
dt
≈ −Asnsn2(1 − Fs) = −Asn2(n − no) ≈ −Asn2

o(n − no) (4.6)

The last approximate equality above follows from the fact that in region (III)

the remaining photoexcited electron density n−no is much smaller than the dop-

ing density no for all pump fluence values used in our experiments. The above

Equation shows that in region (III) the transient will behave almost like a decay-

ing exponential with an inverse time constant given by Asn2
o. Figure 4.9(b) and

(c) show the calculated carrier densities and the defect occupations for the max-

imum pump fluence of 32 µJcm−2 used in our experiments. The carrier and the

defect state dynamics depicted in Figure 4.8 are reproduced by the model using

the parameter values given in Table 1. From the computed carrier densities, one

can obtain the scaling of the peak value of |∆T/T | with the pump fluence. Fig-

ure 4.6(b) shows the measured and the calculated dependence of the peak value

of |∆T/T | on the pump fluence, and the model is again seen to agree well with
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Figure 4.9: ∆T/T transient simulations. (a, b) The measured and calculated
∆T/T (pump fluence normalized) are plotted as a function of
the probe delay. The calculations are done for two different
and extreme values of the pump fluence, 1 and 32 µJcm−2, used
in our experiments. The Auger carrier capture model repro-
duces all the time scales observed in the measurements over
the entire range of the pump fluence values used. (c) The sim-
ulated electron and hole densities are plotted as a function of
time after photoexcitation for 32 µJcm−2 pump fluence. (d) The
simulated electron occupations, F f and Fs, of the fast and slow
traps are plotted as a function of time after photoexcitation for
32 µJcm−2 pump fluence.

the measurements. Finally, the calculated values of ∆T/T , using Eq. 4.2, agree

very well with the measurements if one assumes a carrier mobility, eτ/(0.5mo),

of ∼35 cm2/V-s, which is in the range of the values reported for exfoliated MoS2
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monolayers [61].

4.6 Optically induced sample damage

In our experiments we found that exfoliated MoS2 monolayers (SPI Supplies

and 2D Semiconductors) could easily get damaged permanently when pump

fluences in excess of ∼50 µJcm−2 were used (452 nm wavelength). Once damaged

in this way, the optical characteristics of the sample would change completely.

So care needed to be exercised in ensuring that samples were not damaged dur-

ing pump-probe, photoluminescence, or absorption measurements. An optical

microscope image and a Raman spectroscopy image of a sample damaged by

pump pulses is shown in Figure 4.10(a) and (b). The energy splitting between

A1g and E2g mode is much larger at the damaged spots compared to the sur-

rounding intact areas. Similar enhancement of the mode splitting in optically

damaged samples has been reported previously [18].

In addition, damaged samples exhibited large optical absorption throughout

the bandgap, as shown in Figure 4.10(c), indicating creating of midgap states.

Finally, the transmission of the probe pulse at 905 nm wavelength in a damaged

sample gets overwhelmed by the increased absorption inside the bandgap and,

consequently, the dynamics observed by the probe pulse become completely

different compared to the dynamics observed in an undamaged sample. A dam-

aged sample shows a large slow component in the transient that has a time scale

much longer than any of the time scales observed in an undamaged sample, as

shown in Figure 4.10(d). The magnitude of the slow component in the mea-

sured transient is larger in samples damaged with a higher pump fluence. We
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Figure 4.10: Optically induced damage in monolayer MoS2. (a) Optical
microscope image of a sample damaged by a ∼128 µJcm−2

pump pulse is shown. No sign of damage is visible. (b) A
scanned Raman image corresponding to the energy splitting
between the A1g and E2g modes is shown for a sample dam-
aged by a ∼128 µJcm−2 pump pulse. (c) A sample damaged by
a ∼128 µJcm−2 pump pulse shows large absorption through-
out the bandgap. (d) The transmission of the probe pulse at
905 nm wavelength in a damaged sample gets overwhelmed
by the increased absorption inside the bandgap and, conse-
quently, the dynamics observed by the probe pulse become
completely different compared to the dynamics observed in
an undamaged sample. A damaged sample shows a large
slow component in the transient that has a time scale much
longer than any of the time scales observed in an undamaged
sample. (e,f) Possible probe absorption through optically in-
duced defect states.

strongly feel that it is very important that the absence or presence of optically

induced sample damage is checked before/after optical measurements in order

to ensure that reliable data has been obtained.
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4.7 Parameter space of Auger capture coefficients

The parameter fitting analysis given in the previous sections provides an intu-

itive understanding of the parameter fitting process of the Auger capture coeffi-

cients. Here, we provide a brute force approach to demonstrate that the param-

eters given in Table 4.1 cover the entire parameter fitting space.

Choose	and	fix	Ns,	Nf

Launch	10,000/s	Monte	
Carlo	simulations,	 ODE23s	
re-implemented	 in	C++

Pick	the	best	few	fits,	 run	
optimization	algorithm	to	
find	other	parameters

Good enough?
No

Save parameters

Change	Ns,	Nf a	little	bit

Run	optimization	based	on	
saved	parameters

Figure 4.11: A C++ parameter solver. The flow diagram demonstrates
how the fitting parameters were found by a C++ ODE param-
eter solver.

The basic algorithm is explained in Figure 4.11. For a given set of slow

and fast trap densities, the algorithm finds the Auger parameters automati-

cally through a multi-variable optimization method based on the best solutions

found by Monte-Carlo simulations. Figure 4.12 illustrates the parameter space

of the slow and fast trap density found by the C++ ODE parameter solver. To

compare the Auger capture coefficients in Table 4.1 with the computer gener-
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Figure 4.12: Fitting error given by the C++ parameter solver. This plot
shows the Least Mean Square error given by the automatic
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and fast trap density. Good fitting exists for a wide range of
slow and fast trap densities.

ated parameters, we plot the values in Table 4.1 against the optimization results

in Figure 4.13. The computer generated Auger capture coefficients match the

values in Table 4.1 very well.

4.8 Two Photon Absorption OPOP measurements

It would be interesting to confirm the photoexcited carrier recombination dy-

namics in monolayer MoS2 using a different ultrafast technique. Instead of us-

ing the frequency doubled blue pulses as the pump, we used strong 905 nm

near-IR pulses to serve as the pump. Although the 905 nm pulses cannot directly

excite electrons from the valence band into the conduction band in monolayer

MoS2, the photoexcitation is still possible through the Two Photon Absorption

(TPA) process. TPA is a third-order process but has a quadratic dependence on
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Figure 4.13: Optimized fitting parameters given by the C++ parameter
solver. The fitting values given in Table 4.1 are plotted against
the automatically generated parameter values given by the
C++ ODE parameter solver.

the pump fluence (the absorption coefficient of the 3rd electric field scales as the

product of the other two electric fields, details can be found in Boyds et al. [96]).

On the other hand, if the strong 905 nm pulses can directly excite the electrons

trapped in the mid-gap states into the conduction band, and the measured tran-

sients in previous sections contain the defect dynamics, the amplitude of the

OPOP defect transients should scale linearly as a function of pump fluence.
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Therefore, by studying the pump fluence dependence in 905 nm degenerate

OPOP measurements, we can figure out the contribution of the defect dynamics

to the measured transients. In Figure 4.14(a), OPOP transients of three differ-

ent pump fluences are plotted. It is very interesting to observe that, the 3 mJ

cm−2 transient has a much larger carrier absorption signal compared to the 0.6

mJ cm−2 transient, implying that the photoexcited carrier density has a highly

nonlinear pump fluence dependence. In Figure 4.14(b), we decompose the mea-

sured 1.8 mJ cm−2 transient into 2 parts: a TPA component and a carrier absorp-

tion (CA) component. By using the CA data in Figure 4.14(b), we are able to

reconstruct the 0.6 and 3 mJ cm−2 transients as shown in Figure 4.14(c) by as-

suming that the photoexcited carrier density has a quadratic dependence on the

pump fluence.

Because the defect TPA χ(3) is likely to be smaller than the band-to-band TPA

χ(3) [186], the TPA OPOP transients confirm our non-degenerate OPOP exper-

iments. The non-degenerate OPOP transients are indeed due to the intraband

absorption of photoexcited electron-hole pairs, and the defect dynamics do not

have a significant contribution to the measured transients. By using the same

reconstruction method as in Figure 4.14(c), we can extract the CA component

of the TPA OPOP transient, and plot it against the measured non-degenerate

transient as shown in Figure 4.14(d). Other than a slight difference in time reso-

lution, the non-degenerate and degenerate techniques are consistent with each

other.

58



0 0.5 1

−1

−0.8

−0.6

−0.4

−0.2

0

0 0.5 1

−1

−0.8

−0.6

−0.4

−0.2

0

0 0.5 1

−1

−0.8

−0.6

−0.4

−0.2

0

−1 0 1

−1

−0.8

−0.6

−0.4

−0.2

0

Autocorrelation

0.6 mJ/cm2

1.8 mJ/cm2

3 mJ/cm2

1.8 mJ/cm2

TPA
Carrier
Absorption

0.6 mJ/cm2

3 mJ/cm2

Reconstructed
using TPA and 
CA from (b)

Extracted CA  
(3 mJ/cm  )2

2.74 eV Pump 

(ps) (ps)

(ps) (ps)

N
o

rm
ed

 Δ
T

/T
N

o
rm

ed
 Δ

T
/T

N
o

rm
ed

 Δ
T

/T
N

o
rm

ed
 Δ

T
/T

(a) (b)

(c) (d)

(CA)

Figure 4.14: TPA OPOP transients. (a) OPOP transients of three different
pump fluences are plotted. (b) we decompose the measured
1.8 mJ/cm2 transient into 2 parts: a TPA component and a car-
rier absorption component (CA). (c) By using the CA data
in (b), we are able to reconstruct the 0.6 and 3 mJ/cm2 tran-
sients by assuming that the photoexcited carrier density has
a quadratic dependence on the pump fluence.(d) Other than
a slight difference in time resolution, the non-degenerate and
degenerate techniques are consistent with each other.

4.9 Comparison with other ultrafast techniques

The experimental work published by Docherty et al. [34] on ultrafast PL and

optical-pump THz-probe measurements of monolayer MoS2 are shown in Fig-

ure 4.15. Their general observations are in very good agreement with our ex-

perimental and theoretical results, and show that both electron and hole popu-

lations decay in the first 1-2 ps after photoexcitation and that one carrier type

(holes in our case) is almost entirely captured by defects in the first 1-2 ps
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with only a small fraction of the other carrier type (electrons in our case) be-

ing captured over much longer time scales. Finally, we note here that our mea-

surements might not have detected the charge trapping dynamics occurring on

much longer time scales (�10 ns) as recently observed in MoS2 photoconductive

devices[26].
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monolayer MoS2 within 350 fs photoexcitation. This
quenching is independent of whether excitons are
created resonantly or a hot electron!hole population
is photoinjected into the sample. The fast quenching
may be a result of (i) fast surface trapping, (ii) surfa-
ce!substrate interactions for monolayer MoS2, and/or
(iii) extrinsic charge carrier mediated recombination.
To gain insight into the contribution of extrinsic

charge carriers to the recombination dynamics, we
compare the density of injected electron!hole pairs
in our photoconductivity experiments with the areal
concentration of extrinsic charge carriers (i.e., doping
level) in our MoS2 monolayers. EDLTs fabricated from
the MoS2 monolayers were found to be n-type with
sheet electron density of 2!3" 1013 cm!2 (Supporting
Information Figure S1). In comparison, the maximum
absorbed photon fluences in our photoconductivity
experiments were significantly higher (7!12 "
1013 cm!2). The exponential decay rate of photocon-
ductivity quenching was found to be invariant as the
absorbed fluence was lowered. Such invariance is
expected for either trap or extrinsic carrier dominated
quenching only under the condition that the absorbed
fluence is significantly smaller than the areal trap or
doping density.54 Thus, we speculate that the recom-
bination dynamics are probably dominated by an areal
trap density higher than 12 " 1013 cm!2.
Time resolved photocurrent measurements were

also performed on monolayer WSe2, which as found
to be ambipolar (Supporting Information Figure S1).

The THz photoconductivity of WSe2 is presented in
Figure 3. Above gap photoexcitation was provided by
a 3.1 eV pump beam, as for the MoS2 measurements.
For excitation resonant with the excitons in WSe2,
however, a lower energy pump of 1.65 eV was used,
matching the lower energy of the “A” exciton in WSe2
compared to that in MoS2.
As was observed for MoS2, upon photoexcitation of

WSe2 by either pump energy, the THz photoconduc-
tivity rises sharply, but with a slower rise time than for
MoS2 (∼700 fs compared to an instrument limited rise
time of 350 fs in MoS2). The photoconductivity then
decays with a fast exponential lifetime of 1 ps followed
by a slower fall over ∼15 ps. For both photoexcitation
energies the time constants in WSe2 are noticeably
longer than those in monolayer MoS2. A full under-
standingof thedifferences in rise and fall timesbetween
MoS2 and WSe2 is beyond the scope of this study, but
these results provide a basis for future theoretical works.
In nanoscale materials the influence of surface trap-

ping can be assessedby observing changes in transient
photoconductivity as a function of the surface-area-
to-volume ratio of the sample.55,56 We compared
the photoconductivity dynamics of monolayer MoS2
with the trilayer sample to gauge the importance of
the surface-area-to-volume ratio on conductivity dy-
namics. As can be seen in Figure 4 and the exponential
fit parameters displayed in Table S1 of the Supporting
Information, the photoconductivity decays three times
slower in the trilayer samples compared with the
monolayer. It is notable that even in high-quality bulk
crystals of MoS2, DC photoconductivity measurements
are dominated by surface trapping effects.57 Thus, for
our CVD-grown monolayer samples we expect surface
trapping to be the dominantmechanism of ultrafast PL
and THz conductivity quenching.

Figure 2. Photodynamics of monolayer MoS2 measured by
optical pump!THz probe spectroscopy and PL upconver-
sion spectroscopy. (a) The blue circles show the normalized
THz photoconductivity, ΔσTHz, of monolayer MoS2 as a
function of time after photoexcitation by 3.1 eV photons
(absorbed fluence∼7" 1013 cm!2/pulse). The black crosses
show the normalized PL emitted at 1.86 eV as a function
of time after photoexcitation by 3 eV photons (absorbed
fluence∼6.9" 1012 cm!2/pulse). Solid lines are biexponen-
tial fits to the data. (b) Similar ΔσTHz (blue circles) and PL
(black crosses)measurements followingphotoexcitation on
resonancewith the direct gap excitons (1.9 eV photonswith
absorbed fluence ∼1.2 " 1014 cm!2 for ΔσTHz, and 2.1 eV
photons with absorbed fluence ∼3.5 " 1012 cm!2 for PL).

Figure 3. Normalized photodynamics of monolayer WSe2
measured by optical pump-THz probe spectroscopy. The
blue crosses show the THz photoconductivity of WSe2,
ΔσTHz, as a function of time after photoexcitation by 35 fs
pulses of above-gap photons with energy of 3.1 eV. The
absorbed photon fluence was ∼4.2 " 1013 cm!2/pulse. The
red squares show ΔσTHz of WSe2 photoexcited resonantly
with the “A” exciton at a photon energy of 1.65 eV.
The fluence absorbed in the WSe2 layer was ∼3.3 "
1013 cm!2/pulse. Solid lines are biexponential fits to the data.
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Figure 4.15: OPTP and PL transients of monolayer MoS2 by Docherty
et al. [34]. Results reported by Callum [34] are in very good
agreement with our experimental and theoretical results, and
show that both electron and hole populations decay in the first
1-2 ps after photoexcitation, and that one carrier type (holes in
our case) is almost entirely captured by defects in the first 1-2
ps with a small fraction of the other carrier type (electrons in
our case) being captured over much longer time scales.

4.10 Conclusion

In this chapter, we presented experimental results on the ultrafast dynamics

of photoexcited carriers in monolayers of MoS2 and showed that defect as-
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sisted electron-hole recombination, in which carrier capture by defects occurs

via Auger scattering, explains our observations very well. Based on the depen-

dence of the measured data on the temperature and the pump fluence, we ruled

out other mechanisms of non-radiative recombination and carrier capture by de-

fects. Strong Coulomb interactions in two dimensional materials make Auger

scattering effective. Our results will be helpful in understanding and evaluating

the performance of MoS2-based electronic and optoelectronic devices.
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CHAPTER 5

ULTRAFAST PHOTORESPONSE OF MONOLAYER MOS2

PHOTODETECTOR

5.1 Introduction

The strong light emission and absorption exhibited by single atomic layer tran-

sitional metal dichalcogenides in the visible to near-infrared wavelength range

makes them attractive for optoelectronic applications. In this chapter, using

two-pulse photovoltage correlation technique, we show that monolayer molyb-

denum disulfide photodetector can have intrinsic response times as short as

3 ps implying photodetection bandwidths as wide as 300 GHz. The fast pho-

todetector response is a result of the short electron-hole and exciton lifetimes in

this material. Recombination of photoexcited carriers in most two-dimensional

metal dichalcogenides is dominated by non-radiative processes, most notable

among which is Auger scattering. The fast response time, and the ease of fab-

rication of these devices, make them interesting for low-cost ultrafast optical

communication links.

5.2 Motivations to use the TPPC technique

Two dimensional (2D) transition metal dichalcogenides (TMDs) have emerged

as interesting materials for low-cost opto-electronic devices, including photode-

tectors, light-emitting diodes, and, more recently, lasers [94, 140, 170, 93, 89, 128,

180, 147, 4, 185, 174]. In the case of photodetectors, the response time and the
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quantum efficiency are two important figures of merit. The intrinsic response

time of TMD photodetectors and the ultimate limits on the speed of operation

are unknown. The reported quantum efficiencies of TMD materials and de-

vices are typically in the .0001-0.01 range [89, 180, 168, 147, 128, 7, 44, 4, 43],

indicating that most of the electrically injected or optically generated electrons

and holes recombine nonradiatively. Understanding the nonradiative carrier

recombination mechanisms, as well as the associated time scales, is therefore

important. Previously, ultrafast optical/THz pump-probe as well as ultrafast

photoluminescence techniques have been used, by the authors and others, to

study the ultrafast carrier dynamics in metal dichalcogenides and in molybde-

num disulfide (MoS2) in particular [168, 135, 171, 137, 145, 76, 73, 34]. In these

measurements, free-carrier recombination dynamics, exciton formation and re-

combination dynamics, refractive index changes, optical/THz intraband and

interband conductivity changes, as well as the dynamics associated with carri-

ers trapped in optically active midgap defects are all expected to play a role to

varying degrees and, consequently, the results have been difficult to interpret

and reconcile.

5.3 TPPC technique

In Two-pulse Photovoltage correlation (TPPC) measurements, a photodetector

is excited with two identical optical pulses separated by a time delay and the in-

tegrated detector photoresponse (either photovoltage or photocurrent response)

is recorded as a function of the time delay. TPPC thus uses the photodetector

to perform an optical correlation measurement. The nonlinearity of the pho-

toresponse with respect to the optical pulse energy enables one to determine
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ultrafast intrinsic temporal response of the detector with sub-picosecond reso-

lution [156, 116, 117, 51, 45, 146].

Figure 5.1: TPPC experiment setup. (a) Optical micrograph of a fabricated
back-gated monolayer metal-MoS2 photodetector on SiO2/Si
substrate is shown. (b) A schematic of the two-pulse photo-
voltage correlation (TPPC) experiment is shown. Two time-
delayed 452 nm optical pulses, both obtained via upconver-
sion from a single Ti:Sapphire laser, are focused at one of the
metal-semiconductor Schottky junctions. The generated DC
photovoltage is recorded as a function of the time delay be-
tween the pulses. A lock-in detection scheme is used to im-
prove the signal-to-noise ratio. The arrow indicates the pos-
itive direction of the photocurrent (and the sign of the mea-
sured photovoltage) form the illuminated metal contact. (c) A
low-frequency circuit model of the device and measurement.
The current source I2(t,∆t) represents the short circuit current
response of the junction in response to two optical pulses sepa-
rated by time ∆t. Rj is the resistance of the metal-MoS2 junction.
RMoS2 is the resistance of the MoS2 layer. Rext is the external cir-
cuit resistance (including the ∼10 MΩ input resistance of the
measurement instrument).

Microscope image of a monolayer metal-MoS2 photodetector is shown in
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Figure 5.1(a), and the schematic in Figure 5.1(b) depicts the setup for a two-

pulse photocurrent/photovoltage correlation (TPPC) experiment. A ∼80 f s, 905

nm (1.37 eV) center wavelength, optical pulse from a ∼83 MHz repetition rate

Ti-Sapphire laser is frequency doubled to 452 nm (2.74 eV , ∼150 f s) by a beta-

BaB2O4 crystal, then mechanically chopped at 1.73 KHz, and then split into two

pulses by a 50/50 beam splitter. The time delay ∆t between these two pulses

is controlled by a linear translation stage. The resulting voltage across the pho-

todetector is measured as a function of the time delay between the pulses using

a lock-in amplifier with a 10 MΩ input resistance. In experiments, the maxi-

mum photoresponse was obtained when the light was focused on the sample

near one of the metal contacts of the device, and the photoresponse decayed

rapidly as the center of the focus spot was moved more than half a micron away

from the metal contact. The direction of the DC photocurrent, and the result-

ing sign of the measured DC photovoltage are shown in Figure 5.1(b), and were

determined without using the lock-in. Photovoltage was always positive at the

contact near which the light was focused. Figure 5.1(c) shows a low-frequency

circuit model of the device and the measurement. The circuit model shown can

be derived from a high-frequency circuit model. If the time-dependent short

circuit current response of the illuminated junction to a single optical pulse is

I1(t), and to two optical pulses separated by time ∆t is I2(t,∆t), and the exter-

nal resistance Rext is much larger than the total device resistance, then the mea-

sured DC voltage Vc(∆t) is approximately equal to (Rj/T R)
∫

I2(t,∆t) dt, where T R

is the pulse repetition period, Rj is the resistance of the metal-MoS2 junction,

and the time integral is over one complete period. As the time delay ∆t be-

comes much longer than the duration of I1(t), one expects Vc(∆t) to approach

(2Rj/T R)
∫

I1(t) dt.
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5.4 Device fabrication and characterization

Monolayer MoS2 samples were mechanically exfoliated from bulk MoS2 crystal

(obtained from 2D Semiconductors Inc.) and transferred onto highly n-doped

Si substrates with 90 nm thermal oxide. Monolayer sample thickness was con-

firmed by Raman and reflection spectroscopies [79]. Au metal contacts (with

a very thin Cr adhesion layer) were patterned and deposited onto the samples

using electron-beam lithography. The doped Si substrate acted as the back gate.

Microscope image of a 10×10 µm2 area device is shown in Figure 5.1(a). Carrier

densities and mobilities in the devices were determined using electrical trans-

port measurements on devices of different dimensions. The devices were found

to be n-doped with electron densities around 1 × 1012-2 × 1012cm−2 (under zero

gate bias). The intrinsic doping was attributed to impurities and defect lev-

els [147]. The electron mobility in the devices was found to be in the 15 − 20

cm2 V−1s−1 range at 5K. The zero gate bias device resistance was typically less

than 1 MΩ at all temperatures for a 10×10 µm2 area device. While the device

resistance decreased under a positive gate bias, no signature of hole conduction

was observed even when a large negative gate bias was applied indicating that

the Fermi level in the MoS2 layer was likely pinned at defect levels within the

bandgap under a negative gate bias. The devices were mounted in a helium-

flow cryostat and the temperature was varied between 5K and 300K during

measurements. The zero gate bias device resistance was found to be a function

of the temperature and decreased almost linearly with the temperature from

∼1 MΩ at 5K to values 5-7 times smaller at 300K. The total device resistance

was dominated by the metal Schottky contacts to the device. For example, at

5K the resistance contributed by the 10×10 µm2 area MoS2 strip is estimated
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to be in the 0.10-0.20 MΩ range (from the measured mobility values), which

is approximately only one-tenth to one-fifth of the total device resistance. The

reported Schottky barrier heights between similarly n-doped monolayer MoS2

and Au/Cr contacts are in the 100-300 meV range [147]. Depending on how

strongly the Fermi level gets pinned at the defect levels in the bandgap, the lat-

eral potential drop in the MoS2 layer at the metal-MoS2 interface (depicted in

Figure 5.3(a)) could be equal to or smaller than the Schottky barrier height.

5.5 Experimental results

Figure 5.2(a) shows the measured two-pulse photovoltage correlation signal

Vc(∆t) plotted as a function of the time delay ∆t between the pulses. The sub-

strate temperature is 5K, the gate bias is 0 V , and the pump fluence is 8 µJcm−2.

Vc(∆t) is minimum when the two pulses completely overlap in time (i.e. when

∆t = 0). This implies, not surprisingly, that the photovoltage response of the de-

tector to an optical pulse is a sublinear function of the optical pulse energy. As

∆t increases from zero, Vc(∆t) also increases from its minimum value at ∆t = 0.

As ∆t becomes much longer than the duration of the response transient of the

detector to an optical pulse, Vc(∆t) approaches a constant value. The timescales

over which Vc(∆t) goes to the constant value are related to the timescales as-

sociated with the response transient of the detector to an optical pulse. These

timescales are better observed in the measured data if the magnitude of ∆Vc(∆t),

defined as Vc(∆t)−Vc(∞), is plotted on a log scale, as shown in Figure 5.2(b). The

plot in Figure 5.2(b) shows two distinct timescales: (i) a fast timescale of ∼4.3 ps,

and (ii) a slow timescale of ∼105 ps. In different devices, the fast timescales were

found to be in the 3-5 ps range, and the slow timescales were in the 90-110 ps
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Figure 5.2: TPPC experiment results. (a) The measured two-pulse photo-
voltage correlation (TPPC) signal Vc(∆t) is plotted as a function
of the time delay ∆t between the pulses. T = 5K. Gate bias is
0 V . The pump fluence is 8 µJcm−2. The quantity ∆Vc(∆t) is
the difference between Vc(∆t) and its maximum value which
occurs when ∆t → ∞. (b) |∆Vc(∆t)| is plotted on a log scale
as a function of the time delay ∆t between the pulses in order
to show the two distinct timescales exhibited by Vc(∆t). The
two curves are for two different extreme temperatures: T= 5
K and T = 300 K. The plot shows two distinct timescales: (i)
a fast timescale of ∼4.3 ps, and (ii) a slow timescale of ∼105
ps. Gate bias is 0 V . The pump fluence is 8 µJ cm−2. The
two different timescales are observed at both temperatures and
these timescales are largely temperature independent. (c) The
measured two-pulse photovoltage correlation (TPPC) signal
|∆Vc(∆t)| is plotted as a function of the time delay ∆t between
the pulses for different pulse fluences: 1, 2, 4, 8, and 16 µJcm−2.
T = 300K. Gate bias is 0 V . The two different timescales are ob-
served at all values of the pump fluence and these timescales
are not very sensitive to the pump fluence.

range. The fast timescales imply (8 dB) current modulation bandwidths wider

than 300 GHz. Measurements were performed at different temperatures and

using different pump pulse fluences in order to understand the mechanisms

behind the photoresponse and the associated dynamics. Figure 5.2(b) shows

|∆Vc(∆t)| plotted for two different extreme temperatures: T = 5K and T = 300K.

Gate bias is 0 V . The pump fluence is 8 µJcm−2. Two distinct timescales are ob-
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served at both temperatures and these timescales are largely independent of the

temperature. Measurements performed at intermediate temperatures provided

the same results. |∆Vc(∆t)| was found to be larger at smaller temperatures. We

attribute this to the increase in the metal-semiconductor junction resistance Rj

at lower temperatures. Figure 5.2(c) shows |∆Vc(∆t)| plotted for different values

of the pump pulse fluence. The pump pulse fluence was varied from 1 to 16

µJcm−2. Higher values of the pump fluence were not used in order to avoid op-

tical damage to the sample [168]. T = 300K and gate bias is 0 V . Figure 5.2(c)

shows that the same two timescales are observed for all values of the pump

fluence and these timescales are not very sensitive to the pump fluence. The

observed timescales also did not change in any significant way under a positive

or a negative gate bias. The internal and external detector quantum efficiencies

were estimated from the measured values of Vc(∞) and the junction resistance

Rj to be in the 0.008-0.016 and 0.001-0.002 ranges, respectively.

The two different timescales observed in our two-pulse photovoltage corre-

lation experiments match well with the two different timescales observed previ-

ously in ultrafast optical/THz pump-probe studies of carrier dynamics as well

as in ultrafast photoluminescence studies of MoS2 monolayers [168, 34]. It is

therefore intriguing if the model for defect-assisted carrier recombination re-

ported previously by the authors [168, 164] for explaining the ultrafast carrier

dynamics in MoS2 monolayers can be used to obtain photovoltage correlations

that are in good agreement with the experimental results reported in this letter.

We show below that this is indeed the case.
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5.6 Ultrafast photoresponse of the metal-MoS2 junction

Understanding the ultrafast photoresponse of the detector, and in particular

the short circuit current response I2(t,∆t), is important for interpreting the ex-

perimental results. Figure 5.3(a) depicts the band diagram of the metal-MoS2

junction (plotted in the plane of the MoS2 layer) after photoexcitation with an

optical pulse. Given the Schottky barrier height of 100-300 meV [147], the width

of the MoS2 region near the metal with a non-zero lateral electric field is esti-

mated to be to ∼100-300 nm [112]. As a result of light diffraction from the edge

of the metal contact, light scattering from the substrate, and plasmonic guid-

ance, a portion of the MoS2 layer of length equal to a few hundred nanometers

is photoexcited even underneath the metal. The photoresponse of graphene

photodetectors has been explained in terms of contributions from photovoltaic

and photothermoelectric contributions [156, 116, 117, 51, 146, 59]. In our MoS2

samples, the carrier mobilities and diffusivities are 2-3 orders of magnitude

smaller than in graphene and the time period in which most of the photoex-

cited carriers recombine and/or are captured by defects is in the few picosec-

onds range [168, 164, 34, 76, 73]. Assuming similar mobilities and diffusivities of

electrons and holes in MoS2, the photoexcited carriers, both free and bound (ex-

citons), move, either by drift in the junction lateral electric field or by diffusion,

less than ∼10 nm in 5 ps before they recombine and/or are captured by defects.

The photoexcited carrier distributions therefore do not change significantly in

space during their lifetime.

The ultrafast current response I2(t,∆t) of a short circuited junction in re-

sponse to two time-delayed optical pulses is expected to be fairly complicated.

In TPPC experiments the quantity measured is the time integral
∫

I2(t,∆t) dt (∝

70



Vc(∆t)). The motion of the photoexcited electrons and holes in a short circuited

junction causes capacitive (i.e. displacement) currents in the external circuit in

order to keep the potential across the shorted junction from changing in accor-

dance with the Ramo-Shockley theorem [136, 120]. However, if the photoexcited

carriers recombine before they make it out into the circuit then the net contribu-

tion of the capacitive currents to the integral
∫

I2(t,∆t) dt is identically zero.

Photoexcited electrons and holes can be separated before they form excitons

by the lateral electric field in the junction and this constitutes the standard drift

current contribution to the detector short circuit current response
∫

I2(t,∆t) dt. A

photoexcited electron and a hole (free or belonging to an exciton) in the MoS2

layer underneath the metal can also be separated at the metal-MoS2 heterojunc-

tion. The hole can tunnel into the metal leaving behind the electron which is

then swept by the lateral electric field to the opposite side of the junction. The

electron can also tunnel into the metal leaving behind the hole which will then

have a difficult time traversing the lateral field region (moving against the elec-

tric field) and making it to the opposite side of the junction. This argument

shows that even if the probabilities of the electron and the hole tunneling into

the metal are similar, the lateral field in the junction ensures that the process in

which the hole tunnels into the metal makes the dominant contribution to the

short circuit current response
∫

I2(t,∆t) dt. The experimentally measured sign

of the photovoltage, and the photocurrent (see Figure 5.1(b)), agrees with the

above arguments.

The discussion above shows that the short circuit current response∫
I2(t,∆t) dt is proportional to the junction lateral electric field strength, and to

the time integral of the photoexcited free electron and hole densities as well as to
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the time integral of the bound (exciton) electron and hole densities. Assuming

similar electron and hole mobilities, one may write,∫
I2(t,∆t) dt ∝ kf

∫ [
p′f(t,∆t) + n′f(t,∆t)

]
dt + kb

∫ [
p′b(t,∆t) + n′b(t,∆t)

]
dt (5.1)

Here, n′f/b(t,∆t) and p′f/b(t,∆t) are the spatially-averaged free/bound (f/b) pho-

toexcited electron and hole densities in the junction, respectively. Since photoex-

cited electrons and holes don’t have time to move much before they recombine

and/or are captured by defects, spatial dynamics of the carrier densities are not

important. The constants kf and kb capture the difference in the relative contri-

butions from free and bound carriers to the current response. If one assumes

that kf ≈ kb then, ∫
I2(t,∆t) dt ∝

∫ [
p′(t,∆t) + n′(t,∆t)

]
dt (5.2)

where n′(t,∆t) and p′(t,∆t) are the total photoexcited electron and hole densities

in the junction, respectively, including carriers both free and bound (excitons).

The assumption kf ≈ kb will hold if the short circuit current is dominated by the

free and bound electrons and holes that get separated at the metal-MoS2 hetero-

junction. Since the junction resistance Rj is expected to be largely determined by

the transport across the metal-MoS2 heterojunction rather than by the transport

across the MoS2 region, the assumption kf ≈ kb is a decent approximation if not

an excellent one.

The above discussion, although simple, allows one to relate the measured

photoresponse to the carrier dynamics and, as shown below, the results thus

obtained are in excellent agreement with the experiments. We expect that on

much longer timescales, when the photoexcited carriers have recombined or

been captured, the photoresponse is entirely thermoelectric in nature, as is the
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Figure 5.3: Theoretical modeling and fitting of TPPC experiment results.
(a) The energy band diagram (bottom) of the the metal-MoS2

junction (top) is plotted as a function of the position in the
plane of the MoS2 monolayer after photoexcitation with an op-
tical pulse. The Schottky barrier height is φB. The Figure is
not drawn to scale. (b) The measured (symbols) and computed
(solid lines) photovoltage correlation signals |∆Vc(∆t)|, normal-
ized to the maximum value, are plotted as a function of the
time delay ∆t for different pump fluence values: 4, 8, and 16
µJcm−2. T = 300K. The carrier capture model reproduces all
the timescales observed in the measurements over the entire
range of the pump fluence values used. (c) The scaling of
the measured (symbols) and computed (solid line) values of
|∆Vc(∆t = 0)| with the pump pulse fluence is shown. The error
bars are the recorded peak-to-peak noise level of lock-in ampli-
fier during each measurement.

case in metal-graphene photodetectors [156, 117, 51, 146, 59]. But in this letter

we focus on the dynamics occurring on only short timescales.

5.7 Carrier capture/recombination model

It is known that most of the photoexcited carriers in monolayer MoS2 recom-

bine non-radiatively [168, 164, 43]. The temperature independence as well as

the sample dependence of the recombination rates in previously reported works
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suggested that free and bound (excitons) carriers recombine via capture by de-

fects through Auger scattering [168, 164]. Monolayer MoS2 can have several

different kinds of defects, including grain boundaries, line defects, interstitials,

dislocations and vacancies [42, 71, 37, 190, 107, 181, 85]. The strong electron

and hole Coulomb interaction in monolayer TMDs makes defect capture via

Auger scattering very effective [164]. The time constants observed in this work

in the photovoltage correlations are also temperature independent (see Figure

Figure 5.2(b)) and also match well with the time constants observed previously

in optical/THz pump-probe and photoluminescence measurements [168, 34].

We therefore use the model for carrier capture by defects via Auger scattering

in MoS2 presented by Wang et al. [168, 164] to model our TPPC experimen-

tal results. The model assumes carrier capture by two different defect levels,

one fast and one slow [168]. The essential dynamics captured by the model,

and their relationships to the experimental observations, are as follows [168].

After photoexcitation, electrons and holes thermalize and lose most of their en-

ergy on a timescale much shorter than our experimental resolution (∼0.5-1.0 ps)

and, therefore, thermalization is assumed to happen instantly in our model [64].

Most of the photoexcited holes (both free and bound), followed by most of the

electrons, are captured by the fast defects within the first few picoseconds after

photoexcitation. During the same period, a small fraction of the holes is also

captured by the slow defects. This rapid capture of the photoexcited electrons

and holes is responsible for the fast time constant observed in our photovoltage

correlation experiments. The remaining photoexcited electrons are captured by

the slow defects on a timescale of 65-80 ps and this slow capture of electrons is

responsible for the slow time constant observed in our photovoltage correlation

experiments. We should point out here that the two time constants observed
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in the photovoltage correlation signal ∆Vc(∆t) are always slightly longer than

the corresponding two time constants exhibited by the carrier densities in direct

optical pump-probe and measurements [168], as is to be expected in the case

of correlation measurements. Finally, the superlinear dependence of the car-

rier capture rates on the photoexcited carrier densities in the model, and there-

fore on the optical pulse energy, results in the experimentally observed negative

value of the photovoltage correlation signal ∆Vc(∆t = 0) at zero time delay.

The rate equations for the carrier densities and defect occupation probabili-

ties with photoexcitation by two time-delayed optical pulses can be written as

follows [168],

dn(t,∆t)
dt

= −Afnf(1 − Ff)n2 − Asns(1 − Fs)n2 + gIp(t) + gIp(t − ∆t) (5.3)

dp(t,∆t)
dt

= −BfnfFfnp − BsnsFsnp + gI(t) + gI(t − ∆t) (5.4)

nf/s
dFf/s(t,∆t)

dt
= Af/snf/sn2(1 − Ff/s) − Bf/snf/snpFf/s (5.5)

Here, n(t,∆t) and p(t,∆t) are the total electron and hole densities, respectively, in-

cluding both free and bound (excitons) carriers and n(t,∆t) = no + n′(t,∆t), where

no is the doping density. Ff/s are the defect occupation probabilities. Af/s and Bf/s

are the Auger capture rate constants for electrons and holes, respectively. nf/s

are the defect densities. Ip(t) is the optical pulse intensity (µW cm−2) and g, de-

termined from the measured MoS2 optical absorption at the wavelength of the

optical pulse excitation, equals ∼2.5×1011cm−2µJ−1 and corresponds to around

11% absorption in monolayer MoS2 on oxide at 452 nm wavelength [168]. In

our n-doped sample, the defects are assumed to be fully occupied before pho-

toexcitation. The above rate equations can be solved in time and the resulting

photoexcited carrier densities integrated in time to yield the measured photo-

voltage correlation signal (up to a multiplicative constant). The values of the
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Bfnf 0.73 ± 0.05cm2s−1

Bsns 2.79 ± 1 × 10−2cm2s−1

As 9.5 ± 1 × 10−15cm4s−1

Af (1.0 ± 0.2)Bf

nf/s 5.0 × 1012cm−2

no 8 × 1011cm−2

Table 5.1: Fitting parameters. Parameter values used in the simulations to
fit the photovoltage correlation data.

fitting parameters used in the theoretical model to fit the experimental data are

given in Table 1 and are almost identical to the values extracted previously from

direct optical pump-probe measurements of the carrier dynamics in monolayer

MoS2 [168].

The comparison between the data and the model are shown in Figure 5.3(b)

which plots the measured and computed photovoltage correlation |∆Vc(∆t)| as

a function of the time delay ∆t for different pump fluence values: 4, 8, and 16

µcm−2. All curves are normalized to a maximum value of unity (since the model

gives the photovoltage correlation signal up to a multiplicative constant). The

model not only reproduces the very different timescales observed in |∆Vc(∆t)|

measurements, it achieves a very good agreement with the data over the entire

range of the pump fluence values used in our experiments for the same values

of the parameters. Figure 5.3(c) shows the scaling of the measured and com-

puted values of |∆Vc(∆t = 0)| with the pump pulse fluence. Again, a very good

agreement is observed between the model and the data.
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5.8 Gate dependent TPPC measurements

The effect of the gate voltage on the photoresponse and the TPPC measurements

is discussed here. Increasing the back gate voltage increases the electron density

in the MoS2 layer and raises the Fermi level with respect to the conduction band

edge. However, in the region of the MoS2 layer which is underneath the metal

the electron density as well as the position of the Fermi level with respect to

the conduction band edge remains unchanged. This is because the metal on

top screens all the extra charges on the gate as the gate voltage is increased.

Consequently, the in-plane lateral electric field in the MoS2 layer increases near

Ef
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(a) Vg = 0 V
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q( B+

c
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φ

φ φ
E
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Figure 5.4: Band diagram of metal-MoS2 junction. The effect of the gate
voltage Vg on the energy band diagram of the the metal-MoS2

junction is depicted when (a) Vg = 0 V , and (b) Vg >> 0 V . The
in-plane electric field increases near the metal junction with an
increase in the gate voltage.

the metal junction with an increase in the gate voltage, as depicted in Figure
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5.4. The exact magnitude of the increase in the in-plane electric field with the

gate voltage is hard to predict since the result could depend on the degree of

Fermi level pinning on defect states within the bandgap in MoS2. Nevertheless,

one would expect the measured photoresponse to also increase with the gate

voltage since, as argued in this paper, the photoresponse is proportional to the

in-plane electric field [89].

Figure 5.5 shows the measured |∆Vc(∆t)| plotted as a function of the time de-

lay ∆t between the pulses for different gate bias values: -3, 0, 3, 6 V . T =300K.

The pump fluence is 8 µJcm−2. As in Figure 5.2(b,c) in the article, two distinct

time scales are observed in the dynamics and, within the accuracy of our mea-

surements, these time scales are largely independent of the gate bias. As ex-

pected from our model, the overall signal level increases with the gate bias.
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Figure 5.5: Gated TPPC experiment results. The measured two-pulse pho-
tovoltage correlation (TPPC) signal |∆Vc(∆t)| is plotted as a
function of the time delay ∆t between the pulses for different
gate bias values: -3, 0, 3, 6 V . T = 300K. The pump fluence is
8 µJcm−2. As in Figure 2(b,c) in the article, two distinct time
scales are observed in the dynamics and these time scales are
largely independent of the gate bias.
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5.9 Simulation of photoexcitation at a metal-MoS2 junction

A Finite Difference Time domain (FDTD) simulation of the optical excitation of a

metal-MoS2 junction by normally incident radiation is shown in Figure 5.6. The

location of the MoS2 layer is indicated by the dashed line. The simulation shows

that as a combination of light diffraction from the edge of the metal contact, light

scattering from the substrate, and plasmonic guidance, causes several hundred

nanometers of MoS2 to be photoexcited even underneath the metal.

Figure 5.6: Numerical simulation of photoexcitation at metal-MoS2 junc-
tion. Finite Difference Time domain (FDTD) simulation of the
optical excitation of the metal-MoS2 junction is shown. The lo-
cation of the MoS2 layer is indicated by the dashed line. The
simulation shows that a portion of the MoS2 layer of length
equal to a few hundred nanometers is photoexcited even un-
derneath the metal.

The photoexcitation simulations were performed by a C++ 2D/3D FDTD

solver built from scratch. The motivation for building a new solver is that the

commercial and open source FDTD solvers, such as Lumerical and MEEP, can-
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not reach theoretical performance throughput due to their inefficient DRAM

bandwidth utilization. Currently, the FDTD solver is still under active develop-

ment, and is already 3 to 4 times as fast as commonly found numerical solvers.

5.10 Circuit models of the metal-MoS2 junction

A circuit model of the photodetector is shown in Figure 5.7(a) and the resis-

tances and capacitances associated with the metal-MoS2 junction are shown in

Figure 5.7(b). The time-dependent short circuit current response of the photode-

tector to two optical pulses separated by time ∆t is I2(t,∆t). The short circuit cur-

rent response I2(t,∆t) represents the photocurrent measured if the illuminated

junction were shorted. In our experiments, the quantity measured is the DC

value Vc(∆t) of the open circuit voltage. Assuming periodic excitation of the

device with the optical pulses, Vc(∆t) can be written as,

Vc(∆t) =
1

T R

RjRext

Rd + Rext

∫
I2(t,∆t)dt ≈

Rj

T R

∫
I2(t,∆t)dt (5.6)

Here, the total device resistance Rd equals 2Rj + RMoS2 , T R is the period of the op-

tical excitation, and the time integrals above are performed over one complete

period. The approximate equality above follows from the fact that in our exper-

iments, Rex >> Rd. Note that all the capacitances drop out in the expression for

Vc(∆t). Therefore, one can use the low-frequency circuit model shown in Figure

5.1(c) when calculating Vc(∆t).

It is instructful to determine whether the intrinsic device resistances and

capacitances could fundamentally limit the high speed performance. The fre-

quency dependent small-signal open circuit voltage response and short circuit

current response of the detector can also be evaluated using the circuit shown
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Figure 5.7: Circuit model of the metal-MoS2 photodetector. A high-
frequency circuit model of the photodetector is shown in (a).
The resistances and capacitances associated with the metal-
MoS2 junction are depicted in (b). Rj and Cj are the resistance
and the capacitance associated with the metal-MoS2 junction.
RMoS2 is the resistance of the undepleted MoS2 region. Cp is
an external parasitic capacitance and Rext is the external circuit
resistance (including the input resistance of the measurement
instrument).

in Figure 5.7(a) under the assumption that I2(t) = Re
{
i2(ω)e−iωt

}
. The open circuit

voltage response is (assuming Rext = ∞),

vc(ω)
i2(ω)

=
Rj

1 − iωCjRj − iωCp(2Rj + RMoS2) + (iω)2CpCjRjRMoS2

(5.7)

If one ignores the parasitic capacitance Cp then the circuit bandwidth is set by

the time constant RjCj. The junction resistance Rj is dominated by the metal-

semcionductor contact resistance. In the case of MoS2, the contact resistance

values are in the 1-10 KΩ-µm range at room temperature [66]. Because of the 2D

nature of the metal-semiconductor junction, the junction capacitance Cj is very

small and entirely due to the fringing fields. For a ∼50 nm thick metal contact
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layer, Cj is estimated to be less than .03 f F/µm [112]. Therefore, the relevant

time constant is estimated to be shorter than a picosecond. The short circuit

current response is (assuming Rext = 0),

iext(ω)
i2(ω)

=
Rj

2Rj + RMoS2 − iωCjRjRMoS2

(5.8)

In this case, the circuit bandwidth is set by the time constant CjRjRMoS2/(2Rj +

RMoS2). If Rj << RMoS2 , as would be the case if the doping in the MoS2 sheet is

small, then the time constant equals ∼ RjCj, which is the same as for the open

circuit voltage response. If on the other hand Rj >> RMoS2 , then the time constant

equals ∼ 0.5RMoS2Cj. Assuming an electron doping of ∼ 2 × 1012 cm−2 (as in our

devices) and a modest electron mobility of ∼20 cm2/V-s (as in our devices), and

a device length of 1 µm, the value of RMoS2 comes out to be ∼ 150 KΩ-µm and

the time constant comes out to be ∼2.25 ps. Finally, the capacitance Cp could

come from the fringing fields between the two metal contacts and therefore its

effect on the open circuit voltage response ought to be considered. For example,

consider ∼50 nm thick metal contact layers that are one micron apart. The capac-

itance Cp is estimated to be less than .02 f F/µm [46]. The relevant time constant

is Cp(2Rj+RMoS2) and, assuming Rj << RMoS2 , the time constant is found to be ∼3.0

ps. Therefore, in all the cases the intrinsic device resistances and capacitances

are not expected to fundamentally limit the speed of operation of the detectors

considered in this work.

We have also performed electrostatic simulation to confirm our theoretical

argument regarding the intrinsic device capacitance. The 2D electrostatic solver

was built in Matlab, and the simulated electric field distribution is shown in

Figure 5.8. From the electrostatic simulation in Figure 5.2, the intrinsic capac-

itance can be easily extracted by considering the electrostatic energy stored in
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Figure 5.8: Electrostatic simulation of the monolayer MoS2 photodetector.
The bias voltage is 1V and symmetric boundary condition is
used on the left boundary (the 1 V side), and zero field bound-
ary condition was applied to the other three sides. The ex-
tracted intrinsic capacitance is ∼ 0.03 f F/µm.

the device:

E =
1
2

C · V2 =
1
2
ε

∫
|E|2dx3 (5.9)

5.11 Sample variations

Lastly, we would like to discuss the TPPC experiments of the three samples we

have measured. The time-resolved photovoltage data under 8 µJ/cm2 pump flu-

ence at room temperature is show in Figure 5.9. Without changing the Auger

capture coefficients, we were able to fit the transients from all three monolayer

MoS2 photodetectors using different slow trap densities: 1 ∼ 2×1013/cm2 for de-

vice A and B, ∼ 5×1012/cm2 for device C. Defect density variation is random and

could be caused by nano-fabrication processes. Note that the defect density of

the fabricated monolayer MoS2 photodetectors are higher than the as-exfoliated
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Figure 5.9: TPPC experiments on three different monolayer MoS2 pho-
todetectors. The experiments were peformed under 8 µJ/cm2

pump fluence at room temperature. The black curves are the
theoretical fittings with the same set of Auger capture coeffi-
cients but different slow trap densities: 1 ∼ 2 × 1013/cm2 for
device A and B, ∼ 5 × 1012/cm2 for device C.

samples in our OPOP work in Chapter 4. This result is a good indication that

the Auger capture coefficients extracted from the theoretical model are physical.

5.12 Discussion

Our results reveal the fast response time and the wide bandwidth of metal-

MoS2 photodetectors and show that these detectors can be used for ultrafast

applications. Our results also shed light on the carrier recombination mecha-

nisms and the associated timescales. Although we focused mainly on the car-

rier dynamics in this paper, the device intrinsic resistances and capacitances

are not expected to fundamentally limit the device speed because of the rather
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small capacitances associated with the lateral metal-semiconductor junctions.

An obstacle to using TMDs in practical light emission and detection applica-

tions is the small values of the reported quantum efficiencies in these materi-

als [89, 180, 168, 147, 128, 7, 44, 4, 43]. In photodetectors, the response speed and

the quantum efficiency are often inversely related [35]. In most semiconduc-

tor photovoltaic detectors with large carrier mobilities and long recombination

times (e.g. group III-V semiconductor photodetectors [35]), the transit time of

the photogenerated carriers through the junction depletion region determines

the detector bandwidth [35]. Given the relatively small carrier mobilities and

diffusivities in MoS2, the fast carrier recombination times determine the speed

in our metal-MoS2 detectors. The price paid for the the fast response time is the

small internal quantum efficiency: most of the photogenerated carriers recom-

bine before they make it out into the circuit. The best reported carrier mobil-

ities in monolayer MoS2 are an order of magnitude larger than in our devices

and, therefore, metal-MoS2 photodetectors with internal quantum efficiencies

around 0.1 (approximately an order of magnitude larger than of our devices)

are possible without sacrificing the wide bandwidth. Density of defects, which

contribute to carrier trapping and recombination, is also a parameter that can

be potentially controlled in 2D TMD optoelectronic devices to meet the require-

ments for ultrafast or high quantum efficiency applications. In addition, vertical

heterostructures of 2D TMD materials can also be used to circumvent the trans-

port bottleneck in high speed applications [97].
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5.13 Conclusion

Our measurements show that the photovoltage is suppressed when the two op-

tical pulses arrive together indicating a saturation of the photoresponse. As the

time delay between the two pulses is increased from zero, the photovoltage re-

covers, and the recovery, as a function of the time delay, exhibits two distinct

timescales: (i) a fast timescale of the order of 3 to 5 ps, and (ii) a slow timescale

of around 80 to 110 ps. These two timescales are found to be largely indepen-

dent of the temperature, exhibits only a mild dependence on the pump fluence,

and varies a little from sample to sample. Between 50%-75% of the photovolt-

age correlation response recovers on the fast timescale implying that ultrafast

TMD photodetectors with (8 dB) current modulation bandwidths in the 200-300

GHz range are possible. The fast response speed is a result of the short life-

time of the photoexcited carriers. Since TPPC measures the photovoltage (or

photocurrent), this technique is sensitive only to the total photoexcited carrier

population, including both bound (excitons) and free carriers, that contributes

to the photoresponse. TPPC therefore also offers important and unique insights

into the carrier recombination dynamics. The temperature and pump fluence

dependence of our TPPC results are consistent with defect-assisted recombina-

tion as being the dominant mechanism, in which the the photoexcited electrons

and holes, both free and bound (excitons), are captured by defects via Auger

scattering [164]. Strong Coulomb interactions in 2D TMDs, including the corre-

lations in the positions of free and bound electrons and holes arising from the

attractive interactions, result in large carrier capture rates by defects via Auger

scattering [164]. Our results underscore the trade-off between speed and quan-

tum efficiency in TMD photodetectors.
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CHAPTER 6

SURFACE RECOMBINATION IN TRANSITION METAL

DICHALCOGENIDES

6.1 Introduction

The ultrafast dynamics of photoexcited carriers and the non-radiative recombi-

nation mechanisms in monolayer TMDs, and in MoS2 in particular, have been

the subject of several recent experimental [168, 135, 171, 137, 145, 76, 73, 34] and

theoretical studies [164]. Non-radiative electron-hole recombination in MoS2

monolayers results in photoexcited carrier lifetimes in the few tens of picosec-

ond range. In contrast, photoexcited carrier lifetimes in bulk MoS2 have been

shown to be in the few nanosecond range [142, 135]. This large difference be-

tween the carrier lifetimes in monolayer and multilayer 2D materials remains

poorly understood. Shi et al. attributed this difference to the changes in the

electronic bandstructure of MoS2 going from monolayer, to few-layer, and to

bulk [135].

Monolayer MoS2 is known to have several different kinds of point defects,

such as sulfur and molybdenum vacancies, interstitials, and adsorped impu-

rity atoms, in addition to grain boundaries and dislocations [42, 71, 37, 190, 107,

181, 85, 118, 159]. Recently, defect-assisted electron-hole recombination was pro-

posed as the dominant non-radiative recombination mechanism in monolayer

and bulk MoS2 [168, 142, 164, 43]. The carrier density and the temperature de-

pendence of the observed recombination dynamics suggest that photoexcited

carriers are captured by defects via Auger processes [168, 142, 164]. It is rea-

sonable to expect that surface layers of few-layer TMDs have far more defects
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and impurities than the inner layers and, consequently, if defect-assisted pro-

cesses are indeed responsible for electron-hole recombination in TMDs, then

the recombination time would scale in some meaningful way with the number

of layers in few-layer TMDs.

In this chapter, we discuss results for ultrafast carrier dynamics from non-

degenerate optical pump-probe studies of few-layer MoS2. Our results show

that the photoexcited carrier lifetimes increase dramatically from ∼50 ps in

monolayer MoS2 to ∼1 ns in 10-layer MoS2. The lifetimes were found to be

largely temperature independent in all few-layer MoS2 samples irrespective of

the number of layers. The evolution of the carrier lifetime with the number

of layers matches extremely well with our analytical model. The analytical

model assumes a fast recombination time for the two surface layers in a few-

layer sample, and a slow recombination time for all the inner layers, and then

estimates the actual recombination time for a few-layer sample by weighing

the inverse lifetime with the probability of electron occupation of each layer as

given by the electron wavefunction in a few-layer sample. The good agreement

between the measurements and the model shows that electron-hole recombina-

tion in few-layer MoS2 is dominated by defect-assisted recombination processes

in which the surface layers play an important role. In addition, the temper-

ature and pump fluence dependence of the measured lifetimes are consistent

with carrier capture by defects via Auger scatterings [164, 168, 142]. Reduction

of carrier lifetimes in more traditional semiconductor nanostructures, such as

quantum wells and wires, due to very large surface recombination velocities is

well known [150, 92, 103, 133, 70], and surface passivation schemes have proven

to be critical in the operation of optoelectronic devices based on these materi-

als [177, 172, 30]. Our work underscores the importance of developing similar
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passivation schemes for optoelectronic devices based on monolayer and multi-

layer TMDs.

6.2 Carrier recombination dynamics in bulk MoS2

The carrier recombination dynamics in bulk MoS2 was studied by Strait et

al. [142] using ultrafast Optical Pump THz Probe (OPTP) technique. Very dif-

ferent from the monolayer OPOP data, the carrier lifetime of bulk MoS2 varies

from a few nanoseconds to tens of nanoseconds (tens of picoseconds in mono-

layer MoS2), with apparent pump fluence dependence. Through temperature

and pump fluence dependent experiments, Strait et al. conclude that the pho-

toexcited electron-hole pairs recombine mainly through defect assisted Auger

scattering processes. The apparent pump fluence dependence in bulk MoS2 is

due to the low photoexcited carrier density in OPTP experiments (∼ 1010/cm2

per layer in bulk vs ∼ 1012/cm2 in monolayer) as well as the absence of back-

ground carrier doping in bulk (∼ 1012/cm2 in monolayer).

OPTP transients of bulk MoS2 are plotted in Figure 6.1(a). The main con-

clusion is that the carrier recombination rate scales linearly as a function of

photoexcited carrier density, which is consistent with the defect assisted Auger

trapping model proposed in the monolayer OPOP work in Chapters 4 and 5.

The much longer carrier lifetimes in bulk MoS2 compared to monolayer MoS2

lifetimes are due to: (1) the photoexcited carrier density per layer is much lower

in bulk, resulting in a smaller defect Auger trapping rate, which scales linearly

with the photoexcited carrier density; (2) the defect density of bulk MoS2 is

much lower compared to monolayer MoS2, which suffers from surface defects.
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Figure 6.1: Pump fluence dependent OPTP measurements of bulk
MoS2 [142]. (a) OPTP transients for four pump fluences (0.2,
0.4, 0.8, 1.2 µJ/cm2) at 45 K. The time constants are the initial
exponential relaxation time scale. (b)The Ti-sapphire laser has
81 MHz repetition rate, and pump pulses are separated by 12 ns
in time. The slow carrier recombination (tens of nanoseconds)
results in a background doping (∆N−) right before the photoex-
citation. ∆N+ is the photoexcited carrier density right after the
photoexcitation. (c) Extracted carrier recombination rate has a
linear dependence on the photoexcited carrier density.

Thus, we wonder if there is a consistent and unified model that can explain

the carrier dynamics in MoS2 samples from monolayer to bulk. The first task is

to figure out at what thickness the MoS2 sample can be considered to be bulk.
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6.3 OPOP experimental set-up and sample preparation

Few-layer MoS2 samples were mechanically exfoliated from bulk MoS2 crystals

(obtained from 2D Semiconductors Inc.) and transferred onto quartz substrates.

Exfoliated samples were characterized electrically and optically, using transmis-

sion/reflection spectroscopies, to determine both the electronic and optical con-

ductivities [168]. The monolayer samples were found to be moderately n-doped

(> 1012 1/cm2) and the multilayer samples were found to be lightly n-doped (2-

4×1015 1/cm3), consistent with previously reported results [79, 142, 168, 185]. The

thicknesses of the samples were measured by AFM to determine the number of

layers [94]. In the nondegenerate ultrafast optical pump-probe (OPOP) experi-

ments, ∼80 f s pulses at 905 nm (1.37 eV photon energy) were frequency-doubled

to 452 nm (2.74 eV) by a beta-BaB2O4 crystal. The 452 nm pump pulses were used

to excite electrons from the valence band into the conduction band in the sam-

ples. The differential transmission (∆T/T ) of time-delayed 905 nm probe pulses

was measured using a chopped lock-in technique. A 20X objective was used to

focus the pump and the probe pulses onto the samples. The OPOP experiment

is illustrated in Figure 6.2(a). The bandstructure of multilayer MoS2 is shown in

Figure 6.2(b), which depicts the carrier excitation process [94, 188].

The measured optical conductivities (real part) for different layer numbers

are normalized to the layer number and shown in Figure 6.2(c). The real and

imaginary parts, σr and σi, respectively, of the optical conductivity of few-layer

TMDs can be obtained by measuring their transmission and reflection spectra.

Measured transmission and reflection spectra of few-layer MoS2, with respect

to the quartz substrate, are shown in Figure 6.3(a,b) for different layer numbers.

The real part of the 2D optical conductivity σr can be expressed in terms of these
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Figure 6.2: Optical conductivity and photoexcitation in few layer MoS2.
(a) Nondegenerate ultrafast optical-pump optical-probe
(OPOP) experiment on few-layer MoS2. (b) Bandstructure
of few-layer MoS2 and depiction of electron photoexcitation
from the valence band and midgap defect states into the
conduction band. (c)(d) The measured optical conductivities
(real part(c) and imaginary part(d)) of few-layer MoS2 samples
are normalized to their layer numbers and plotted.

two measurements as follows (details can be found in Chapter 2):

σr(ω) =
(1 + ns)2 − (1 − ns)2R(ω)

4ηoT (ω)
−

ns

ηo
(6.1)

The interband optical conductivity (above ∼1.9 eV) is seen to scale almost lin-

early with the number of layers. A weak absorption band was observed in all

multilayer samples in the 0.8-1.6 eV range. Interestingly, this absorption band

was not observed in monolayer samples [168]. We rule out indirect interband

absorption as being solely responsible for this absorption band as the band ex-

tends to energies much smaller than the indirect bandgap even in our thickest

samples [36, 94]. Since all our samples were n-doped, this absorption could be

due to optical transitions from midgap defect states to the conduction band, or
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to the optical transitions from the lowest conduction band to higher conduction

bands.
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Figure 6.3: Temperature dependent optical conductivity measurements.
(a,b) Temperature dependent transmission and reflection mea-
surements on few-layer MoS2. (c,d) Real part of the optical
conductivity of few-layer MoS2. Temperature dependent σr is
normalized to the number of layers and obtained from trans-
mission and reflection measurements.

The temperature dependent optical conductivity in Figure 6.3(c,d) is consis-

tent with the scenario that the below band gap σr comes from the midgap de-

fect state absorption. At cryogenic temperatures, the background carrier dop-

ing density is lower since dopants cannot be easily ionized thermally. If the
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midgap σr came from inter-subband transitions, σr should be smaller at 10 K

due to the lower carrier density. From Figure 6.3(c,d), σr is actually larger at 10

K compared to the data at 300 K. The alternative explanation is that, since the

defect state is more filled with electrons at 10 K, the midgap defect absorption

is stronger.

Lastly, from the optical conductivity measurements, a 1 µJcm−2 fluence

pump pulse is estimated to generate an electron (and hole) density that varies

from ∼ 2.5 × 1011cm−2 in monolayer to ∼ 1.5 × 1011cm−2 per layer in a 10-layer

MoS2 sample. The measurement time resolution was ∼300-350 f s, and was lim-

ited by the dispersion of the optics in the setup. The maximum probe delay was

limited by our setup to ∼1 ns. The goal of the experiment was to use the free-

carrier absorption of the probe pulse by the photoexcited electrons and holes to

monitor their temporal dynamics. The same technique was used in Chapter 4 to

study the ultrafast dynamics of photoexcited carriers in monolayer MoS2 [168].

6.4 Experimental results and discussion

Measured differential transmission transients ∆T/T for few-layer samples (4-

layer and 10-layer) are shown in Figure 6.4(a)-(b) for two different tempera-

tures. The results for monolayer samples were reported in previous work [168],

and the results shown in Figure 6.4(a)-(b) are representative of all multilayer

samples studied in this work. The results for multilayer samples exhibit the fol-

lowing three prominent features: (a) Near zero probe delay, ∆T/T dips negative

for a duration shorter than ∼0.5 ps. We attribute this dip to two-photon absorp-

tion between the pump and probe pulses when they overlap. The duration and
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shape of the dip are both consistent with this interpretation. The magnitude of

the dip is very sensitive to the degree of overlap between the pump and probe

pulses. (b) ∆T/T then immediately turns positive for a duration that can last

anywhere from a few picoseconds to more than ten picoseconds and the dura-

tion was found to have no meaningful dependence on the layer number. This

portion of the transient is temperature dependent, becoming larger at smaller

temperatures, and is absent in monolayer samples [168]. (c) Finally, ∆T/T turns

negative and this last portion of the transient exhibits time scales that are inde-

pendent of the temperature and vary from tens of picoseconds to more than a

nanosecond, becoming longer for samples with larger number of layers. These

time scales can be seen more clearly in Figure 6.4(c) which plots the magnitude

of the transients on a log scale (after rescaling them for clarity). The observed

time scales exhibit an interesting relationship with the number of layers in the

sample and this relationship is discussed in detail later in the paper.

We first discuss different physical mechanisms contributing to ∆T/T in our

measurements. The measured differential transmission ∆T/T of the probe pulse

can be expressed as [168],

∆T
T
≈ −

2ηo
∆σr

1 + ns
+ 2η2

o
σr∆σr + σi∆σi

(1 + ns)2∣∣∣∣∣1 + ηo
σr + iσi

1 + ns

∣∣∣∣∣2 (6.2)

where σr(σi) is the real(imaginary) part of intraband optical conductivity (units:

Siemens), ns is the refractive index of SiO2 and ηo is the vacuum impedance. The

positive part of the transient is attributed to the decreased probe absorption by

the optically active midgap defect states due to pump induced ionization of

these defect states, and it is described by a negative value of ∆σr. The rather

long relaxation times associated with the positive part of the transient rule out

bleaching of the probe intraband absorptions by the pump pulse as the cause of
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Figure 6.4: OPOP transients of few layer MoS2 samples. (a,b) Measured
differential transmission transients (∆T/T ) of few-layer MoS2

((a) 4-layer and (b) 10-layer as representatives of all measured
samples) are plotted at different time scales and for different
substrate temperatures. The negative dip in ∆T/T near zero
probe delay is attributed to two-photon absorption between
the pump and probe pulses. The positive part of ∆T/T right
after photoexcitation comes from the decreased defect absorp-
tion of the probe pulse caused by the ionization of the defects
by the pump pulse. The long negative part of ∆T/T , which
lasts from tens of picoseconds to nanoseconds, is due to the
intraband absorption of the probe pulse by the photoexcited
carriers. The time scales exhibited in the long negative part of
∆T/T are temperature independent. (c) The magnitude of long
negative ∆T/T transients are plotted on a log scale to show the
dependence of the time scales on the layer number. Different
curves are scaled in magnitude for clarity. Pump fluence was
32 µJ/cm2 in all measurements.

the positive part of the transient. Another mechanism that can contribute to a

negative value of ∆σr is Pauli blocking of the indirect interband absorption of

the probe pulse by the photoexcited carriers. The latter is ruled out because a
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strong negative contribution to the value of ∆σr is observed even in bilayer and

trilayer samples in which the measured indirect bandgaps (1.6 eV for bilayer

and 1.45 eV for trilayer [94]) are much larger than the 1.37 eV probe photon en-

ergy. In addition, the positive part of the ∆T/T transient is absent in monolayer

samples [168], which is consistent with no measurable midgap defect absorp-

tion in monolayer MoS2 [168]. The larger magnitudes of the positive part of

∆T/T at lower temperatures, seen in Figure 6.4(a)-(b), are attributed to the larger

initial occupation of the midgap defect states by electrons in our lightly n-doped

materials at lower temperatures and this is consistent with a larger measured

value of the real part of the optical conductivity for these midgap defects at

lower temperatures (see Figure 6.3). The final negative part of the transient is

attributed to intraband absorption of the probe pulse by the photoexcited car-

riers and is described by a positive value of ∆σr. The Drude component of the

intraband absorption by the photoexcited carriers is described by the conduc-

tivity change [168],

∆σr + i∆σi ≈ e2
(

1
ω2τd

+
i
ω

) (
∆n
me

+
∆p
mh

)
(6.3)

Here, ∆n (∆p) is the photoexcited electron (hole) density in the conduction (va-

lence) band, ω is the probe optical frequency, and τd is the carrier momentum

scattering time (assumed to be the same for both electrons and holes). The fi-

nal negative part of the transient is related directly to the density of the pho-

toexcited electrons and holes in the bands and enables one to measure the time

scales associated with electron-hole recombination, as discussed in detail below.

The refractive index response is given by the changes in the imaginary part

of the optical conductivity which can affect the probe transmission through the

term containing the product σi∆σi in Eq. 6.2. The measured imaginary part of

the optical conductivity σi of MoS2 for different number of layers is shown in
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Figure 6.2(d). σi < 0 at the probe wavelength. Since the intraband (see Eq. 6.3)

as well as the interband contributions to ∆σi from the photoexcited free-carriers

are both positive [38, 17], the contribution to ∆T/T from ∆σi will also be posi-

tive which is not consistent with the long negative part of the measured ∆T/T

transient. Note that the magnitude of the product ηoσi, which appears with ∆σi

in Eq. 6.2, is much less than unity at the probe wavelength for all MoS2 samples

considered in this work. Therefore, the contribution from the real part of the

conductivity, as given by the first term on the right hand side in Eq. 6.2, dom-

inates the measured response. Finally, one also needs to consider the effect of

the temperature on the refractive index or, equivalently, on the imaginary part

of the optical conductivity. In most semiconductors, an increase in the tempera-

ture results in an increase in the refractive index and a decrease (more negative)

in the imaginary part of the conductivity [62, 17]. Consequently, an increase in

the sample temperature by the pump pulse would result in a negative contribu-

tion to the value of ∆T/T . If the measured negative part of the ∆T/T transient in

our experiments were due to temperature relaxation, then the associated time

scale, determined by the ratio of the material heat capacity and the relevant

thermal conductivity, would be independent of the pump fluence. However,

as we show below, the measured time scales depend on the pump fluence con-

sistent with defect-assisted recombination of photoexcited carriers via Auger

scatterings [168]. Therefore, temperature relaxation can also be ruled out as a

dominant contributing factor to the measured ∆T/T transients.
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6.5 Carrier recombination model

Models for electron-hole recombination (involving free-carriers as well as ex-

citons) by defect-assisted processes in which carrier capture by defects oc-

curs via Auger scattering have been presented by the authors in previous

works [168, 164, 142], and used successfully to model the carrier recombina-

tion dynamics in monolayer and bulk MoS2 samples [168, 142]. A prominent

feature of Auger scattering is recombination times that are independent of the

temperature but depend on the carrier density (or the pump fluence). In all

the MoS2 samples studied in this work, we observe this feature in the long

negative ∆T/T transients. Therefore, following our earlier work [168, 142], we

model the recombination dynamics with electron and hole defect capture rates,

Re and Rh, respectively, that are given by the following expressions valid for

our n-doped samples: Re = An2nd(1 − Fd) and Rh = BnpndFd. Here, n (p) is the

electron (hole) density, nd is the defect density, Fd is the defect occupation prob-

ability, and A and B are rate constants for Auger scattering. Figure 6.5(a) shows

the good agreement between the recombination model and the measured ∆T/T

transients for the long negative part of the transients for different pump fluence

values. The details of the recombination model in Figure 6.5(a) are discussed in

our previous work [142]. If the the photoexcited carrier density is much larger

than the defect density nd and the equilibrium carrier density, then it can be

shown that for multilayer samples the carrier recombination dynamics can be

described by the following Equation (see the supplementary information),

dn
dt
≈

dp
dt
≈ −

(And)(Bnd)
And + Bnd

np (6.4)

It is the product of the rate constant and the defect density that determines

the recombination rates. According to the above Equation, the initial inverse
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Figure 6.5: Pump fluence dependent OPOP experiments of a 10-layer
MoS2 sample. (a) (Dots) Measured differential transmission
transients ∆T/T of a 10-layer MoS2 sample are plotted for dif-
ferent values of the pump fluence (4, 8, 16, 32 µJ/cm2). T=300K.
(Solid lines) Theoretical model for electron-hole recombination
by defect-assisted processes in which carrier capture by defects
occurs via Auger scattering. (b) The observed inverse carrier
lifetime 1/τ right after photoexcitation scales linearly with the
photoexcited carrier density and, therefore, with the pump flu-
ence. The recombination model fits the data very well. The
vertical offset in the data at zero pump fluence is attributed to
the light n-doping in our sample.

carrier lifetime 1/τ after photoexcitation is expected to scale linearly with the

photoexcited carrier density and, therefore, with the pump fluence. The ex-

tracted initial inverse carrier lifetimes 1/τ plotted in Figure 6.5(b) are seen to

scale almost linearly with the pump fluence, as expected from the model. The

vertical offset in Figure 6.5(b) at zero pump fluence is attributed to the light n-

doping in our samples. Note that none of our measurements rule out or affirm if

the defects responsible for electron-hole recombination are the same midgap de-

fects whose signature appears in the optical absorption spectra discussed above.
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Photoexcited carrier dynamics in monolayer MoS2 are not adequately described

by the above Equation [168]. In the case of monolayer MoS2, fast defects con-

tribute to rapid electron-hole recombination in the first few picoseconds and

carrier recombination dynamics on long time scales are described by slow de-

fects. A more detailed discussion of the carrier dynamics in monolayer samples

is given previously by Wang et al. [168]. In Figure 6.4(c), only the portion of the

transient governed by the slow defects is visible for the monolayer sample.

6.6 Scaling of the carrier Lifetime with the number of layers:

We now explore the dependence of the carrier lifetime τ on the number of lay-

ers. The carrier lifetime, extracted from the data shown in Figure 6.4(c), is plot-

ted in Figure 6.6(a) as a function of the number of layers. The lifetime increases

rapidly from ∼50 ps in a monolayer sample to ∼500 ps in a 5-layer sample and

then the rate of increase slows down and the lifetime value equals ∼1.0 ns in a

10-layer sample. These lifetime values are consistent with the results obtained

earlier by the authors for monolayer and bulk samples [168, 142]. The ques-

tion that arises is why the lifetimes vary so drastically between monolayer and

multilayer samples and if any simple model can capture the seemingly com-

plicated evolution of the lifetimes with the number of layers. Monolayer and

multilayer MoS2 samples have different bandstructures and, therefore, different

conduction and valence band Bloch states for electrons and holes [94, 22, 188].

However, the bandstructures of few-layer MoS2 for different number of layers

are not that different from each other when the number of layers is greater than

or equal to two, and even the bandgaps of few-layer MoS2 quickly converge to

the bulk values in just 4-5 layers [94]. Therefore, we rule out the variation in
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the measured carrier lifetimes as coming from bandstructure changes with the

layer number.

Figure 6.6: Carrier lifetime model. (a) (Dots) Carrier lifetime τ, extracted
from the data in Figure 6.4(c), is plotted as a function of the
number of layers. For each data point the pump fluence used
was 32 µJ/cm2 and T=300K. (Solid lines) Theoretical model.
The evolution of the carrier lifetime with the number of lay-
ers can be explained well by the competition between surface
and bulk recombination, as explained in the text. The errorbars
represent upper and lower bounds of the extracted lifetimes.
(b) A depiction of the different recombination times in the bulk
and at the surfaces of a few-layer MoS2 sample. The solid line
shows the probability density associated with the carrier enve-
lope wavefunction in the few-layer sample.

A possible difference between monolayer and few-layer MoS2 is the possibil-

ity of substantially more defect states, acting as recombination centers, present
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at the surfaces compared to in the bulk. Drastic reduction of carrier lifetimes

and photoluminescence quantum efficiencies in more traditional semiconductor

nanostructures, such as quantum wells and wires, due to very large surface re-

combination velocities is well known [150, 92, 103, 133, 70]. One might assume,

as the simplest model, that all recombination occurs at the two surface layers

in few-layer MoS2 and no significant recombination occurs in the bulk. This

would mean that the carriers photoexcited in the bulk would have to diffuse to

the surfaces in order to recombine and carrier lifetimes would then be diffusion

limited and sample thickness dependent. Diffusion time in a clean disorder-free

material sample goes as the square of the sample thickness [138] whereas the

lifetimes in Figure 6.6(a) have a very different, and much stronger, dependence

on the film thickness (or the number of layers). Diffusion time in disordered

materials (with correlated potential disorder) goes exponentially with the sam-

ple thickness but is also extremely temperature dependent [138], which is again

inconsistent with our data.

We propose another model here based on the quantum mechanical wave-

function of the electrons and holes in few-layer samples. Since the few-layer

samples used in our work are thin (all less than 6 nm in thickness) one would

expect the quantum mechanical spatial coherence of the electron wavefunction

to hold in the direction perpendicular to the layers even at room temperature.

We assume a fast recombination time τs (as given by the products of the Auger

rate constants and the defect density) for the two surface layers in a few-layer

sample, and a slow recombination time τi for all the inner layers, and then esti-

mate the actual recombination time for a few-layer sample by weighing the in-

verse lifetime with the probability of electron (or hole) occupation of each layer

as given by the electron (or hole) wavefunction in a few-layer sample. This pro-
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cedure is equivalent to assuming a spatially varying defect structure in a more

formal calculation technique such as the one presented by Wang et al. [164]. The

envelope of the electron (or hole) wavefunction of the lowest quantum confined

state (confined in the direction perpendicular to the layers) can be obtained us-

ing the effective mass approximation (and assuming a discrete space),

ψ(x, y, k) = φ(k) f (x, y) =

√
2

1 + N
sin

(
πk

1 + N

)
f (x, y) (6.5)

where f (x, y) is the envelope wavefunction in the plane of a layer, φ(k) is the

envelope wavefunction in the direction perpendicular to the layers evaluated at

the k-th layer, and N is the total number of layers. The lifetime τ of the carriers

in a few-layer (N ≥ 2) sample can be estimated as,

1
τ

=
0.5 (|φ(1)|2 + |φ(N)|2)

τs
+

1 − 0.5 (|φ(1)|2 + |φ(N)|2)
τi

(6.6)

The results thus obtained are plotted in Figure 6.6(a) along with the data. We

used values of τs and τi equal to 50 ps and 1.3 ns, respectively, to obtain a good

fit. The excellent agreement between the model and the data for all layer num-

bers N shows that the model captures the essential physics. Note that we only

considered the lowest quantum confined state in Eq.(6.5). There is a possibility

that higher energy quantum confined states in our few-layer samples could be

occupied by hot or thermally excited carriers. However, even in the 10-layer

sample the second confined state is estimated to be 50-100 meV higher in en-

ergy [36] and is, therefore, not expected to have significant carrier population.

Also, we see no temperature dependence in the measured lifetimes and this in-

dicates that there is no significant error made in ignoring carrier spilling into

the higher quantum confined states.

104



6.7 Defect refilling dynamics

In the previous sections, we have discussed the photoexcited electron-hole re-

combination dynamics in few layer MoS2, and proposed a surface-bulk recom-

bination theory that can explain the experimentally observed carrier lifetimes

from monolayer to bulk MoS2. The discussion has focused on the negative part

of ∆T/T , which represents the intraband absorption of the probe pulse due to

the presence of the photoexcited carriers. In this section, the positive to negative

transition of ∆T/T immediately following the photoexcitation will be explained.

As demonstrated in Figure 6.3, the midgapσr per layer increases as the num-

ber of layers increase. This nonlinear σr dependence on sample thickness is con-

sistent with the fact that (see Figure 6.4), the positive portion of ∆T/T transient

of the 10-layer sample is much larger than that of the 4-layer sample. In addi-

tion, the temperature dependent data in Figure 6.4 and Figure 6.3 suggest that

the positive ∆T/T signal likely comes from the photobleaching of the midgap

states. The pump pulses excite the trapped charges in the midgap states to the

conduction band, causing the midgap absorption of the probe pulses to decrease

after the photoexcitation.

Given the above analysis, the positive to negative transition of the ∆T/T tran-

sients represent the refilling of the midgap states by the electrons in the conduc-

tion band because the samples are N-doped. Once the photoexcited electron-

hole recombination dynamics is correctly modeled, it can be subtracted away

from the measured ∆T/T to obtain the defect refilling dynamics as shown in

Figure 6.7. In Figure 6.7, we have observed both carrier density and temper-
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Figure 6.7: Defect refilling dynamics of a 10 layer sample. (a,b) Pump
fluence dependent defect refilling dynamics at room temper-
ature. The dynamics was obtained by extracting away the sim-
uladted free carrier dynamics. The defect refilling dynamics
has a super-linear dependence on the pump fluence. (c,d) The
temperature dependent defect refilling dynamics shows that,
there is a thermal activation energy for defect refilling, which
is ∼200 K.

ature dependent defect refilling dynamics. The temperature dependent defect

refilling transients are very different from the measured temperature indepen-

dent electron-hole recombination transients in Figure 6.4. This result suggests
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that the midgap states refilling and carrier recombination dynamics are likely

decoupled processes.

6.8 Conclusion

Our results for the photoexcited carrier lifetimes in few-layer MoS2 suggest that

carrier recombination is dominated by defect-assisted processes that have much

higher rates at the surface layers than in the inner layers. The excellent agree-

ment between the data and the model for the scaling of the carrier lifetimes

with the number of layers points to the validity of treating the electron and hole

states in few-layer TMDs as quantum confined states describable by envelope

wavefunctions in the effective mass approximation in the same way as is done

in the case of more traditional semiconductor nanostructures, such as quantum

wells. The exact nature of the defects that contribute the most to carrier recom-

bination in TMDs remains unclear. Sulfur vacancies in MoS2 were considered

a strong candidate in a recent theoretical work by Wang et al. [164] and, given

the low formation energies of sulfur vacancies [107], surface layers are expected

to have more of them than the inner layers in few-layer samples. Our work

also shows that monolayer light emitting and detecting TMD devices will pay

a high penalty in terms of the quantum efficiency unless suitable schemes for

controlling and/or reducing surface defects are developed.
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CHAPTER 7

THZ MECHANICAL OSCILLATIONS IN TRANSITION METAL

DICHALCOGENIDES

7.1 Introduction

Layered 2D materials such as graphene and MoS2 have promising potential

for nano and micromechanical applications. The strong light-matter interac-

tion and the 2D crystal structure make layered materials ideal candidates for

membrane resonators in the MHz range with coupled optical, electrical and me-

chanical properties [8, 39, 182, 175, 81, 19]. However, the possibility of using lay-

ered TMDs as Microelectromechanical Systems (MEMS) devices in the GHz and

T Hz ranges has not been explored yet. Compared with the traditional MEMS

technology, the advantage of using layered materials as ultra-high-frequency

MEMS devices is in the ease of producing high quality thin films without fabri-

cation [157, 132, 40]. Recent Raman studies show that the rigid-layer longitudi-

nal acoustic (LA) modes in bilayer MoS2 can reach up to ∼1.3 T Hz [189]; these

coherent oscillations of the rigid-layer LA phonons have also recently been ob-

served in time domain [166, 48].

In this chapter, we present the study of excitation, detection and dissipation

mechanisms of coherent THz mechanical oscillations in few-layer MoS2. We

found that, in few-layer MoS2, the out-of-plane LA phonons (rigid-layer breath-

ing mode) can be coherently created by Displacive Excitation due to the strong

light absorption of ultrafast optical pump pulses at 2.74 eV . Excited coherent

phonons were detected by using 1.37 eV probe pulses through index oscilla-

tions as the result of the mechanical motions. These mechanical oscillations
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have quality factors that do not depend on substrate temperature, pump flu-

ence, or sample thickness. However, a continuous degradation of oscillation

lifetime was observed as a function of accumulated laser exposure time. Our

experimental results lead us to the conclusion that the lifetime of the rigid-layer

LA phonon is surface scattering limited. Our results highlight the possibility of

using few-layer MoS2 samples as THz MEMS devices, which could operate at

THz frequencies with FQ (frequency-quality factor) products over ∼ 1 × 1013 Hz

at room temperature.

Because MEMS rely on the coherent mechanical motions, we will first in-

troduce basic concepts of high frequency MEMS and then discuss the coherent

THz mechanical oscillations in few layer MoS2 samples.

7.2 Introduction to high frequency MEMS

Microelectromechanical Systems (MEMS) are devices that utilize coherent me-

chanical motions. The MEMS markets are worth over $10B[63], and covers

a broad range of commerical and research applications, for example: timing

oscillators/frequency filters[157], gyroscopes[12], and biosensors[161]. More-

over, MEMS devices are extremely useful in studying fundamental scientific

phenomena as well. For instance, macroscopic quantum states were demon-

strated in MEMS devices[109]; also, MEMS devices were used to detect single

spin state[129].

In all MEMS resonator/filter applications, the single most important prop-

erty is the mechanical resonant frequency, also known as the harmonic fre-

quency. The resonant frequency is determined by the geometry and material
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of the MEMS device, as well as the nature of the mechanical oscillation. We will

demonstrate how the aforementioned factors affect the resonant frequency by

examing two commercially successful high frequency MEMS designs: surface

acoustic wave (SAW) devices and bulk acoustic wave (BAW) devices, which are

illustrated in Figure 7.1.

+

_

+

_

Piezoelectric Material

Vin Vout

d

Filtering Stage Sensing StageSAW Speed
Va

Top view of a SAW device

d

Side view of a BAW device

Figure 7.1: SAW and BAW devices.

The filtering stage in a SAW device (shown in Figure 7.1) is composed of

alternating tensile and strain regions created by the opposite voltage polarities

of adjacent electrodes through the piezoelectric effect. The filtering stage can

only coherently launch surface acoustic waves with wavelength d at frequency

Va/2d, where Va is the surface acoustic wave phase velocity and d is the pitch of

the metal electrodes. Hence, other frequency components of the voltage signal

Vin are filtered out. Unlike SAW devices, BAW devices utilize the standing wave

mode instead of the propagating wave mode. The wavelength of the fundamen-

tal mode of a BAW filter is twice the thickness of the thin film. To summarize,

resonant frequencies of both SAW and BAW filters and resonators can be de-

scribed as:

f =
V
2d

(7.1)
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In SAW devices, V is the phase velocity of the surface acoustic wave and d is

the metal pitch. In BAW devices, V is the longitudinal acoustic wave velocity

and d is the thin film thickness. The acoustic wave velocity V is determined by

both material properties and vibrational mode used in a MEMS device, while

the parameter d is determined by the geometry of the device.

7.2.1 MEMS oscillations in the time and frequency domain

At resonant frequency, MEMS devices can support coherent mechanical (har-

monic) oscillations with little energy loss. In most cases, the rate of this energy

loss is linearly proportional to the energy stored in the oscillator, meaning the

dynamics of the stored energy can be described by a simple ordinary differential

equation:
dEosc

dt
= −2τEosc (7.2)

where Eosc is the stored oscillation energy and τ is the decay time constant. The

solution of the Eosc dynamics is a simple exponential decay: Eosc = Eoexp(−2t/τ).

For a harmonic oscillator, the energy stored is linearly proportional to the square

of the peak oscillation amplitude Ao, hence the dynamics of the harmonic oscil-

lation Aosc(t) can be described as:

Aosc(t) = Aoe−t/τ × sin(ωot) × µ(t) (7.3)

where we have assumed a sine phase oscillation, and µ(t) is the Heaviside step

function. If we perform a Fourier transform on Aosc(t), we have the oscillation

amplitude function in the frequency domain:

Aosc(ω) =
Aoτ
√

2π
×

ωoτ

ω2
oτ

2 + (1 − iωτ)2 (7.4)
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Note that the definition of the Fourier transform is 1
√

2π

∫
Aosc(t)eiωtdt. In Figure

7.2, the real part, imaginary part, and the magnitude of Aosc(ω) are plotted with

Ao = 1, ωo = 50 rad/s and τ = 1s. It is very clear that the real part of Aosc has a
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Figure 7.2: Real, imaginary and magnitude of Aosc(ω)

zero crossing at ωo, while both the imaginary part and the magnitude of Aosc are

centered at ωo. This is an important conclusion: due to the exponential decay

Aoexp(−t/τ), the magnitude of Aosc(ω) has a Lorentzian shape, and the center of

the Lorentzian is determined by the resonant frequency of the oscillator.

7.2.2 Quality factor

It is also worthwhile to discuss the definition of the quality factor Q of a me-

chanical resonator based on the previous simple time and frequency domain

analysis (Chapter 7.2.1). The definition of Q is :

Q = 2π ×
Energy stored

Energy loss per cycle
(7.5)

Using this definition, the quality factor represents the number of oscillation cy-

cles that an oscillator can have without an external driving force. However,
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because the ”energy stored” in an oscillator continuously changes due to dis-

sipation, we cannot use this definition directly. Instead, after one period, the

exponential decay Eosc = Eoexp(−2T/τ) can be linearized as Eosc ≈ Eo(1 − 2T/τ):

Q ≈
2π × Eo

Eo − Eo(1 − 2T/τ)
=

2π
4π/ωo/τ)

=
1
2
ωoτ (7.6)

Or, the definition of Q can be written in a more explicit way:

Q =
2π × Energy stored at t = 0

Oscillation period × Energy loss rate at t = 0
=

2π
T × 2/τ

=
1
2
ωoτ (7.7)

Given that ωo = 50 rad/s and τ = 1s, Q = 25 according to Eq. 7.6 and 7.7.

The second definition of Q is given in frequency domain:

Q =
ωo

∆ω
(7.8)

where ∆ω is the half power width of the resonant peak in the frequency spec-

trum. Although we can solve Eq. 7.4 to show that the definition above also gives

Q = 1/2 × ωoτ, it is easier to plot the square of Eq. 7.4 directly to demonstrate

that the two definitions are equivalent.

49.0 49.5 50.0 50.5 51.0
ω

0.01

0.02

0.03

0.04
Magnitude2

Figure 7.3: Definition of Q in frequency domain. Q = ωo/∆ω = 1/2 × ωoτ

Although the analysis of Q and Aosc(ω) can be derived formally from the

harmonic oscillator ODE, the links between the exponential decay in the time
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domain, the Lorentizian power spectrum, and the different definitions of quality

factor Q are rarely emphasized.

7.2.3 BAW MEMS filters and resonators

For consumer and industrial applications, Bulk Acoustic Wave (BAW) MEMS

are gaining popularity in high frequency applications[131]. For instance, there

are 22 BAW RF front-end filters used in the 2015 Iphone [63]. In fact, BAW

devices are so important that the Institute of Electrical and Electronics Engi-

neers(IEEE) uses the structure of a BAW resonator as the circuit symbol for all

crystal resonators and filters.

Crystal Oscillator
IEEE Symbol

Circuit Model

Piezo-
resonator

Frequency

C
os

t /
 C

om
pl

ex
ity

1~2 GHz

Figure 7.4: BAW MEMS dominate the market of high frequency RF appli-
cations. BAW resonator, as illustrated in Figure 7.1, are used as
the IEEE symbol for all crystal oscillators.

According to Eq. 7.1, there are two ways to produce high frequency BAW

MEMS: reducing the thickness of the thin film sandwiched between the two

metal contacts, or by choosing piezoelectric materials with a higher longitudi-
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nal acoustic phonon velocity. However, there are two challenges in building

high frequency BAW devices as well: the first challenge is to manufacture ultra-

thin films. For instance, a 50 GHz BAW device needs 50 nm thick thin film if the

material has a sound velocity of 5 Km/s. The second challenge is that the para-

sitic capacitance scales inversely as a function of thin film thickness, as shown

in the circuit model in Figure 7.4. At extremely high frequencies, the parasitic

capacitance will short the peizo-resonator part of the BAW MEMS completely.

Because the parasitic capacitance relates to the electronic design of the

MEMS devices, which is a topic beyond the scope of this chapter, we will only

focus on how to produce ultra-thin films that support extremely high frequency

mechanical oscillations in the 100 GHz to 1 T Hz range with good quality factors.

certain degree of roughness, impurities, and disorder, resem-
bling an amorphous structure.42 !ii" In amorphous solids, the
damping of acoustic waves at low temperatures is success-
fully explained by the standard tunneling model,43–46 which
couples the acoustic phonons to a set of two-level systems
!TLSs" representing the low-energy spectrum of all the de-
grees of freedom !DOFs" able to exchange energy with the
strain field associated with the vibration. These DOFs corre-
spond to impurities or clusters of atoms within the structure
which have two energy minima separated by an energy bar-
rier in their configurational space !similar to the dextro
and/or levo configurations of the ammonia molecule", which
are modeled as a DOF tunneling between two potential
wells. At low temperatures, only the two lowest eigenstates
have to be considered, characterized by the bias !0

z between
the wells and the tunneling rate !0

x through the barrier. The
standard tunneling model specifies the properties of the set of
TLSs in terms of a probability distribution P!!0

x ,!0
z" which

can be inferred from general considerations43,44 and is sup-
ported by experiments.46 Note, however, that below a certain
temperature the model breaks down due to the increasing
role played by interactions among the TLSs !not shown".47,48

In Ref. 1, a description of the attenuation of vibrations in
nanoresonators, due to their amorphouslike surfaces, in terms
of an adequate adaptation of the standard tunneling model
was intended to be given. An estimate for Q−1!T" was pro-
vided, reproducing correctly the weak #T1/3 temperature de-
pendence as well as the order of magnitude observed in re-
cent experiments.30,32 However, the way the standard
tunneling model was adapted was not fully correct, and a
revision of the results for Q−1!T" obtained therein was man-
datory.

In this work, we will !i" discuss in detail some important
issues hardly mentioned in, Ref. 1 !ii" modify some points to
obtain a theory fully consistent with the standard tunneling
model and which includes all possible dissipative processes
due to the presence of TLSs, !iii" extend the results and give
expressions for the quality factor of cantilevers as well as
damping of torsional modes and frequency shifts associated,

!iv" compare with available experimental data by discussing
the validity of the model, range of applicability, and aspects
to be modified and/or included to reach an accurate quanti-
tative fit to experiments, and !v" study the dissipative effects
associated with the presence of metallic electrodes frequently
deposited on top of the resonators.

Section II starts with a brief summary of the model de-
scribed in Ref. 1, discussing the approximations involved,
while the different dissipative mechanisms due to the pres-
ence of TLSs are presented in Sec. III. Section IV analyzes
and compares the two main mechanisms, namely, relax-
ational processes associated with asymmetric !biased" TLSs,
and nonresonant damping of symmetric TLSs. The extension
of the results to cantilevers and torsional modes is given in
Sec. V. A brief account of the frequency shift expressions is
found in Sec. VI. In Sec. VII, a comparison with experiments
and a discussion of the applicability, validity, and further
extensions of the model are made. Section VIII discusses
dissipation effects due to the existence of metallic leads
coupled to the resonator, which can be coupled to the elec-
trostatic potential induced by trapped charges in the device.
Under some circumstances, these effects cannot be ne-
glected. Finally, the main conclusions of our work are given
in Sec. IX. Details of some calculations are provided in the
Appendixes.

We will not analyze here the dissipation due to clamping
and thermoelastic losses, which may dominate dissipation in
the case of very short beams and strong driving, respectively.
We will also not consider direct momentum exchange pro-
cesses between the carriers in the metallic circuit and the
vibrating system.49

II. SURFACE FRICTION MODELED BY TWO-LEVEL
SYSTEMS

A. Hamiltonian

We will consider a rod of length L, width w, and thickness
t !see Fig. 1", and we use units such that "=1=kB. As de-
scribed in Ref. 1, the vibrating resonator with imperfect sur-
faces is represented by its vibrational eigenmodes coupled to
a collection of noninteracting TLSs, assuming that the main
effect of the strain caused by the phonons is to modify the
bias !0

z of the TLSs50 as follows:

H = $
k,j

#k,jak,j
† ak,j + $

!0
x,!0

z
%!0

x$x

+ &!0
z + $

k,j
%k,j!bk,j

† + bk,j"'$z( . !1"

The index j represents the three kinds of modes present in a
thin beam geometry:51 flexural !bending", torsional, and
compression modes. These modes will be present for wave-
lengths %& t, while for shorter ones, the system is effectively
three-dimensional !3D", with the corresponding 3D modes.
The main effect of these high-energy 3D modes is to renor-
malize the tunneling amplitude, so we will take that renor-
malized value as our starting point !0

x and forget about the
3D modes in the following. The sum over TLSs is character-
ized by the probability distribution P!!0

x ,!0
z"= P0 /!0

x.43,44

FIG. 2. !Color online" Evolution of reported quality factors in
monocrystalline mechanical resonators with size, showing a de-
crease with linear dimension, i.e., with increasing surface-to-
volume ratio, indicating a dominant role of surface-related losses
!Ref. 6".
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Figure 16. Overview of reported values of the unloaded Q-factor
versus resonance frequency. The predicted maximum obtainable
f –Q product is resembled by the dashed line for AlN (purple),
quartz (black) and Si (red), respectively. Data are taken from table 5.

AlN-based bulk mode piezoelectric resonators show a lower
Q than bulk mode Si resonators [53, 72–74, 76] and reported
values are well below the theoretical f·Q limit especially for
lower frequencies. The lower than expected Q-factor of AlN-
based resonators can be explained by losses associated with
the metal electrode that is deposited on the AlN needed for
driving the resonator [161, 162]. Also data points are shown
in figure 16 for Si bulk mode resonators that are coated with
a AlN layer [77, 105, 109, 111, 113]. It can be seen that
the Q-factor of this type is somewhere between bulk mode Si
resonators and AlN-based resonators.

4.3. Power handling and large signal behavior

The analysis so far has been limited to a linear description
of the resonator and oscillator, i.e. couplings factors ηint,piezo,
ηext,cap and ηint,cap, and spring constant k do not depend on
the ac voltage that is being applied to the resonator. This
description is only valid when the resonator amplitude x
is small compared to the spring length l and gap width g.
However, it is beneficial to have an as large as possible ac
swing in the oscillator loop so as to maximize the power P0 and
to minimize phase noise, as can be seen from (26). Therefore,
the resonator should be operated close or into the nonlinear
regime and the amplitude at resonance should be maximized
for best noise performance.

Several causes of resonator nonlinearity can be identified
and some are specific for capacitive resonators [60, 134–136].
Generic nonlinearities that apply to all mechanical resonators
are related to material properties of the resonating medium
[137]. An ideal material shows a linear relation between
stress and strain, but for large stress and strain levels this
relation starts to deviate from a straight line and the resonator’s
stiffness becomes dependent on stress and strain. Furthermore,
it can be expected that piezoelectric coefficients will exhibit
nonlinear behavior at such high strain levels [138] which do
not play a role in capacitive transduction. On the other hand,

some nonlinearities are specific to capacitive transduction
and are a direct cause of the nonlinear relation between gap
capacitance and displacement, as is illustrated below for an
external capacitive transducer. The force Fx between the two
electrodes can be derived by taking the gradient of the stored
energy followed by a Taylor expansion in x:

Fx = −∂E

∂x
= −1

2
V 2 ∂C

∂x

= −
(

1
2
V 2

dc + vacVdc +
1
2
v2

ac

)
ε0A

(g − x)2

Fx = −ε0AVdc

g2

(
Vdc

x

g
+ 2Vdc

x2

g2
+ 2vac

x

g
+ · · ·

)
. (44)

The first term in this equation is a force that is independent
on the ac component of the voltage, but is dependent on
the resonator displacement and can therefore be considered
a spring force. This term adds to the mechanical spring force,
which is typically much higher in value, and can be used to fine
tune the mechanical resonance frequency e.g. to compensate
for its temperature dependence, as will be explained in
section 5.1. The second term can also be considered a spring
force, but with a spring constant that depends on x. This
implies that according to (6) and (8), the motional capacitance
Cm and resonance frequency ω0 are functions of the resonator
amplitude x. In [138] it is shown that this term can increase
Qloaded, as defined by (24), and can be expected to decrease
the near-carrier phase noise, as can be deduced from (25).
For a piezoelectric resonator, it has indeed been demonstrated
that the x dependence of the spring constant can improve phase
noise by up to 20 dB [139]. The third term in (44) comprises the
product of two time-varying signals: vac and x. If the resonator
is excited by a noisy voltage vac + vn, where vn represents the
noise term, then the product x· (vac + vn) contained in the third
term will result in upconversion of the vn spectrum around
the oscillation frequency. This mechanism can result in the
upconversion of flicker noise in the oscillator loop leading
to a 1/f 3 instead of a 1/f 2 of the near-carrier noise roll-off
thereby causing a deterioration of the near-carrier phase noise
[60]. This simple analysis shows that different nonlinearities
in the resonator can result in an improvement as well as a
deterioration of the near-carrier noise.

Other than material or transduction nonlinearities, it
is also possible that mechanical instabilities occur in the
resonator when driven at high power levels. It is shown in
[76, 140] that high power levels can cause mode coupling
inside the resonator. In [141–143], it is described that a
resonator that is driven in-plane can start resonating out-of-
plane at increased power levels. The excitation of parasitic
modes causes an energy leak of the resonance mode that is
supported in the oscillator loop and poses an upper limit to the
amplitude x and hence the oscillating power P0. This results
in a limit of the achievable phase noise performance, as is
obvious from (26).

4.4. Noise comparison

In this section, an overview is given of the performance of
MEMS oscillators that have been reported in the literature to
date. The data are grouped in capacitive and piezoelectric

19
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Figure 7.5: High frequency MEMS challenges. (a) It is very difficult to fab-
ricate MEMS devices operating beyond 10 GHz with a good
frequency-quality factor product (FQ)[157]. The dashed lines
are theoretical maximum FQ products of AlN, Si and Quartz
(1 ∼ 2×1013Hz). (b) Quality factor Q drops rapidly as the MEMS
devices shrink in size.[132]

As shown in Figure 7.5(a), it is relatively common for research groups to
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produce MEMS devices with frequency-quality factor products (FQ) close to

the theoretical maximum FQ of bulk MEMS materials below 100 MHz. The the-

oretical FQ products of AlN, Si, and Quartz are 1 ∼ 2×1013 Hz, and are plotted as

the dashed lines in Figure 7.5(a). Beyond 100 MHz, MEMS devices suffer from

losses due to imperfections in the MEMS fabrication processes in addition to the

intrinsic material losses [132]. As shown in Figure7.5(b), the quality factor drops

rapidly as the MEMS device shrinks in size for high frequency applications.

Next, we will show that, layered metal dichalcogenides thin films are poten-

tial candidates for building extremely high frequency BAW MEMS beyond 100

GHz as they do not suffer from these fabrication related challenges.

7.2.4 Coherent acoustic oscillations in MEMS

For BAW devices, the BAW resonant frequency f and the thin film thickness d

are related by the sound velocity: f = V/2d. This sound velocity is also referred

to as the acoustic phonon velocity. Acoustic phonons are very different from op-

tical phonons: (1) Since adjacent atoms/layers move in the same direction for

acoustic motion, a sudden change in position of one atom/layer can activate the

vibration of the adjacent atoms/layers. This is the reason why acoustic vibra-

tions can propagate as waves. Unlike acoustic vibrations, propagating waves

of optical vibrations cannot be easily launched and optical phonons have zero

velocity in the first-order approximation. (2) Because adjacent atoms/layers

move in the same direction for acoustic motion, the acoustic vibrations have

long range order. For example, at resonant frequency, a standing wave vibra-

tion forms across the BAW thin film as shown in Figure 7.1. In other words,
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coherent acoustic phonon oscillations are macroscopic vibrations. Conversely,

because adjacent atoms move in the opposite direction, optical phonon vibra-

tions manifest themselves as microscopic vibrations.

Since ultra-high frequency BAW devices need extremely thin MEMS films, it

is natural to use layered materials such as graphite or transition metal dichalco-

genides (TMDs), which can have thickness down to ∼ 1 nm ( bi-layer structure),

while avoiding the challenges associated with the fabrication of such thin films.

Figure 7.6: Rigid layer motions of few-layer MoS2. (a) Coherent optical
phonon oscillations: adjacent layers move in opposite direc-
tions. (b) Coherent acoustic phonon oscillations: adjacent lay-
ers move in the same direction.

In few layer TMDs, such as MoS2, we are interested in rigid layer motions,

which have both optical and acoustic modes. Optical phonon vibrations re-

quire adjacent layers to be moving in the opposite directions, while acoustic

phonon vibrations require adjacent layers to be moving in the same direction. In

addition, rigid layer motions can be categorized into breathing modes (out-of-

plane motions) and shearing modes (in-plane motions). Breathing and shearing

modes of coherent rigid layer optical and acoustic vibrations are illustrated in
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Figure 7.6(a).

7.3 Ultra-high frequency coherent phonon oscillations

The dynamics of ultra-high frequency coherent phonon oscillations have been

studied extensively in the past few decades. Several examples of experimen-

tal work [24, 80, 25, 179, 101, 144] on coherent phonon oscillations are given in

Figure 7.7. There are several interesting observations to be made from these

experimental results. Firstly, both coherent optical and acoustic phonon oscil-

lations can be excited. Secondly, whereas coherent optical phonon oscillations

can be excited and observed in bulk materials, coherent acoustic phonon oscil-

lations can only be excited if the wavelength of the excited acoustic phonon is

well defined. For example, in the work done by Sun[144], the acoustic oscil-

lation wavelength is determined by the InGaN/GaN quantum well structure

of thickness ∼ 1 nm. Lastly, because the coherent THz phonon oscillations are

too fast to be excited and detected electronically, time-resolved ultrafast optical

pump optical probe techniques were applied in all the experimental work in

Figure 7.7.

So why can’t coherent acoustic phonon oscillations be easily excited in bulk

materials? The answer lies within the wave-propagation properties of the

acoustic phonons. Like photons, the energy of an acoustic phonon is linearly

proportional to its momentum: E = ~k × V . The slope of the linear energy-

momentum dispersion is the sound speed of this particular acoustic phonon

branch in the First Brillouin Zone. In bulk materials, if there is no mechanical

or optical structure to define the desired acoustic phonon wavelength, acoustic

118



phonons of different wavelengths will be excited at the same time and travel at

the same speed, thus no coherent oscillation can be detected. Conversely, the

Figure 7.7: Several examples of reported coherent phonon oscillations[24,
80, 25, 179, 101, 144]. Whereas coherent optical phonon oscil-
lations can be excited and observed in bulk materials, coherent
acoustic phonon oscillations can only be excited if the wave-
length of the excited acoustic phonon is well defined. For ex-
ample, the acoustic oscillation wavelength is determined by the
InGaN/GaN quantum well structure [144].

energy of optical phonon does not depend on its momentum in the first order

approximation (Einstein Model). After the impulse excitation, optical phonons
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with slightly different momentum oscillate at the same frequency with the same

phase (excitation of an optical phonon mode), and slowly propagate (zero ve-

locity in the Einstein Model) in different directions. Hence, coherent optical

phonon oscillations can be excited and detected in bulk materials.

7.4 Ultrafast optical excitation of coherent phonons

As discussed in the last section, ultra-high frequency coherent phonon oscil-

lations can be studied by ultrafast Optical Pump Optical Probe (OPOP) tech-

niques. In this section, we will conduct a literature survey on different coherent

phonon generation processes in OPOP experiments.

7.4.1 Optical interference grating

The first demonstrations of optical pulse induced coherent acoustic phonon os-

cillations were reported by Fayer et al.[130, 104, 105]. In these experiments, two

excitation optical pulses (∼ 100 ps pulse width) coincided on the samples. The

two excitation pulses overlap and interfere with each other, creating alternat-

ing constructive and destructive optical intensity peaks or nulls. In materials

that absorb the excitation pulses, the alternating optical interference pattern

creates excited electron-hole density peaks and nulls, thus coherent acoustic

phonons whose wavelengths that match the interference pattern geometry can

be launched through electron-phonon interactions or a nonequilibrium distri-

bution of heat. In non-absorbing materials, the optical interference pattern can

create coherent acoustic phonons through stimulated Brillouin scattering[114].

120



Figure 7.8: The first demonstrations of optical pulse induced coherent
acoustic phonon oscillations. Data was reported by Fayer et
al.[130, 104, 105].

In Brillouin scattering, the acoustic phonons can be generated or absorbed by

the incident optical light. The periodic acoustic wave works as a periodic grat-

ing that scatters light according to Bragg’s law. It is straightforward to derive

the acoustic phonon frequency generated in Brillouin scattering. Assume that

the incident light has momentum ~ki, frequency ωi, and optical index at ωi is ni;

the scattered light has momentum ~ks, frequency ωs, and optical index ns. The

phonon emitted by Brillouin scattering has momentum ~q and frequency ωq. Ac-

cording to momentum and energy conservation, we have:

ωs = ωi − ωq (7.9)

~q = ~ki − ~ks (7.10)∣∣∣∣ ~ki,s

∣∣∣∣ = ni,sωi,s/c (7.11)∣∣∣~q∣∣∣ = ωq/Vq (7.12)

If θ is the angle between the incident and scattered light:

q2 = k2
i + k2

s − 2 |kiks| cos(θ) (7.13)
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Plugging in the light/phonon energy-momentum dispersion relations yields:

ω2
q =

v2
qω

2
i

c2 [n2
i + n2

s
ω2

s

ω2
i

− 2nins
ωs

ωi
+ 4nins

ωs

ωi
sin2(θ/2)] (7.14)

Because the acoustic phonon frequency is at least two-orders magnitude smaller

than the frequency of the incident photons, we can safely assume that ωs/ωi is

approximately 1.

ωq =
vqωi

c

√
(ni − ns)2 + 4ninssin2(θ/2) (7.15)

In most cases, optical index is a slow varying function, and ns is very close to ni:

ωq = 2
vq

c
ωini × sin(θ/2) (7.16)

7.4.2 Nanostructured grating

Instead of using the optical interference of two pulses to define the wavelength

of acoustic oscillations, nanostructured gratings set the acoustic wavelength by

their physical geometries as shown in Figure 7.9. In Liu’s work [87], when the

Figure 7.9: Coherent acoustic phonon oscillations can be excited by apply-
ing ultrafast optical pulses on nanostructure gratings[144, 87].
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indium content x of the 30 nm thick InxGa1−xN layer is zero, coherent acous-

tic oscillations cannot be excited. By increasing the indium content from zero

to 0.12, the absorption contrast between InxGa1−xN and GaN launches acoustic

waves with a wavelength of twice the thickness of the InxGa1−xN. In addition, by

increasing the indium content, the amplitude of the coherent acoustic phonon

oscillations can be enhanced, as shown in Figure 7.9. Because the oscillation

frequency is determined only by the acoustic velocity and the thickness of the

InxGa1−xN layer in the first order approximation, the oscillation frequency only

weakly depends on the indium content x.

7.4.3 Stress/heat pulses

Thomsen et al. demonstrated that acoustic phonon pulses can be created by an

intense optical pulse through either stress or heat [152]. In Thomsen’s work, the

Figure 7.10: Acoustic pulse can be created by surface heat/stress
pulse[152]. The acoustic echos (reflected acoustic pulses) were
be observed in the transient reflection data.

acoustic pulses bounce back and forth between the two surfaces of an As2Te3

thin film, and are observed by the reflected optical probe pulse through the

change in refractive index.
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7.4.4 Surface space-charge field

As discussed in the previous sections, without well a defined optical/structural

grating geometry, coherent acoustic phonon oscillations cannot be generated ef-

ficiently. This is the reason why most reported coherent phonon oscillations in

bulk materials are optical phonon oscillations. There are multiple mechanisms

Figure 7.11: Coherent optical phonons created by a surface space-charge
field. Coherent longitudinal optical phonon oscillations of
GaAs can be excited by applying ultrafast optical pulses
[25, 75, 33]. Note that the oscillation phases differ by 180o be-
tween the N-doped sample and P-doped GaAs samples.

that can create coherent optical phonons, including charge transport in the sur-

face space-charge fields, coherent Raman scattering, and displacive excitation.

We will discuss the latter two mechanisms in detail later.

In Figure 7.11, optical pump and probe pulses are sent to a [100] GaAs sub-

strate. When the optical pump pulse excites the substrate, the photogenerated

electron-hole pairs create a surface-charge current, which becomes the impul-

sive driving force of the coherent longitudinal optical (LO) phonon oscillations.

The reflected probe pulse is separated into its orthogonal components R⊥ and
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R‖ as defined in Figure 7.11. R⊥ − R‖ contains the information of the refractive

index difference n⊥ − n‖, according to the electro-optic effect:

n⊥ − n‖ = n3
or41Ez (7.17)

where no is the unperturbed refractive index, r41 is the electro-optic coefficient of

GaAs, and Ez is the longitudinal surface field. Photoexcited electron-hole pairs

give rise to displacement and drift currents in the Ez direction, and this current

causes an impulsive change to Ez, meaning its spectrum contains the LO phonon

frequency.

In Figure 7.11, the ∼ 8.8 T Hz coherent oscillation in R⊥ − R‖ matches the

longitudinal optical (LO) phonon frequency of GaAs. At the surface, the band

bending of n − GaAs and p − GaAs point in opposite directions, causing their

surface electric fields to have opposite directions as well. This explains the sign

change between samples in Figure 7.11. The intrinsic sample was determined

to have a background p-doping [75, 33].

7.4.5 Displacive excitation and Raman scattering

Coherent acoustic and optical phonons can be excited by displacive excitation

(DE) and Raman scattering (RS) as well[184]. DE and RS processes are discussed

together as the two are not trivial to distinguish experimentally[84, 29, 141]. In

order to identify the exact excitation mechanism, we need to extract several pa-

rameters/dependencies from the measured ultrafast transients: (1) the oscilla-

tion phase with respect to the zero time delay between the pump and probe

pulses; (2) the frequency of the oscillation; (3) the oscillation amplitude and its

dependence on the optical pump fluence; (4) the mode and the symmetry of the
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photoexcited coherent phonons; (5) the lifetimes of the photoexcited coherent

phonons and electron-hole pairs.

In this section, we will use a simple phenomenological description of coher-

ent phonon oscillations to explain the mechanisms of displacive excitation and

Raman scattering. The excitation and relaxation of coherent phonons can be

phenomenologically described by a second order differential equation:

d2Q
dt2 +

2
τ

dQ
dt

+ ω2Q = F(t) (7.18)

where Q is the coherent phonon oscillation amplitude, τ is the coherent phonon

lifetime, ω is the frequency, and F(t) is the driving force initiating the coherent

phonon oscillations. This driving force creates coherent phonons through either

displacive excitation or coherent Raman scattering. Mathematically, there are

two possible types of the driving forces: (1) F(t) is a delta function: F(t) = δ(t).

An impulsive excitation of coherent phonons resembles the ultrafast optical ex-

citation pulse. The duration of the ultrafast optical pulse needs to be much

shorter than the phonon oscillation period. (2) F(t) is a step function: F(t) = µ(t).

If the ultrafast optical pulse excites the sample from its ground state into an ex-

cited state, and remains in that excited state for a time much longer than the co-

herent phonon oscillation period, the driving force F(t) behaves like a step func-

tion. However, if the lifetime of the excited state is much shorter than the coher-

ent phonon oscillation lifetime, F(t) is still impulsive. Hence, the mathematical

form of F(t) alone cannot tell the physical origin of the coherent phonon os-

cillation. To determine the excitation mechanism, all of the aforementioned pa-

rameters/dependencies extracted from the ultrafast transients need to be con-

sidered.

To simplify our discussion, we can assume that the lifetimes of the coherent
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phonon oscillations are very long:

d2Q
dt2 + ω2Q = Foµ(t) S tep like (7.19)

d2Q
dt2 + ω2Q = Foδ(t) Impulsive (7.20)

And the solutions of Q(t) are:

Q(t) = Fo
1 − cos(ωt)

ω2 µ(t) S tep like (7.21)

Q(t) = Fo
sin(ωt)
ω

µ(t) Impulsive (7.22)

Because the coherent oscillation phase can be easily determined from the mea-

sured transient data, it is very easy to tell if the driving force F(t) is impulsive

or step-like.

In addition, if the material is transparent to the optical pump pulse, the exci-

tation mechanism must be impulsive as there is no direct light absorption to ex-

cite the sample into a long-lived excited state. When there is no optical grating,

as described in the previous sections, the excitation mechanism in a transparent

material is mostly likely the spontaneous Raman scattering, and the coherent

phonon oscillations will have a sine form[84].

In materials that absorb the excitation laser pulse, both cosine [184] and sine

phase [29] coherent phonon oscillations have been reported. The cosine phase

originates from the step-like driving force of the coherent phonon oscillations.

The physical origin of the step-like driving force is the material’s ability to re-

main in the photoexcited state for much longer time than the phonon oscillation

period. This photoexcited state can manifest itself as an electronic state in which

photoexcited electron-hole pairs slowly recombine over time, or a thermal state

that hot carriers slowly relax back to the equilibrium temperature [184]. Hence,

127



both resonant Raman scattering—which is driven by electron-phonon scatter-

ing, and displacive excitation—which relies on the quick potential energy build-

up during laser excitation, will have the same cosine phase. There have been

several theoretical attempts to unify the displacive excitation and the resonant

Raman scattering processes [141, 29]. Furthermore, when the photoexcited state

has a lifetime that is much shorter than the coherent phonon oscillation period,

the driving force behaves more like δ(t) than µ(t), leading to coherent oscillations

with a sine phase. If the lifetime of the excited state can be adjusted such that

F(t) can be smoothly tuned between δ(t) and µ(t), the coherent phonon oscilla-

tion phase can even be continuously adjusted from sine to cosine [29].

In addition to the phase, we can also look at the symmetry of the excited

coherent phonon oscillations. According to the definition of the displacive ex-

citation given by Dresselhaus et al. [184], only the breathing mode phonons (A1

totally symmetric mode) can be excited. Thus, when only the A1 symmetry

phonon oscillations are observed, and other Raman active phonon modes are

not present, we can conclude that the excitation mechanism is displacive as long

as the material absorbs the excitation light. The cosine phase requirement of the

displasve excitation can be relaxed if the excited electronic state has a shorter

lifetime than the phonon oscillation period [29].

Another way to distinguish Raman scattering from displacive excitation is

to look at the phonon oscillation amplitude [29]. Because light absorption is

mostly linear as a function of laser pulse fluence, both the resonant Raman scat-

tering and displacive excitation scale linearly with laser pulse fluence. However,

the stimulated virtual Raman transitions depend on the square of the laser pulse

fluence. If the phonon oscillation amplitude has a super-linear pump fluence de-
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pendence, and the phase shifts from cosine towards sine at higher fluence, stim-

ulated Raman scattering through virtual states might contribute significantly in

the observed coherent phonon oscillations.

7.5 THz coherent mechanical oscillations in few-layer MoS2

Few-layer MoS2 samples were mechanically exfoliated from a bulk MoS2 crys-

tal (2D Semiconductors) and transferred onto quartz substrates. The thickness

of the samples were measured by AFM [94]. In this nondegenerate ultrafast

Optical Pump Optical Probe (OPOP) experiment, ∼80 fs pulses at 905 nm wave-

length (1.37 eV photon energy) were frequency doubled to 452 nm (2.74 eV)

by a beta-BaB2O4 crystal, and then were chopped at 1.73 KHz. The 2.74 eV

pump pulses were used to excite electrons from the valence band into the con-

duction band, while at the same time exciting the coherent out-of-plane(OOP)

rigid-layer LA phonons. The differential transmittance (∆T/T ) of the time de-

layed 1.37 eV probe pulses were measured. A positive ∆T/T signal results from

a reduced probe absorption due to the pump excitation, while a negative ∆T/T

signal indicates that the probe absorption is enhanced following the pump ex-

citation. A 20X objective was used to focus the pump and probe beams onto the

samples. The OPOP experiment is illustrated in Figure 7.12(a).

The carrier dynamics of monolayer, few layer and bulk MoS2 are discussed

in Chapter 4, 5, 6 and our previous publications [168, 164, 162, 142, 167]. The

focus in this chapter is the coherent oscillations we have observed. To study the

dissipation mechanisms of the coherent oscillations, temperature, fluence, and

sample thickness dependent experiments were performed. To study the exci-
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Figure 7.12: Experimental set-up and measured coherent oscillation tran-
sients. (a) Nondegenerate ultrafast OPOP experimental set-
up. (b) Coherent oscillations are observed along with the ul-
trafast defect and carrier dynamics, which were discussed in
Chapter 4, 5, 6 and by the authors [168, 164, 162, 142, 167].

tation and detection mechanisms, the OPOP experiments were also performed

with 790 nm probe (1.57 eV) and 395 nm pump (3.14 eV) pulses.

∆T/T transients of few-layer MoS2 are shown in Figure 7.12(b), and coher-

ent oscillations were observed in all exfoliated samples other than monolayer

and bilayer ones. The small coherent oscillation signals were modulated onto

the defect and carrier dynamic transients, which were discussed in Chapter 4, 5

and 6. In this chapter, we focus on the coherent oscillations observed in ∆T/T

transients. Because the oscillation periods are very short compared to the slow

varying defect and carrier dynamics transients as shown in Figure 7.12(b), one

can use a polynomial fit for the background defect and carrier dynamics, and
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Figure 7.13: Extracted frequency-thickness dispersion of the measured co-
herent oscillations. (a) Frequencies, lifetimes and phases
of the coherent oscillations are obtained by substracting the
background defect and carrier dynamics. The extracted tran-
sient data (dots) can be fit by cos(ωt)exp(−t/τ) (curves) very
well. (d) The frequency dispersion of the coherently excited
oscillations (circles with error bars) matches the Raman data
(red dots) and 1D chain model (line) of out-of-plane rigid
layer breathing mode in few layer MoS2 very well [189]. Error-
bars represents the upper and lower bounds of extracted fre-
quency for each measurement.

extract the oscillation portion of the ∆T/T transients. In Figure 7.13(a), the co-

herent oscillation ∆T/T transients of 3, 4, 5 and 6 layer samples are plotted.

There are several important observations: i) the oscillation frequency of the tri-

layer sample is ∼860 GHz and the frequency decreases as the number of layer

increases; ii) the amplitudes of the oscillations decay exponentially as a func-

tion of the probe delay; iii) the oscillation ∆T/T transients have cos(ωt) phase

and start at their maximum amplitudes. Note that the oscillation transients are
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extrapolated between 0 ps and ∼ 1 ps probe delay due to the large two photon

absorption signal at zero probe delay [168, 167]. These observations are impor-

tant for us to determine the nature of the measured oscillations, the excitation

and dissipation mechanisms of these oscillations.

In Figure 7.13(b), the frequency dispersion of the measured coherent oscil-

lations as a function of inverse layer thickness is plotted. The dispersion curve

matches the reported OOP rigid-layer breathing mode (A1 mode) Raman data

by Zhao et al. very well, and can be fit by the 1D chain model [189]. Directly

from Figure 7.13(b), the OOP LA phonon sound velocity in bulk MoS2 is mea-

sured to be ∼3.4±0.1 km/s by v = ω/q. These coherent oscillations are standing

wave vibrations in the OOP direction due to the finite thicknesses of the few

layer MoS2 samples. In the fundamental mode, the wavelength of the vibration

is twice the sample thickness. In addition, the breathing mode does not break

the crystal symmetry as depicted in Figure 7.14.

Figure 7.14: Out-of-plane (OOP) rigid layer breathing mode. The arrows
depict the oscillation amplitude and direction of each layer in
a 5-layer MoS2 (fundamental mode).

Unlike the reported Raman study [189], only the OOP LA rigid layer breath-

ing mode was observed in our time-resolved ultrafast experiments as in Figure
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7.12(b) and Figure 7.13(a,b). Other rigid layer motions, including all shearing

modes and optical breathing modes were not detected in our OPOP experi-

ments. OOP mechanical oscillations in trilayer samples were barely observable,

and their presents in bilayer MoS2 samples were not confirmed due to our lim-

ited signal-to-noise ratio.

7.6 Displacive excitation of the coherent THz mechanical oscil-

lations

Coherent excitation/detection of optical and acoustic phonons by ultrafast opti-

cal pulses is a well established technique, and has been used to investigate many

different material systems, include: semiconductors, oxides, super-lattices and

quantum dots [130, 25, 178, 99, 87, 74]. Understanding the underlying excita-

tion mechanism is particularly important for coherent acoustic oscillations as

they are suitable for MEMS applications.

In all of the tested few-layer MoS2 samples, because the pump pulse wave-

length (452 nm) was much longer than the sample thickness (∼2 nm in 3-layer to

∼ 65 nm in 100-layer), the coherent oscillations were not created by absorption

grating or a thermal shockwave. Therefore, the possible excitation mechanisms

are Raman scattering (RS) or displacive excitation (DE). In addition, the ∆T/T

transients of the coherent phonon oscillations always start with their maximum

amplitude, as shown in Figure 7.13(a), Figure 7.15 and Figure 7.16. Furthermore,

the OOP rigid layer vibrations belong to the A1 symmetry group [189], which

preserves the crystal symmetry. Excitation of only A1 modes, strong optical ab-

sorption at the pump wavelength, and ∆T/T oscillation with a cos(ωt) phase, are
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the characteristics of coherent DE [184, 47, 141]. DE of coherent phonons have

been studied both theoretically and experimentally, and the stimulation of the

coherent vibrations could be either from the presence of excited electron-hole

pairs, or an abrupt change of carrier temperature [184, 47, 141]. Raman pro-

cesses should also occur during our ultrafast experiments, and all Raman active

modes should be excited, including the shearing modes [189] (which lower the
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crystal symmetry). However, other than the OOP breathing mode, all other Ra-

man active modes are absent in our data.

To study the detection mechanism of excited coherent phonon oscillations,

a 17 nm sample was excited by 2.74 eV and 3.14 eV pulses, and probed by 1.37

eV and 1.57 eV pulses respectively. Because bulk MoS2 has an indirect-gap of

∼1.3 eV [94], if the probe detects the coherent phonon oscillation through the

indirect-gap interband Pauli-blocking, we would expect to see a much smaller

oscillation amplitude of ∆T/T with the 1.57 eV probe due to the much weaker

Pauli-blocking. In Figure 7.15(b), the oscillation amplitude of ∆T/T with the

1.57 eV probe is similar to the oscillation amplitude with the 1.37 eV probe in

Figure 7.15(a). Hence the oscillation in ∆T/T mostly comes from the oscillation

of refractive index.

7.7 Surface scattering limited coherent phonon lifetime

Temperature and pump fluence dependent experiments were performed to

study the loss mechanism of the coherently excited LA phonons in few-layer

MoS2. In Figure 7.16(a), OPOP experiments were carried out on an 8-layer MoS2

sample. The pump fluence was varied from 0.5µJ/cm2 to 32µJ/cm2 at T = 300 K,

and afterwards the oscillation lifetime was measured again at 0.5µJ/cm2. M1

and M8 refer to the first and the 8th measurement respectively. Other than the

continuous degradation of the oscillation lifetime as a function of accumulated

laser exposure time, no obvious pump fluence dependence was observed. In

Figure 7.16(b), for the same 8-layer sample with a 32µJ/cm2 pump fluence, the

measurement M1 was performed at T = 300 K and the M2 was performed at T
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= 5 K. No obvious temperature dependence was observed. However, a contin-

uous degradation of oscillation lifetime was observed as well.

Coherent mechanical oscillations dissipate through several different mech-

anisms, including thermoelastic damping, the Akhiezer effect, the Landau-

Rumer effect, phonon-electron scatterings, anchor losses, and surface scatter-

ings [148, 58, 157, 83]. Thermoelastic damping and the Akhiezer effect are

important when phonons propagate in diffusive regime with a quality factor

Q < 1. The Landau-Rumer effect considers phonon-phonon scattering in the

ballistic regime and Q has a very strong temperature dependence. Phonon-

electron scatterings are sensitive to the photoexcited electron and hole popula-

tions in the sample. Therefore, intrinsic phonon-phonon and phonon-electron

scatterings are not dominant dissipation mechanisms according to the temper-

ature and fluence dependent data in Figure 7.16(a,b). We also noticed that if the

contact between the MoS2 samples and the SiO2 substrate was good, most of the

oscillation energy should have been transferred into the quartz substrate due to

the similar acoustic impedance between MoS2 and SiO2, meaning the coherent

mechanical oscillations could not exist. Thus, we conclude that the contact be-

tween the few layer MoS2 samples and the quartz substrates is not good.

The temperature and pump fluence independent oscillation lifetime, as well

as the continuous degradation of oscillation lifetime under laser exposure, im-

ply that surface loss plays an important role in the dissipation mechanism of

the measured coherent oscillations as laser exposure only damages the upper-

most layer in few-layer TMDs [18]. In order to quantify the bulk and surface

dissipation of the observed coherent oscillations, a simple cavity loss model is

developed where the quality factor Q can be expressed in terms of the product
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of the oscillations reflectivity in the topmost and lowermost layers R1R2, the loss

coefficient in bulk α, and the sample thickness d:

Q =
1
2
ωτ =

π

2(αd + log(1
√

R1R2))
(7.23)

Therefor, by studying the thickness dependence of the quality factor Q, both

the bulk and surface loss can be quantified. In Figure 7.17(a), quality factors

of 37 MoS2 samples are plotted. Measurements were done at T = 300 K with a

pump fluence of 32µJ/cm2. Other than a random distribution with a mean of

10.4 and a standard deviation of 5, the quality factors do not have an obvious

sample thickness dependence. Interestingly, as in Figure 7.17(a inset), the statis-

tical distribution of the measured quality factors can be fit very well by a “log-

normal” distribution, which enforces the condition that Q cannot be smaller

than zero. The “log-normal” distribution implies that the measured quality fac-

tors are completely random. Due to the lack of thickness dependence, we con-

clude that surface loss is the major dissipation mechanism, and the bulk loss

is not important. Furthermore, the random distribution of the Q matches our

expectation of random sample surface qualities after exfoliation.

For high frequency MEMS, as the devices continue getting smaller and thin-

ner, surface loss starts to overwhelm intrinsic loss mechanisms, and is under in-

tensive study in recent years [58, 40, 157]. Experimental and theoretical studies

show that if the surface loss of a mechanical resonator is dominated by quantum

Two Level Systems (TLS) with a low activation temperature Tac, quality factor

has a weak temperature dependence ranging from Q ∝ T−0.5 to Q ∝ T−0.2 below

Tac, and becomes temperature independent above Tac [132, 58, 40, 69, 113]. Our

data in Figure 7.16(b) is consistent with the TLS model, and the surface loss was

137



so large that other intrinsic loss mechanisms were completely overwhelmed in

the entire temperature range measured.

7.8 Discussion

In this chapter, the photoexcitation and detection of coherent OOP rigid-layer

breathing mode oscillations of few-layer MoS2 are discussed. The coherent me-

chanical oscillations were excited by displacive excitation and detected through

index oscillations. The quality factors of the excited coherent LA phonon oscilla-

tions do not depend on substrate temperature, pump fluence or layer thickness,

meaning the quality factors are surface loss limited. Because the oscillation fre-

quency is higher in thinner samples, and the oscillation Q is independent of

sample thickness, the Freq×Q scales as 1/N, where N is the number of layers in

the sample. In Figure 7.17(b), the Freq × Q is over 1 × 1013 Hz in a 3-layer sam-

ple at ∼860 GHz room temperature. This is approaching the theoretical limits

of Freq × Q in common MEMS materials [157], such as AlN, Si and SiO2 as in

Figure 7.5. Advances of MEMS devices in high frequency applications rely on

fabrication technology. It becomes challenging to produce resonators and oscil-

lators operating beyond 10 GHz while maintaining a Freq × Q above 1 × 1013

Hz [157, 40, 132]. Bulk TMDs are centrosymmetric and do not have piezoelec-

tricity in the out-of-plane direction, but the centrosymmetry can be broken by

the substrate for few-layer samples. In few layer TMDs, the out-of-plane piezo-

electricity might be enhanced by choosing a proper substrate, and the out-of-

plane mechanical oscillations in few-layer TMDs might be a plausible solution

for T Hz MEMS devices operating at room temperature.
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APPENDIX A

EXFOLIATION OF 2D MATERIALS

Since the discovery of graphene, exfoliation has been the most reliable and sim-

ple technique to produce monolayer materials from their bulk form [108]. In

this appendix, we will briefly go through the standard exfoliation process.

A.1 Substrate selection

Most layered materials are exfoliated onto silicon substrates with 90 or 285 nm

oxide in order to have maximum visual contrast of atomic thin samples under

microscopes [183]. Because monolayer materials normally have low 2D optical

conductivity in the visible spectrum, they do not reflect very much light unless

constructive interference occurs. The general recommendation is to use highly

doped silicon substrates with 285 nm dry thermal oxide. Dopants in moderately

doped and high resistivity silicon wafers could be completely frozen out at cryo-

genic temperatures (the back-gate is no longer controllable). To avoid back-gate

oxide breakdown, the metal contact pads for wire bonding should be at least

100 nm thick. 285 nm oxide silicon substrates are also less likely to suffer from

gate leakage compared to 90 nm oxide wafers.

The quartz wafer is the most commonly used optically transparent sub-

strate. When searching for monolayer samples on quartz substrates under

microscopes, the visual contrast can be enhanced by using short-pass optical

filters for the illumination light. Among different types of quartz substrates,

high-temperature fused silica wafers are the best for transmission and reflec-
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tion spectroscopies due to their superior performance in the UV and near-IR

range. Compared to silicon wafers with thermal oxide, fused silica wafers suf-

fer from surface roughness (few nm RMS vs sub nm RMS roughness of thermal

oxide) and contamination problems (samples are found to be more doped when

exfoliated onto fused silica substrates). These two problems can be mitigated by

purchasing specially polished fused silica wafers and a subsequent hot-piranha

rinse before exfoliation. Fortunately, transmission and reflection measurements

of 2D materials are generally less sensitive to the surface quality of the substrate.

On the other hand, photoluminescence (PL) experimental results can be greatly

influenced by the substrate.

A.2 Substrate preparation

Before exfoliation, the substrate should be patterned with coordinate marks and

alignment keys. The coordinate marks serve two purposes: (1) They mark the

position of the sample on the substrate. These coordinates make it much easier

to find the exfoliated sample later on. (2) During device layout, mapping the

coordinate marks of the microscope image onto the substrate CAD file guar-

antees that the Electron-beam lithography exposure is correctly aligned. The

E-beam alignment keys are two perpendicular lines (3 µm in width and a mm

long) with arrows pointing towards the centers of the keys. These alignment

keys are designed such that the E-Beam tool can perform the auto-alignment

easily. A cartoon illustration of a patterned wafer is shown in Figure A.1.

After the alignment keys and alignment marks are patterned onto the pho-

toresist (positive mask), there are several options to make them permanent on
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Figure A.1: Substrate preparation for exfoliation. Within each die, it is rec-
ommended to have both alignment keys (for lithography) and
coordinate marks (for CAD design).

the substrate. One option is to use a Reactive Ion Etcher (RIE) to etch the

alignment features into the wafer. For quartz substrates, 200∼300 µm oxide RIE

etch can result in enough contrast to find the marks under microscope. These

alignment patterns are visible to photolithography tools using optical alignment

methods (contact aligner or stepper). E-Beam lithography will not be possible

as quartz substrate is not conducting (the etched trenches do not have contrast

under SEM). For silicon substrates, the RIE must etch through the oxide layer.

The exposed silicon substrate is conducting and hence can be used for E-Beam

lithography. However, it is still not trivial for the E-Beam tools to perform auto-

alignment due to the lack of contrast.

The biggest advantage of the RIE etched marks is the flexibility of the sub-

strate surface treatment. Hot piranha is commonly used to clean up the surface

before exfoliation. Oxygen plasma cleaning can be used for surface treatments

as well, but O2 plasma cleaning introduces surface roughness as well as surface
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charges. It is also known that O2 plasma cleaning can improve substrate surface

adhesion for exfoliation, but at the same time the device performance can be

degraded [57].

Alignment marks and keys can be made by metal deposition as well. Dur-

ing metal deposition, a few nm of chromium or titanium is used as an adhesion

layer, and then 50 to 100 nm of gold is deposited. These alignment keys/marks

are great for E-beam lithography because of the superior contrast of the gold

marks compared to the etched oxide marks. However, surface treatment be-

comes difficult as most plasma and acid treatments can cause damage to the

gold marks.

A.3 Exfoliation

The Scotch tape method is the most popular exfoliation technique for prepar-

ing 2D samples. Depending on the crystal quality and the strength of Van der

Waals force between adjacent layers, some layered materials are more difficult

to exfoliate than others. For example, graphene exfoliation is easier than MoS2

and WSe2.

The grain size of the bulk crystal fundamentally limits the size of the exfoli-

ated samples. During the Scotch tape exfoliation, to avoid wrinkling the tape, it

is best to to apply a small and steady force to separate the the pieces of tapes. In

addition, to maximize the exfoliation yield, one needs to find the optimum num-

ber of Scotch tape exfoliations before transferring the final tape to the substrate.

Once the final tape is transferred onto the substrate, multiple techniques can be

used to squeeze out the air between the sample and the substrate. One simple
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method is to use a pen to apply pressure to the tape on the substrate for about

3 to 5 minutes. Occasionally, a subsequent vacuum pumping can also improve

sample adhesion. The detailed Scotch tape exfoliation method is explained in

Figure A.2

Figure A.2: Scotch tape exfoliation method.(1) Prepare a one inch long
piece of Scotch tape (facing up) with two folded-ends. (2)
Fasten the Scotch tape to the table. (3) Place bulk crystal to
the Scotch tape. (4) Use another Scotch tape (same in dimen-
sion) to start exfoliating the bulk crystal. (5,6,7) Perform ex-
foliation until thin bulk crystals fill the entire tape. (8) Peel
off the Scotch tapes from each other and fasten them onto the
table. (9) Perform tape-to-tape exfoliation until reaching the
optimum thickness for exfoliation. The fraction numbers re-
fer to the relative thickness of the tape. (10) Take one tape (1/8
thickness in this case). (11,12) Place it onto the target substrate.
(13) Put more tape on top of the exfoliation tape to protect it
from breaking. (14) Apply pressure to the tape on the substrate
with a pen for a few minutes. (15,16) Hold the substrate from
one end and slowly peel off the exfoliation tape with a small
angle and steady force.
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Recently, to reduce glue residues from the Scotch tape exfoliation method,

PDMS exfoliation has become more popular. For MoS2, PDMS from Gel-Pak

(PF film with retention X4) can produce larger and cleaner exfoliated samples

than Scotch tape. The PMDS method is illustrated in Figure A.3.

Figure A.3: PDMS exfoliation method. (1) Cut one-inch square PDMS PF
film (Gel-Pak). (2) Peel off the front plastic cover, then peel off
PDMS film. (3) Place the PDMS film onto a clean microslide,
which must be dust free. (4) Make sure there are no bubbles
underneath the PDMS. (5) Place bulk crystal onto the PDMS
film. (6) Prepare another microslide with PDMS film. (7) Ex-
foliate the bulk crystal between the PDMS films. (8) Exfoliate
till the PDMS film is filled with thin bulk crystals. (9) Peel off
the PDMS film from the microslide. (10) Place the PDMS film
onto the target substrate. (11) Press the PDMS film on the tar-
get substrate for several minutes before peeling it off.
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A.4 E-beam lithography on quartz wafers

Because quartz is not non-conducting, accumulated electrons cannot be dis-

charged through the quartz substrate. This makes E-beam lithography difficult

on quartz. A failed E-beam exposure is shown in Figure A.4. The lightning

strikes shown on PMMA are due to the sudden discharge of the accumulated

electrons on the quartz wafer.

Figure A.4: E-beam lithography on a quartz substrate. The lightning
strikes on the PMMA are due to the sudden discharge of the
accumulated electrons on the quartz wafer.

To pattern features on a quartz substrate by E-beam lithography, a discharg-

ing layer is required. As shown in Figure A.4, a 5 nm layer of thermal evapo-

rated gold can solve the electron discharging problem. Electron beam evapo-

ration and sputtering are not recommended techniques for the gold deposition

because they might accidentally expose the PMMA.
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