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This thesis consists of three parts. Each part solves a geometric problem in geometric analysis using differential equations.

The first part gives a rigidity result to high dimensional positive Einstein manifolds, by controlling the upper bound of the integration of Weyl tensor.

Part of the idea of the second part came from the new weighted Yamabe invariant from [4]. According to the definition, we can show a rigidity theorem to highdimensional compact shrinking Ricci solitons.

The third part is an analytical result to 4-dimensional Ricci solitons. By the Weitzenbock for Ricci solitons introduced in [5], we proved an integral version of the Weitzenbock formula.
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## CHAPTER 1

## BACKGROUND

In this paper, we are mainly going to discuss the geometry about two special types of manifolds, Einstein manifolds and Ricci solitons. We will list some of the known results and prove several new rigidity results. Throughout the entire thesis, we only consider compact manifolds without boundaries.

Let's begin with some geometric concepts and properties.

### 1.1 Curvature tensor

In Riemannian geometry, the Riemann curvature tensor is the most common method used to express the curvature of Riemannian manifolds. It associates a tensor to each point of a Riemannian manifold, that measures the extent to which the metric tensor is not locally isometric to that of Euclidean space.

For an $n$-dimensional Riemannian manifold ( $M^{n}, g$ ) we can define the curvature operator as $R(U, V) W=\nabla_{U} \nabla_{V} W-\nabla_{V} \nabla_{U} W-\nabla_{[U, V]} W$ where $\nabla$ is the Levi-Civita connection and the coordinate components of the (1,3)-Riemann curvature tensor by

$$
\begin{equation*}
R_{i j k}^{l}=\frac{\partial}{\partial x^{j}} \Gamma_{i k}^{l}-\frac{\partial}{\partial x^{k}} \Gamma_{i j}^{l}+\Gamma_{j s}^{l} \Gamma_{i k}^{s}-\Gamma_{k s}^{l} \Gamma_{i j}^{s} \tag{1.1}
\end{equation*}
$$

where $\Gamma$ is the Christoffel symbol.
Lowing indices with $R_{l i j k}=g_{l s} R_{i j k}^{s}$ one gets the (4,0)-Riemann curvature tensor

$$
\begin{equation*}
R_{i k l m}=\frac{1}{2}\left(\frac{\partial^{2} g_{i m}}{\partial x^{k} \partial x^{l}}+\frac{\partial^{2} g_{k l}}{\partial x^{i} \partial x^{m}}-\frac{\partial^{2} g_{i l}}{\partial x^{k} \partial x^{m}}-\frac{\partial^{2} g_{k m}}{\partial x^{i} \partial x^{l}}\right)+g_{n p}\left(\Gamma_{k l}^{n} \Gamma_{i m}^{p}-\Gamma_{k m}^{n} \Gamma_{i l}^{p}\right) . \tag{1.2}
\end{equation*}
$$

The symmetries of the tensor are

$$
R_{i k l m}=R_{l m i k} \text { and } R_{i k l m}=-R_{k i l m}=-R_{i k m l} .
$$

That is, it is symmetric in the exchange of the first and last pair of indices, and antisymmetric in the flipping of a pair.

The first Bianchi identity is

$$
\begin{equation*}
R_{i k l m}+R_{i m k l}+R_{i l m k}=0 . \tag{1.3}
\end{equation*}
$$

The second Bianchi identity is

$$
\begin{equation*}
\nabla_{m} R_{i k l}^{n}+\nabla_{l} R_{i m k}^{n}+\nabla_{k} R_{i l m}^{n}=0 \tag{1.4}
\end{equation*}
$$

that is,

$$
\begin{equation*}
R_{i k l ; m}^{n}+R_{i m k ; l}^{n}+R_{i l m ; k}^{n}=0 \tag{1.5}
\end{equation*}
$$

which amounts to a cyclic permutation sum of the last three indices, leaving the first two unchanged. Ricci and scalar curvatures are contractions of the Riemann tensor. They simplify the Riemann tensor, but contains less information.

The Ricci curvature tensor is essentially the unique nontrivial way of tracing the Riemann tensor

$$
\begin{equation*}
R_{i j}=R_{i l j}^{l}=g^{l m} R_{i l j m}=g^{l m} R_{l i m j} . \tag{1.6}
\end{equation*}
$$

The Ricci tensor $R_{i j}$ is symmetric. By the contracting relations on the Chirstoffel symbols, we have

$$
\begin{equation*}
R_{i k}=\frac{\partial \Gamma_{i k}^{l}}{\partial x^{l}}-\Gamma_{i l}^{m} \Gamma_{k m}^{l}-\nabla_{k}\left(\frac{\partial}{\partial x^{i}}(\log \sqrt{|g|})\right) . \tag{1.7}
\end{equation*}
$$

The scalar curvature is the trace of the Ricci curvature,

$$
\begin{equation*}
R=g^{i j} R_{i j}=g^{i j} g^{l m} R_{i l j m} . \tag{1.8}
\end{equation*}
$$

The gradient of the scalar curvature follows from the Bianchi identity

$$
\begin{equation*}
\nabla_{l} R_{m}^{l}=\frac{1}{2} \nabla_{m} R, \tag{1.9}
\end{equation*}
$$

### 1.2 Kullkarni-Nomizu product

The Kullkarni-Nomizu product is an important tool for constructing new tensors from existing tensors on a Riemannian manifold. Let $h$ and $k$ be symmetric covariant 2-tensors. In coordinates,

$$
h_{i j}=h_{j i} \quad k_{i j}=k_{j i} .
$$

Then we can define a new covariant 4-tensor by multiplying the two tensors, which is often denoted as $h \circ k$. The definition of the Kullkarni-Nomizu tensor is

$$
\begin{equation*}
(h \circ k)_{i j k l}=h_{i k} k_{j l}+h_{j l} k_{i k}-h_{i l} k_{j k}-h_{j k} k_{i l} \tag{1.10}
\end{equation*}
$$

Clearly, the product is symmetric, i.e.,

$$
h \circ k=k \circ h .
$$

### 1.3 Curvature decompositon

The Riemann ( 0,4 )-curvature tensor can be viewed as a section of the vector bundle $\Lambda^{2} T^{*} M \otimes \Lambda^{2} T^{*} M$ where $\Lambda^{2} T^{*} M$ denotes the vector bundle of 2 -forms and $\otimes$ denotes the symmetric tensor product. From the first Bianchi identity we know that $R m$ is a section of $\operatorname{ker}(b)$ where

$$
b: \Lambda^{2} T^{*} M \otimes \Lambda^{2} T^{*} M \rightarrow T^{*} M \otimes \Lambda^{3} T^{*} M
$$

is defined by

$$
\begin{equation*}
b(\Omega)(X, Y, Z, W)=\frac{1}{3}(\Omega(X, Y, Z, W)+\Omega(X, Z, W, Y)+\Omega(X, W, Y, Z)) \tag{1.11}
\end{equation*}
$$

We will call $C M:=\operatorname{ker}(b)$ the bundles of curvature tensors. For every $x \in M$, the fiber $C_{x} M$ has the structure of an $O\left(T_{x}^{*} M\right)$-module, given by

$$
\times: O\left(T_{x}^{*} M\right) \times C_{x} M \rightarrow C_{x} M,
$$

where

$$
A \times(\alpha \otimes \beta \otimes \gamma \otimes \delta):=A \alpha \otimes A \beta \otimes A \gamma \otimes A \delta
$$

for $A \in O\left(T_{x}^{*} M\right)$ and $\alpha, \beta, \gamma, \delta \in T_{x}^{*} M$. As an $O\left(T_{x}^{*} M\right)$ representation space, $C_{x} M$ has a natural decomposition into its irreducible components. This yields a corresponding decomposition of the Riemann curvature tensor. To describe this, it will be convenient to consider the Kullkarni-Nomizu product

$$
\circ: S^{2} M \times S^{2} M \rightarrow C M
$$

defined in (1.10).
Here $S^{2} M=T^{*} M \otimes T^{*} M$ is the bundle of symmetric 2-tensors. The irreducible decomposition of $C_{x} M$ as an $O\left(T_{x}^{*} M\right)$-module is given by

$$
\begin{equation*}
C M=\mathbb{R} g \circ g \oplus\left(S_{0}^{2} M \circ g\right) \oplus W M \tag{1.12}
\end{equation*}
$$

where $S_{0}^{2} M$ is the bundle of symmetric, trace-free 2-tensors and

$$
W M:=\operatorname{Ker}(b) \cap \operatorname{Ker}(c)
$$

is the bundle of Weyl curvature tensors. Here

$$
c: \Lambda^{2} M \otimes \Lambda^{2} M \rightarrow S^{2} M
$$

is the contraction map defined by

$$
c \Omega)(X, Y):=\sum_{i=1}^{n} \Omega\left(e_{i}, X, e_{i}, Y\right)
$$

Note also that $(g \circ g)_{i j k l}=2\left(g_{i k} g_{j l}-g_{i l} g_{j k}\right)$.
The irreducible decomposition of $C M$ yields the following irreducible decomposition of the Riemann curvature tensor:

$$
R m=f g \circ g+(h \circ g)+W,
$$

where $f \in C^{\infty}(M), h \in C^{\infty}\left(S_{0}^{2} M\right)$ and $W \in C^{\infty}(W M)$. Take the contraction $c$ of this equation implies

$$
R_{j k}=2(n-1) f g_{j k}+(n-2) h_{j k} .
$$

Taking two contraction, we find that

$$
R=2 n(n-1) f
$$

Therefore we have for $n \geqslant 3$

$$
\begin{align*}
R m= & -\frac{R}{2(n-1)(n-2)} g \circ g+\frac{1}{n-2} R c \circ g+\text { Weyl }  \tag{1.13}\\
& =\frac{R}{2(n-1) n} g \circ g \oplus \frac{1}{n-2} E \circ g \oplus \text { Weyl, } \tag{1.14}
\end{align*}
$$

where $E:=R c-\frac{R}{n} g$ is the traceless Ricci tensor and Weyl is the Weyl tensor. The Weyl tensor has the same algebraic symmetries as the Riemann curvature tensor and in addition the Weyl tensor is totally trace-free, all of its traces are zero. Furthermore, the Weyl tensor is conformally invariant:

$$
\begin{equation*}
W e y l\left(e^{2 f} g\right)=e^{2 f} W e y l(g) \tag{1.15}
\end{equation*}
$$

for any smooth function $f$ on $M$.
In local coordinates, (1.13) says that for $n \geqslant 3$

$$
\begin{equation*}
R_{i j k l}=-\frac{R}{(n-1)(n-2)}\left(g_{i k} g_{j l}-g_{i l} g_{j k}\right)+\frac{1}{n-2}\left(R_{i k} g_{j l}+R_{j l} g_{i k}-R_{i l} g_{j k}-R_{j k} g_{i l}\right)+W_{i j k l} \tag{1.16}
\end{equation*}
$$

In particular, if $n \leqslant 3$ the the Weyl tensor vanishes. If $n=2$, we have

$$
R_{i j k l}=\frac{1}{2} R\left(g_{i k} g_{j l}-g_{i l} g_{j k}\right),
$$

and $R_{i j}=\frac{1}{2} R g_{i j}$. When $n=3$,

$$
\begin{equation*}
R_{i j k l}=R_{i k} g_{j l}+R_{j l} g_{i k}-R_{i l} g_{j k}-R_{j k} g_{i l}-\frac{1}{2} R\left(g_{i k} g_{j l}-g_{i l} g_{j k}\right) . \tag{1.17}
\end{equation*}
$$

### 1.4 Conformal metric

Definition 1.4.1. Let $\left(M^{n}, g\right)$ be a Riemannian manifold and $f$ be a smooth function on $M^{n}$. Then $h=e^{2 f} g$ is called a conformal metric of $g$.

Proposition 1.4.1. If $\tilde{g}=e^{2 f} g$, then

$$
\begin{equation*}
\tilde{R}_{j k l}^{i}=R_{j k l}^{i}-a_{k}^{i} g_{j l}-a_{j l} \delta_{k}^{i}+a_{l}^{i} g_{j k}+a_{j k} \delta_{l}^{i}, \tag{1.18}
\end{equation*}
$$

where

$$
a_{i j}:=\nabla_{i} \nabla_{j} f-\nabla_{i} f \nabla_{j} f+\frac{1}{2}|\nabla f|^{2} g_{i j}
$$

That is, as ( 0,4 )-tensors,

$$
\begin{equation*}
e^{-2 f} \widetilde{R m}=R m-a \circ g \tag{1.19}
\end{equation*}
$$

By contracting the above formula we get

$$
\begin{equation*}
\tilde{R}_{i j}=R_{i j}-(n-2) a_{i j}-\left(\Delta f+\frac{n-2}{2}|\nabla f|^{2}\right) g_{i j} \tag{1.20}
\end{equation*}
$$

and

$$
\begin{equation*}
e^{2 f} \tilde{R}=R-2(n-1)\left(\Delta f+\frac{n-2}{2}|\nabla f|^{2}\right) g_{i j} . \tag{1.21}
\end{equation*}
$$

The Yamabe problem is to find a conformal metric $\tilde{g} \in[g]$, the conformal class of $g$, such that the scalar curvature of $\tilde{g}$ equals to a constant $c \in \mathbb{R}$. This problem is equivalent to solve the equation

$$
c e^{2 f}=R-2(n-1)\left(\Delta f+\frac{n-2}{2}|\nabla f|^{2}\right) .
$$

We call

$$
S:=\frac{1}{n-2}\left(R c-\frac{1}{2(n-2)} R g\right)
$$

the Schouten tensor. By (1.14) we can easily show that

$$
\begin{equation*}
R m=W e y l \oplus S \circ g . \tag{1.22}
\end{equation*}
$$

We may compute that

$$
\begin{align*}
\tilde{S}_{i j} & =S_{i j}-\nabla_{i} \nabla_{j} f+\nabla_{i} f \nabla_{j} f-\frac{1}{2}|\nabla f|^{2} g_{i j} \\
& =S_{i j}-a_{i j} \tag{1.23}
\end{align*}
$$

By (1.22) and (1.23) we can conclude that

Proposition 1.4.2. If $\tilde{g}=e^{2 f} g$, then the $(1,3)$-Weyl tensor satisfies

$$
\begin{equation*}
\widetilde{W}_{j k l}^{i}=W_{j k l}^{i} \tag{1.24}
\end{equation*}
$$

and (0,4)-Weyl tensor satisfies

$$
\begin{equation*}
\widetilde{W}_{i j k l}=e^{2 f} W_{i j k l} \tag{1.25}
\end{equation*}
$$

Proposition 1.4.3. If $n \geqslant 3$, then

$$
\begin{equation*}
\nabla^{l} W_{l i j k}=\frac{n-3}{n-2} C_{i j k}, \tag{1.26}
\end{equation*}
$$

where

$$
C_{i j k}:=\nabla_{k} S_{i j}-\nabla_{j} S_{i k}
$$

is the Cotton tensor.

From Proposition 1.4.3, we know that for $n \geqslant 4$, if the Weyl tensor vanishes, then the Cotton tensor also vanishes. We also see that when $n=3$, the Weyl tensor always vanishes but the Cotton tensor does not vanish in general.

Proposition 1.4.4. When $n=3$, if $\tilde{g}=e^{2 f} g$, then

$$
\begin{equation*}
\widetilde{C}_{i j k}=C_{i j k} \tag{1.27}
\end{equation*}
$$

### 1.5 Locally conformally flat manifolds

We say a Riemannian manifold ( $M^{n}, g$ ) is locally conformally flat if for every point $p \in M^{n}$, there exists a local coordinates $\left\{x_{i}\right\}$ in a neighborhood $U$ of $p$ such that

$$
g_{i j}=v \cdot \delta_{i j}
$$

for some function $v$ defined on $U$, e.g., $v^{-1} g$ is a flat metric. When $n=2$, every Riemannian manifold is locally conformally flat. Indeed, if $\left(M^{2}, g\right)$ is a Riemannian surface and $u$ is a function on $M$, then we have

$$
\begin{equation*}
\tilde{R}\left(e^{u} g\right)=e^{-u}\left(R(g)-\Delta_{g} u\right) . \tag{1.28}
\end{equation*}
$$

Thus to find $u$ locally so that $\tilde{R}\left(e^{u} g\right)=0$, we just need to solve the Poission equation

$$
\Delta_{g} u=R(g)
$$

which is definitely possible.

Theorem 1.5.1. (Weyl, Schouten) A Riemannian manifold ( $M^{n}, g$ ) is locally conformally flat if and only if
(a) for $n \geqslant 4$ the Weyl tensor vanishes,
(b) for $n=3$ the Cotton tensor vanishes.

Proof. Since the Weyl tensor is conformal invariant, it is clear that if $\left(M^{n}, g\right)$ is locally conformally flat, then the Weyl tensor vanishes.

For $n=3$, the Ricci tensor vanishes and therefore the Cotton tensor vanishes also. Conversely, if the Weyl tensor vanishes, then the equation that the metric $\tilde{g}=e^{2 f} g$ is flat:

$$
\widetilde{R m}=0
$$

is equivalent to

$$
\begin{align*}
0 & =R m-a \circ g \\
& =\left(\frac{1}{n-2}\left(R c-\frac{1}{2(n-2)} R g\right)-a\right) \circ g . \tag{1.29}
\end{align*}
$$

Since the map $\circ: S^{2} M \rightarrow C M$ defined by $\circ(h):=h \circ g$ is injective, the above formula is equivalent to

$$
\frac{1}{n-2}\left(R c-\frac{1}{2(n-2)} R g\right)=a .
$$

That is,

$$
\begin{equation*}
\nabla_{i} \nabla_{j} f=S_{i j}+\nabla_{i} f \nabla_{j} f-\frac{1}{2}|\nabla f|^{2} g_{i j} \tag{1.30}
\end{equation*}
$$

where

$$
S_{i j}=\frac{1}{n-2}\left(R_{i j}-\frac{1}{2(n-2)} R g_{i j}\right)
$$

Theorem 1.5.1 is now a consequence of the following, which gives the condition for when the flat metric equation for $\tilde{g}$ is locally solvable.

Lemma 1.5.2. If the Weyl tensor vanishes, equation (1.30) is locally solvable if and only if the following integrability condition is satisfied

$$
\begin{equation*}
\nabla_{k} S_{i j}=\nabla_{i} S_{k j} \tag{1.31}
\end{equation*}
$$

that is, if and only if the Cotton tensor vanishes. Recall that when $n \geqslant 4$, (1.31) follows from that the Weyl tensor vanishes. On the other hand, when $n=3$, the Weyl tensor vanishes for any metric.

Proof. To solve (1.30) it is necessary and sufficient to find a 1-form $X$ locally such that

$$
\begin{equation*}
\nabla_{i} X_{j}=c_{i j}:=S_{i j}+X_{i} X_{j}-\frac{1}{2}|X|^{2} g_{i j}, \tag{1.32}
\end{equation*}
$$

where $c=c(X, g)$ is a symmetric 2-tensor depending only on $X$ and $g$. Clearly, if $f$ is a solution of (1.30) then $X=d f$ is a solution of (1.32). On the other hand, if $X$ is a solution of (1.32), by the symmetry of the right hand side, we have

$$
\nabla_{i} X_{j}=\nabla_{j} X_{i},
$$

which implies $d X=0$. Thus locally $X$ is the exterior derivative of some function $f$, which then solves (1.30). Now we rewrite (1.32) as

$$
\begin{equation*}
\frac{\partial}{\partial x^{i}} X_{j}=\tilde{c}_{i j} \tag{1.33}
\end{equation*}
$$

where

$$
\begin{aligned}
\tilde{c}_{i j} & =\tilde{c}(X, g)_{i j}:=c(X, g)_{i j}+\Gamma_{i j}^{k} X_{k} \\
& =S_{i j}+X_{i} X_{j}-\frac{1}{2}|X|^{2} g_{i j}+\Gamma_{i j}^{k} X_{k} .
\end{aligned}
$$

Suppose $p \in M$ and that the coordinates $\left\{x^{i}\right\}$ is defined in a neighborhood of $p$. The Frobenius theorem gives a necessary and sufficient condition to locally solve (1.33) with $X(p)=X_{0}$ for any $X_{0} \in T_{p} M$ is the following integrability condition
arising from $\frac{\partial^{2}}{\partial x^{k} \partial x^{2}} X_{j}=\frac{\partial^{2}}{\partial x^{i} x^{k}} X_{j}$ :

$$
\frac{\partial}{\partial x^{k}} \tilde{c}_{i j}=\frac{\partial}{\partial x^{j}} \tilde{c}_{j k}
$$

More invariantly, the integrability condition arises from

$$
\nabla_{k} \nabla_{i} X_{j}=\nabla_{i} \nabla_{k} X_{j}+R_{j k l}^{i} X_{l}
$$

and

$$
\begin{equation*}
\nabla_{k} c_{i j}-\nabla_{j} c_{i k}=R_{j i k}^{l} X_{l}=\left(S_{i}^{l} g_{j k}+S_{j k} \delta_{i}^{l}-S_{k}^{l} g_{j i}-S_{j i} \delta_{k}^{l}\right) X_{l} \tag{1.34}
\end{equation*}
$$

where for the last equality we used $W_{j i k}^{l}=0$. From (1.32) we have

$$
\nabla_{k} c_{i j}-\nabla_{k} S_{i j}+X_{j} \nabla_{k} X_{i}+X_{i} \nabla_{k} X_{j}-X^{l} \nabla_{k} X_{l} g_{i j} .
$$

Therefore by (1.34) we have

$$
C_{i j k}=\nabla_{k} S_{i j}-\nabla_{j} S_{i k}=0
$$

Corollary 1.5.1. If a Riemannian manifold $\left(M^{n}, g\right)$ has constant sectional curvature, then $\left(M^{n}, g\right)$ is locally conformally flat.

Definition 1.5.1. We say two Riemannian manifolds $\left(M_{1}^{n}, g_{1}\right)$ and $\left(M_{2}^{n}, g_{2}\right)$ are conformally equivalent if there exist a diffeomorphism $\phi: M_{1} \rightarrow M_{2}$ and a function $f: M_{1}^{n} \rightarrow \mathbb{R}$ such that $g_{1}=e^{f} \phi^{*} g_{2}$.

Theorem 1.5.3. (Kuiper) If $\left(M^{n}, g\right)$ is a simply connected, locally conformally flat, closed Riemannian manifold, then $\left(M^{n}, g\right)$ is conformally equivalent to the standard sphere $S^{n}$.

A map $\psi$ from one manifold $\left(M_{1}^{n}, g_{1}\right)$ to another $\left(M_{2}^{n}, g_{2}\right)$ is said to be conformal if there exists a function $f: M_{1} \rightarrow M_{2}$ such that $g_{1}=e^{f} \psi^{*} g_{2}$.

Theorem 1.5.4. (Schoen and Yau) If $\left(M^{n}, g\right)$ is a simply connected locally conformally flat, complete Riemannian manifold in the conformal class of a metric with nonnegative scalar curvature, then there exists a one-to-one conformal map of $\left(M^{n}, g\right)$ into the standard sphere $S^{n}$.

When $M^{n}$ is not simply connected, it is useful to apply the above results to the universal cover $\left(\tilde{M}^{n}, \tilde{g}\right)$.

### 1.6 Ricci flow

In this section, we are going to give a brief introduction to Hamilton's Ricci flow program, which is aimed at proving the Poincare Conjecture. In this section we will present the context for the Ricci flow: what is it, what are the problems that it is intended to solve, and why might it be expected to solve them. In the process we will also see some simple solutions to the Ricci flow.

The Poincare Conjecture was one of the iconic unsolved problems of 20th century mathematics. Around 1900, Poincare asked if a simply-connected closed 3manifold is necessarily the 3 -sphere $S^{3}$. This question remained open for a century and lots of ideas and techniques were introduced during that period of time. One of the main technique which was used to solve the Poincare conjecture was so
called Hamilton's Ricci flow.
Richard Hamilton published a groundbreaking paper [42] in 1982, introducing the concept of the Ricci flow. If you have a Riemannian manifold $M^{n}$ with initial metric $g_{0}$, the Ricci flow is a PDE that evolves the metric tensor

$$
\begin{align*}
\frac{\partial}{\partial t} g(t) & =-2 R c(g(t))  \tag{1.35}\\
g(0) & =g_{0} \tag{1.36}
\end{align*}
$$

where $\operatorname{Rc}(g(t))$ denotes the Ricci curvature of the metric $g(t)$.
Before we can do anything with the Ricci flow, we must show that a solution exists for a short time. We would like to apply the short-time existence and uniqueness theorem for parabolic PDEs to the system.

Theorem 1.6.1. Given a smooth Riemannian metric $g_{0}$ on a closed manifold $M$, there exists a maximal time interval $[0 ; T)$ such that a solution $g(t)$ to the Ricci flow, with $g(0)=g_{0}$, exists and is smooth on $[0 ; T)$, and this solution is unique.

The idea is to try to evolve the metric in some way that will give the manifold a "better" metric or "shape". In choosing what should go on the right hand side of the equation of the Ricci flow, we know that it should be a rank-2 tensor, symmetric and it should involve the curvature somehow-the Ricci curvature tensor is the obvious choice. The minus sign makes the Ricci flow a heat-type equation, so it is expected to "average out" the curvature. This should make the metric rounder in the way that we want. The following theorem was proved by Hamilton in 1982 in [42].

Theorem 1.6.2. Let $M^{3}$ be a closed 3-manifold which admits a Riemannian metric with strictly positive Ricci curvature. Then $M^{3}$ also admits a metric of constant positive curvature.

In particular, any simply-connected closed 3-manifold which admits a metric of strictly positive Ricci curvature is diffeomorphic to the 3-sphere. We are starting to get into the Poincare Conjecture with this result.

More specifically, we will see that if the initial metric $g_{0}$ has strictly positive Ricci curvature then the manifold $M^{3}$ will shrink to a point in finite time under the Ricci flow. But if we dilate the metric by a time-dependent factor so that the volume remains constant, the problem of shrinking to a point is removed. Furthermore, we can show that the rescaled metric converges uniformly to the desired metric of constant positive curvature on $M^{3}$. This process of "blowing up" the manifold when it is becoming singular is a crucial one in the Ricci flow program.

The maximum principle is the key tool in understanding many parabolic partial differential equations. It appears in many guises, but it always essentially expresses the fact that parabolic or heat-type PDEs will "average out" the values of whatever quantity is evolving. It is crucial to understanding the Ricci flow. In some situations we will need more refined estimates than can be obtained by applying the maximum principle to scalar quantities related to curvature, so we must apply the maximum principle to tensor quantities like the curvature operator. The question of what it means for a tensor quantity to "average out" naturally arises.

Theorem 1.6.3. (Maximum Principle) Let $(M, g(t))$ be a closed manifold with a timedependent Riemannian metric $g(t)$. Suppose that $u: M \times[0, T) \rightarrow \mathbb{R}$ satisfies

$$
\begin{aligned}
\frac{\partial u}{\partial t} & \leqslant \Delta_{g(t)} u+\langle X(t), \nabla u\rangle+F(u) \\
u(x, 0) & \leqslant C \quad \forall x \in M,
\end{aligned}
$$

for some constant $C$, where $X(t)$ is a time-dependent vector field on $M$ and $F: \mathbb{R} \rightarrow \mathbb{R}$ is locally Lipschitz. Suppose that $\Phi: \mathbb{R} \rightarrow \mathbb{R}$ is the solution to the associated $O D E$, which is formed by neglecting the Laplacian and gradient terms

$$
\begin{align*}
\frac{d \Phi}{d t} & =F(\Phi)  \tag{1.37}\\
\Phi(0) & =C .
\end{align*}
$$

Then

$$
u(x, t) \leqslant \Phi(t)
$$

for all $x \in M$ and $t \in[0, T)$ such that $\Phi(t)$ exists.

The theorem essentially tells us that our upper bound grows no faster than we would expect from the reaction term $F(u)$.

To apply maximum principle arguments to the curvature, we need to know what the equations describing the evolution of curvature quantities under the Ricci flow are. The evolution equations for the Ricci flow follow by the following proposition.

Proposition 1.6.1. Suppose that $g(t)$ is a solution to the Ricci flow

$$
\frac{\partial}{\partial t} g_{i j}=-2 R_{i j}
$$

Then the various geometric quantities evolve according to the following equations:
(a) Metric inverse:

$$
\begin{equation*}
\frac{\partial}{\partial t} g^{i j}=2 R^{i j} \tag{1.38}
\end{equation*}
$$

(b) Christoffel symbols:

$$
\begin{equation*}
\frac{\partial}{\partial t} \Gamma_{i j}^{k}=-g^{k l}\left(\nabla_{i} R_{j l}+\nabla_{j} R_{i l}-\nabla_{l} R_{i j}\right) \tag{1.39}
\end{equation*}
$$

(c) Riemannian curvature tensor:

$$
\begin{align*}
\frac{\partial}{\partial t} R_{i j k l} & =\Delta R_{i j k l}+2\left(B_{i j k l}-B_{i j l k}+B_{i k j l}-B_{i l j k}\right) \\
& -\left(R_{i}^{p} R_{p j k l}+R_{j}^{p} R_{i p k l}+R_{k}^{P} R_{i j p l}+R_{l}^{p} R_{i j k p}\right) \tag{1.40}
\end{align*}
$$

where $B_{i j k l}:=-R_{p i j}^{q} R_{q l k}^{p}$.
(d) Ricci tensor:

$$
\begin{equation*}
\frac{\partial}{\partial t} R_{i j}=\Delta R_{i j}+2 R_{p i j q} R^{p q}-2 R_{i}^{p} R_{p j} . \tag{1.41}
\end{equation*}
$$

(e) Scalar curvature:

$$
\begin{equation*}
\frac{\partial}{\partial t} R=\Delta R+2|R c|^{2} \tag{1.42}
\end{equation*}
$$

(f) Einstein tensor on 3-manifolds:

$$
\begin{equation*}
\frac{\partial}{\partial t}|E|^{2}=\Delta|E|^{2}-2|\nabla E|^{2}-8 R_{i}^{j} R_{j}^{k} R_{k}^{i}+\frac{26}{3} R|R c|^{2}-2 R^{3} \tag{1.43}
\end{equation*}
$$

(g) Volume element:

$$
\begin{equation*}
\frac{\partial}{\partial t} d \mu=-R d \mu \tag{1.44}
\end{equation*}
$$

(h) Volume of a manifold:

$$
\begin{equation*}
\frac{\partial}{\partial t} \int_{M} d \mu=-\int_{M} R d \mu \tag{1.45}
\end{equation*}
$$

(i) Total scalar curvature on a closed manifold:

$$
\begin{equation*}
\frac{\partial}{\partial t} \int_{M} R d \mu=\int_{M}\left(-R^{2}+2|R c|^{2}\right) d \mu \tag{1.46}
\end{equation*}
$$

Finally in this section we will show a special solution to the Ricci flow, which is called Ricci solitons. The first thing is to know what they do on the spaces of constant curvature.

On an $n$-dimensional sphere of radius $r$ where $n>1$, the metric is given by $g=r^{2} \bar{g}$ where $\bar{g}$ is the metric on the unit sphere. The sectional curvatures are all $\frac{1}{r^{2}}$. Thus for any unit vector $v$, we have $R c(v, v)=\frac{n-1}{r^{2}}$. Therefore

$$
R c=\frac{n-1}{r^{2}} g=(n-1) \bar{g},
$$

so the Ricci flow equation becomes an ODE:

$$
\begin{gathered}
\frac{\partial}{\partial t} g=-2 R c \\
\frac{\partial}{\partial t}\left(r^{2} \bar{g}\right)=-2(n-1) \bar{g} \\
\frac{d\left(r^{2}\right)}{d t}=-2(n-1) .
\end{gathered}
$$

Therefore we have the solution

$$
r(t)=\sqrt{R_{0}^{2}-2(n-1) t},
$$

where $R_{0}$ is the initial radius of the sphere. The manifold shrinks to a point as $t \rightarrow \frac{R_{0}^{2}}{2(n-1)}$.

Similarly, for a hyperbolic $n$ - space $\mathbb{H}$ where $n>1$, the Ricci flow reduces to the ODE

$$
\frac{d\left(r^{2}\right)}{d t}=2(n-1)
$$

which has the solution

$$
r(t)=\sqrt{R_{0}^{2}+2(n-1) t} .
$$

So the solution expands out to infinity.
Of course the at metric on $\mathbb{E}^{n}$ has zero Ricci curvature, so it does not evolve at all under the Ricci flow. There are other non-trivial Riemannian manifolds with vanishing Ricci curvature (the metric is flat, i.e. locally isometric to Euclidean space, if and only if the Riemann curvature tensor vanishes). These metrics can be regarded as the "fixed points" of the Ricci flow. However, we ought really to regard $\mathbb{S}^{n}$ and $\mathbb{H}^{n}$ as honorary fixed points of the flow even though the metric was changing under the flow, it only ever changed by a rescaling of the metric.

Even more generally, one can regard as "generalized fixed points" of the Ricci flow those manifolds which change only by a diffeomorphism and a rescaling under the Ricci flow. Let ( $M^{n}, g(t)$ ) be a solution to the Ricci flow, and suppose that $\phi_{t}: M^{n} \rightarrow M^{n}$ is a time-dependent family of diffeomorphisms with $\phi_{o}=i d$ and $\sigma(t)$ is a time-dependent scale factor with $\sigma(0)=1$.

If we then have

$$
g(t)=\sigma(t) \phi_{t}^{*} g(0)
$$

then the solution $\left(M^{n}, g(t)\right)$ is called a Ricci soliton, which we will discuss in Chapter 3. Therefore Einstein manifolds and Ricci solitons are special solutions to the Ricci flow.

### 1.7 Weighted Yamabe invariant

The Yamabe constant and Perelman's $v$ - entropy are two important geometric invariants in Riemannian geometry which share many similarities. Both constants are intimately related to sharp Sobolev-type inequalities on Euclidean space, with the Yamabe constant recovering the best constant for the Sobolev inequality and the $v$-entropy recovering the best constant for the logarithmic Sobolev inequality. In the curved setting, these constants are defined as the infima of Sobolevtype quotients involving scalar curvature, and one can show that the infima are achieved by positive smooth functions through a two-step process.

First, one shows that minimizing sequences cannot concentrate provided the Yamabe constant (resp. $v$-entropy) is strictly less than the best constant for the Sobolev inequality (resp. logarithmic Sobolev inequality) on Euclidean space. Second one shows that strict inequality always holds on a compact manifold, except in the case of the Yamabe constant on the standard conformal sphere.

It turns out that there is a natural one-parameter family of geometric invariants which interpolate between the Yamabe constant and the $v$-entropy. These invariants, which is called weighted Yamabe constants, were introduced by the author [4] as curved analogues of the best constants in the family of Gagliardo-Nirenberg inequalities studied by Del Pino and Dolbeault.

The purpose of this section is to introduce to what extent these invariants interpolate between the Yamabe constant and the $v$ - entropy, focusing on issues related to the problem of finding minimizers of the weighted Yamabe quotients.

In order to explain their results, we first recall the aforementioned result of Del Pino and Dolbeault [13].

Theorem 1.7.1. (Del Pino-Dolbeault) Fix $m \in[0, \infty)$. Given any $w \in W^{1,2}(\mathbb{R}) \cap L^{\frac{2(m+n)}{m+n-2}}(\mathbb{R})$ it holds that

$$
\begin{equation*}
\Lambda_{m, n}\left(\int_{\mathbb{R}^{n}} w^{\frac{2(m+n)}{m+n-2}}\right)^{\frac{2 m+n-2}{n}} \leqslant\left(\int_{\mathbb{R}^{n}}|\nabla w|^{2}\right)\left(\int_{\mathbb{R}^{n}} w^{\frac{2(m+n-1)}{m+n-2}}\right)^{\frac{2 m}{n}}, \tag{1.47}
\end{equation*}
$$

where the constant $\Lambda_{m, n}$ is given by

$$
\begin{equation*}
\Lambda_{m, n}=\frac{n \pi(m+n-2)^{2}}{2 m+n-2}\left(\frac{2(m+n-1)}{2 m+n-2}\right)^{\frac{2 m}{n}}\left(\frac{\Gamma\left(\frac{2 m+n}{2}\right)}{\Gamma(m+n)}\right)^{\frac{2}{n}} . \tag{1.48}
\end{equation*}
$$

Moreover, equality holds in (1.47) if and only if there exists a constant $\epsilon>0$ and a fixed point $x_{0} \in \mathbb{R}^{n}$ such that $w$ is a constant multiple of the function

$$
\begin{equation*}
w_{\epsilon, x_{0}}(x):=\left(\frac{2 \epsilon}{\epsilon^{2}+\left|x-x_{0}\right|^{2}}\right)^{\frac{m+n-2}{2}} . \tag{1.49}
\end{equation*}
$$

There are four features of Theorem 1.7.1 which should be emphasized. First, Theorem 1.1 recovers the sharp Sobolev inequality [22] in the case $m=0$ and the sharp logarithmic Sobolev inequality in the case $m=\infty$. Second, the extremal functions (1.49) are all the same, except for the dependence of the exponent on the parameter $m$. Third, the functions $w_{\epsilon, x_{0}}$ concentrate at $x_{0}$ as $\epsilon \rightarrow 0$. Fourth, the family (1.47) of Gagliardo-Nirenberg (GN) inequalities is, in a certain sense, the only such family with geometrically significant extremal functions. This last point requires further explanation.

Given constants $2 \leqslant p \leqslant q \leqslant \frac{2 n}{n-2}$, the sharp Sobolev inequality and Holder's inequality yields a positive constant $C_{p, q}$ such that the GN inequality

$$
\begin{equation*}
\|w\|_{q} \leqslant C_{p, q}\|\nabla w\|_{2}^{\theta}\|w\|_{p}^{1-\theta} \tag{1.50}
\end{equation*}
$$

holds for all $w \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$. Now, only when $2 p=q+2$, corresponding to the family (1.47), is the best constant $C_{p, q}$ known (there are other cases known in the range $\left.1 \leqslant p \leqslant q \leqslant \frac{2 n}{n-2}\right)$. This yields one to wonder if there is some geometric property distinguishing this family. One such property was previously described in [10]: The formalism of smooth metric measure spaces allows one to define conformal invariants which give a curved analogue of the sharp constant $C_{p, q}$ in (1.50) as the infimum of the total weighted scalar curvature subject to certain volume constraints. In this framework, the family (1.47) has the property that it is the only family of GN inequalities (1.50) for which the extremal functions on Euclidean space are also critical points of the constrained total weighted scalar curvature functional through variations of the metric or the measure. This generalizes the fact that extremal functions of the Sobolev inequality (resp. logarithmic Sobolev inequality) give rise to conformally flat Einstein metrics on $\mathbb{R}^{n}$ (resp. Gaussian measures on $\mathbb{R}^{n}$ ).

To explain the results of this section requires some terminology. A smooth metric measure space is a four-tuple ( $\left.M^{n}, g, e^{-\phi} d v o l, m\right)$ of a Riemannian manifold $\left(M^{n}, g\right)$, a smooth measure $e^{-\phi} d$ vol determined by a function $\phi \in C^{\infty}(M)$ and the Riemannian volume element of $g$, and a dimensional parameter $m \in[0, \infty]$. The weighted scalar curvature $R_{\phi}^{m}$ of a smooth metric measure space is

$$
\begin{equation*}
R_{\phi}^{m}:=R+2 \Delta \phi-\frac{m+1}{m}|\nabla \phi|^{2}, \tag{1.51}
\end{equation*}
$$

where $R$ and $\Delta$ are the scalar curvature and Laplacian associated to the metric $g$,
respectively. The weighted Yamabe quotient is the functional

$$
\begin{equation*}
Q(w):=\frac{\left(\int|\nabla w|^{2}+\frac{m+n-2}{4(m+n-1)} R_{\phi}^{m} w^{2}\right)\left(\int|w|^{\frac{2(m+n-1)}{m+n-2}} e^{\frac{\phi}{m}}\right)^{\frac{2 m}{n}}}{\left(\int|w|^{\frac{2(m+n)}{m+n-2}}\right)^{\frac{2 m+n-2}{n}}} \tag{1.52}
\end{equation*}
$$

where all integrals are taken with respect to $e^{-\phi} d v o l$; in the limit $m=\infty$, this is

$$
\begin{equation*}
Q(w):=\frac{\int|\nabla w|^{2}+\frac{1}{4} R_{\phi}^{\infty} w^{2}}{\int w^{2}} \exp \left(-\frac{2}{n} \int_{M} \frac{w^{2}}{\|w\|_{2}^{2}} \log \frac{w^{2} e^{-\phi}}{\|w\|_{2}^{2}}\right) \tag{1.53}
\end{equation*}
$$

The weighted Yamabe quotient is conformally invariant in the sense that if

$$
\left(M^{n}, \hat{g}, e^{-\hat{\phi}} d v o l_{\hat{g}}, m\right)=\left(M^{n}, e^{\frac{2 \sigma}{m+n-2}} g, e^{\frac{(m+n) \sigma}{m+n-2}} e^{-\phi} d v o l_{g}\right)
$$

for some $\sigma \in C^{\infty}(M)$, then $Q(w)=Q\left(w e^{\sigma / 2}\right)$. There are similar conformally invariant functionals on smooth metric measure spaces generalizing (1.50) for $2 \leqslant p \leqslant \frac{2(m+n)}{m+n-2}=q$, and it is through these functionals that one obtains the characterization described in the previous paragraph.

The weighted Yamabe constant of a compact smooth metric measure space is

$$
\begin{equation*}
\Lambda\left[g, e^{-\phi} d v o l, m\right]:=\inf \left\{Q(w): 0<w \in C^{\infty}(M)\right\} \tag{1.54}
\end{equation*}
$$

When $m=0$, this is the Yamabe constant. When $m=\infty$ and $\Lambda>0$, this is equivalent to Perelman's $v$ - entropy [19]. Thus the weighted Yamabe constant interpolates between the Yamabe constant and Perelman's $v$ - entropy. In this section we list some results about the weighted Yamabe problem, which asks about the existence of functions which minimize the weighted Yamabe quotient. Their results illustrate the interpolatory nature of the weighted Yamabe constants, though, as described below, there are some surprises.

Their approach to these problems is similar to approaches to the Yamabe problem [18,20, 23,25] and to Perelman's $v$ - entropy [19]. Much of the analysis is based on the Euler-Lagrange equation

$$
\begin{equation*}
-\Delta_{\phi} w+\frac{m+n-2}{4(m+n-1)} R_{\phi}^{m} w+c_{1} w^{\frac{(m+n)}{m+n-2}} e^{\frac{\phi}{m}}=c_{2} w^{\frac{(m+n+2)}{m+n-2}} \tag{1.55}
\end{equation*}
$$

for critical points of the functional $Q$. When $m>0$, the equation (1.55) has a subcritical nonlinearity. The main difficulty is instead that minimizing sequences for the weighted Yamabe constant need not be uniformly bounded in $W^{1,2}(M)$. They overcome this difficulty by introducing a generalization of Perelman's $W$ functional. Using this functional, they obtain an Aubin-type criterion for the existence of minimizers of the weighted Yamabe constant.

Theorem 1.7.2. Let $\left(M^{n}, g, e^{-\phi} d v o l, m\right)$ be a compact smooth metric measure space, then

$$
\begin{equation*}
\Lambda\left[g, e^{-\phi} d v o l, m\right] \leqslant \Lambda\left[\mathbb{R}^{n}, d x^{2}, d v o l, m\right]=\Lambda_{m, n} \tag{1.56}
\end{equation*}
$$

Moreover, if the inequality (1.56) is strict, then there exists a positive function $w \in C^{\infty}(M)$ such that

$$
Q(w)=\Lambda\left[g, e^{-\phi} d v o l, m\right]
$$

Theorem 1.7.2 implies that the weighted Yamabe constant of Euclidean space $\Lambda\left[\mathbb{R}^{n}, d x^{2}, d v o l, m\right]$ is $\Lambda_{m, n}$.

They solved the weighted Yamabe problem when $m \in \mathbb{N} \cup\{0, \infty\}$ using the following necessary condition for equality to hold in (1.56).

Theorem 1.7.3. Let $\left(M^{n}, g, e^{-\phi} d v o l, m\right)$ be a compact smooth metric measure space such that $m \in \mathbb{N} \cup\{0, \infty\}$. If

$$
\Lambda\left[g, e^{-\phi} d v o l, m\right]=\Lambda\left[\mathbb{R}^{n}, d x^{2}, d v o l, m\right]
$$

then $m \in\{0,1\}$ and $\left(M^{n}, g, e^{-\phi} d v o l, m\right)$ is conformally equivalent to $\left(S^{n}, g_{0}, d v o l, m\right)$ for $g_{0}$ a metric of constant sectional curvature. In particular, there exists a positive function $w \in C^{\infty}(M)$ such that

$$
Q(w)=\Lambda\left[g, e^{-\phi} d v o l, m\right]
$$

Theorem 1.7.4. There does not exist a minimizer for the weighted Yamabe constant of $\left(S^{n}, g_{0}, d v o l\right)$.

We expect that the weighted Yamabe problem is always solvable for $m \in\{0\} \cup$ $[1, \infty)$, but not for $m \in(0,1)$.

## CHAPTER 2

## EINSTEIN MANIFOLD

In differential geometry and mathematical physics, an Einstein manifold is a differentiable Riemannian manifold whose Ricci tensor is proportional to the metric. They are named after Albert Einstein because this condition is equivalent to saying that the metric is a solution of the vacuum Einstein field equations, which bring interests to a number of mathematicians and physicians. In this chapter we are going to describe the curvature decomposition of Einstein manifolds, list some well-known rigidity results and prove the main result in section 2.6.

### 2.1 Introduction

The purpose of modern Riemannian geometry is to understand the relation between topology and geometry. One question is the existence of an Einstein metric, that is, a Riemannian metric $g$ such that

$$
\begin{equation*}
R c=\lambda g, \tag{2.1}
\end{equation*}
$$

where $R c$ is the Ricci curvature tensor of the metric $g$ and $\lambda$ is some constant on a given smooth compact $n$-manifold $M$. When such a metric exists, moreover, it is natural to ask to what extent it is unique; in other words, one would like to understand the Einstein moduli space of $M$, i.e. the set of unit-volume Einstein metrics on $M$, modulo the action of the diffeomorphism group.

In dimension 2, there is a complete classification of compact oriented 2-manifolds by the Euler characteristic, originally obtained by purely topological methods through work of Mobius, Dehn, Heegard and Rado. In dimension 3, Perelman proved the Poincare conjecture, which claimed that every simply connected, closed 3-manifold is homeomorphic to the 3-sphere fifteen years ago.

The existence and uniqueness problems are commensurately harder when $n \geqslant 4$. Indeed, there are, to date, no non-existence or uniqueness results known when $n>4$. Fortunately, however, a constellation of low-dimensional accidents makes the borderline case of $n=4$ comparatively tractable. The aim in this chapter is to introduce some of our knowledge of the rigidity results when $n \geqslant 4$.

### 2.2 Positive isotropic curvature

Definition 2.2.1. A Riemannian manifold with dimension at least 4 is said to have positive (respectively, non-negative) isotropic curvature if for every orthonormal 4-frame we have

$$
\begin{equation*}
R_{1313}+R_{1414}+R_{2323}+R_{2424}-2 R_{1234}>0(\text { respectively }, \geqslant 0) . \tag{2.2}
\end{equation*}
$$

### 2.3 Curvature decomposition for Einstein 4-manifolds

In this and the next sections, we restrict our discussion on dimension 4 . We will talk about two curvature decompositions, the duality decomposition and Berger
decomposition. Let's start from duality decomposition
The Hodge star operator $\star: \Lambda^{2} T M \rightarrow \Lambda^{2} T M$ induces a natural decomposition of the vector bundle of 2-forms $\Lambda^{2} T M$ on an oriented 4-manifold ( $M^{4}, g$ ),

$$
\Lambda^{2} T M=\Lambda^{+} T M \oplus \Lambda^{-} T M,
$$

where $\Lambda^{ \pm} M$ are eigenspaces of $\pm 1$ respectively, sections of which are called selfdual and anti-self-dual 2 -forms respectively. It further induces a decomposition for the curvature operator $R m: \Lambda^{2} T M \rightarrow \Lambda^{2} T M$,

$$
R m=\left(\begin{array}{cc}
\frac{R}{12} I d+W^{+} & E  \tag{2.3}\\
E & \frac{R}{12} I d+W^{-}
\end{array}\right)
$$

where $E$ is the traceless part of Ricci curvature, and $R$ is the scalar curvature. If $\left(M^{4}, g\right)$ is Einstein, then the traceless Ricci tensor vanishes, we get

$$
R m=\left(\begin{array}{cc}
R m^{+} & 0  \tag{2.4}\\
0 & R m^{-}
\end{array}\right)=\left(\begin{array}{cc}
\frac{R}{12} I d+W^{+} & 0 \\
0 & \frac{R}{12} I d+W^{-}
\end{array}\right)
$$

The duality decomposition for Einstein 4-manifolds implies that $R m, R m^{ \pm}, W, W^{ \pm}$ are all harmonic, using the Weitzenbock formula which we discuss in Proposition 2.3.3

Definition 2.3.1. A curvature operator is said to be $k$-positive ( $k$-nonnegative), if the sum of any $k$ eigenvalues of the curvature operator is positive (nonnegative).

Berger in [31] discussed the following beautiful curvature decomposition for Einstein 4-manifolds (see also Singer and Thorpe [30]).

Proposition 2.3.1. Let $(M, g)$ be an Einstein 4-manifold with $R c=\lambda g$. For any $p \in M$, there exists an orthonormal basis $\left\{e_{i}\right\}_{1 \leqslant i \leqslant 4}$ of $T_{p} M$, such that relative to the corresponding basis $\left\{e_{i} \wedge e_{j}\right\}_{1 \leqslant i \leqslant 4}$ of $\Lambda^{2} T_{p} M$, Rm takes the form

$$
R m=\left(\begin{array}{ll}
A & B  \tag{2.5}\\
B & A
\end{array}\right)
$$

where $A=\operatorname{diag}\left\{a_{1}, a_{2}, a_{3}\right\}, B=\operatorname{diag}\left\{b_{1}, b_{2}, b_{3}\right\}$ satisfying the following properties,
(1) $a_{1}=K\left(e_{1}, e_{2}\right)=K\left(e_{3}, e_{4}\right)=\min \left\{K(\sigma): \sigma \in \Lambda^{2} T_{p} M,\|\sigma\|=1\right\}$,
(2) $a_{3}=K\left(e_{1}, e_{4}\right)=K\left(e_{2}, e_{3}\right)=\max \left\{K(\sigma): \sigma \in \Lambda^{2} T_{p} M,\|\sigma\|=1\right\}$,
(3) $a_{2}=K\left(e_{1}, e_{3}\right)=K\left(e_{2}, e_{4}\right)$, and $a_{1}+a_{2}+a_{3}=\lambda$;
(4) $b_{1}=R_{1234}, b_{2}=R_{1342}, b_{3}=R_{1423}$;
(5) $\left|b_{2}-b_{1}\right| \leqslant a_{2}-a_{1},\left|b_{3}-b_{1}\right| \leqslant a_{3}-a_{1},\left|b_{3}-b_{2}\right| \leqslant a_{3}-a_{2}$.

Diagonalizing the matrix in Berger's decomposition, we get eigenvalues of the curvature operator in order (see [33]),

$$
\begin{align*}
& a_{1}+b_{1} \leqslant a_{2}+b_{2} \leqslant a_{3}+b_{3}  \tag{2.6}\\
& a_{1}-b_{1} \leqslant a_{2}-b_{2} \leqslant a_{3}-b_{3} \tag{2.7}
\end{align*}
$$

Therefore, 2-positive curvature operator is equivalent to $\left(a_{1}+a_{2}\right) \pm\left(b_{1}+b_{2}\right)>0$ and $a_{1}>0$; positive isotropic curvature implies $\left.a_{1}+a_{2}\right) \pm\left(b_{1}+b_{2}\right)>0 ; 3$-positive curvature operator is equivalent to $2 a_{1}+a_{2} \pm b_{2}>0$; and 4-positive curvature operator is equivalent to $a_{1}+a_{2}>0$ and $1+\left(a_{1} \pm b_{1}\right)>0$.

The relationship between Berger's curvature decomposition and special duality decomposition can be described as follows:

$$
\begin{align*}
& W^{+}\left(\omega_{i}^{+}, \omega_{j}^{+}\right)=\left[\left(a_{i}+b_{i}\right)-\frac{R}{12}\right] \delta_{i j}, \\
& W^{-}\left(\omega_{i}^{-}, \omega_{j}^{-}\right)=\left[\left(a_{i}-b_{i}\right)-\frac{R}{12}\right] \delta_{i j} \tag{2.8}
\end{align*}
$$

where $\left\{\omega_{i}^{+}\right\}_{1 \leqslant i \leqslant 3}$ and $\left\{\omega_{i}^{-}\right\}_{1 \leqslant i \leqslant 3}$ are the corresponding orthonormal bases of $\Lambda^{+} M$ and $\Lambda^{-} M$ in Berger curvature decomposition.

In [12] X . Cao and $\mathrm{P} . \mathrm{Wu}$ proved the following result.

Proposition 2.3.2. Let $(M, g)$ be an Einstein 4-manifold with $R c=g$, then
(1) Rm is 2-positive if and only if the isotropic curvature is positive.
(2) If $R m$ is 3-positive, then $K>\frac{1}{30}$.
(3) If $K>\frac{1}{12}$, then $R m$ is 3-positive.
(4) Rm is 4-positive if and only if $K<1$, which implies $K>4-\sqrt{17}$.
(5) $R m$ is 6-positive if and only if $R>0$.
(6) $R m$ is 2-nonnegative if and only if the isotropic curvature is nonnegative.
(7) If $R m$ is 3-nonnegative, then either min $K=0$ or $K \geqslant \frac{1}{30}$.
(8) If $K \geqslant \frac{1}{12}$, then Rm is 3-nonnegative.
(9) $R m$ is 4-nonnegative if and only if $K \leqslant 1$, which implies $K \geqslant 4-\sqrt{17}$.
(10) $R m$ is 6 -nonnegative if and only if $R \geqslant 0$.

We will end this section by introducing the famous Weitzenbock formula and Kato's inequality.

Proposition 2.3.3. (Weitzenbock formula [75]) Let $\left(M^{4}, g\right)$ be an Einstein 4-manifold, then

$$
\begin{equation*}
\Delta\left|W^{ \pm}\right|^{2}=2\left|\nabla W^{ \pm}\right|^{2}+R\left|W^{ \pm}\right|^{2}-36 \operatorname{det} W^{ \pm} . \tag{2.9}
\end{equation*}
$$

Gursky and LeBrun [32] and later Yang [36] proved a refined Kato's inequality, which was proved to be optimal by Branson [37] and Calderbank, Gauduchon and Herzlich [39].

Proposition 2.3.4. Let $(M, g)$ be an Einstein 4-manifold, then

$$
\begin{equation*}
\left|\nabla W^{ \pm}\right|^{2} \geqslant \frac{5}{3}|\nabla| W^{ \pm} \|^{2} . \tag{2.10}
\end{equation*}
$$

### 2.4 Hitchin-Thorpe inequality

For closed 4-manifolds, the topology of the manifolds are influenced by their curvatures. By the Gauss-Bonnet theorem we can write explicitly the Euler characteristic and Hirzebruch signature as linear combinations of integrals of $R,|E|, W^{+}$ and $W^{-}$.

Proposition 2.4.1. For compact oriented Riemannian 4-manifolds, we have

$$
\begin{equation*}
\chi(M)=\frac{1}{8 \pi^{2}} \int_{M}\left[\left|W^{+}\right|^{2}+\left|W^{-}\right|^{2}+\frac{R^{2}}{24}-\frac{|E|^{2}}{2}\right] d \mu \tag{2.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\tau(M)=\frac{1}{12 \pi^{2}} \int_{M}\left[\left|W^{+}\right|^{2}-\left|W^{-}\right|^{2}\right] d \mu . \tag{2.12}
\end{equation*}
$$

Since $E$ vanishes for any Einstein metric, we have the following celebrated result of Hitchin and Thorpe.

Theorem 2.4.1. If the smooth compact oriented Riemannian 4-manifold $M$ admits an Einstein metric $g$, then

$$
2 \chi(M) \geqslant 3|\tau(M)|,
$$

with equality if and only if the connection on one of the bundles $\Lambda^{ \pm}$is flat.

### 2.5 Some known results

In this section we will present some known results on the rigidity of Einstein manifolds. First we list a few results regarding Einstein 4-manifolds.

Berger in [31] proved the following theorem in 1961.
Theorem 2.5.1. (Berger) Let $(M, g)$ be Einstein 4-manifolds with $\frac{1}{4}$-pinched sectional curvature. Then $(M, g)$ is isometric to $\left(S^{4}, g_{0}\right)$ where $g_{0}$ is the round metric on $S^{4}$.

Later in 1974, Hitchin proved the following in [34].
Theorem 2.5.2. (Hitchin) Suppose $(M, g)$ is a half conformally flat Einstein 4-manifold with positive scalar curvature, then $(M, g)$ isometric to either $\left(S^{4}, g_{0}\right)$ or $\left(\mathbb{C P}^{2}, g_{F S}\right)$ up to rescaling.

In 1999, Gursky and LeBrun were able to prove
Theorem 2.5.3. (Gursky-LeBrun) Let $(M, g)$ be a compact Einstein 4-manifold with nonnegative sectional curvature and positive intersection form, then $(M, g)$ isometric to $\left(\mathbb{C P}^{2}, g_{F S}\right)$ up to rescaling.

Dagang Yang in [36] proved the following result in 2000.

Theorem 2.5.4. (D. Yang) Let $(M, g)$ be an oriented Einstein 4-manifold with $R c=g$ and sectional curvature $K \geqslant \frac{\sqrt{1249}-23}{120} \approx 0.102$, then $(M, g)$ is isometric to $\left(S^{4}, g_{0}\right)$ or $\left(\mathbb{C P}^{2}, g_{F S}\right)$ up to rescaling.

Under the same assumption of Theorem 2.5.4, Costa was able to improve the result by reducing the lower bound of $K$.

Theorem 2.5.5. (Costa) Let $(M, g)$ be an oriented Einstein 4-manifold with $R c=g$ and sectional curvature $K \geqslant \frac{2-\sqrt{2}}{6} \approx 0.097$, then $(M, g)$ is isometric to $\left(S^{4}, g_{0}\right)$ or $\left(\mathbb{C P}^{2}, g_{F S}\right)$ up to rescaling.

In 2008 Bohm and Wilking proved the following result in [35].

Theorem 2.5.6. (Bohm and Wilking) On a compact manifold the normalized Ricci flow evolves a Riemannian metric with 2-positive curvature operator to a limit metric with constant sectional curvature.

As an application from the above theorem to Einstein 4-manifold, we get the following result.

Corollary 2.5.1. Let $(M, g)$ be an oriented Einstein 4-manifold with 2-positive curvature operator, then $(M, g)$ is isometric to $\left(S^{4}, g_{0}\right)$ up to rescaling.

In 2013, X. Cao and P. Wu improved Corollary 2.5.1 by the following result in [12].

Theorem 2.5.7. (Cao-Wu) Let $(M, g)$ be an oriented Einstein 4-manifold with 3-positive curvature operator, then $(M, g)$ is isometric to $\left(S^{4}, g_{0}\right)$ or $\left(\mathbb{C P}^{2}, g_{F S}\right)$ up to rescaling.

Later they showed

Theorem 2.5.8. Let $(M, g)$ be an Einstein 4-manifold with 4-nonnegative curvature operator and positive intersection form, then $(M, g)$ is isometric to $\left(S^{2} \times S^{2}, g_{0} \oplus g_{0}\right)$ up to rescaling.

For $n$-dimensional Einstein manifolds ( $n \geqslant 4$ ), we have the following results.

Theorem 2.5.9. (Tachibana) Let $(M, g)$ be an Einstein n-manifold with positive curvature operator, then $(M, g)$ is isometric to space forms.

In 2010, Brendle improved Tachibana's result by the following result.

Theorem 2.5.10. (Brendle) Let $(M, g)$ be an Einstein n-manifold with positive isotropic curvature, then $(M, g)$ is isometric to space forms.

### 2.6 Weighted Yamabe invariant for Einstein manifolds

In this section, we are going to introduce the main rigidity results for this chapter. Recall the weighted Yamabe invariant defined in Section 1.7, for Einstein manifolds, we have the simple forms.

Definition 2.6.1. For n-dimensional Einstein manifolds, the weighted Yamabe invariant defined in (1.54). We take $m=1$ and $\phi$ to be constant we have the simplified weighted Yamabe invariant

$$
\begin{equation*}
Y:=\inf \frac{\left(\int|\nabla u|^{2}+\frac{n-1}{4 n} R u^{2}\right)\left(\int u^{\frac{2 n}{n-1}}\right)^{\frac{2}{n}}}{\int u^{\frac{2 n+1)}{n-1}}} . \tag{2.13}
\end{equation*}
$$

We are going to prove the following computational lemma first.
Lemma 2.6.1. Under the assumption of Theorem 2.6.2,

$$
\begin{equation*}
W_{i j k l}\left(2 W_{i h l m} W_{h j k m}+\frac{1}{2} W_{i j h m} W_{k l h m}\right) \leqslant C(n)|W|^{3} . \tag{2.14}
\end{equation*}
$$

Proof. First, by Cauchy - Schwarz inequality,

$$
W_{i j k l}\left(2 W_{i h l m} W_{h j k m}+\frac{1}{2} W_{i j h m} W_{k l h m}\right) \leqslant \frac{5}{2}|W|^{3}
$$

in any dimension.
In dimension $n=4, C(4)=\frac{\sqrt{6}}{4}$. See [1, Lemma3.5].
In dimension $n=5, W_{i j h m} W_{k l h m}=4 W_{i h l m} W_{h j k m}$, see [61] so

$$
W_{i j k l}\left(2 W_{i h l m} W_{h j k m}+\frac{1}{2} W_{i j h m} W_{k l h m}\right)=W_{i j k l} W_{i j h m} W_{k l h m} \leqslant|W|^{3} .
$$

Now we can prove the main theorem for this chapter.

Theorem 2.6.2. Let $\left(M^{n}, g\right)$ be an Einstein manifold with $R c=g$ where $4 \leqslant n \leqslant 8$ and $Y$ be the weighted Yamabe invariant defined as in (2.14). If

$$
Y>2 C(n)\||W|-R D(n)\|_{\frac{n+1}{2}}(\operatorname{vol}(M))^{\frac{2}{n(n+1)}},
$$

where $R$ is the scalar curvature, $C(4)=\frac{\sqrt{6}}{4}, C(5)=1, C(n)=\frac{5}{2}$ for $6 \leqslant n \leqslant 8$ and $D(n)=\frac{9-n}{8 n C(n)}$. Then $\left(M^{n}, g\right)$ is isometric to $S^{n}$ with round metric.

Proof.

$$
\begin{gathered}
\frac{1}{2} \Delta|W|^{2}=|\nabla W|^{2}+\langle W, \Delta W\rangle \\
=|\nabla W|^{2}+W_{i j k l} W_{i j k l, m m} \\
=|\nabla W|^{2}+W_{i j k l}\left(W_{i j k m, l m}+W_{i j m l, k m}\right) \\
=|\nabla W|^{2}+2 W_{i j k l} W_{i j k m, l m} \\
=|\nabla W|^{2}+2 W_{i j k l}\left(W_{i j k m, m l}+W_{h j k m} R_{h i l m}+W_{i h k m} R_{h j l m}+W_{i j h m} R_{h k l m}+W_{i j k h} R_{h m l m}\right) \\
=|\nabla W|^{2}+2 W_{i j k l}\left(W_{h j k m} R_{h i l m}+W_{i h k m} R_{h j l m}+W_{i j h m} R_{h k l m}+W_{i j k h} R_{h m l m}\right) \\
=|\nabla W|^{2}+2 W_{i j k l}\left(W_{h j k m} W_{h i l m}+W_{i h k m} W_{h j l m}+W_{i j h m} W_{h k l m}+W_{i j k h} W_{h m l m}\right) \\
+\frac{2 R}{n(n-1)} W_{i j k l l}\left(W_{l j k i}+W_{i l k j}+W_{i j l k}\right)+\frac{2 R}{n}|W|^{2} \\
=|\nabla W|^{2}+\frac{2 R}{n}|W|^{2}-2 W_{i j k l}\left(2 W_{i h l m} W_{h j k m}+\frac{1}{2} W_{i j h m} W_{k l h m}\right)
\end{gathered}
$$

By Kato's Inequality and Lemma 2.2.1, we integrate over $M$ and get

$$
0 \geqslant\left.\int|\nabla| W\right|^{2}+\frac{2}{n} \int R|W|^{2}-2 C(n) \int|W|^{3}
$$

$$
\begin{aligned}
& =\left.\int|\nabla| W\right|^{2}+\frac{n-1}{4 n} \int R|W|^{2}-2 C(n) \int|W|^{3}+\frac{9-n}{4 n} \int R|W|^{2} \\
& =\left.\int|\nabla| W\right|^{2}+\frac{n-1}{4 n} \int R|W|^{2}-2 C(n) \int|W|^{2}(|W|-R D(n)) .
\end{aligned}
$$

Taking $u=|W|$ in the weighted Yamabe invariant, then

$$
\begin{array}{r}
\left.0 \geqslant\left(\left.\int|\nabla| W\right|^{2}+\frac{n-1}{4 n} \int R|W|^{2}\right)\left(\int|W|^{\frac{2 n}{n-1}}\right)^{\frac{2}{n}}\right) \\
-2 C(n)\left(\int|W|^{2}(|W|-R D(n))\right)\left(\int|W|^{\left.\frac{2 n}{n-1}\right)^{\frac{2}{n}}}\right) \\
\left.\geqslant Y \int|W|^{\frac{2(n+1)}{n-1}}-2 C(n)\left(\int|W|^{2}(|W|-R D(n))\right)\left(\int|W|^{\frac{2 n}{n-1}}\right)^{\frac{2}{n}}\right) . \tag{1}
\end{array}
$$

As long as we can show the right hand side of $(1)>0$, we can conclude $|W| \equiv 0$.
By Holder inequality,

$$
\left(\int|W|^{\frac{2 n}{n-1}}\right)^{\frac{2}{n}} \leqslant\left(\int|W|^{\frac{2(n+1)}{n-1}}\right)^{\frac{2}{n+1}} \operatorname{vol}(M)^{\frac{2}{n(n+1)}},
$$

it suffices to show

$$
\begin{equation*}
Y \operatorname{vol}(M)^{-\frac{2}{n(n+1)}}\left(\int|W|^{\frac{2(n+1)}{n-1}}\right)^{\frac{n-1}{n+1}}>2 C(n) \int|W|^{2}(|W|-R D(n)) . \tag{2}
\end{equation*}
$$

By Holder inequality again, we have

$$
\left.\int|W|^{2}(|W|-R D(n)) \leqslant\left(\int|W|^{\frac{2(n+1)}{n-1}}\right)^{\frac{n-1}{n+1}}| | W \right\rvert\,-R D(n) \|_{\frac{n+1}{2}} .
$$

By assumption, (2) is true.
Therefore, $\left(M^{n}, g\right)$ is isometric to $S^{n}$ with round metric.

## CHAPTER 3

## RICCI SOLITON

The concept of Ricci soliton was introduced by Hamilton in mid 80's. Ricci solitons are natural generalizations of Einstein metrics. They also correspond to special solutions to Hamilton's Ricci flow and often arise as limits of dilations of singularities in the Ricci flow. They can be viewed as fixed points of the Ricci flow, as a dynamical system, on the space of Riemannian metrics modulo diffeomorphisms and scalings. Ricci solitons are of interests to physicists as well and are called quasi-Einstein metrics in physics literature (see, e.g., [40]). In this chapter we talk about some of the recent progress on Ricci solitons as well as the role they play in the singularity study of the Ricci flow. Also we will present a rigidity result to compact shrinking Ricci solitons.

### 3.1 Introduction

Recall that a Riemannian metric $g_{i j}$ is Einstein if $R_{i j}=\lambda g_{i j}$ for some constant $\lambda$. Ricci soliton, introduced by Hamilton, are natural generalizations of Einstein metrics.

Definition 3.1.1. A Riemannian metric $g_{i j}$ on a smooth manifold $M^{n}$ is called a Ricci soliton if there exists a smooth vector field $V=\left(V^{i}\right)$ such that the Ricci tensor $R_{i j}$ of the
metric $g_{i j}$ satisfies the equation

$$
\begin{equation*}
R_{i j}+\frac{1}{2}\left(\nabla_{i} V^{j}+\nabla_{j} V^{i}\right)=\lambda g_{i j}, \tag{3.1}
\end{equation*}
$$

for some constant $\lambda$. Moreover, if $V$ is a gradient vector field, then we have a gradient Ricci soliton satisfying the following equation

$$
\begin{equation*}
R_{i j}+\nabla_{i} \nabla_{j} f=\lambda g_{i j}, \tag{3.2}
\end{equation*}
$$

for some smooth function $f$ on $M$.
If $\lambda>0$, the soliton is shrinking, if $\lambda<0$ the soliton is expanding and if $\lambda=0$ the soliton is steady. The function $f$ is called a potential function of the Ricci soliton.

Since $\nabla_{i} V^{j}+\nabla_{j} V^{i}$ is the Lie derivative $L_{V} g_{i j}$ of the metric $g$ in the direction of $V$, we also write the Ricci soliton equation (3.1) and (3.2) as

$$
\begin{equation*}
R c+\frac{1}{2} L_{V} g=\lambda g \text { and } R c+\nabla^{2} f=\lambda g \tag{3.3}
\end{equation*}
$$

respectively.
When the underlying manifold is a Kahler manifold, we have the corresponding notion of Kahler-Ricci solitons.

Definition 3.1.2. A complete Kahler metric $g_{\alpha \bar{\beta}}$ on a Kahler manifold $X^{n}$ of complex dimension $n$ is called a Kahler-Ricci soliton if there exists a holomorphic vector field $V=\left(V^{\alpha}\right)$ on $X$ such that the Ricci tensor $R_{\alpha \bar{\beta}}$ of the metric $g_{\alpha \bar{\beta}}$ satisfies the equation

$$
\begin{equation*}
R_{\alpha \bar{\beta}}+\frac{1}{2}\left(\nabla_{\bar{\beta}} V_{\alpha}+\nabla_{\alpha} V_{\bar{\beta}}\right)=\lambda g_{\alpha \bar{\beta}} \tag{3.4}
\end{equation*}
$$

for some real constant $\lambda$. It is called a gradient Kahler-Ricci soliton if the holomorphic vector field $V$ comes from the gradient vector field of a real-valued function $f$ on $X^{n}$ so that

$$
\begin{equation*}
R_{\alpha \bar{\beta}}+\nabla_{\alpha} \nabla_{\bar{\beta}} f=\lambda g_{\alpha \bar{\beta}} \text { and } \nabla_{\alpha} \nabla_{\beta} f=0 . \tag{3.5}
\end{equation*}
$$

Again, if $\lambda>0$, the soliton is shrinking, if $\lambda<0$ the soliton is expanding and if $\lambda=0$ the soliton is steady.

Note that the case $V=0$ (i.e., $f$ being a constant function) is an Einstein (or KahlerEinstein) metric. Thus Ricci solitons are natural extensions of Einstein metrics. In fact, we will see in the next section that there are no non-Einstein compact steady or expanding Ricci solitons. Also, by a suitable scaling of the metric $g$, we can normalize $\lambda=0,1$ or -1 .

### 3.2 Notation and Preliminaries

Before we continue on soliton equations, let's fix the notation.
Given an orthonormal basis $\left\{E_{i}\right\}_{i=1}^{n}$ of $T_{p} M$, we can construct an orthonormal frame about $p$ such that $e_{i}(p)=E_{i}$ and $\left.\nabla e_{i}\right|_{p}=0$. Such a frame is called normal at $p$. Also $e_{12}$ is the short notation for $e_{1} \wedge e_{2} \in \Lambda^{2}$, the space of two-forms.

The modified Laplacian is defined as

$$
\begin{equation*}
\Delta_{f}=\Delta-\nabla_{\nabla f} \tag{3.6}
\end{equation*}
$$

For any ( $m, 0$ )-tensor $T$, its divergence operator is defined as

$$
\begin{equation*}
(\delta T)_{p_{2} \ldots p_{m}}=\sum_{i} \nabla_{i} T_{i p_{2} \ldots p_{m}}, \tag{3.7}
\end{equation*}
$$

while its interior product by a vector field $X$ is defined as

$$
\begin{equation*}
\left(i_{X} T\right)_{p_{2} \ldots p_{m}}=T_{X_{p_{2} \ldots p m}}, \tag{3.8}
\end{equation*}
$$

Furthermore, we will interchange the perspective of a vector and a covector freely, i.e., a (2, 0)-tensor can also be considered as a (1, 1)-tensor. Similarly, a (4, 0)-tensor such as $R m, W$ can be seen as an operator on bi-vectors, that is, a map from $\Lambda^{2}(T M) \rightarrow \Lambda^{2}(T M)$. Therefore the norm of these operators is agreed to be sum of all eigenvalues squared. More precisely,

$$
\begin{equation*}
|W|^{2}=\sum_{i<j ; k<l} W_{i j k l}^{2} . \tag{3.9}
\end{equation*}
$$

In addition, the norm of covariant derivative and divergence on these tensors can be defined as follows

$$
\begin{align*}
|\nabla W|^{2} & =\sum_{i} \sum_{a<b ; c<d}\left(\nabla_{i} W_{a b c d}\right)^{2},  \tag{3.10}\\
|\delta W|^{2} & =\sum_{i} \sum_{a<b}\left((\delta W)_{i a b}\right)^{2} . \tag{3.11}
\end{align*}
$$

For a tensor $T: \Lambda^{2}(T M) \otimes \Lambda^{2}(T M) \rightarrow \mathbb{R}$, we define

$$
\begin{align*}
& \langle T, \delta W\rangle=\sum_{i<j ; k} T_{i j k}(\delta W)_{k i j},  \tag{3.12}\\
& \left\langle T, i_{X} W\right\rangle=\sum_{i<j ; k} T_{i j k}\left(i_{X} W\right)_{k i j} \tag{3.13}
\end{align*}
$$

Now we are ready to introduce some of the computational formulas from the soliton equation, listed as the following lemma.

Lemma 3.2.1. Let $(M, g)$ be a gradient Ricci soliton with soliton equation $R c+\nabla^{2} f=\lambda g$, we have

$$
\begin{align*}
R+\Delta f & =n \lambda,  \tag{3.14}\\
\frac{1}{2} \nabla_{i} R & =\nabla^{j} R_{i j}=R_{i j} \nabla^{j} f,  \tag{3.15}\\
R c(\nabla f) & =\frac{1}{2} \nabla R,  \tag{3.16}\\
R+|\nabla f|^{2}-2 \lambda f & =\text { constant, }  \tag{3.17}\\
\Delta R+2|R c|^{2} & =\langle\nabla f, \nabla R\rangle+2 \lambda R . \tag{3.18}
\end{align*}
$$

Remark 3.2.1. If $\lambda \geqslant 0$, then $R \geqslant 0$ by the maximum principle and equation (3.18). Moreover, a complete gradient Ricci soliton has positive scalar curvature unless it is isometric to the flat Euclidean space.

Proof. (3.14)-(3.16) are just straight forward calculation from the soliton equation. For (3.17), suppose that $R_{i j}+\nabla_{i} \nabla_{j} f=\lambda g_{i j}$. Taking the covariant derivatives and using the commutating formula for covariant derivatives, we obtain

$$
\begin{equation*}
\nabla_{i} R_{j k}-\nabla_{j} R_{i k}+R_{i j k l} \nabla_{l} f=0 . \tag{3.19}
\end{equation*}
$$

Taking the trace on $j$ and $k$, and using the contracted second Bianchi identity (3.15) we get

$$
\nabla_{i}\left(R+|\nabla f|^{2}-2 \lambda f\right)=2\left(R_{i j}+\nabla_{i} \nabla_{j} f-\lambda g_{i j}\right) \nabla_{j} f=0
$$

Therefore

$$
R+|\nabla f|^{2}-2 \lambda f=\text { const }
$$

for some constant.
For (3.18) we just take the Laplacian to both sides of (3.17).

Before we move further to the geometry of Ricci solitons, we'd like to take a look at a few examples. The following two propositions state that there are no nonEinstein compact steady or expanding Ricci solitons.

Proposition 3.2.1. (Hamilton, Ivey) On a compact manifold $M^{n}$, a gradient steady or expanding Ricci soliton is Einstein.

Proof. Taking the difference of (3.14) and (3.17) we get

$$
\Delta f-|\nabla f|^{2}+2 \lambda f=n \lambda-C
$$

When $M$ is compact and $\lambda \leqslant 0$, it follows from the maximum principle that $f$ must be a constant and hence $(M, g)$ is Einstein.

More generally, we have

Proposition 3.2.2. On a compact manifold $M^{n}$, a steady or expanding Ricci soliton is Einstein.

Proof. It follows from the above proposition and Perelman's result in [19] that any compact Ricci soliton is necessarily a gradient soliton.

For compact shrinking Ricci solitons in low dimensions we have

Proposition 3.2.3. (Hamilton, Ivey) In dimension $n \leqslant 3$, there are no compact shrinking Ricci solitons other than those of constant positive curvature.

These propositions give us a guideline of what types of non-Einstein Ricci soliton we may look for.

When $n \geqslant 4$, there exist nontrivial compact gradient shrinking solitons. Also, there exist complete non-compact Ricci solitons (steady, shrinking and expanding) that are not Einstein. Below we list a number of such examples. It turns out that most of the examples are gradient, and all the known examples of nontrivial shrinking solitons so far are Kahler.

Example 3.2.1. (Compact shrinking solitons) For real dimension 4, the first example of a compact shrinking soliton was constructed by Koiso [62] on compact complex surface $\mathbb{C P}^{2} \#\left(-\mathbb{C P}^{2}\right)$ where $-\mathbb{C P}^{2}$ means $\mathbb{C P}^{2}$ with the opposite orientation. This is a gradient Kahler-Ricci soliton with $U(2)$-symmetry and positive Ricci curvature. More generally, they found $U(n)$-invariant Kahler-Ricci solitons on twisted projective line bundle over $\mathbb{C P}^{n-1}$ for $n \geqslant 2$. Moreover, in [66] Wang-Zhu found a gradient Kahler-Ricci soliton on $\mathbb{C P}^{2} \#\left(-2 \mathbb{C P}^{2}\right)$ with $U(1) \times U(1)$ symmetry.

Example 3.2.2. (Non-compact shrinking solitons) In [67] Feldman-Ilmanen-Knopffound the first complete non-compact $U(n)$-invariant gradient shrinking Kahler-Ricci solitons, which are cone-like at infinity. It has positive scalar curvature but the Ricci curvature doesn't have a fixed sign.

Example 3.2.3. (Non-compact steady solitons in dimension 2) In dimension two, Hamilton in [44] discovered the first example of a complete non-compact steady Ricci soliton on $\mathbb{R}^{2}$, called the cigar soliton, where the metric is given by

$$
d s^{2}=\frac{d x^{2}+d y^{2}}{1+x^{2}+y^{2}}
$$

with potential function

$$
f=-\log \left(1+x^{2}+y^{2}\right)
$$

The cigar soliton has positive Gaussian curvature and linear volume growth, and is asymptotic to a cylinder of finite circumference at infinity.

Example 3.2.4. (Non-compact steady solitons in high dimensions) Higher dimensional examples of non-compact gradient steady solitons were found by Robert Bryant in [65] on $\mathbb{R}^{n}$. They are rotationally symmetric and have positive sectional curvature. Furthermore, the volume of geodesic balls $B_{r}(0)$ grow on the order of $r^{\frac{n+1}{2}}$.

Example 3.2.5. (Non-compact expanding solitons) In [71], H-D Cao constructed a oneparameter family of complete non-compact expanding solitons on $\mathbb{C}^{n}$. These expanding solitons all have $U(n)$-symmetry and positive sectional curvature, and are cone-like at infinity.

More examples of complete non-compact expanding solitons were found by Feldman-Ilmanen-Knopf [67] on $\mathbb{C}^{n} / \mathbb{Z}_{k}, k=n+1, n+2, \ldots$

Example 3.2.6. (Warped products) Using doubly warped product and multiple warped product constructions, Ivey and Dancer-Wang [63] produced non-compact gradient steady solitons, which generalize the construction of Bryant's soliton Also, Gastel-Kronz [64] produced a two-parameter family of gradient expanding solitons on $\mathbb{R}^{m+1} \times N$ where $N^{n}(n \geqslant 2)$ is an Einstein manifold with positive scalar curvature.

We conclude examples of Ricci solitons with

Example 3.2.7. (Gaussian solitons) $\left(\mathbb{R}^{n}, g_{0}\right)$ with the flat Euclidean metric can be also
equipped with both shrinking and expanding gradient Ricci solitons, called the Gaussian shrinker or expander.
(a) $\left(\mathbb{R}^{n}, g_{0}, \frac{|x|^{2}}{4}\right)$ is a gradient shrinker with potential function $f=\frac{|x|^{2}}{4}$ :

$$
R c+\nabla^{2} f=\frac{1}{2} g_{0}
$$

(b) $\left(\mathbb{R}^{n}, g_{0},-\frac{|x|^{2}}{4}\right)$ is a gradient shrinker with potential function $f=-\frac{|x|^{2}}{4}$ :

$$
R c+\nabla^{2} f=-\frac{1}{2} g_{0}
$$

### 3.3 Variational structures

In this section we focus on Perelman's $\mathcal{F}$-functional and $\mathcal{W}$-functional and the associated $\lambda$-energy and $v$-energy respectively. The critical points of the $\lambda$-energy (respectively $v$-energy) are precisely given by compact gradient steady (respectively, shrinking) solitons.

Definition 3.3.1. ( $\mathcal{F}$-functional and $\lambda$-energy) In [19] Perelman considered the functional

$$
\begin{equation*}
\mathcal{F}\left(g_{i j}, f\right)=\int_{M}\left(R+|\nabla f|^{2}\right) e^{-f} d v o l \tag{3.20}
\end{equation*}
$$

defined on the space of Riemannian metrics and smooth functions on $M$. Here again $R$ is the scalar curvature and $f$ is a smooth function on $M^{n}$. Note that when $f=0, \mathcal{F}$ is simply a total scalar curvature of $g$.

In [19] Perelman introduced the following variation formulas.

Lemma 3.3.1. (First variation formula of $\mathcal{F}$-functional) If $v_{i j}=\delta g_{i j}$ and $\phi=\delta f$ are variations of $g_{i j}$ and $f$ respectively, then the first variation of $\mathcal{F}$ is given by

$$
\begin{equation*}
\delta \mathcal{F}\left(v_{i j}, \phi\right)=\int_{M}\left[-v_{i j}\left(R_{i j}+\nabla_{i} \nabla_{j} f\right)+\left(\frac{v}{2}-\phi\right)\left(2 \Delta f-|\nabla f|^{2}+R\right)\right] e^{-f} d v o l \tag{3.21}
\end{equation*}
$$

where $v=g^{i j} v_{i j}$.

Next we consider the associated energy

$$
\begin{equation*}
\lambda\left(g_{i j}\right)=\inf \left\{\mathcal{F}\left(g_{i j}, f\right): f \in C^{\infty}(M), \int_{M} e^{-f} d v o l=1\right\} \tag{3.22}
\end{equation*}
$$

Clearly, $\lambda\left(g_{i j}\right)$ is invariant under diffeomorphisms. If we set $u=e^{-f / 2}$, then the functional $\mathcal{F}$ can be written as

$$
\begin{equation*}
\mathcal{F}=\int_{M}\left(R u^{2}+4|\nabla u|^{2}\right) d v o l . \tag{3.23}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\lambda\left(g_{i j}\right)=\inf \left\{\int_{M}\left(R u^{2}+4|\nabla u|^{2}\right) d v o l: \int_{M} u^{2}=1\right\} \tag{3.24}
\end{equation*}
$$

the first eigenvalue of the operator $-4 \Delta+R$. Let $u_{0}>0$ be a first eigenfunction of the operator $-4 \Delta+R$ so that

$$
-4 \Delta u_{0}+R u_{0}=\lambda\left(g_{i j}\right) u_{0} .
$$

Then $f_{0}=-2 \log u_{0}$ is a minimizer of $\lambda\left(g_{i j}\right)$ :

$$
\lambda\left(g_{i j}\right)=\mathcal{F}\left(g_{i j}, f_{0}\right)
$$

Note that $f_{0}$ satisfies the equation

$$
\begin{equation*}
-2 \Delta f_{0}+\left|\nabla f_{0}\right|^{2}-R=\lambda\left(g_{i j}\right) \tag{3.25}
\end{equation*}
$$

For any symmetric 2 -tensor $h=h_{i j}$, consider the variation $g_{i j}(s)=g_{i j}+s h_{i j}$. It is an easy consequence of Lemma 3.3.1 and (3.25) that the variation $D_{g} \lambda(h)$ of $\lambda\left(g_{i j}\right)$ is given by

$$
\begin{equation*}
\left.\frac{d}{d s}\right|_{s=0} \lambda\left(g_{i j}(s)\right)=\int-h_{i j}\left(R_{i j}+\nabla_{i} \nabla_{j} f\right) e^{-f} d v o l, \tag{3.26}
\end{equation*}
$$

where $f$ is the minimizer of $\lambda\left(g_{i j}\right)$. In particular, the critical points of $\lambda$ are steady gradient Ricci solitons.

Note that by diffeomorphism invariance of $\lambda, D_{g} \lambda$ vanishes on any Lie derivative $h_{i j}=\frac{1}{2} L_{V} g_{i j}$. By inserting $h=-2\left(R c+\nabla^{2} f\right)$ in (3.26) we have the following results from Perelman.

Proposition 3.3.1. Suppose that $g_{i j}(t)$ is a solution to the Ricci flow on a compact manifold $M^{n}$. Then $\lambda\left(g_{i j}(t)\right)$ is non-decreasing in $t$ and the monotonicity is strict unless we are on a steady gradient soliton. In particular, a compact steady Ricci soliton is necessarily a gradient soliton.

We remark that by considering the quantity

$$
\bar{\lambda}\left(g_{i j}\right)=\lambda\left(g_{i j}\right)\left(\operatorname{vol}\left(g_{i j}\right)\right)^{\frac{2}{n}}
$$

which is a scale invariant version of $\lambda\left(g_{i j}\right)$. Perelman also showed the following proposition.

Proposition 3.3.2. $\bar{\lambda}\left(g_{i j}\right)$ is non-decreasing along the Ricci flow whenever it is nonpositive; moreover, the monotonicity is strict unless we are on a gradient expanding soliton. In particular, any compact expanding Ricci soliton is necessarily a gradient soliton.

Definition 3.3.2. ( $\mathcal{W}$-functional and v-energy) To study the shrinking Ricci solitons, Perelman introduced the $\mathcal{W}$-functional

$$
\begin{equation*}
\mathcal{W}\left(g_{i j}, f, \tau\right)=\int_{M}\left[\tau\left(R+|\nabla f|^{2}\right)+f-n\right](4 \pi \tau)^{\frac{n}{2}} e^{-f} d v o l, \tag{3.27}
\end{equation*}
$$

where $g_{i j}$ is a Riemannian metric, $f$ a smooth function on $M^{n}$, and $\tau$ a positive scale parameter. Clearly the functional $\mathcal{W}$ is invariant under simultaneous scaling of $\tau$ and $g_{i j}$, and invariant under diffeomorphisms.

In the same paper Perelman also derived the following variation formula.

Lemma 3.3.2. (First variation of $\mathcal{W}$-functional) If $v_{i j}=\delta g_{i j}, \phi=\delta f$ and $\eta=\delta \tau$, then

$$
\begin{align*}
\delta \mathcal{W}\left(v_{i j}, \phi, \eta\right) & =\int_{M}-\tau\left(R_{i j}+\nabla_{i} f \nabla_{j} f-\frac{1}{2 \tau} g_{i j}\right)(4 \pi \tau)^{-\frac{n}{2}} e^{-f} d v o l \\
& +\int_{M}\left(\frac{v}{2}-\phi-\frac{n}{2 \tau} \eta\right)\left[\tau\left(R+2 \Delta f-|\nabla f|^{2}\right)+f-n-1\right](4 \pi \tau)^{-\frac{n}{2}} e^{-f} d v o l \\
& +\int_{M} \eta\left(R+|\nabla f|^{2}-\frac{n}{2 \tau} \eta\right)(4 \pi \tau)^{-\frac{n}{2}} e^{-f} d v o l \tag{3.28}
\end{align*}
$$

Similar to the $\lambda$-entropy, we can consider

$$
\begin{equation*}
v\left(g_{i j}, \tau\right)=\inf \left\{\mathcal{W}\left(g_{i j}, f, \tau\right): f \in C^{\infty}(M), \int_{M}(4 \pi \tau)^{-\frac{n}{2}} e^{-f} d v o l=1\right\} \tag{3.29}
\end{equation*}
$$

Note that if we let $u=e^{-f / 2}$, then the functional $\mathcal{W}$ can be expressed as

$$
\begin{equation*}
\mathcal{W}\left(g_{i j}, f, \tau\right)=\int_{M}\left[\tau\left(R u^{2}+4|\nabla u|^{2}\right)-u^{2} \log u^{2}-n u^{2}\right](4 \pi \tau)^{-\frac{n}{2}} d v o l, \tag{3.30}
\end{equation*}
$$

and the constraint $\int_{M}(4 \pi \tau)^{-\frac{n}{2}} e^{-f} d v o l=1$ becomes $\int_{M} u^{2}(4 \pi \tau)^{-\frac{n}{2}} d v o l=1$. Therefore $v\left(g_{i j}, \tau\right)$ corresponds to the best constant of a logarithmic Sobolev inequality.

Since the nonquadratic term is subcritical (in view of Sobolev exponent), it is rather straightforward to show that $v\left(g_{i j}, \tau\right)$ is achieved by some nonnegative function $u \in H^{1}(M)$ which satisfies the Euler-Lagrange equation

$$
\begin{equation*}
\tau(-4 \Delta u+R u)-2 u \log u-n u=v\left(g_{i j}, \tau\right) u . \tag{3.31}
\end{equation*}
$$

One can further show that the minimizer $v$ is positive and smooth. This is equivalent to say that $v\left(g_{i j}, \tau\right)$ is achieved by some minimizer $f$ satisfying the nonlinear equation

$$
\begin{equation*}
\tau\left(2 \Delta f-|\nabla f|^{2}+R\right)+f-n=v\left(g_{i j}, \tau\right) . \tag{3.32}
\end{equation*}
$$

Proposition 3.3.3. (Perelman [19]) Suppose $g_{i j}(t), 0 \leqslant t<T$ is a solution to the Ricci flow on a compact manifold $M^{n}$. Then $v\left(g_{i j}(t), T-t\right)$ is nondecreasing in $t$; moreover, the monotonicity is strict unless we are on a shrinking gradient soliton. In particular, any compact shrinking Ricci soliton is necessarily a gradient soliton.

Remark 3.3.1. Nader in [58] showed that if $\left(M^{n}, g\right)$ is a complete non-compact shrinking Ricci soliton with bounded curvature $|R m|<C$ with respect to some smooth vector field $V$, then there exists a smooth function $f$ on $M$ such that $\left(M^{n}, g\right)$ is a gradient soliton with $f$ as its potential function.

### 3.4 Ricci solitons and Ricci flow

In Section 1.7 we knew that Ricci soliton was a special solution to the Ricci flow.
To better understand the Ricci flow, we introduce the singularity models to the Ricci flow.

Definition 3.4.1. The maximal solution to the Ricci flow is defines as the solution to the Ricci flow that exists on a maximal time interval $[0, T)$ where $T \leqslant \infty$

Definition 3.4.2. Under the Ricci flow (1.35), Hamilton defined

$$
\begin{equation*}
K_{\max }(t)=\sup _{x \in M}|\operatorname{Rm}(x, t)|_{g(t)} \tag{3.33}
\end{equation*}
$$

According to Hamilton, one can classify maximal solutions into three types; every maximal solution is clearly of one and only one of the following three types:

$$
\begin{array}{cccl}
\text { Type I: } & T<+\infty & \text { and } & \sup (T-t) K_{\max }(t)<+\infty ; \\
\text { Type II(a): } & T<+\infty & \text { but } & \sup (T-t) K_{\max }(t)=+\infty ; \\
\text { Type II(b): } & T=+\infty & \text { but } & \sup t K_{\max }(t)=+\infty ; \\
\text { Type III: } & T=+\infty & \text { and } & \sup t K_{\max }(t)<+\infty \tag{3.34}
\end{array}
$$

For each type of the maximal solution, Hamilton defined a corresponding type of limiting singularity model.

Definition 3.4.3. A solution $g_{i j}(x, t)$ to the Ricci flow on the manifold $M$, where either $M$ is compact or at each time the metric $g_{i j}(\cdot, t)$ is complete and has bounded curvature, is
called a singularity model if it is not flat and of one of the following three types:
Type I: The solution exists for $t \in(-\infty, \Omega)$ for some $\Omega$ with $0<\Omega<\infty$ and

$$
|R m| \leqslant \frac{\Omega}{\Omega-t}
$$

everywhere with equality somewhere at $t=0$;
Type II: The solution exists for $t \in(-\infty,+\infty)$ and

$$
|R m| \leqslant 1
$$

everywhere with equality somewhere at $t=0$;
Type III: The solution exists for $t \in(-A,+\infty)$ for some constant $A$ with $0<A<\infty$ and

$$
|R m| \leqslant \frac{A}{A+t}
$$

everywhere with equality somewhere at $t=0$.

There are a few known rigidity results about singularity model worth listing.
Theorem 3.4.1. (Hamilton [68]) For any complete maximal solution to the Ricci flow with bounded and non-negative curvature operator on a Riemannian manifold, or on a Kahler manifold with bounded and nonnegative holomorphic bisectional curvature, there exists a sequence of dilations which converges to a singular model.

For Type I solutions: the limit model exists for $t \in(-\infty, \Omega)$ with $0<\Omega<+\infty$ and has

$$
R \leqslant \frac{\Omega}{\Omega-t}
$$

everywhere with equality somewhere at $t=0$;
For Type II solutions: the limit model exists for $t \in(-\infty,+\infty)$ and has

$$
R \leqslant 1
$$

everywhere with equality somewhere at $t=0$;
For Type III solutions: the limit model exists for $t \in(-A,+\infty)$ with $0<A<+\infty$ and has

$$
R \leqslant \frac{A}{A+t}
$$

everywhere with equality somewhere at $t=0$.

For Type II or Type III singularities with non-negative curvature we have the following results.

Theorem 3.4.2. (Hamilton [46]) Any Type II singularity model of the Ricci flow with nonnegative curvature operator and positive Ricci curvature must be a steady Ricci soliton.

Theorem 3.4.3. (H-D Cao [71])
(a) Any Type II singularity model on a Kahler manifold with non-negative holomorphic bisectional curvature and positive Ricci curvature must be a steady Kahler-Ricci soliton;
(b) Any Type III singularity model on a Kahler manifold with non-negative holomorphic bisectional curvature and positive Ricci curvature must be a shrinking Kahler-Ricci soliton.

Theorem 3.4.4. (Chen-Zhu [45]) Any Type III singularity model of the Ricci flow with non-negative curvature operator and positive Ricci curvature must be an expanding Ricci soliton.

In [51] N. Sesum was able to show the following result.

Theorem 3.4.5. Let $M$ be a smooth, compact $n$-dimensional Riemannian manifold ( $n \geqslant 3$ ) and $g(\cdot, t)$ be a solution to the Ricci flow. Assume there is a constant $C$ so that $\sup _{M}|R(\cdot, t)| \leqslant$ $C$ for all $t \in[0, T)$ and $T<\infty$. Assume that at $T$ we have a Type II singularity and the norm of the curvature operator blows up. Then by suitable rescalings of our metrics, we get a Gaussian shrinker in the limit.

This result is later improved by $X$. Cao in [14].

Theorem 3.4.6. (X. Cao) Let $(M, g(t)), t \in[0, T)$ be a maximal solution to the Ricci flow with positive scalar curvature. Then we have one of the following:
(a) either $\lim _{\sup _{[0, T)}} R=\infty$,
(b) or $\lim \sup _{[0, T)} R<\infty$, then $\lim \sup _{[0, T)} \frac{|W|}{R}=\infty$. This must be a Type II maximal solution, furthermore, the dilation limit must be a complete Ricci-flat solution with max $|W|=$ 1.

### 3.5 Geometry of gradient Ricci solitons

In this section we introduce some known rigidity results to gradient Ricci solitons.
We start from gradient steady and expanding solitons.

Definition 3.5.1. Given any positive constant $\kappa>0$ and $r>0$, we say a solution to the Ricci flow is $\kappa$-noncollapsed at $\left(x_{0}, t_{0}\right)$ on the scale $r$ if it satisfies the following property: if $|R m|(x, t) \leqslant r^{-2}$ for all $(x, t) \in B_{t_{0}}\left(x_{0}, r\right) \times\left[t_{0}-r^{2}, t_{0}\right]$, then

$$
\begin{equation*}
\operatorname{vol}_{t_{0}}\left(B_{t_{0}}\left(x_{0}, r\right)\right) \geqslant \kappa r^{n} . \tag{3.35}
\end{equation*}
$$

Theorem 3.5.1. (Hamilton [68]) Suppose we have a complete non-compact gradient steady Ricci soliton $\left(M^{n}, g_{i j}\right)$ so that

$$
R_{i j}=\nabla_{i} \nabla_{j} f
$$

for some potential function $f$ on $M$. Assume the Ricci curvature operator is positive, and the scalar curvature $R$ attains its maximum $R_{\max }$ at a point $x_{0} \in M^{n}$. Then

$$
|\nabla f|^{2}+R=R_{\max }
$$

everywhere on $M^{n}$. Furthermore, the function $f$ is convex and attains its minimum at $x_{0}$.

In case of a complete gradient expanding soliton with nonnegative Ricci curvature, the potential function $f$ is a convex exhaustion function of quadratic growth. Hence we have

Theorem 3.5.2. (Hamilton [68]) Let $\left(M^{n}, g, f\right)$ be a gradient expanding soliton with $R c \geqslant$ 0 . Then $M^{n}$ is diffeomorphic to $\mathbb{R}^{n}$.

In the Kahler setting we have the following result.
Theorem 3.5.3. (Bryant [69] and Chau-Tam [70]) Suppose we have a complete noncompact gradient steady Kahler-Ricci soliton ( $X^{n}, g_{i j}$ ). Assume Ricci curvature is positive
$R c>0$, and the scalar curvature $R$ attains its maximum $R_{\max }$ at a point $x_{0} \in X^{n}$. Then $X^{n}$ is biholomorphic to the complex Euclidean space $\mathbb{C}^{n}$.

Theorem 3.5.4. (Chau-Tam [70]) Let $\left(X^{n}, g_{i j}\right)$ be a complete noncompact gradient expanding Kahler-Ricci soliton with non-negative Ricci curvature, then $X^{n}$ is biholomorphic to $\mathbb{C}^{n}$.

Theorem 3.5.5. (Hamilton [44]) The only complete steady Ricci soliton on a twodimensional manifold with bounded (scalar) curvature $R$ which attains its maximum $R_{\max }=1$ at an origin is the cigar soliton on the plane $\mathbb{R}^{2}$ with the metric

$$
d s^{2}=\frac{d x^{2}+d y^{2}}{1+x^{2}+y^{2}} .
$$

For $n \geqslant 3$, Perelman claimed that any complete non-compact $\kappa$-noncollapsed gradient steady soliton with bounded positive curvature must be the Bryant soliton. He also conjectured that any complete non-compact three-dimensional $\kappa$ noncollapsed ancient solution with bounded positive curvature is necessarily a Bryant soliton.

Now we are going to describe recent progress on gradient shrinking Ricci solitons.
Theorem 3.5.6. (Hamilton [43]) A complete shrinking Ricci soliton with bounded and non-negative curvature operator either has positive curvature operator everywhere or its universal cover splits as a product $N \times \mathbb{R}^{k}$, where $k \geqslant 1$ and $N$ is a shrinking soliton with positive curvature operator.

On the other hand, Hamilton $(n=3,4)$ and Bohm-Wilking $(n \geqslant 5)$ have the following result.

Theorem 3.5.7. (Hamilton [42], [43] and Bohm-Wilking [35]) Compact shrinking solitons with positive curvature operator are isometric to finite quotients of round spheres.

For dimension $n=3$, Perelman proved the following

Theorem 3.5.8. (Perelman [19]) There does not exist a three-dimensional complete noncompact $\kappa$-noncollapsed gradient shrinking soliton with bounded and positive sectional curvature.

In other words, a three-dimensional complete $\kappa$-noncollapsed gradient shrinking soliton with bounded and positive sectional curvature must be compact. Based on the above proposition, Perelman obtained the following important classification result.

Theorem 3.5.9. (Perelman [19]) Let $g(t)$ be a non-flat gradient shrinking soliton to the Ricci flow on a three-manifold $M^{3}$. Suppose $g(t)$ has bounded and nonnegative sectional curvature and is $\kappa$-noncollapsed on all scales for some $\kappa>0$. Then $(M, g(t))$ is one of the following:
(a) the round three-sphere $\mathbb{S}^{3}$, or one of its metric quotients;
(b) the round infinite cylinder $\mathbb{S}^{2} \times \mathbb{R}$, or its $\mathbb{Z}^{2}$ quotient.

Therefore the only three-dimensional complete non-compact $\kappa$-noncollapsed gradient shrinking soliton with bounded and nonnegative sectional curvature are either $\mathbb{S}^{2} \times \mathbb{R}$ or $\mathbb{R}^{3}$.

In the past decades of years, there has been a lot of attempts to improve and generalize the above results of Perelman. We list the following results.

Theorem 3.5.10. (Ni-Wallach for dimension 3 [72]) Any 3-dimensional complete noncompact non-flat gradient shrinking soliton with nonnegative Ricci curvature Rc $\geqslant 0$ and with $|\operatorname{Rm}|(x) \leqslant C e^{a r(x)}$ must be a quotient of the round cylinder $\mathbb{S}^{2} \times \mathbb{R}$.

This result is improved by the following results.

Theorem 3.5.11. (Cao-Chen-Zhu [73]) Let $\left(M^{3}, g\right)$ be a 3-dimensional complete noncompact non-flat shrinking gradient soliton. Then $\left(M^{3}, g\right)$ is a quotient of the round cylinder $\mathbb{S}^{2} \times \mathbb{R}$.

Theorem 3.5.12. (Naber [58]) Any 4-dimensional complete noncompact shrinking Ricci soliton with bounded and nonnegative curvature operator is isometric to either $\mathbb{R}^{4}$, or a finite quotient of $\mathbb{S}^{3} \times \mathbb{R}$ or $\mathbb{S}^{2} \times \mathbb{R}^{2}$.

For high dimensions, we have the following results.

Theorem 3.5.13. (Ni-Wallach in high dimensions [72]) Let $\left(M^{n}, g\right)$ be a complete, locally conformally flat gradient shrinking soliton with nonnegative Ricci curvature. Assume that

$$
|R m|(x) \leqslant C e^{a(r(x)+1)}
$$

for some constant $a>0$, where $r(x)$ is the distance function to some origin. Then its universal cover is $\mathbb{R}^{n}, \mathbb{S}^{n}$ or $\mathbb{S}^{n-1} \times \mathbb{R}$.

Theorem 3.5.14. (Petersen-Wylie) Let $\left(M^{n}, g\right)$ be a complete gradient shrinking Ricci soliton with potential function $f$. Assume the Weyl tensor $W=0$ and

$$
\int_{M}|R c|^{2} e^{-f} d v o l<\infty
$$

then $\left(M^{n}, g\right)$ is a finite quotient of $\mathbb{R}^{n}, \mathbb{S}^{n}$ or $\mathbb{S}^{n-1} \times \mathbb{R}$.

In the meanwhile, Z-H. Zhang improved Theorem 3.5.13 and 3.5.14 by removing all curvature bound assumptions.

Theorem 3.5.15. (Z-H Zhang) Any complete gradient shrinking soliton with vanishing Weyl tensor must be a finite quotients of $\mathbb{R}^{n}, \mathbb{S}^{n}$ or $\mathbb{S}^{n-1} \times \mathbb{R}$.

Finally we'd like to introduce the Weitzenbock formula by Cao and Tran in [5], which is a new but very powerful tool to study the geometry of high dimensional Ricci solitons.

Theorem 3.5.16. Let $(M, g, f, \lambda)$ be a four-dimensional gradient Ricci soliton, then we have the following Bochner-Weitzenbock formula:

$$
\begin{align*}
\Delta_{f}\left|W^{+}\right|^{2} & =2\left|\nabla W^{+}\right|^{2}+4 \lambda\left|W^{+}\right|^{2}-36 \text { det } W^{+}-\left\langle R c \circ R c, W^{+}\right\rangle \\
& =2\left|\nabla W^{+}\right|^{2}+4 \lambda\left|W^{+}\right|^{2}-36 \text { det } W^{+}-\left\langle\text {Hess } f \circ \text { Hessf }, W^{+}\right\rangle \tag{3.36}
\end{align*}
$$

In [9], J-Y Wu, P. Wu and W. Wylie was able to improve Z-H Zhang's result via using Theorem 3.5.16.

Theorem 3.5.17. A four-dimensional gradient shrinking Ricci soliton with $\delta W^{ \pm}=0$ is either Einstein, or a finite quotient of $\mathbb{R}^{4}, \mathbb{S}^{3} \times \mathbb{R}$ or $\mathbb{S}^{2} \times \mathbb{R}^{2}$.

### 3.6 Main results

In this section we are going to present the main result for this chapter. Recall the definition of weighted Yamabe invariant defined in Section 1.7. For this section we take $m=1$ and $\phi=f$ which is the potential function of the soliton equation in (1.54).

Definition 3.6.1. Let $\widetilde{R}=R+2 \Delta f-2|\nabla f|^{2}$ be the weighted scalar curvature and

$$
Y=\inf _{u>0} \frac{\left[\int|\nabla u|^{2} e^{-f}+\frac{n-1}{4 n} \int\left(R+2 \Delta f-2|\nabla f|^{2}\right) u^{2} e^{-f}\right]\left(\int u^{\left.\frac{2 n}{n-1}\right)^{\frac{2}{n}}}\right.}{\int u^{\frac{2(n+1)}{n-1}} e^{-f}}
$$

be the weighted Yamabe invariant for the n-dimensional gradient shrinking Ricci soliton $\left(M^{n}, g\right)$ with soliton equation $R c+\nabla^{2} f=g$. The weighted conformal Laplacian is defined as $L_{f}^{m}:=-\Delta_{f}+\frac{m+n-2}{4(m+n-1)} R_{f}^{m}$ where $R_{f}^{m}$ is defined in (1.51).

Theorem 3.6.1. For $n$-dimensional compact gradient shrinking Ricci solitons ( $M^{n}, g$ ) where $n=4,5,7,8$ with soliton equation $R c+\nabla^{2} f=g$, if

$$
Y>\sqrt{\frac{(n-2)(n-1)^{3}}{32}}\left\||W|+\sqrt{\frac{8}{n(n-2)}}|E|-k(n)|\nabla f|^{2}\right\|_{\frac{n+1}{2}}\left(\int e^{(n+1) f}\right)^{\frac{2}{n(n+1)}},
$$

where $k(n)=\frac{2\left(n^{3}-4 n^{2}+5 n-18\right) \sqrt{n-1}}{n^{2}\left(n^{2}-2 n-7\right) \sqrt{2(n-2)}}$ and all integrals are with respect to the measure $d \bar{\mu}=$ $e^{-f} d \mu$. Then $\left(M^{n}, g\right)$ is isometric to the round sphere $\left(S^{n}, g_{\text {round }}\right)$.

To prove this theorem, we need the following lemmas.

Lemma 3.6.2. Let $\left(M^{n}, g\right)$ be a gradient Ricci soliton with soliton equation $R c+\nabla^{2} f=g$, then

$$
\frac{1}{2} \Delta_{f}|E|^{2}=|\nabla E|^{2}+2|E|^{2}-2 W_{i j k l} E_{i k} E_{j l}+\frac{4}{n-2} E_{i j} E_{j k} E_{i k}-\frac{2(n-2)}{n(n-1)} R|E|^{2}
$$

where E denotes the traceless Ricci tensor.

Proof. See computation from [2].
Lemma 3.6.3. For every $n$-dimensional Riemannian manifold,

$$
\left|-W_{i j k l} E_{i k} E_{j l}+\frac{2}{n-2} E_{i j} E_{j k} E_{i k}\right| \leqslant \sqrt{\frac{n-2}{2(n-1)}}\left(|W|^{2}+\frac{8}{n(n-2)}|E|^{2}\right)^{\frac{1}{2}}|E|^{2}
$$

Proof. First of all we have

$$
\begin{gathered}
(E \circ g)_{i j k l}=E_{i k} g_{j l}-E_{i l} g_{j k}+E_{j l} g_{i k}-E_{j k} g_{i l} \\
(E \circ E)_{i j k l}=2\left(E_{i k} E_{j l}-E_{i l} E_{j k}\right) .
\end{gathered}
$$

By some simple computation we have

$$
\begin{gathered}
W_{i j k l} E_{i k} E_{j l}=\frac{1}{4} W_{i j k l}(E \circ E)_{i j k l} \\
E_{i j} E_{j k} E_{i k}=-\frac{1}{8}(E \circ g)_{i j k l}(E \circ E)_{i j k l} .
\end{gathered}
$$

Therefore we get the following identity

$$
-W_{i j k l} E_{i k} E_{j l}+\frac{2}{n-2} E_{i j} E_{j k} E_{i k}=-\frac{1}{4}\left(W+\frac{1}{n-2} E \circ g\right)_{i j k l}(E \circ E)_{i j k l} .
$$

Now that $E \circ E$ has the same symmetries as the Riemann tensor, it can be decomposed orthogonally as

$$
E \circ E=T \oplus V \oplus U
$$

where $T$ is trace-free and

$$
\begin{gathered}
V_{i j k l}=-\frac{2}{n-2}\left(E^{2} \circ g\right)_{i j k l}+\frac{2}{n(n-2)}|E|^{2}(E \circ E)_{i j k l} \\
U_{i j k l}=-\frac{1}{n(n-1)}|E|^{2}(g \circ g)_{i j k l},
\end{gathered}
$$

where $\left(E^{2}\right)_{i j}=E_{i p} E_{j p}$. Taking the squared norm we obtain

$$
\begin{gathered}
|E \circ E|^{2}=8|E|^{4}-8\left|E^{2}\right|^{2} \\
|V|^{2}=\frac{16}{n-2}\left|E^{2}\right|^{2}-\frac{16}{n(n-2)}|E|^{4} \\
|U|^{2}=\frac{8}{n(n-1)}|E|^{4} .
\end{gathered}
$$

In particular, we have

$$
|T|^{2}+\frac{n}{2}|V|^{2}=|E \circ E|^{2}+\frac{n-2}{2}|V|^{2}-|U|^{2}=\frac{8(n-2)}{n-1}|E|^{4} .
$$

Now use the fact that $W$ and $T$ are trace-free and the Cauchy-Schwarz inequality we obtain

$$
\begin{gathered}
\quad\left|\left(W+\frac{1}{n-2} E \circ g\right)_{i j k l}(E \circ E)_{i j k l}\right|^{2} \\
=\left|\left(W+\frac{1}{n-2} E \circ g\right)_{i j k l}(T+V)_{i j k l}\right|^{2} \\
=\left|\left(W+\frac{\sqrt{2}}{\sqrt{n}(n-2)} E \circ g\right)_{i j k l}\left(T+\sqrt{\frac{n}{2}} V\right)_{i j k l}\right|^{2} \\
\leqslant \\
\left|\left(W+\frac{\sqrt{2}}{\sqrt{n}(n-2)} E \circ g\right)\right|^{2}\left(|T|^{2}+\frac{n}{2}|V|^{2}\right) \\
=\frac{8(n-2)}{n-1}\left(|W|^{2}+\frac{8}{n(n-2)}|E|^{2}\right)|E|^{4} .
\end{gathered}
$$

This concludes the proof.

To make further computation, we need that the weighted Yamabe invariant is positive, which is guaranteed by the follow lemma.

Lemma 3.6.4. The Yamabe invariant is always positive if $\left(M^{n}, g\right)$ is a compact shrinking Ricci soliton.

Proof. Since $M^{n}$ is a compact shrinking Ricci soliton, we have $R>0$.
Therefore the first eigenvalue of $-\Delta+\frac{R}{4}$ is positive.
Hence the first eigenvalue of the weighted Laplacian when $m=\infty$ is positive.
Suppose to the contrary that the $m=1$ weighted Yamabe constant is nonpositive. By [4. Proposition 3.5], the first eigenvalue of $m=1$ weighted conformal Laplacian $\lambda_{1}\left(L_{f}^{1}\right)$ has the same sign as the weighted Yamabe invariant, therefore it is nonpositive.

By considering [4. (3.4)] that

$$
\frac{(m+k+n-1)(m+n-2)}{(m+k+n-2)(m+n-1)}\left(L_{f}^{m+k} w, w\right) \leqslant\left(L_{f}^{m} w, w\right)
$$

for all $w \in W^{1,2}(M)$. We can conclude that the first eigenvalue of the $m=k$ weighted conformal Laplacian is nonpositive, $\forall k \in N$.

Thus, there is a smooth function $u$ such that

$$
\left(L_{f}^{m} u, u\right)<0
$$

for all $m>1$, where the left-hand side denotes the $L^{2}$-inner product with respect to the measure $v^{m} d v o l=e^{-\phi} d v o l$.

Taking the limit as $m$ tends to infinity yields $\left(L_{f}^{\infty} u, u\right)<0$, contradicting the fact that the first eigenvalue of the $m=\infty$ weighted conformal Laplacian is positive.

Now we are going to introduce the last computational lemma before we prove the main theorem.

Lemma 3.6.5. Under the assumption of Theorem 3.6.1, $\left(M^{n}, g\right)$ is Einstein.

Proof. Since $M$ is compact, we have

$$
\int \Delta_{f}|E|^{2} e^{-f}=0
$$

By Lemma 3.6.2 and Lemma 3.6.3, we have

$$
\begin{gathered}
0 \geqslant \int|\nabla E|^{2} e^{-f}+2 \int|E|^{2} e^{-f}-\sqrt{\frac{2(n-2)}{n-1}} \int\left(|W|^{2}+\frac{8}{n(n-2)}|E|^{2}\right)^{\frac{1}{2}}|E|^{2} e^{-f} \\
-\frac{2(n-2)}{n(n-1)} \int R|E|^{2} e^{-f}
\end{gathered}
$$

By the soliton equation we have

$$
R+\Delta f=n
$$

which implies

$$
2=\frac{2}{n} R+\frac{2}{n} \Delta f .
$$

Therefore we get

$$
2 \int|E|^{2} e^{-f}=\frac{2}{n} \int R|E|^{2} e^{-f}+\frac{2}{n} \int \Delta f|E|^{2} e^{-f} .
$$

By Kato's inequality

$$
|\nabla E|^{2} \geqslant\left.|\nabla| E\right|^{2}
$$

we have

$$
0 \geqslant\left.\int|\nabla| E\right|^{2} e^{-f}+2 \int|E|^{2} e^{-f}-\sqrt{\frac{2(n-2)}{n-1}} \int\left(|W|^{2}+\frac{8}{n(n-2)}|E|^{2}\right)^{\frac{1}{2}}|E|^{2} e^{-f}
$$

$$
\begin{gathered}
-\frac{2(n-2)}{n(n-1)} \int R|E|^{2} e^{-f} \\
=\left.\int|\nabla| E\right|^{2} e^{-f}+\frac{2}{n(n-1)} \int R|E|^{2} e^{-f}+\frac{2}{n} \int \Delta f|E|^{2} e^{-f} \\
\quad-\sqrt{\frac{2(n-2)}{n-1}} \int\left(|W|^{2}+\frac{8}{n(n-2)}|E|^{2}\right)^{\frac{1}{2}}|E|^{2} e^{-f} \\
=\frac{8}{(n-1)^{2}}\left[\left.\int|\nabla| E\right|^{2} e^{-f}+\frac{n-1}{4 n} \int\left(R+2 \Delta f-2|\nabla f|^{2}|E|^{2} e^{-f}\right)\right] \\
+\left.\left(1-\frac{8}{(n-1)^{2}}\right) \int|\nabla| E\right|^{2} e^{-f}+\frac{2(n-3)}{n(n-1)} \int \Delta f|E|^{2} e^{-f}+\frac{4}{n(n-1)} \int|\nabla f|^{2}|E|^{2} e^{-f} \\
\quad-\sqrt{\frac{2(n-2)}{n-1}} \int\left(|W|^{2}+\frac{8}{n(n-2)}|E|^{2}\right)^{\frac{1}{2}}|E|^{2} e^{-f} .
\end{gathered}
$$

Let $A=\frac{8}{(n-1)^{2}}\left[\int|\nabla| E \|^{2} e^{-f}+\frac{n-1}{4 n} \int\left(R+2 \Delta f-2|\nabla f|^{2}|E|^{2} e^{-f}\right)\right]$, we have

$$
\begin{gathered}
0 \geqslant A+\left.\left(1-\frac{8}{(n-1)^{2}}\right) \int|\nabla| E\right|^{2} e^{-f}+\frac{2(n-3)}{n(n-1)} \int \Delta f|E|^{2} e^{-f}+\frac{4}{n(n-1)} \int|\nabla f|^{2}|E|^{2} e^{-f} \\
-\sqrt{\frac{2(n-2)}{n-1}} \int\left(|W|^{2}+\frac{8}{n(n-2)}|E|^{2}\right)^{\frac{1}{2}}|E|^{2} e^{-f}
\end{gathered}
$$

Using integration by parts we know

$$
\int \Delta f|E|^{2} e^{-f}=-2 \int \nabla f \nabla|E||E| e^{-f}+\int|\nabla f|^{2}|E|^{2} e^{-f}
$$

Therefore

$$
0 \geqslant A+B-\sqrt{\frac{2(n-2)}{n-1}} \int\left(|W|^{2}+\frac{8}{n(n-2)}|E|^{2}\right)^{\frac{1}{2}}|E|^{2} e^{-f}
$$

where

$$
\begin{gathered}
B=\left(1-\frac{8}{(n-1)^{2}}\right) \int|\nabla| E\left\|^{2} e^{-f}-\frac{4(n-3)}{n(n-1)} \int \nabla f \nabla|E \| E| e^{-f}+\frac{2}{n} \int|\nabla f|^{2}|E|^{2} e^{-f}\right. \\
=D+\frac{2\left(n^{3}-4 n^{2}+5 n-18\right)}{n^{2}\left(n^{2}-2 n-7\right)} \int|\nabla f|^{2}|E|^{2} e^{-f}
\end{gathered}
$$

where
$D=\left(1-\frac{8}{(n-1)^{2}}\right) \int|\nabla| E \|^{2} e^{-f}-\frac{4(n-3)}{n(n-1)} \int \nabla f \nabla|E||E| e^{-f}+\frac{4(n-3)^{2}}{n^{2}\left(n^{2}-2 n-7\right)} \int|\nabla f|^{2}|E|^{2} e^{-f}$.
By Holder's inequality we know $D \geqslant 0$, therefore $B \geqslant \frac{2\left(n^{3}-4 n^{2}+5 n-18\right)}{n^{2}\left(n^{2}-2 n-7\right)} \int|\nabla f|^{2}|E|^{2} e^{-f}$.
Hence
$0 \geqslant A+\frac{2\left(n^{3}-4 n^{2}+5 n-18\right)}{n^{2}\left(n^{2}-2 n-7\right)} \int|\nabla f|^{2}|E|^{2} e^{-f}-\sqrt{\frac{2(n-2)}{n-1}} \int\left(|W|+\sqrt{\frac{8}{n(n-2)}}|E|\right)|E|^{2} e^{-f}$

$$
=A-\sqrt{\frac{2(n-2)}{n-1}} \int\left(|W|+\sqrt{\frac{8}{n(n-2)}}|E|-k(n)|\nabla f|^{2}\right)|E|^{2} e^{-f} .
$$

Let $C=\int\left(|W|+\sqrt{\frac{8}{n(n-2)}}|E|-k(n)|\nabla f|^{2}\right)|E|^{2} e^{-f}$, so till now we've shown

$$
0 \geqslant A-\sqrt{\frac{2(n-2)}{n-1}} C
$$

Now we are going to show that under the assumption of Theorem 3.6.1 we actually have $A-\sqrt{\frac{2(n-2)}{n-1}} C>0$.
Since $0 \geqslant A-\sqrt{\frac{2(n-2)}{n-1}} C$, multiply by $\left(\int|E|^{\frac{2 n}{n-1}}\right)^{\frac{2}{n}}$ to both sides we have

$$
\begin{aligned}
& 0 \geq A\left(\int|E|^{\frac{2 n}{n-1}}\right)^{\frac{2}{n}}-\sqrt{\frac{2(n-2)}{n-1}} C\left(\int|E|^{\frac{2 n}{n-1}}\right)^{\frac{2}{n}} \\
\geqslant & \frac{8}{(n-1)^{2}} Y \int|E|^{\frac{2(n+1)}{n-1}} e^{-f}-\sqrt{\frac{2(n-2)}{n-1}} C\left(\int|E|^{\frac{2 n}{n-1}}\right)^{\frac{2}{n}}
\end{aligned}
$$

by the definition of $Y$.
By Holder's inequality, we have

$$
\int|E|^{\frac{2 n}{n-1}} \leqslant\left(\int|E|^{\frac{2(n+1)}{n-1}} e^{-f}\right)^{\frac{n}{n+1}}\left(\int e^{n f}\right)^{\frac{1}{n+1}},
$$

which implies

$$
\left(\int|E|^{\frac{2 n}{n-1}}\right)^{\frac{2}{n}} \leqslant\left(\int|E|^{\frac{2(n+1)}{n-1}} e^{-f}\right)^{\frac{2}{n+1}}\left(\int e^{n f}\right)^{\frac{2}{n(n+1)}}
$$

Therefore

$$
0 \geqslant \frac{8}{(n-1)^{2}} Y\left(\int|E|^{\frac{2(n+1)}{n-1}} e^{-f}\right)^{\frac{n-1}{n+1}}\left(\int e^{n f}\right)^{-\frac{2}{n(n+1)}}-\sqrt{\frac{2(n-2)}{n-1}} C .
$$

It suffices to show

$$
\frac{8}{(n-1)^{2}} Y\left(\int|E|^{\frac{2(n+1)}{n-1}} e^{-f}\right)^{\frac{n-1}{n+1}}\left(\int e^{n f}\right)^{-\frac{2}{n(n+1)}}-\sqrt{\frac{2(n-2)}{n-1}} C>0 .
$$

Let $g=|W|+\sqrt{\frac{8}{n(n-2)}}|E|-k(n)|\nabla f|^{2}$.
By Holder's inequality we have

$$
\begin{gathered}
C=\int g|E|^{2} e^{-f} \\
\leqslant\left(\int g^{\frac{n+1}{2}} e^{-f}\right)^{\frac{2}{n+1}}\left(|E|^{\frac{2(n+1)}{n-1}} e^{-f}\right)^{\frac{n-1}{n+1}} .
\end{gathered}
$$

It suffices to show

$$
\begin{aligned}
Y & >\sqrt{\frac{(n-2)(n-1)^{3}}{32}}\left(\int g^{\frac{n+1}{2}} e^{-f}\right)^{\frac{2}{n+1}}\left(\int e^{n f}\right)^{\frac{2}{n(n+1)}}, \\
& =\sqrt{\frac{(n-2)(n-1)^{3}}{32}}\|g\|_{\frac{n+1}{2}}\left(\int e^{(n+1) f d \bar{\mu}}\right)^{\frac{2}{n(n+1)}},
\end{aligned}
$$

which by the assumption is true.
Therefore $|E| \equiv 0,\left(M^{n}, g\right)$ is Einstein.

Now we are going to prove Theorem 3.6.1.

Proof. By Lemma 3.6 .5 we know that $\left(M^{n}, g\right)$ is Einstein under the assumption.
Now we are going to show it's actually a round sphere.
Since $\left(M^{n}, g\right)$ is Einstein, the assumption of Theorem 1 changes to

$$
Y>\sqrt{\frac{(n-2)(n-1)^{3}}{32}}\| \| W \|_{\frac{n+1}{2}} \operatorname{vol} l^{\frac{2}{n+1}} .
$$

Compare the coefficients of $Y$ with Theorem 2.6.2, we have

$$
\sqrt{\frac{(n-2)(n-1)^{3}}{32}}>2 C(n)
$$

when $n=4,5,7,8$.
This means when $n=4,5,7,8$ we have

$$
Y>2 C(n)\||W|-R D(n)\|_{\frac{n+1}{2}} v^{\frac{2}{l^{n(n+1)}}} .
$$

So by Theorem $2,\left(M^{n}, g\right)$ is isometric to $\left(S^{n}, g_{\text {round }}\right)$. This completes the proof of Theorem 3.6.1.

## CHAPTER 4

## INTEGRAL WEITZENBOCK FORMULA

We've introduced the Weitzenbock formulas for 4-dimensional Einstein manifolds and Ricci solitons in Chapter 2 and Chapter 3 respectively. In this chapter we are going to give an integral version of Weitzenbock formula for compact shrinking Ricci solitons.

### 4.1 Framework approach

Since we have the curvature decomposition from Section 1.3, in this chapter we will express the interior product $i_{\nabla f}$ and the divergence on each curvature component as linear combinations of four operators $P, Q, M, N$. The geometry of each operator gives us some information about the original manifold.

Let $\left(M^{n}, g\right)$ be an $n$-dimensional oriented Riemannian manifold. Using the pointwisely induced inner product, any anti-symmetric (2,0)-tensor $\alpha$ can be written as an operator on the tangent space by

$$
\alpha(X, Y)=\langle-\alpha(X), Y\rangle=\langle X, \alpha(Y)\rangle=\langle\alpha, X \wedge Y\rangle .
$$

In particular, a bi-vector acts on a vector $X$ as follows

$$
(U \wedge V) X=\langle V, X\rangle U-\langle U, X\rangle V
$$

Similarly, any symmetric (2,0)-tensor $b$ can be written as an operator on the tangent space

$$
b(X, Y)=\langle b(X), Y\rangle=\langle X, b(Y)\rangle=\langle b, X \wedge Y\rangle .
$$

Therefore, when $b$ is viewed as a 1-form, $d_{\nabla} b$ denotes the exterior derivative. Then

$$
\left(d_{\nabla} b\right)(X, Y, Z)=\nabla_{X} b(Y, Z)-\nabla_{Y} b(X, Z) .
$$

Now we can define the fundamental tensors of our interest here, via a local frame and then using the operator language. We now assume $\alpha \in \Lambda^{2}(T M), X, Y, Z \in T M$, and $\left\{e_{i}\right\}_{i=1}^{n}$ to be a local orthonormal frame on a gradient Ricci soliton ( $M^{n}, g, f, \lambda$ ).

### 4.2 Integral Weitzenbock formula

In Theorem 3.5.16 we introduced the Weitzenbock formula for Ricci solitons. Now we are going to prove the integral Weitzenbock formula. To show this, we need the following definitions and lemmas.

Definition 4.2.1. The tensors $P, Q, M, N: \Lambda^{2} T M \otimes T M \rightarrow \mathbb{R}$ are defined as:

$$
\begin{gather*}
P_{i j k}=\nabla_{i} R_{j k}-\nabla_{j} R_{i k}=\nabla_{j} f_{i k}-\nabla_{i} f_{j k}=R_{j i k p} \nabla^{p} f,  \tag{4.1}\\
P(X \wedge Y, Z)=-R(X, Y, Z, \nabla f)=\left(d_{\nabla} R c\right)(X, Y, Z)=\delta R m(Z, X, Y), \\
P(\alpha, Z)=R(\alpha, \nabla f \wedge Z)=\delta R m(Z, \alpha) ; \\
Q_{i j k}=g_{k i} \nabla_{j} R-g_{k j} \nabla_{i} R=2\left(g_{i k} R_{j p}-g_{j k} R_{i p}\right) \nabla^{p} f, \tag{4.2}
\end{gather*}
$$

$$
\begin{gather*}
Q(X \wedge Y, Z)=2 g(X, Z) R c(Y, \nabla f)-2 g(Y, Z) R c(X, \nabla f), \\
Q(\alpha, Z)=-2 R c(\alpha(Z), \nabla f)=-2 g(\alpha(Z), R c(\nabla f)) ; \\
M_{i j k}=R_{k j} \nabla_{i} f-R_{k i} \nabla_{j} f,  \tag{4.3}\\
M(X \wedge Y, Z)=R c(Y, Z) \nabla_{X} f-R c(X, Z) \nabla_{Y} f=-R c((X \wedge Y) \nabla f, Z), \\
M(\alpha, Z)=-R c(\alpha(\nabla f), Z)=-g(\alpha \nabla f, R c(Z)) ; \\
N_{i j k}=g_{k j} \nabla_{i} f-g_{k i} \nabla_{j} f  \tag{4.4}\\
N(X \wedge Y, Z)=g(Y, Z) \nabla_{X} f-g(X, Z) \nabla_{Y} f=g((X \wedge Y) Z, \nabla f), \\
N(\alpha, Z)=g(\alpha Z, \nabla f)=-\alpha(Z, \nabla f) .
\end{gather*}
$$

Remark 4.2.1. The tensors $P^{ \pm}, Q^{ \pm}, M^{ \pm}, N^{ \pm}: \Lambda^{2 \pm} T M \otimes T M \rightarrow R$ are defined by restricting $\alpha \in \Lambda^{2 \pm} T M$. They can be seen as operators on $\Lambda^{2}$ by standard projection.

Remark 4.2.2. Before further computation, let us remark on the essence of these operators. $P \equiv 0$ if and only if the curvature is harmonic; $Q \equiv 0$ if and only if the scalar curvature is constant; $M \equiv 0$ if and only if either $\nabla f=0$ or Rc vanishes on the orthogonal complement of $\nabla f$; finally $N \equiv 0$ if and only if the potential function $f$ is constant.

Using the framework above, the interior product $i_{\nabla f}$ on components of the curvature tensor can be represented as follows. The computational lemmas can be found in [5]. Again the Einstein summation convention is used.

Lemma 4.2.1. Let $(M, g, f, \lambda)$ be a gradient Ricci soliton, $P, Q, M, N$ as in Definition 4.2.1. In a local orthonormal frame, we have

$$
\begin{equation*}
R_{i j k p} \nabla^{p} f=R\left(e_{i}, e_{j}, e_{k}, \nabla f\right)=-P_{i j k}=\nabla^{p} R_{i j k p}=\delta R m\left(e_{k}, e_{i}, e_{j}\right), \tag{4.5}
\end{equation*}
$$

$$
\begin{gather*}
(g \circ g)_{i j k p} \nabla^{p} f=(g \circ g)\left(e_{i}, e_{j}, e_{k}, \nabla f\right)=-2 N_{i j k},  \tag{4.6}\\
(R c \circ g)_{i j k p} \nabla^{p} f=(R c \circ g)\left(e_{i}, e_{j}, e_{k}, \nabla f\right)=\frac{1}{2} Q_{i j k}-M_{i j k},  \tag{4.7}\\
H_{i j k p} \nabla^{p} f=H\left(e_{i}, e_{j}, e_{k}, \nabla f\right)=M_{i j k}-\frac{1}{2} Q_{i j k}-2 \lambda N_{i j k},  \tag{4.8}\\
W_{i j k p} \nabla^{p} f=W\left(e_{i}, e_{j}, e_{k}, \nabla f\right)=-P_{i j k}-\frac{Q_{i j k}}{2(n-2)}+\frac{M_{i j k}}{n-2}-\frac{R N_{i j k}}{(n-1)(n-2)} \tag{4.9}
\end{gather*}
$$

where $H=H e s s f \circ g$.

Proof. For the first formula, we can just apply the soliton equation and Bianchi identities.

For the second formula, we have

$$
\begin{gathered}
(g \circ g)_{i j k p} \nabla^{p} f=2\left(g_{i k} g_{j p}-g_{i p} g_{j k}\right) \nabla^{p} f \\
=2 g_{i k} \nabla_{j} f-2 g_{j k} \nabla_{i} f=-2 N_{i j k} .
\end{gathered}
$$

For the third formula, we again use the definition of Kulkarni-Nomizu product to compute

$$
\begin{gathered}
(R c \circ g)_{i j k p} \nabla^{p} f=\left(R_{i k} g_{j p}+R_{j p} g_{i k}-R_{i p} g_{j k}-R_{j k} g_{i p}\right) \nabla^{p} f \\
=R_{i k} \nabla_{j} f+\frac{1}{2}\left(g_{i k} \nabla_{j} R-g_{j k} \nabla_{i} R\right)-R_{j k} \nabla_{i} f \\
=\frac{1}{2} Q_{i j k}-M_{i j k}
\end{gathered}
$$

For the fourth formula, we need to use the soliton equation $R_{i j}+(\text { Hessf })_{i j}=\lambda g_{i j}$. Then the result is a combination of the second and third formula.

For the last formula, it comes from the curvature decomposition (1.14).

We need to use another computational lemma from [5] to derive our main result.

Lemma 4.2.2. Let $(M, g, f, \lambda)$ be a gradient Ricci soliton, for $P, Q, M, N$ as above, in a local orthonormal frame we have

$$
\begin{gather*}
\nabla^{p} R_{i j k p}=-P_{i j k},  \tag{4.10}\\
\nabla^{p}(R g \circ g)_{i j k p}=2 Q_{i j k},  \tag{4.11}\\
\nabla^{p}(R c \circ g)_{i j k p}=-\nabla^{p} H_{i j k p}=-P_{i j k}+\frac{1}{2} Q_{i j k},  \tag{4.12}\\
\nabla^{p} W_{i j k p}=-\frac{n-3}{n-2} P_{i j k}-\frac{n-3}{2(n-1)(n-2)} Q_{i j k}:=-\frac{n-3}{n-2} C_{i j k} . \tag{4.13}
\end{gather*}
$$

Proof. The first formula comes from the second Bianchi identity.
For the second formula, we have

$$
\begin{gathered}
\nabla^{p}(R g \circ g)=2 \nabla^{p}\left(R g_{i k} g_{j p}-R g_{i p} g_{j k}\right) \\
=2 g_{i k} g_{j p} \nabla^{p} R-2 g_{j k} g_{i p} \nabla^{p} R \\
=2 g_{i k} \nabla_{j} R-2 g_{j k} \nabla_{i} R=2 Q_{i j k} .
\end{gathered}
$$

For the third formula, we have

$$
\begin{gathered}
\nabla^{p}(R c \circ g)_{i j k p}=\nabla^{p}\left(R_{i k} g_{j p}+R_{j p} g_{i k}-R_{i p} g_{j k}-R_{j k} g_{i p}\right) \\
=g_{j p} \nabla^{p} R_{i k}+g_{i k} \nabla^{p} R_{j p}-g_{j k} \nabla^{p} R_{i p}-g_{i p} \nabla^{p} R_{j k} \\
=\nabla_{j} R_{i k}+\frac{1}{2}\left(g_{i k} \nabla_{j} R-g_{j k} \nabla_{i} R\right)-\nabla_{i} R_{j k} \\
=-P_{i j k}+\frac{1}{2} Q_{i j k}
\end{gathered}
$$

For the last one formula, we again use formula (1.14) to get the result.

Remark 4.2.3. By the standard projection, we have

$$
\begin{gathered}
(\delta W)^{ \pm}=\delta\left(W^{ \pm}\right) \\
\left(i_{\nabla f} W\right)^{ \pm}=i_{\nabla f} W^{ \pm}
\end{gathered}
$$

the identities above hold if we replace $W, P, Q, M, N$ by $W^{ \pm}, P^{ \pm}, Q^{ \pm}, M^{ \pm}, N^{ \pm}$respectively.

The last computational lemma we need before deriving the main result is the following lemma in [5].

Lemma 4.2.3. Let $(M, g, f, \lambda)$ be a gradient shrinking Ricci soliton, then we have:

$$
\begin{gather*}
2\langle P, Q\rangle=-|\nabla R|^{2},  \tag{4.14}\\
2\langle P, N\rangle=\langle\nabla f, \nabla R\rangle,  \tag{4.15}\\
2\langle Q, Q\rangle=2(n-1)|\nabla R|^{2},  \tag{4.16}\\
2\langle M, M\rangle=2|R c|^{2}|\nabla f|^{2}-\frac{1}{2}|\nabla R|^{2},  \tag{4.17}\\
2\langle N, N\rangle=2(n-1)|\nabla f|^{2},  \tag{4.18}\\
2\langle Q, M\rangle=|\nabla R|^{2}-2 R\langle\nabla f, \nabla R\rangle,  \tag{4.19}\\
2\langle Q, N\rangle=-2(n-1)\langle\nabla f, \nabla R\rangle,  \tag{4.20}\\
2\langle M, N\rangle=2 R|\nabla f|^{2}-\langle\nabla f, \nabla R\rangle, \tag{4.21}
\end{gather*}
$$

Furthermore, if $M$ is closed, then

$$
\begin{equation*}
\int_{M} 2\langle P, P\rangle e^{-f}=\int_{M}|\nabla R c|^{2} e^{-f} \tag{4.22}
\end{equation*}
$$

Proof. For the first formula,

$$
\begin{gathered}
2\langle P, Q\rangle=P_{i j k} Q_{i j k} \\
=\left(\nabla_{i} R_{j k}-\nabla_{j} R_{i k}\right)\left(g_{i k} \nabla_{j} R-g_{j k} \nabla_{i} R\right) \\
=\nabla_{i} R_{j k} g_{i k} \nabla_{j} R-\nabla_{j} R_{i k} g_{i k} \nabla_{j} R \\
-g_{k j} \nabla_{i} R_{j k} \nabla_{i} R+\nabla_{j} R_{i k} g_{k j} \nabla_{i} R \\
=2\left(\nabla_{i} R_{j k}-\nabla_{j} R_{i k}\right) g_{i k} \nabla_{j} R \\
=|\nabla R|^{2}-2|\nabla R|^{2} \\
=-|\nabla R|^{2} .
\end{gathered}
$$

For the second formula,

$$
\begin{gathered}
2\langle P, N\rangle=P_{i j k} N_{i j k} \\
=\left(\nabla_{i} R_{j k}-\nabla_{j} R_{i k}\right)\left(g_{j k} \nabla_{i} f-g_{i k} \nabla_{j} f\right) \\
=\nabla_{i} R_{j k} g_{j k} \nabla_{i} f+\nabla_{j} R_{i k} g_{i k} \nabla_{j} f \\
-\nabla_{j} R_{i k} g_{j k} \nabla_{i} f-\nabla_{i} R_{j k} g_{i k} \nabla_{j} f \\
=2\langle\nabla f, \nabla R\rangle-\langle\nabla f, \nabla R\rangle \\
=\langle\nabla f, \nabla R\rangle
\end{gathered}
$$

For the third formula,

$$
\begin{aligned}
& 2\langle Q, Q\rangle=Q_{i j k} Q_{i j k} \\
= & \left(g_{i k} \nabla_{j} R-g_{j k} \nabla_{i} R\right)^{2} \\
= & \left(g_{i k} \nabla_{j} R\right)^{2}+\left(g_{j k} \nabla_{i} R\right)^{2}
\end{aligned}
$$

$$
\begin{aligned}
& -2 g_{i k} \nabla_{j} R g_{j k} \nabla_{i} R \\
= & 2 n|\nabla R|^{2}-2|\nabla R|^{2} \\
= & 2(n-1)|\nabla R|^{2} .
\end{aligned}
$$

For the fourth formula,

$$
\begin{gathered}
2\langle M, M\rangle=M_{i j k} M_{i j k} \\
=\left(R_{j k} \nabla_{i} f-R_{i k} \nabla_{j} f\right)^{2} \\
=\left(R_{j k} \nabla_{i} f\right)^{2}+\left(R_{i k} \nabla_{j} f\right)^{2} \\
-2 R_{j k} \nabla_{i} f R_{i k} \nabla_{j} f \\
=2|R c|^{2}|\nabla f|^{2}-2 \times \frac{1}{2} \times \frac{1}{2}|\nabla R|^{2} \\
=2|R c|^{2}|\nabla f|^{2}-\frac{1}{2}|\nabla R|^{2} .
\end{gathered}
$$

For the fifth formula,

$$
\begin{gathered}
2\langle N, N\rangle=N_{i j k} N_{i j k} \\
=\left(g_{j k} \nabla_{i} f-g_{i k} \nabla_{j} f\right)^{2} \\
=2 n|\nabla f|^{2}-2 g_{j k} \nabla_{i} f g_{i k} \nabla_{j} f \\
=2 n|\nabla f|^{2}-2|\nabla f|^{2} \\
=2(n-1)|\nabla f|^{2} .
\end{gathered}
$$

For the sixth formula,

$$
\begin{gathered}
2\langle Q, M\rangle=Q_{i j k} M_{i j k} \\
=\left(g_{i k} \nabla_{j} R-g_{j k} \nabla_{i} R\right)\left(R_{j k} \nabla_{i} f-R_{i k} \nabla_{j} f\right)
\end{gathered}
$$

$$
\begin{gathered}
=g_{i k} \nabla_{j} R R_{j k} \nabla_{i} f+g_{j k} \nabla_{i} R R_{i k} \nabla_{j} f \\
-g_{j k} \nabla_{i} R R_{j k} \nabla_{i} f-g_{i k} \nabla_{j} R R_{i k} \nabla_{j} f \\
=2 \times \frac{1}{2}|\nabla R|^{2}-2 R\langle\nabla R, \nabla f\rangle \\
=|\nabla R|^{2}-2 R\langle\nabla R, \nabla f\rangle
\end{gathered}
$$

For the seventh formula,

$$
\begin{gathered}
2\langle Q, N\rangle=Q_{i j k} N_{i j k} \\
=\left(g_{i k} \nabla_{j} R-g_{j k} \nabla_{i} R\right)\left(g_{j k} \nabla_{i} f-g_{i k} \nabla_{j} f\right) \\
=g_{i k} \nabla_{j} R g_{j k} \nabla_{i} f+g_{j k} \nabla_{i} R g_{i k} \nabla_{j} f \\
-g_{j k} \nabla_{i} R g_{j k} \nabla_{i} f-g_{i k} \nabla_{j} R g_{i k} \nabla_{j} f \\
=2\langle\nabla f, \nabla R\rangle-2 n\langle\nabla f, \nabla R\rangle \\
=-2(n-1)\langle\nabla f, \nabla R\rangle .
\end{gathered}
$$

For the eighth formula,

$$
\begin{gathered}
2\langle M, N\rangle=M_{i j k} N_{i j k} \\
=\left(R_{j k} \nabla_{i} f-R_{i k} \nabla_{j} f\right)\left(g_{j k} \nabla_{i} f-g_{i k} \nabla_{j} f\right) \\
=R_{j k} g_{j k} \nabla_{i} f \nabla_{i} f+R_{i k} g_{i k} \nabla_{j} f \nabla_{j} f \\
=R_{j k} g_{i k} \nabla_{i} f \nabla_{j} f-R_{i k} g_{j k} \nabla_{j} f \nabla_{i} f \\
=2 R|\nabla f|^{2}-2 \times \frac{1}{2}\langle\nabla f, \nabla R\rangle \\
=2 R|\nabla f|^{2}-\langle\nabla f, \nabla R\rangle
\end{gathered}
$$

From Lemma 4.2.3, we have the following two corollaries in [5].

Corollary 4.2.1. Let $(M, g, f, \lambda)$ be a gradient Ricci soliton, at each point, we have

$$
\begin{equation*}
0=\left\langle Q, i_{\nabla f} W\right\rangle=\left\langle N, i_{\nabla f} W\right\rangle=\langle Q, \delta W\rangle=\langle N, \delta W\rangle . \tag{4.23}
\end{equation*}
$$

Proof. For the first equality,

$$
\begin{gathered}
\left\langle Q, i_{\nabla f} W\right\rangle \\
=\sum_{i<j} Q_{i j k}\left(i_{\nabla f} W\right)_{k i j} \\
=\sum_{i<j} Q_{i j k} \nabla^{p} f W_{p k i j} \\
=-\sum_{i<j} Q_{i j k} W_{i j k p} \nabla^{p} f \\
=\left\langle Q, P+\frac{Q}{2(n-2)}-\frac{M}{n-2}+\frac{S N}{(n-1)(n-2)}\right\rangle \\
=-\frac{1}{2}|\nabla R|^{2}+\frac{n-1}{2(n-2)}|\nabla R|^{2} \\
-\frac{1}{2(n-2)}|\nabla R|^{2}+\frac{1}{n-2} R\langle\nabla f, \nabla R\rangle \\
-\frac{n-1}{(n-1)(n-2)} R\langle\nabla f, \nabla R\rangle \\
=0 .
\end{gathered}
$$

For the second equality, we use similar argument for $N$.
For the third equality,

$$
\begin{gathered}
\langle Q, \delta W\rangle \\
=\sum_{i<j} Q_{i j k}(\delta W)_{k i j}
\end{gathered}
$$

$$
\begin{gathered}
=\sum_{i<j} Q_{i j k} \nabla^{p} W_{p k i j} \\
=-\sum_{i<j} Q_{i j k} \nabla^{p} W_{i j k p} \\
\left\langle Q, \frac{n-3}{n-2} P+\frac{n-3}{2(n-1)(n-2)} Q\right\rangle \\
=-\frac{n-3}{2(n-2)}|\nabla R|^{2}+\frac{n-3}{2(n-2)}|\nabla R|^{2} \\
=0 .
\end{gathered}
$$

For the fourth equality, we use similar argument for $N$.

Corollary 4.2.2. Let $(M, g, f, \lambda)$ be a closed gradient Ricci soliton, we have

$$
\begin{equation*}
\int_{M} 2|\delta W|^{2} e^{-f}=\left(\frac{n-3}{n-2}\right)^{2} \int_{M}\left(|\nabla R c|^{2}-\frac{1}{(n-1)}|\nabla R|^{2}\right) e^{-f} . \tag{4.24}
\end{equation*}
$$

Proof. Since

$$
\begin{gathered}
\delta W=-\nabla^{p} W_{i j k p} \\
=\frac{n-3}{n-2} P+\frac{n-3}{2(n-1)(n-2)} Q .
\end{gathered}
$$

Therefore

$$
\begin{gathered}
|\delta W|^{2} \\
=\left(\frac{n-3}{n-2}\right)^{2}\left\langle P+\frac{Q}{2(n-1)}, P+\frac{Q}{2(n-1)}\right\rangle \\
\left(\frac{n-3}{n-2}\right)^{2}\left\langle P+\frac{Q}{2(n-1)}, P\right\rangle .
\end{gathered}
$$

Hence

$$
\int_{M} 2|\delta W|^{2} e^{-f}=\left(\frac{n-3}{n-2}\right)^{2} \int_{M}\left(|\nabla R c|^{2}-\frac{1}{(n-1)}|\nabla R|^{2}\right) e^{-f}
$$

Now we can prove our main theorem, which is an integral version of the Weitzenbock formula for 4-dimensional Ricci solitons.

Theorem 4.2.4. For 4-dimensional compact shrinking Ricci solitons, we have

$$
\begin{equation*}
\int_{M}\langle W, H e s s f \circ H e s s f\rangle e^{-f}=4 \int_{M}|\delta W|^{2} e^{-f}-\int\left\langle i_{\nabla f} W, M\right\rangle e^{-f} . \tag{4.25}
\end{equation*}
$$

Proof. Since $M$ is compact, we have

$$
\begin{gathered}
\int_{M} W_{i j k l} f_{i k} f_{j l} e^{-f} \\
=-\int_{M} \nabla_{i} W_{i j k l} f_{k} f_{j l} e^{-f}-\int_{M} W_{i j k l} f_{k} \nabla_{i} f_{j l} e^{-f} \\
+\int_{M} W_{i j k l} f_{k} f_{j l} f_{i} e^{-f} \\
:=A+B+C
\end{gathered}
$$

where $A=\int_{M} \nabla_{i} W_{i j k l} f_{k} f_{j l} e^{-f}, B=\int_{M} W_{i j k l} f_{k} \nabla_{i} f_{j l} e^{-f}$ and $C=\int_{M} W_{i j k l} f_{k} f_{j l} f_{i} e^{-f}$.

$$
\begin{aligned}
A= & \int_{M} \nabla_{i} W_{i j k l} f_{k}\left(\lambda g_{j l}-R_{j l}\right) e^{-f} \\
= & -\int_{M} \nabla_{i} W_{i j k l} f_{k} R_{j l} e^{-f} \\
= & -\frac{1}{2} \int_{M}(\delta W)_{j k l} M_{k l j} e^{-f} \\
& =-\int_{M}\langle\delta W, M\rangle e^{-f} \\
B= & \int_{M} W_{i j k l} f_{k} \nabla_{i}\left(\lambda g_{j l}-R_{j l}\right) e^{-f} \\
& =\frac{1}{2} \int_{M} W_{i j k l} f_{k} P_{i j l} e^{-f}
\end{aligned}
$$

$$
\begin{gathered}
=-\int_{M}\left\langle i_{\nabla f} W, P+\frac{Q}{2(n-1)} e^{-f}\right\rangle \\
=\frac{n-2}{n-3} \int_{M}\left\langle\delta W, i_{\nabla f} W\right\rangle e^{-f} \\
=\frac{n-2}{n-3} \int_{M}\left\langle\delta W,-P+\frac{M}{n-2}\right\rangle e^{-f} \\
C=\int_{M} W_{i j k l} f_{k} f_{i}\left(\lambda g_{j l}-R_{j l}\right) e^{-f} \\
=-\int_{M} W_{i j k l} f_{k} f_{i} R_{j l} e^{-f} \\
=\int_{M} W_{i j l k} f_{k} f_{i} R_{j l} e^{-f} \\
=-\int_{M}\left\langle i_{\nabla f} W, M\right\rangle e^{-f}
\end{gathered}
$$

Therefore

$$
\begin{gathered}
\int_{M}\langle W, \text { Hessf } \circ \text { Hessf }\rangle e^{-f} \\
=\frac{1}{n-3} \int_{M}\langle\delta W,(n-2) P+(n-4) M\rangle e^{-f} \\
--\int_{M}\left\langle i_{\nabla f} W, M\right\rangle e^{-f} .
\end{gathered}
$$

In particular, when $n=4$ we have

$$
\int_{M}\langle W, H e s s f \circ H e s s f\rangle e^{-f}=4 \int_{M}|\delta W|^{2} e^{-f}-\int\left\langle i_{\nabla f} W, M\right\rangle e^{-f}
$$

By similar computation, we have the following corollary.
Corollary 4.2.3. For 4-dimensional compact shrinking Ricci solitons, we have

$$
\begin{equation*}
\left.\int_{M} 2\langle P, M\rangle e^{-f}=2 \int_{M}\left(\lambda|R c|^{2}-R c^{3}\right) e^{-f}+\left.\int_{M}\langle\nabla f, \nabla| R c\right|^{2}\right\rangle e^{-f} . \tag{4.26}
\end{equation*}
$$

Proof.

$$
\begin{gathered}
\int_{M} 2\langle P, M\rangle e^{-f} \\
=2 \int_{M}\left(\nabla_{i} R_{j k}-\nabla_{j} R_{i k}\right) R_{j k} \nabla_{i} f e^{-f} \\
\left.=\left.\int_{M}\langle\nabla f, \nabla| R c\right|^{2}\right\rangle e^{-f}-2 A
\end{gathered}
$$

where $A:=\int_{M} \nabla_{j} R_{i k} R_{j k} \nabla_{i} f e^{-f}$.

$$
\begin{aligned}
& A=-\int_{M} R_{i k} \nabla_{j} R_{i k} \nabla_{i} f e^{-f}-\int_{M} R_{i k} R_{j k} f_{i j} e^{-f} \\
&+\int_{M} R_{i k} R_{j k} f_{i} f_{j} e^{-f} \\
&=-\frac{1}{4} \int_{M}|\nabla R|^{2} e^{-f}-\int_{M} R_{i k} R_{j k} \lambda g_{i j} e^{-f} \\
&+\int_{M} R_{i k} R_{j k} R_{i j} e^{-f}+\frac{1}{4} \int_{M}|\nabla R|^{2} e^{-f} \\
& \int_{M}\left(R c^{3}-\lambda|R c|^{2}\right) e^{-f} .
\end{aligned}
$$

Therefore

$$
\left.\int_{M} 2\langle P, M\rangle e^{-f}=2 \int_{M}\left(\lambda|R c|^{2}-R c^{3}\right) e^{-f}+\left.\int_{M}\langle\nabla f, \nabla| R c\right|^{2}\right\rangle e^{-f} .
$$
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