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This thesis consists of three parts. Each part solves a geometric problem in geo-

metric analysis using differential equations.

The first part gives a rigidity result to high dimensional positive Einstein mani-

folds, by controlling the upper bound of the integration of Weyl tensor.

Part of the idea of the second part came from the new weighted Yamabe invariant

from [4]. According to the definition, we can show a rigidity theorem to high-

dimensional compact shrinking Ricci solitons.

The third part is an analytical result to 4-dimensional Ricci solitons. By the

Weitzenbock for Ricci solitons introduced in [5], we proved an integral version

of the Weitzenbock formula.
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CHAPTER 1

BACKGROUND

In this paper, we are mainly going to discuss the geometry about two special

types of manifolds, Einstein manifolds and Ricci solitons. We will list some of

the known results and prove several new rigidity results. Throughout the entire

thesis, we only consider compact manifolds without boundaries.

Let’s begin with some geometric concepts and properties.

1.1 Curvature tensor

In Riemannian geometry, the Riemann curvature tensor is the most common

method used to express the curvature of Riemannian manifolds. It associates a

tensor to each point of a Riemannian manifold, that measures the extent to which

the metric tensor is not locally isometric to that of Euclidean space.

For an n − dimensional Riemannian manifold (Mn, g) we can define the curvature

operator as R(U,V)W = ∇U∇VW − ∇V∇UW − ∇[U,V]W where ∇ is the Levi-Civita

connection and the coordinate components of the (1, 3)-Riemann curvature tensor

by

Rl
i jk =

∂

∂x j Γ
l
ik −

∂

∂xk Γl
i j + Γl

jsΓ
s
ik − Γl

ksΓ
s
i j (1.1)
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where Γ is the Christoffel symbol.

Lowing indices with Rli jk = glsRs
i jk one gets the (4, 0)-Riemann curvature tensor

Riklm =
1
2

(
∂2gim

∂xk∂xl +
∂2gkl

∂xi∂xm −
∂2gil

∂xk∂xm −
∂2gkm

∂xi∂xl

)
+ gnp(Γn

klΓ
p
im − Γn

kmΓ
p
il). (1.2)

The symmetries of the tensor are

Riklm = Rlmik and Riklm = −Rkilm = −Rikml.

That is, it is symmetric in the exchange of the first and last pair of indices, and

antisymmetric in the flipping of a pair.

The first Bianchi identity is

Riklm + Rimkl + Rilmk = 0. (1.3)

The second Bianchi identity is

∇mRn
ikl + ∇lRn

imk + ∇kRn
ilm = 0, (1.4)

that is,

Rn
ikl;m + Rn

imk;l + Rn
ilm;k = 0 (1.5)

which amounts to a cyclic permutation sum of the last three indices, leaving the

first two unchanged. Ricci and scalar curvatures are contractions of the Riemann

tensor. They simplify the Riemann tensor, but contains less information.

The Ricci curvature tensor is essentially the unique nontrivial way of tracing the

Riemann tensor

Ri j = Rl
il j = glmRil jm = glmRlim j. (1.6)
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The Ricci tensor Ri j is symmetric. By the contracting relations on the Chirstoffel

symbols, we have

Rik =
∂Γl

ik

∂xl − Γm
il Γ

l
km − ∇k

(
∂

∂xi

(
log

√
|g|

))
. (1.7)

The scalar curvature is the trace of the Ricci curvature,

R = gi jRi j = gi jglmRil jm. (1.8)

The gradient of the scalar curvature follows from the Bianchi identity

∇lRl
m =

1
2
∇mR, (1.9)

1.2 Kullkarni-Nomizu product

The Kullkarni-Nomizu product is an important tool for constructing new tensors

from existing tensors on a Riemannian manifold. Let h and k be symmetric covari-

ant 2-tensors. In coordinates,

hi j = h ji ki j = k ji.

Then we can define a new covariant 4-tensor by multiplying the two tensors,

which is often denoted as h ◦ k. The definition of the Kullkarni-Nomizu tensor

is

(h ◦ k)i jkl = hikk jl + h jlkik − hilk jk − h jkkil. (1.10)

Clearly, the product is symmetric, i.e.,

h ◦ k = k ◦ h.
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1.3 Curvature decompositon

The Riemann (0, 4)-curvature tensor can be viewed as a section of the vector bun-

dle Λ2T ∗M ⊗ Λ2T ∗M where Λ2T ∗M denotes the vector bundle of 2-forms and ⊗

denotes the symmetric tensor product. From the first Bianchi identity we know

that Rm is a section of ker(b) where

b : Λ2T ∗M ⊗ Λ2T ∗M → T ∗M ⊗ Λ3T ∗M

is defined by

b(Ω)(X,Y,Z,W) =
1
3

(
Ω(X,Y,Z,W) + Ω(X,Z,W,Y) + Ω(X,W,Y,Z)

)
. (1.11)

We will call CM := ker(b) the bundles of curvature tensors. For every x ∈ M, the

fiber CxM has the structure of an O(T ∗x M)-module, given by

× : O(T ∗x M) ×CxM → CxM,

where

A × (α ⊗ β ⊗ γ ⊗ δ) := Aα ⊗ Aβ ⊗ Aγ ⊗ Aδ

for A ∈ O(T ∗x M) and α, β, γ, δ ∈ T ∗x M. As an O(T ∗x M) representation space, CxM

has a natural decomposition into its irreducible components. This yields a corre-

sponding decomposition of the Riemann curvature tensor. To describe this, it will

be convenient to consider the Kullkarni-Nomizu product

◦ : S 2M × S 2M → CM

4



defined in (1.10).

Here S 2M = T ∗M ⊗ T ∗M is the bundle of symmetric 2-tensors. The irreducible

decomposition of CxM as an O(T ∗x M)-module is given by

CM = Rg ◦ g ⊕ (S 2
0M ◦ g) ⊕WM, (1.12)

where S 2
0M is the bundle of symmetric, trace-free 2-tensors and

WM := Ker(b) ∩ Ker(c)

is the bundle of Weyl curvature tensors. Here

c : Λ2M ⊗ Λ2M → S 2M

is the contraction map defined by

cΩ)(X,Y) :=
n∑

i=1

Ω(ei, X, ei,Y).

Note also that (g ◦ g)i jkl = 2(gikg jl − gilg jk).

The irreducible decomposition of CM yields the following irreducible decompo-

sition of the Riemann curvature tensor:

Rm = f g ◦ g + (h ◦ g) + W,

where f ∈ C∞(M), h ∈ C∞(S 2
0M) and W ∈ C∞(WM). Take the contraction c of this

equation implies

R jk = 2(n − 1) f g jk + (n − 2)h jk.

Taking two contraction, we find that

R = 2n(n − 1) f .

5



Therefore we have for n > 3

Rm = −
R

2(n − 1)(n − 2)
g ◦ g +

1
n − 2

Rc ◦ g + Weyl (1.13)

=
R

2(n − 1)n
g ◦ g ⊕

1
n − 2

E ◦ g ⊕Weyl, (1.14)

where E := Rc − R
n g is the traceless Ricci tensor and Weyl is the Weyl tensor. The

Weyl tensor has the same algebraic symmetries as the Riemann curvature tensor

and in addition the Weyl tensor is totally trace-free, all of its traces are zero. Fur-

thermore, the Weyl tensor is conformally invariant:

Weyl(e2 f g) = e2 f Weyl(g) (1.15)

for any smooth function f on M.

In local coordinates, (1.13) says that for n > 3

Ri jkl = −
R

(n − 1)(n − 2)
(gikg jl−gilg jk)+

1
n − 2

(Rikg jl +R jlgik−Rilg jk−R jkgil)+Wi jkl (1.16)

In particular, if n 6 3 the the Weyl tensor vanishes. If n = 2, we have

Ri jkl =
1
2

R(gikg jl − gilg jk),

and Ri j = 1
2Rgi j. When n = 3,

Ri jkl = Rikg jl + R jlgik − Rilg jk − R jkgil −
1
2

R(gikg jl − gilg jk). (1.17)

1.4 Conformal metric

Definition 1.4.1. Let (Mn, g) be a Riemannian manifold and f be a smooth function on

Mn. Then h = e2 f g is called a conformal metric of g.

6



Proposition 1.4.1. If g̃ = e2 f g, then

R̃i
jkl = Ri

jkl − ai
kg jl − a jlδ

i
k + ai

lg jk + a jkδ
i
l, (1.18)

where

ai j := ∇i∇ j f − ∇i f∇ j f +
1
2
|∇ f |2gi j.

That is, as (0, 4)-tensors,

e−2 f R̃m = Rm − a ◦ g. (1.19)

By contracting the above formula we get

R̃i j = Ri j − (n − 2)ai j − (∆ f +
n − 2

2
|∇ f |2)gi j (1.20)

and

e2 f R̃ = R − 2(n − 1)(∆ f +
n − 2

2
|∇ f |2)gi j. (1.21)

The Yamabe problem is to find a conformal metric g̃ ∈ [g], the conformal class of

g, such that the scalar curvature of g̃ equals to a constant c ∈ R. This problem is

equivalent to solve the equation

ce2 f = R − 2(n − 1)(∆ f +
n − 2

2
|∇ f |2).

We call

S :=
1

n − 2

(
Rc −

1
2(n − 2)

Rg
)

the Schouten tensor. By (1.14) we can easily show that

Rm = Weyl ⊕ S ◦ g. (1.22)

7



We may compute that

S̃ i j = S i j − ∇i∇ j f + ∇i f∇ j f −
1
2
|∇ f |2gi j

= S i j − ai j. (1.23)

By (1.22) and (1.23) we can conclude that

Proposition 1.4.2. If g̃ = e2 f g, then the (1, 3)-Weyl tensor satisfies

W̃ i
jkl = W i

jkl (1.24)

and (0, 4)-Weyl tensor satisfies

W̃i jkl = e2 f Wi jkl (1.25)

Proposition 1.4.3. If n > 3, then

∇lWli jk =
n − 3
n − 2

Ci jk, (1.26)

where

Ci jk := ∇kS i j − ∇ jS ik

is the Cotton tensor.

From Proposition 1.4.3, we know that for n > 4, if the Weyl tensor vanishes, then

the Cotton tensor also vanishes. We also see that when n = 3, the Weyl tensor

always vanishes but the Cotton tensor does not vanish in general.

Proposition 1.4.4. When n = 3, if g̃ = e2 f g, then

C̃i jk = Ci jk. (1.27)

8



1.5 Locally conformally flat manifolds

We say a Riemannian manifold (Mn, g) is locally conformally flat if for every point

p ∈ Mn, there exists a local coordinates {xi} in a neighborhood U of p such that

gi j = v · δi j

for some function v defined on U, e.g., v−1g is a flat metric. When n = 2, every

Riemannian manifold is locally conformally flat. Indeed, if (M2, g) is a Riemannian

surface and u is a function on M, then we have

R̃(eug) = e−u(R(g) − ∆gu). (1.28)

Thus to find u locally so that R̃(eug) = 0, we just need to solve the Poission equation

∆gu = R(g)

which is definitely possible.

Theorem 1.5.1. (Weyl, Schouten) A Riemannian manifold (Mn, g) is locally conformally

flat if and only if

(a) for n > 4 the Weyl tensor vanishes,

(b) for n = 3 the Cotton tensor vanishes.

Proof. Since the Weyl tensor is conformal invariant, it is clear that if (Mn, g) is lo-

cally conformally flat, then the Weyl tensor vanishes.

9



For n = 3, the Ricci tensor vanishes and therefore the Cotton tensor vanishes also.

Conversely, if the Weyl tensor vanishes, then the equation that the metric g̃ = e2 f g

is flat:

R̃m = 0

is equivalent to

0 = Rm − a ◦ g

=
( 1
n − 2

(Rc −
1

2(n − 2)
Rg) − a

)
◦ g. (1.29)

Since the map ◦ : S 2M → CM defined by ◦(h) := h◦g is injective, the above formula

is equivalent to
1

n − 2
(Rc −

1
2(n − 2)

Rg) = a.

That is,

∇i∇ j f = S i j + ∇i f∇ j f −
1
2
|∇ f |2gi j, (1.30)

where

S i j =
1

n − 2
(Ri j −

1
2(n − 2)

Rgi j)

Theorem 1.5.1 is now a consequence of the following, which gives the condition

for when the flat metric equation for g̃ is locally solvable. �

Lemma 1.5.2. If the Weyl tensor vanishes, equation (1.30) is locally solvable if and only

if the following integrability condition is satisfied

∇kS i j = ∇iS k j, (1.31)
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that is, if and only if the Cotton tensor vanishes. Recall that when n > 4, (1.31) follows

from that the Weyl tensor vanishes. On the other hand, when n = 3, the Weyl tensor

vanishes for any metric.

Proof. To solve (1.30) it is necessary and sufficient to find a 1-form X locally such

that

∇iX j = ci j := S i j + XiX j −
1
2
|X|2gi j, (1.32)

where c = c(X, g) is a symmetric 2-tensor depending only on X and g. Clearly, if f

is a solution of (1.30) then X = d f is a solution of (1.32). On the other hand, if X is

a solution of (1.32), by the symmetry of the right hand side, we have

∇iX j = ∇ jXi,

which implies dX = 0. Thus locally X is the exterior derivative of some function f ,

which then solves (1.30). Now we rewrite (1.32) as

∂

∂xi X j = c̃i j, (1.33)

where

c̃i j = c̃(X, g)i j := c(X, g)i j + Γk
i jXk

= S i j + XiX j −
1
2
|X|2gi j + Γk

i jXk.

Suppose p ∈ M and that the coordinates {xi} is defined in a neighborhood of p.

The Frobenius theorem gives a necessary and sufficient condition to locally solve

(1.33) with X(p) = X0 for any X0 ∈ TpM is the following integrability condition

11



arising from ∂2

∂xk∂xi X j = ∂2

∂xi∂xk X j:

∂

∂xk c̃i j =
∂

∂x j c̃ jk.

More invariantly, the integrability condition arises from

∇k∇iX j = ∇i∇kX j + Ri
jklXl

and

∇kci j − ∇ jcik = Rl
jikXl = (S l

ig jk + S jkδ
l
i − S l

kg ji − S jiδ
l
k)Xl (1.34)

where for the last equality we used W l
jik = 0. From (1.32) we have

∇kci j − ∇kS i j + X j∇kXi + Xi∇kX j − Xl∇kXlgi j.

Therefore by (1.34) we have

Ci jk = ∇kS i j − ∇ jS ik = 0.

�

Corollary 1.5.1. If a Riemannian manifold (Mn, g) has constant sectional curvature, then

(Mn, g) is locally conformally flat.

Definition 1.5.1. We say two Riemannian manifolds (Mn
1 , g1) and (Mn

2 , g2) are confor-

mally equivalent if there exist a diffeomorphism φ : M1 → M2 and a function f : Mn
1 → R

such that g1 = e fφ∗g2.

Theorem 1.5.3. (Kuiper) If (Mn, g) is a simply connected, locally conformally flat, closed

Riemannian manifold, then (Mn, g) is conformally equivalent to the standard sphere S n.

12



A map ψ from one manifold (Mn
1 , g1) to another (Mn

2 , g2) is said to be conformal if

there exists a function f : M1 → M2 such that g1 = e fψ∗g2.

Theorem 1.5.4. (Schoen and Yau) If (Mn, g) is a simply connected locally conformally

flat, complete Riemannian manifold in the conformal class of a metric with nonnegative

scalar curvature, then there exists a one-to-one conformal map of (Mn, g) into the standard

sphere S n.

When Mn is not simply connected, it is useful to apply the above results to the

universal cover (M̃n, g̃).

1.6 Ricci flow

In this section, we are going to give a brief introduction to Hamilton’s Ricci flow

program, which is aimed at proving the Poincare Conjecture. In this section we

will present the context for the Ricci flow: what is it, what are the problems that

it is intended to solve, and why might it be expected to solve them. In the process

we will also see some simple solutions to the Ricci flow.

The Poincare Conjecture was one of the iconic unsolved problems of 20th cen-

tury mathematics. Around 1900, Poincare asked if a simply-connected closed 3-

manifold is necessarily the 3-sphere S 3. This question remained open for a century

and lots of ideas and techniques were introduced during that period of time. One

of the main technique which was used to solve the Poincare conjecture was so

13



called Hamilton’s Ricci flow.

Richard Hamilton published a groundbreaking paper [42] in 1982, introducing

the concept of the Ricci flow. If you have a Riemannian manifold Mn with initial

metric g0, the Ricci flow is a PDE that evolves the metric tensor

∂

∂t
g(t) = −2Rc(g(t)) (1.35)

g(0) = g0 (1.36)

where Rc(g(t)) denotes the Ricci curvature of the metric g(t).

Before we can do anything with the Ricci flow, we must show that a solution exists

for a short time. We would like to apply the short-time existence and uniqueness

theorem for parabolic PDEs to the system.

Theorem 1.6.1. Given a smooth Riemannian metric g0 on a closed manifold M, there

exists a maximal time interval [0; T ) such that a solution g(t) to the Ricci flow, with

g(0) = g0, exists and is smooth on [0; T ), and this solution is unique.

The idea is to try to evolve the metric in some way that will give the manifold a

”better” metric or ”shape”. In choosing what should go on the right hand side of

the equation of the Ricci flow, we know that it should be a rank-2 tensor, symmet-

ric and it should involve the curvature somehow-the Ricci curvature tensor is the

obvious choice. The minus sign makes the Ricci flow a heat-type equation, so it is

expected to ”average out” the curvature. This should make the metric rounder in

the way that we want. The following theorem was proved by Hamilton in 1982 in

[42].

14



Theorem 1.6.2. Let M3 be a closed 3-manifold which admits a Riemannian metric with

strictly positive Ricci curvature. Then M3 also admits a metric of constant positive cur-

vature.

In particular, any simply-connected closed 3-manifold which admits a metric of

strictly positive Ricci curvature is diffeomorphic to the 3-sphere. We are starting

to get into the Poincare Conjecture with this result.

More specifically, we will see that if the initial metric g0 has strictly positive Ricci

curvature then the manifold M3 will shrink to a point in finite time under the Ricci

flow. But if we dilate the metric by a time-dependent factor so that the volume re-

mains constant, the problem of shrinking to a point is removed. Furthermore, we

can show that the rescaled metric converges uniformly to the desired metric of

constant positive curvature on M3. This process of ”blowing up” the manifold

when it is becoming singular is a crucial one in the Ricci flow program.

The maximum principle is the key tool in understanding many parabolic partial

differential equations. It appears in many guises, but it always essentially ex-

presses the fact that parabolic or heat-type PDEs will ”average out” the values

of whatever quantity is evolving. It is crucial to understanding the Ricci flow.

In some situations we will need more refined estimates than can be obtained by

applying the maximum principle to scalar quantities related to curvature, so we

must apply the maximum principle to tensor quantities like the curvature opera-

tor. The question of what it means for a tensor quantity to ”average out” naturally

arises.
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Theorem 1.6.3. (Maximum Principle) Let (M, g(t)) be a closed manifold with a time-

dependent Riemannian metric g(t). Suppose that u : M × [0,T )→ R satisfies

∂u
∂t
6 ∆g(t)u + 〈X(t),∇u〉 + F(u)

u(x, 0) 6 C ∀x ∈ M,

for some constant C, where X(t) is a time-dependent vector field on M and F : R → R is

locally Lipschitz. Suppose that Φ : R→ R is the solution to the associated ODE, which is

formed by neglecting the Laplacian and gradient terms

dΦ

dt
= F(Φ) (1.37)

Φ(0) = C.

Then

u(x, t) 6 Φ(t)

for all x ∈ M and t ∈ [0,T ) such that Φ(t) exists.

The theorem essentially tells us that our upper bound grows no faster than we

would expect from the reaction term F(u).

To apply maximum principle arguments to the curvature, we need to know what

the equations describing the evolution of curvature quantities under the Ricci flow

are. The evolution equations for the Ricci flow follow by the following proposi-

tion.

Proposition 1.6.1. Suppose that g(t) is a solution to the Ricci flow

∂

∂t
gi j = −2Ri j.
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Then the various geometric quantities evolve according to the following equations:

(a) Metric inverse:
∂

∂t
gi j = 2Ri j. (1.38)

(b) Christoffel symbols:
∂

∂t
Γk

i j = −gkl(∇iR jl + ∇ jRil − ∇lRi j). (1.39)

(c) Riemannian curvature tensor:

∂

∂t
Ri jkl = ∆Ri jkl + 2(Bi jkl − Bi jlk + Bik jl − Bil jk)

− (Rp
i Rp jkl + Rp

j Ripkl + RP
k Ri jpl + Rp

l Ri jkp), (1.40)

where Bi jkl := −Rq
pi jR

p
qlk.

(d) Ricci tensor:
∂

∂t
Ri j = ∆Ri j + 2Rpi jqRpq − 2Rp

i Rp j. (1.41)

(e) Scalar curvature:
∂

∂t
R = ∆R + 2|Rc|2. (1.42)

(f) Einstein tensor on 3-manifolds:

∂

∂t
|E|2 = ∆|E|2 − 2|∇E|2 − 8R j

i R
k
jR

i
k +

26
3

R|Rc|2 − 2R3. (1.43)

(g) Volume element:
∂

∂t
dµ = −Rdµ. (1.44)
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(h) Volume of a manifold:
∂

∂t

∫
M

dµ = −

∫
M

Rdµ. (1.45)

(i) Total scalar curvature on a closed manifold:

∂

∂t

∫
M

Rdµ =

∫
M

(−R2 + 2|Rc|2)dµ. (1.46)

Finally in this section we will show a special solution to the Ricci flow, which is

called Ricci solitons. The first thing is to know what they do on the spaces of

constant curvature.

On an n− dimensional sphere of radius r where n > 1, the metric is given by g = r2ḡ

where ḡ is the metric on the unit sphere. The sectional curvatures are all 1
r2 . Thus

for any unit vector v, we have Rc(v, v) = n−1
r2 . Therefore

Rc =
n − 1

r2 g = (n − 1)ḡ,

so the Ricci flow equation becomes an ODE:

∂

∂t
g = −2Rc

∂

∂t
(r2ḡ) = −2(n − 1)ḡ

d(r2)
dt

= −2(n − 1).

Therefore we have the solution

r(t) =

√
R2

0 − 2(n − 1)t,

where R0 is the initial radius of the sphere. The manifold shrinks to a point as

t → R2
0

2(n−1) .
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Similarly, for a hyperbolic n − space H where n > 1, the Ricci flow reduces to the

ODE
d(r2)

dt
= 2(n − 1)

which has the solution

r(t) =

√
R2

0 + 2(n − 1)t.

So the solution expands out to infinity.

Of course the at metric on En has zero Ricci curvature, so it does not evolve at

all under the Ricci flow. There are other non-trivial Riemannian manifolds with

vanishing Ricci curvature (the metric is flat, i.e. locally isometric to Euclidean

space, if and only if the Riemann curvature tensor vanishes). These metrics can

be regarded as the ”fixed points” of the Ricci flow. However, we ought really to

regard Sn and Hn as honorary fixed points of the flow even though the metric was

changing under the flow, it only ever changed by a rescaling of the metric.

Even more generally, one can regard as ”generalized fixed points” of the Ricci

flow those manifolds which change only by a diffeomorphism and a rescaling

under the Ricci flow. Let (Mn, g(t)) be a solution to the Ricci flow, and suppose that

φt : Mn → Mn is a time-dependent family of diffeomorphisms with φo = id and σ(t)

is a time-dependent scale factor with σ(0) = 1.

If we then have

g(t) = σ(t)φ∗t g(0)

then the solution (Mn, g(t)) is called a Ricci soliton, which we will discuss in Chap-

ter 3. Therefore Einstein manifolds and Ricci solitons are special solutions to the

Ricci flow.
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1.7 Weighted Yamabe invariant

The Yamabe constant and Perelman’s ν − entropy are two important geometric in-

variants in Riemannian geometry which share many similarities. Both constants

are intimately related to sharp Sobolev-type inequalities on Euclidean space, with

the Yamabe constant recovering the best constant for the Sobolev inequality and

the ν − entropy recovering the best constant for the logarithmic Sobolev inequal-

ity. In the curved setting, these constants are defined as the infima of Sobolev-

type quotients involving scalar curvature, and one can show that the infima are

achieved by positive smooth functions through a two-step process.

First, one shows that minimizing sequences cannot concentrate provided the Yam-

abe constant (resp. ν−entropy) is strictly less than the best constant for the Sobolev

inequality (resp. logarithmic Sobolev inequality) on Euclidean space. Second one

shows that strict inequality always holds on a compact manifold, except in the

case of the Yamabe constant on the standard conformal sphere.

It turns out that there is a natural one-parameter family of geometric invariants

which interpolate between the Yamabe constant and the ν− entropy. These invari-

ants, which is called weighted Yamabe constants, were introduced by the author

[4] as curved analogues of the best constants in the family of Gagliardo-Nirenberg

inequalities studied by Del Pino and Dolbeault.

The purpose of this section is to introduce to what extent these invariants interpo-

late between the Yamabe constant and the ν − entropy, focusing on issues related

to the problem of finding minimizers of the weighted Yamabe quotients.
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In order to explain their results, we first recall the aforementioned result of Del

Pino and Dolbeault [13].

Theorem 1.7.1. (Del Pino-Dolbeault) Fix m ∈ [0,∞). Given any w ∈ W1,2(R)∩L
2(m+n)
m+n−2 (R)

it holds that

Λm,n

( ∫
Rn

w
2(m+n)
m+n−2

) 2m+n−2
n

6
( ∫
Rn
|∇w|2

)( ∫
Rn

w
2(m+n−1)

m+n−2

) 2m
n

, (1.47)

where the constant Λm,n is given by

Λm,n =
nπ(m + n − 2)2

2m + n − 2

(2(m + n − 1)
2m + n − 2

) 2m
n
( Γ(2m+n

2 )
Γ(m + n)

) 2
n

. (1.48)

Moreover, equality holds in (1.47) if and only if there exists a constant ε > 0 and a fixed

point x0 ∈ R
n such that w is a constant multiple of the function

wε,x0(x) :=
( 2ε
ε2 + |x − x0|

2

)m+n−2
2

. (1.49)

There are four features of Theorem 1.7.1 which should be emphasized. First, The-

orem 1.1 recovers the sharp Sobolev inequality [22] in the case m = 0 and the sharp

logarithmic Sobolev inequality in the case m = ∞. Second, the extremal functions

(1.49) are all the same, except for the dependence of the exponent on the parameter

m. Third, the functions wε,x0 concentrate at x0 as ε → 0. Fourth, the family (1.47) of

Gagliardo-Nirenberg (GN) inequalities is, in a certain sense, the only such family

with geometrically significant extremal functions. This last point requires further

explanation.

Given constants 2 6 p 6 q 6 2n
n−2 , the sharp Sobolev inequality and Holder’s in-

equality yields a positive constant Cp,q such that the GN inequality

‖w‖q 6 Cp,q ‖∇w‖θ2 ‖w‖
1−θ
p (1.50)
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holds for all w ∈ C∞0 (Rn). Now, only when 2p = q + 2, corresponding to the family

(1.47), is the best constant Cp,q known (there are other cases known in the range

1 6 p 6 q 6 2n
n−2 ). This yields one to wonder if there is some geometric property

distinguishing this family. One such property was previously described in [10]:

The formalism of smooth metric measure spaces allows one to define conformal

invariants which give a curved analogue of the sharp constant Cp,q in (1.50) as

the infimum of the total weighted scalar curvature subject to certain volume con-

straints. In this framework, the family (1.47) has the property that it is the only

family of GN inequalities (1.50) for which the extremal functions on Euclidean

space are also critical points of the constrained total weighted scalar curvature

functional through variations of the metric or the measure. This generalizes the

fact that extremal functions of the Sobolev inequality (resp. logarithmic Sobolev

inequality) give rise to conformally flat Einstein metrics on Rn (resp. Gaussian

measures on Rn).

To explain the results of this section requires some terminology. A smooth metric

measure space is a four-tuple (Mn, g, e−φdvol,m) of a Riemannian manifold (Mn, g),

a smooth measure e−φdvol determined by a function φ ∈ C∞(M) and the Rieman-

nian volume element of g, and a dimensional parameter m ∈ [0,∞]. The weighted

scalar curvature Rm
φ of a smooth metric measure space is

Rm
φ := R + 2∆φ −

m + 1
m
|∇φ|2, (1.51)

where R and ∆ are the scalar curvature and Laplacian associated to the metric g,
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respectively. The weighted Yamabe quotient is the functional

Q(w) :=

( ∫
|∇w|2 + m+n−2

4(m+n−1)R
m
φw2

)( ∫
|w|

2(m+n−1)
m+n−2 e

φ
m

) 2m
n

( ∫
|w|

2(m+n)
m+n−2

) 2m+n−2
n

, (1.52)

where all integrals are taken with respect to e−φdvol; in the limit m = ∞, this is

Q(w) :=

∫
|∇w|2 + 1

4R∞φ w2∫
w2

exp
(
−

2
n

∫
M

w2

‖w‖22
log

w2e−φ

‖w‖22

)
. (1.53)

The weighted Yamabe quotient is conformally invariant in the sense that if(
Mn, ĝ, e−φ̂dvolĝ,m

)
=

(
Mn, e

2σ
m+n−2 g, e

(m+n)σ
m+n−2 e−φdvolg

)
for some σ ∈ C∞(M), then Q(w) = Q(weσ/2). There are similar conformally

invariant functionals on smooth metric measure spaces generalizing (1.50) for

2 6 p 6 2(m+n)
m+n−2 = q, and it is through these functionals that one obtains the charac-

terization described in the previous paragraph.

The weighted Yamabe constant of a compact smooth metric measure space is

Λ[g, e−φdvol,m] := in f {Q(w) : 0 < w ∈ C∞(M)}. (1.54)

When m = 0, this is the Yamabe constant. When m = ∞ and Λ > 0, this is equiv-

alent to Perelman’s ν − entropy [19]. Thus the weighted Yamabe constant interpo-

lates between the Yamabe constant and Perelman’s ν − entropy. In this section we

list some results about the weighted Yamabe problem, which asks about the exis-

tence of functions which minimize the weighted Yamabe quotient. Their results

illustrate the interpolatory nature of the weighted Yamabe constants, though, as

described below, there are some surprises.
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Their approach to these problems is similar to approaches to the Yamabe problem

[18, 20, 23, 25] and to Perelman’s ν − entropy [19]. Much of the analysis is based on

the Euler-Lagrange equation

−∆φw +
m + n − 2

4(m + n − 1)
Rm
φw + c1w

(m+n)
m+n−2 e

φ
m = c2w

(m+n+2)
m+n−2 (1.55)

for critical points of the functional Q. When m > 0, the equation (1.55) has a

subcritical nonlinearity. The main difficulty is instead that minimizing sequences

for the weighted Yamabe constant need not be uniformly bounded in W1,2(M).

They overcome this difficulty by introducing a generalization of Perelman’s W-

functional. Using this functional, they obtain an Aubin-type criterion for the exis-

tence of minimizers of the weighted Yamabe constant.

Theorem 1.7.2. Let (Mn, g, e−φdvol,m) be a compact smooth metric measure space, then

Λ[g, e−φdvol,m] 6 Λ[Rn, dx2, dvol,m] = Λm,n. (1.56)

Moreover, if the inequality (1.56) is strict, then there exists a positive function w ∈ C∞(M)

such that

Q(w) = Λ[g, e−φdvol,m].

Theorem 1.7.2 implies that the weighted Yamabe constant of Euclidean space

Λ[Rn, dx2, dvol,m] is Λm,n.

They solved the weighted Yamabe problem when m ∈ N∪ {0,∞} using the follow-

ing necessary condition for equality to hold in (1.56).
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Theorem 1.7.3. Let (Mn, g, e−φdvol,m) be a compact smooth metric measure space such

that m ∈ N ∪ {0,∞}. If

Λ[g, e−φdvol,m] = Λ[Rn, dx2, dvol,m]

then m ∈ {0, 1} and (Mn, g, e−φdvol,m) is conformally equivalent to (S n, g0, dvol,m) for

g0 a metric of constant sectional curvature. In particular, there exists a positive function

w ∈ C∞(M) such that

Q(w) = Λ[g, e−φdvol,m].

Theorem 1.7.4. There does not exist a minimizer for the weighted Yamabe constant of

(S n, g0, dvol).

We expect that the weighted Yamabe problem is always solvable for m ∈ {0} ∪

[1,∞), but not for m ∈ (0, 1).
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CHAPTER 2

EINSTEIN MANIFOLD

In differential geometry and mathematical physics, an Einstein manifold is a dif-

ferentiable Riemannian manifold whose Ricci tensor is proportional to the metric.

They are named after Albert Einstein because this condition is equivalent to say-

ing that the metric is a solution of the vacuum Einstein field equations, which

bring interests to a number of mathematicians and physicians. In this chapter we

are going to describe the curvature decomposition of Einstein manifolds, list some

well-known rigidity results and prove the main result in section 2.6.

2.1 Introduction

The purpose of modern Riemannian geometry is to understand the relation be-

tween topology and geometry. One question is the existence of an Einstein metric,

that is, a Riemannian metric g such that

Rc = λg, (2.1)

where Rc is the Ricci curvature tensor of the metric g and λ is some constant on a

given smooth compact n-manifold M. When such a metric exists, moreover, it is

natural to ask to what extent it is unique; in other words, one would like to under-

stand the Einstein moduli space of M, i.e. the set of unit-volume Einstein metrics

on M, modulo the action of the diffeomorphism group.
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In dimension 2, there is a complete classification of compact oriented 2-manifolds

by the Euler characteristic, originally obtained by purely topological methods

through work of Mobius, Dehn, Heegard and Rado. In dimension 3, Perel-

man proved the Poincare conjecture, which claimed that every simply connected,

closed 3-manifold is homeomorphic to the 3-sphere fifteen years ago.

The existence and uniqueness problems are commensurately harder when n > 4.

Indeed, there are , to date, no non-existence or uniqueness results known when

n > 4. Fortunately, however, a constellation of low-dimensional accidents makes

the borderline case of n = 4 comparatively tractable. The aim in this chapter is to

introduce some of our knowledge of the rigidity results when n > 4.

2.2 Positive isotropic curvature

Definition 2.2.1. A Riemannian manifold with dimension at least 4 is said to have pos-

itive (respectively, non-negative) isotropic curvature if for every orthonormal 4-frame we

have

R1313 + R1414 + R2323 + R2424 − 2R1234 > 0 (respectively, > 0). (2.2)

2.3 Curvature decomposition for Einstein 4-manifolds

In this and the next sections, we restrict our discussion on dimension 4. We will

talk about two curvature decompositions, the duality decomposition and Berger
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decomposition. Let’s start from duality decomposition

The Hodge star operator ? : Λ2T M → Λ2T M induces a natural decomposition of

the vector bundle of 2-forms Λ2T M on an oriented 4-manifold (M4, g),

Λ2T M = Λ+T M ⊕ Λ−T M,

where Λ±M are eigenspaces of ±1 respectively, sections of which are called self-

dual and anti-self-dual 2-forms respectively. It further induces a decomposition

for the curvature operator Rm : Λ2T M → Λ2T M,

Rm =


R
12 Id + W+ E

E R
12 Id + W−

 (2.3)

where E is the traceless part of Ricci curvature, and R is the scalar curvature. If

(M4, g) is Einstein, then the traceless Ricci tensor vanishes, we get

Rm =

Rm+ 0

0 Rm−

 =


R
12 Id + W+ 0

0 R
12 Id + W−

 (2.4)

The duality decomposition for Einstein 4-manifolds implies that Rm, Rm±, W, W±

are all harmonic, using the Weitzenbock formula which we discuss in Proposition

2.3.3

Definition 2.3.1. A curvature operator is said to be k-positive (k-nonnegative), if the sum

of any k eigenvalues of the curvature operator is positive (nonnegative).

Berger in [31] discussed the following beautiful curvature decomposition for Ein-

stein 4-manifolds (see also Singer and Thorpe [30]).
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Proposition 2.3.1. Let (M, g) be an Einstein 4-manifold with Rc = λg. For any p ∈ M,

there exists an orthonormal basis {ei}16i64 of TpM, such that relative to the corresponding

basis {ei ∧ e j}16i64 of Λ2TpM, Rm takes the form

Rm =

A B

B A

 , (2.5)

where A = diag{a1, a2, a3}, B = diag{b1, b2, b3} satisfying the following properties,

(1) a1 = K(e1, e2) = K(e3, e4) = min{K(σ) : σ ∈ Λ2TpM, ‖σ‖ = 1},

(2) a3 = K(e1, e4) = K(e2, e3) = max{K(σ) : σ ∈ Λ2TpM, ‖σ‖ = 1},

(3) a2 = K(e1, e3) = K(e2, e4), and a1 + a2 + a3 = λ;

(4) b1 = R1234, b2 = R1342, b3 = R1423;

(5) |b2 − b1| 6 a2 − a1, |b3 − b1| 6 a3 − a1, |b3 − b2| 6 a3 − a2.

Diagonalizing the matrix in Berger’s decomposition, we get eigenvalues of the

curvature operator in order (see [33]),

a1 + b1 6 a2 + b2 6 a3 + b3, (2.6)

a1 − b1 6 a2 − b2 6 a3 − b3. (2.7)

Therefore, 2-positive curvature operator is equivalent to (a1 + a2) ± (b1 + b2) > 0

and a1 > 0; positive isotropic curvature implies a1 + a2) ± (b1 + b2) > 0; 3-positive

curvature operator is equivalent to 2a1 + a2 ± b2 > 0; and 4-positive curvature

operator is equivalent to a1 + a2 > 0 and 1 + (a1 ± b1) > 0.
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The relationship between Berger’s curvature decomposition and special duality

decomposition can be described as follows:

W+(ω+
i , ω

+
j ) = [(ai + bi) −

R
12

]δi j,

W−(ω−i , ω
−
j ) = [(ai − bi) −

R
12

]δi j,

(2.8)

where {ω+
i }16i63 and {ω−i }16i63 are the corresponding orthonormal bases of Λ+M and

Λ−M in Berger curvature decomposition.

In [12] X. Cao and P. Wu proved the following result.

Proposition 2.3.2. Let (M, g) be an Einstein 4-manifold with Rc = g, then

(1) Rm is 2-positive if and only if the isotropic curvature is positive.

(2) If Rm is 3-positive, then K > 1
30 .

(3) If K > 1
12 , then Rm is 3-positive.

(4) Rm is 4-positive if and only if K < 1, which implies K > 4 −
√

17.

(5) Rm is 6-positive if and only if R > 0.

(6) Rm is 2-nonnegative if and only if the isotropic curvature is nonnegative.

(7) If Rm is 3-nonnegative, then either min K=0 or K > 1
30 .

(8) If K > 1
12 , then Rm is 3-nonnegative.

(9) Rm is 4-nonnegative if and only if K 6 1, which implies K > 4 −
√

17.

(10) Rm is 6-nonnegative if and only if R > 0.
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We will end this section by introducing the famous Weitzenbock formula and

Kato’s inequality.

Proposition 2.3.3. (Weitzenbock formula [75]) Let (M4, g) be an Einstein 4-manifold,

then

∆|W±|2 = 2|∇W±|2 + R|W±|2 − 36det W±. (2.9)

Gursky and LeBrun [32] and later Yang [36] proved a refined Kato’s inequality,

which was proved to be optimal by Branson [37] and Calderbank, Gauduchon

and Herzlich [39].

Proposition 2.3.4. Let (M, g) be an Einstein 4-manifold, then

|∇W±|2 >
5
3
|∇|W±||2. (2.10)

2.4 Hitchin-Thorpe inequality

For closed 4-manifolds, the topology of the manifolds are influenced by their cur-

vatures. By the Gauss-Bonnet theorem we can write explicitly the Euler charac-

teristic and Hirzebruch signature as linear combinations of integrals of R, |E|, W+

and W−.

Proposition 2.4.1. For compact oriented Riemannian 4-manifolds, we have

χ(M) =
1

8π2

∫
M

[
|W+|2 + |W−|2 +

R2

24
−
|E|2

2

]
dµ (2.11)
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and

τ(M) =
1

12π2

∫
M

[
|W+|2 − |W−|2

]
dµ. (2.12)

Since E vanishes for any Einstein metric, we have the following celebrated result

of Hitchin and Thorpe.

Theorem 2.4.1. If the smooth compact oriented Riemannian 4-manifold M admits an

Einstein metric g, then

2χ(M) > 3|τ(M)|,

with equality if and only if the connection on one of the bundles Λ± is flat.

2.5 Some known results

In this section we will present some known results on the rigidity of Einstein man-

ifolds. First we list a few results regarding Einstein 4-manifolds.

Berger in [31] proved the following theorem in 1961.

Theorem 2.5.1. (Berger) Let (M, g) be Einstein 4-manifolds with 1
4 -pinched sectional

curvature. Then (M, g) is isometric to (S 4, g0) where g0 is the round metric on S 4.

Later in 1974, Hitchin proved the following in [34].

Theorem 2.5.2. (Hitchin) Suppose (M, g) is a half conformally flat Einstein 4-manifold

with positive scalar curvature, then (M, g) isometric to either (S 4, g0) or (CP2, gFS ) up to

rescaling.
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In 1999, Gursky and LeBrun were able to prove

Theorem 2.5.3. (Gursky-LeBrun) Let (M, g) be a compact Einstein 4-manifold with

nonnegative sectional curvature and positive intersection form, then (M, g) isometric to

(CP2, gFS ) up to rescaling.

Dagang Yang in [36] proved the following result in 2000.

Theorem 2.5.4. (D. Yang) Let (M, g) be an oriented Einstein 4-manifold with Rc = g and

sectional curvature K >
√

1249−23
120 ≈ 0.102, then (M, g) is isometric to (S 4, g0) or (CP2, gFS )

up to rescaling.

Under the same assumption of Theorem 2.5.4, Costa was able to improve the re-

sult by reducing the lower bound of K.

Theorem 2.5.5. (Costa) Let (M, g) be an oriented Einstein 4-manifold with Rc = g and

sectional curvature K > 2−
√

2
6 ≈ 0.097, then (M, g) is isometric to (S 4, g0) or (CP2, gFS ) up

to rescaling.

In 2008 Bohm and Wilking proved the following result in [35].

Theorem 2.5.6. (Bohm and Wilking) On a compact manifold the normalized Ricci flow

evolves a Riemannian metric with 2-positive curvature operator to a limit metric with

constant sectional curvature.

As an application from the above theorem to Einstein 4-manifold, we get the fol-

lowing result.
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Corollary 2.5.1. Let (M, g) be an oriented Einstein 4-manifold with 2-positive curvature

operator, then (M, g) is isometric to (S 4, g0) up to rescaling.

In 2013, X. Cao and P. Wu improved Corollary 2.5.1 by the following result in [12].

Theorem 2.5.7. (Cao-Wu) Let (M, g) be an oriented Einstein 4-manifold with 3-positive

curvature operator, then (M, g) is isometric to (S 4, g0) or (CP2, gFS ) up to rescaling.

Later they showed

Theorem 2.5.8. Let (M, g) be an Einstein 4-manifold with 4-nonnegative curvature op-

erator and positive intersection form, then (M, g) is isometric to (S 2 × S 2, g0 ⊕ g0) up to

rescaling.

For n-dimensional Einstein manifolds (n > 4), we have the following results.

Theorem 2.5.9. (Tachibana) Let (M, g) be an Einstein n-manifold with positive curvature

operator, then (M, g) is isometric to space forms.

In 2010, Brendle improved Tachibana’s result by the following result.

Theorem 2.5.10. (Brendle) Let (M, g) be an Einstein n-manifold with positive isotropic

curvature, then (M, g) is isometric to space forms.
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2.6 Weighted Yamabe invariant for Einstein manifolds

In this section, we are going to introduce the main rigidity results for this chapter.

Recall the weighted Yamabe invariant defined in Section 1.7, for Einstein mani-

folds, we have the simple forms.

Definition 2.6.1. For n-dimensional Einstein manifolds, the weighted Yamabe invariant

defined in (1.54). We take m = 1 and φ to be constant we have the simplified weighted

Yamabe invariant

Y := in f
(
∫
|∇u|2 + n−1

4n Ru2)(
∫

u
2n

n−1 )
2
n∫

u
2(n+1)

n−1

. (2.13)

We are going to prove the following computational lemma first.

Lemma 2.6.1. Under the assumption of Theorem 2.6.2,

Wi jkl(2WihlmWh jkm +
1
2

Wi jhmWklhm) 6 C(n)|W |3. (2.14)

Proof. First, by Cauchy − S chwarz inequality,

Wi jkl(2WihlmWh jkm +
1
2

Wi jhmWklhm) 6
5
2
|W |3

in any dimension.

In dimension n = 4, C(4) =
√

6
4 . See [1, Lemma3.5].

In dimension n = 5, Wi jhmWklhm = 4WihlmWh jkm, see [61] so

Wi jkl(2WihlmWh jkm +
1
2

Wi jhmWklhm) = Wi jklWi jhmWklhm 6 |W |3.

�
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Now we can prove the main theorem for this chapter.

Theorem 2.6.2. Let (Mn, g) be an Einstein manifold with Rc = g where 4 6 n 6 8 and Y

be the weighted Yamabe invariant defined as in (2.14). If

Y > 2C(n)

∣∣∣∣∣∣
∣∣∣∣∣∣|W | − RD(n)

∣∣∣∣∣∣
∣∣∣∣∣∣ n+1

2

(
vol(M)

) 2
n(n+1)

,

where R is the scalar curvature, C(4) =
√

6
4 , C(5) = 1, C(n) = 5

2 for 6 6 n 6 8 and

D(n) = 9−n
8nC(n) . Then (Mn, g) is isometric to S n with round metric.

Proof.
1
2

∆|W |2 = |∇W |2+ < W,∆W >

= |∇W |2 + Wi jklWi jkl,mm

= |∇W |2 + Wi jkl(Wi jkm,lm + Wi jml,km)

= |∇W |2 + 2Wi jklWi jkm,lm

= |∇W |2 + 2Wi jkl(Wi jkm,ml + Wh jkmRhilm + WihkmRh jlm + Wi jhmRhklm + Wi jkhRhmlm)

= |∇W |2 + 2Wi jkl(Wh jkmRhilm + WihkmRh jlm + Wi jhmRhklm + Wi jkhRhmlm)

= |∇W |2 + 2Wi jkl(Wh jkmWhilm + WihkmWh jlm + Wi jhmWhklm + Wi jkhWhmlm)

+
2R

n(n − 1)
Wi jkl(Wl jki + Wilk j + Wi jlk) +

2R
n
|W |2

= |∇W |2 +
2R
n
|W |2 − 2Wi jkl(2WihlmWh jkm +

1
2

Wi jhmWklhm).

By Kato′s Inequality and Lemma 2.2.1, we integrate over M and get

0 >
∫
|∇|W ||2 +

2
n

∫
R|W |2 − 2C(n)

∫
|W |3
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=

∫
|∇|W ||2 +

n − 1
4n

∫
R|W |2 − 2C(n)

∫
|W |3 +

9 − n
4n

∫
R|W |2

=

∫
|∇|W ||2 +

n − 1
4n

∫
R|W |2 − 2C(n)

∫
|W |2(|W | − RD(n)).

Taking u = |W | in the weighted Yamabe invariant, then

0 > (
∫
|∇|W ||2 +

n − 1
4n

∫
R|W |2)(

∫
|W |

2n
n−1 )

2
n )

−2C(n)(
∫
|W |2(|W | − RD(n)))(

∫
|W |

2n
n−1 )

2
n )

> Y
∫
|W |

2(n+1)
n−1 − 2C(n)(

∫
|W |2(|W | − RD(n)))(

∫
|W |

2n
n−1 )

2
n ). (1)

As long as we can show the right hand side of (1) > 0, we can conclude |W | ≡ 0.

By Holder inequality,

(
∫
|W |

2n
n−1 )

2
n 6 (

∫
|W |

2(n+1)
n−1 )

2
n+1 vol(M)

2
n(n+1) ,

it suffices to show

Yvol(M)−
2

n(n+1) (
∫
|W |

2(n+1)
n−1 )

n−1
n+1 > 2C(n)

∫
|W |2(|W | − RD(n)). (2)

By Holder inequality again, we have

∫
|W |2(|W | − RD(n)) 6 (

∫
|W |

2(n+1)
n−1 )

n−1
n+1 |||W | − RD(n)|| n+1

2
.

By assumption, (2) is true.

Therefore, (Mn, g) is isometric to S n with round metric. �
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CHAPTER 3

RICCI SOLITON

The concept of Ricci soliton was introduced by Hamilton in mid 80’s. Ricci soli-

tons are natural generalizations of Einstein metrics. They also correspond to spe-

cial solutions to Hamilton’s Ricci flow and often arise as limits of dilations of sin-

gularities in the Ricci flow. They can be viewed as fixed points of the Ricci flow,

as a dynamical system, on the space of Riemannian metrics modulo diffeomor-

phisms and scalings. Ricci solitons are of interests to physicists as well and are

called quasi-Einstein metrics in physics literature (see, e.g., [40]). In this chapter

we talk about some of the recent progress on Ricci solitons as well as the role they

play in the singularity study of the Ricci flow. Also we will present a rigidity re-

sult to compact shrinking Ricci solitons.

3.1 Introduction

Recall that a Riemannian metric gi j is Einstein if Ri j = λgi j for some constant λ.

Ricci soliton, introduced by Hamilton, are natural generalizations of Einstein met-

rics.

Definition 3.1.1. A Riemannian metric gi j on a smooth manifold Mn is called a Ricci

soliton if there exists a smooth vector field V = (V i) such that the Ricci tensor Ri j of the
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metric gi j satisfies the equation

Ri j +
1
2

(∇iV j + ∇ jV i) = λgi j, (3.1)

for some constant λ. Moreover, if V is a gradient vector field, then we have a gradient

Ricci soliton satisfying the following equation

Ri j + ∇i∇ j f = λgi j, (3.2)

for some smooth function f on M.

If λ > 0, the soliton is shrinking, if λ < 0 the soliton is expanding and if λ = 0 the soliton

is steady. The function f is called a potential function of the Ricci soliton.

Since ∇iV j +∇ jV i is the Lie derivative LVgi j of the metric g in the direction of V , we

also write the Ricci soliton equation (3.1) and (3.2) as

Rc +
1
2

LVg = λg and Rc + ∇2 f = λg (3.3)

respectively.

When the underlying manifold is a Kahler manifold, we have the corresponding

notion of Kahler-Ricci solitons.

Definition 3.1.2. A complete Kahler metric gαβ̄ on a Kahler manifold Xn of complex di-

mension n is called a Kahler-Ricci soliton if there exists a holomorphic vector field V = (Vα)

on X such that the Ricci tensor Rαβ̄ of the metric gαβ̄ satisfies the equation

Rαβ̄ +
1
2

(∇β̄Vα + ∇αVβ̄) = λgαβ̄ (3.4)
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for some real constant λ. It is called a gradient Kahler-Ricci soliton if the holomorphic

vector field V comes from the gradient vector field of a real-valued function f on Xn so that

Rαβ̄ + ∇α∇β̄ f = λgαβ̄ and ∇α∇β f = 0. (3.5)

Again, if λ > 0, the soliton is shrinking, if λ < 0 the soliton is expanding and if λ = 0 the

soliton is steady.

Note that the case V = 0 (i.e., f being a constant function) is an Einstein (or Kahler-

Einstein) metric. Thus Ricci solitons are natural extensions of Einstein metrics. In

fact, we will see in the next section that there are no non-Einstein compact steady

or expanding Ricci solitons. Also, by a suitable scaling of the metric g, we can

normalize λ = 0, 1 or −1.

3.2 Notation and Preliminaries

Before we continue on soliton equations, let’s fix the notation.

Given an orthonormal basis {Ei}
n
i=1 of TpM, we can construct an orthonormal frame

about p such that ei(p) = Ei and ∇ei|p= 0. Such a frame is called normal at p. Also

e12 is the short notation for e1 ∧ e2 ∈ Λ2, the space of two-forms.

The modified Laplacian is defined as

∆ f = ∆ − ∇∇ f . (3.6)
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For any (m, 0)-tensor T , its divergence operator is defined as

(δT )p2...pm =
∑

i

∇iTip2...pm , (3.7)

while its interior product by a vector field X is defined as

(iXT )p2...pm = TXp2 ...pm
, (3.8)

Furthermore, we will interchange the perspective of a vector and a covector freely,

i.e., a (2, 0)-tensor can also be considered as a (1, 1)-tensor. Similarly, a (4, 0)-tensor

such as Rm, W can be seen as an operator on bi-vectors, that is, a map from

Λ2(T M) → Λ2(T M). Therefore the norm of these operators is agreed to be sum

of all eigenvalues squared. More precisely,

|W |2 =
∑

i< j;k<l

W2
i jkl. (3.9)

In addition, the norm of covariant derivative and divergence on these tensors can

be defined as follows

|∇W |2 =
∑

i

∑
a<b;c<d

(∇iWabcd)2, (3.10)

|δW |2 =
∑

i

∑
a<b

((δW)iab)2. (3.11)

For a tensor T : Λ2(T M) ⊗ Λ2(T M)→ R, we define

〈T, δW〉 =
∑
i< j;k

Ti jk(δW)ki j, (3.12)

〈T, iXW〉 =
∑
i< j;k

Ti jk(iXW)ki j (3.13)

Now we are ready to introduce some of the computational formulas from the

soliton equation, listed as the following lemma.
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Lemma 3.2.1. Let (M, g) be a gradient Ricci soliton with soliton equation Rc +∇2 f = λg,

we have

R + ∆ f = nλ, (3.14)

1
2
∇iR = ∇ jRi j = Ri j∇

j f , (3.15)

Rc(∇ f ) =
1
2
∇R, (3.16)

R + |∇ f |2 − 2λ f = constant, (3.17)

∆R + 2|Rc|2 = 〈∇ f ,∇R〉 + 2λR. (3.18)

Remark 3.2.1. If λ > 0, then R > 0 by the maximum principle and equation (3.18). More-

over, a complete gradient Ricci soliton has positive scalar curvature unless it is isometric

to the flat Euclidean space.

Proof. (3.14)-(3.16) are just straight forward calculation from the soliton equation.

For (3.17), suppose that Ri j + ∇i∇ j f = λgi j. Taking the covariant derivatives and

using the commutating formula for covariant derivatives, we obtain

∇iR jk − ∇ jRik + Ri jkl∇l f = 0. (3.19)

Taking the trace on j and k, and using the contracted second Bianchi identity (3.15)

we get

∇i(R + |∇ f |2 − 2λ f ) = 2(Ri j + ∇i∇ j f − λgi j)∇ j f = 0.

Therefore

R + |∇ f |2 − 2λ f = const

for some constant.

For (3.18) we just take the Laplacian to both sides of (3.17). �
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Before we move further to the geometry of Ricci solitons, we’d like to take a look

at a few examples. The following two propositions state that there are no non-

Einstein compact steady or expanding Ricci solitons.

Proposition 3.2.1. (Hamilton, Ivey) On a compact manifold Mn, a gradient steady or

expanding Ricci soliton is Einstein.

Proof. Taking the difference of (3.14) and (3.17) we get

∆ f − |∇ f |2 + 2λ f = nλ −C.

When M is compact and λ 6 0, it follows from the maximum principle that f must

be a constant and hence (M, g) is Einstein. �

More generally, we have

Proposition 3.2.2. On a compact manifold Mn, a steady or expanding Ricci soliton is

Einstein.

Proof. It follows from the above proposition and Perelman’s result in [19] that any

compact Ricci soliton is necessarily a gradient soliton. �

For compact shrinking Ricci solitons in low dimensions we have

Proposition 3.2.3. (Hamilton, Ivey) In dimension n 6 3, there are no compact shrinking

Ricci solitons other than those of constant positive curvature.
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These propositions give us a guideline of what types of non-Einstein Ricci soliton

we may look for.

When n > 4, there exist nontrivial compact gradient shrinking solitons. Also, there

exist complete non-compact Ricci solitons (steady, shrinking and expanding) that

are not Einstein. Below we list a number of such examples. It turns out that most

of the examples are gradient, and all the known examples of nontrivial shrinking

solitons so far are Kahler.

Example 3.2.1. (Compact shrinking solitons) For real dimension 4, the first example of

a compact shrinking soliton was constructed by Koiso [62] on compact complex surface

CP2#(−CP2) where −CP2 means CP2 with the opposite orientation. This is a gradient

Kahler-Ricci soliton with U(2)-symmetry and positive Ricci curvature. More generally,

they found U(n)-invariant Kahler-Ricci solitons on twisted projective line bundle over

CPn−1 for n > 2. Moreover, in [66] Wang-Zhu found a gradient Kahler-Ricci soliton on

CP2#(−2CP2) with U(1) × U(1) symmetry.

Example 3.2.2. (Non-compact shrinking solitons) In [67] Feldman-Ilmanen-Knopf found

the first complete non-compact U(n)-invariant gradient shrinking Kahler-Ricci solitons,

which are cone-like at infinity. It has positive scalar curvature but the Ricci curvature

doesn’t have a fixed sign.

Example 3.2.3. (Non-compact steady solitons in dimension 2) In dimension two, Hamil-

ton in [44] discovered the first example of a complete non-compact steady Ricci soliton on

R2, called the cigar soliton, where the metric is given by

ds2 =
dx2 + dy2

1 + x2 + y2
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with potential function

f = −log(1 + x2 + y2).

The cigar soliton has positive Gaussian curvature and linear volume growth, and is

asymptotic to a cylinder of finite circumference at infinity.

Example 3.2.4. (Non-compact steady solitons in high dimensions) Higher dimensional

examples of non-compact gradient steady solitons were found by Robert Bryant in [65] on

Rn. They are rotationally symmetric and have positive sectional curvature. Furthermore,

the volume of geodesic balls Br(0) grow on the order of r
n+1

2 .

Example 3.2.5. (Non-compact expanding solitons) In [71], H-D Cao constructed a one-

parameter family of complete non-compact expanding solitons on Cn. These expanding

solitons all have U(n)-symmetry and positive sectional curvature, and are cone-like at in-

finity.

More examples of complete non-compact expanding solitons were found by Feldman-

Ilmanen-Knopf [67] on Cn/Zk, k = n + 1, n + 2, ...

Example 3.2.6. (Warped products) Using doubly warped product and multiple warped

product constructions, Ivey and Dancer-Wang [63] produced non-compact gradient

steady solitons, which generalize the construction of Bryant’s soliton Also, Gastel-Kronz

[64] produced a two-parameter family of gradient expanding solitons on Rm+1 × N where

Nn (n > 2) is an Einstein manifold with positive scalar curvature.

We conclude examples of Ricci solitons with

Example 3.2.7. (Gaussian solitons) (Rn, g0) with the flat Euclidean metric can be also
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equipped with both shrinking and expanding gradient Ricci solitons, called the Gaussian

shrinker or expander.

(a) (Rn, g0,
|x|2

4 ) is a gradient shrinker with potential function f = |x|2

4 :

Rc + ∇2 f =
1
2

g0.

(b) (Rn, g0,−
|x|2

4 ) is a gradient shrinker with potential function f = − |x|
2

4 :

Rc + ∇2 f = −
1
2

g0.

3.3 Variational structures

In this section we focus on Perelman’s F -functional and W-functional and the

associated λ-energy and ν-energy respectively. The critical points of the λ-energy

(respectively ν-energy) are precisely given by compact gradient steady (respec-

tively, shrinking) solitons.

Definition 3.3.1. (F -functional and λ-energy) In [19] Perelman considered the func-

tional

F (gi j, f ) =

∫
M

(R + |∇ f |2)e− f dvol (3.20)

defined on the space of Riemannian metrics and smooth functions on M. Here again R is

the scalar curvature and f is a smooth function on Mn. Note that when f = 0, F is simply

a total scalar curvature of g.
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In [19] Perelman introduced the following variation formulas.

Lemma 3.3.1. (First variation formula of F -functional) If vi j = δgi j and φ = δ f are

variations of gi j and f respectively, then the first variation of F is given by

δF (vi j, φ) =

∫
M

[
− vi j(Ri j + ∇i∇ j f ) + (

v
2
− φ)(2∆ f − |∇ f |2 + R)

]
e− f dvol (3.21)

where v = gi jvi j.

Next we consider the associated energy

λ(gi j) = in f {F (gi j, f ) : f ∈ C∞(M),
∫

M
e− f dvol = 1}. (3.22)

Clearly, λ(gi j) is invariant under diffeomorphisms. If we set u = e− f /2, then the

functional F can be written as

F =

∫
M

(Ru2 + 4|∇u|2)dvol. (3.23)

Thus

λ(gi j) = in f {
∫

M
(Ru2 + 4|∇u|2)dvol :

∫
M

u2 = 1}, (3.24)

the first eigenvalue of the operator −4∆ + R. Let u0 > 0 be a first eigenfunction of

the operator −4∆ + R so that

−4∆u0 + Ru0 = λ(gi j)u0.

Then f0 = −2log u0 is a minimizer of λ(gi j):

λ(gi j) = F (gi j, f0).
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Note that f0 satisfies the equation

−2∆ f0 + |∇ f0|
2 − R = λ(gi j). (3.25)

For any symmetric 2-tensor h = hi j, consider the variation gi j(s) = gi j + shi j. It is

an easy consequence of Lemma 3.3.1 and (3.25) that the variation Dgλ(h) of λ(gi j)

is given by
d
ds

∣∣∣∣∣
s=0
λ(gi j(s)) =

∫
−hi j(Ri j + ∇i∇ j f )e− f dvol, (3.26)

where f is the minimizer of λ(gi j). In particular, the critical points of λ are steady

gradient Ricci solitons.

Note that by diffeomorphism invariance of λ, Dgλ vanishes on any Lie derivative

hi j = 1
2 LVgi j. By inserting h = −2(Rc + ∇2 f ) in (3.26) we have the following results

from Perelman.

Proposition 3.3.1. Suppose that gi j(t) is a solution to the Ricci flow on a compact mani-

fold Mn. Then λ(gi j(t)) is non-decreasing in t and the monotonicity is strict unless we are

on a steady gradient soliton. In particular, a compact steady Ricci soliton is necessarily a

gradient soliton.

We remark that by considering the quantity

λ̄(gi j) = λ(gi j)(vol(gi j))
2
n ,

which is a scale invariant version of λ(gi j). Perelman also showed the following

proposition.

48



Proposition 3.3.2. λ̄(gi j) is non-decreasing along the Ricci flow whenever it is non-

positive; moreover, the monotonicity is strict unless we are on a gradient expanding soli-

ton. In particular, any compact expanding Ricci soliton is necessarily a gradient soliton.

Definition 3.3.2. (W-functional and ν-energy) To study the shrinking Ricci solitons,

Perelman introduced theW-functional

W(gi j, f , τ) =

∫
M

[
τ(R + |∇ f |2) + f − n

]
(4πτ)

n
2 e− f dvol, (3.27)

where gi j is a Riemannian metric, f a smooth function on Mn, and τ a positive scale

parameter. Clearly the functionalW is invariant under simultaneous scaling of τ and gi j,

and invariant under diffeomorphisms.

In the same paper Perelman also derived the following variation formula.

Lemma 3.3.2. (First variation ofW-functional) If vi j = δgi j, φ = δ f and η = δτ, then

δW(vi j, φ, η) =

∫
M
−τ(Ri j + ∇i f∇ j f −

1
2τ

gi j)(4πτ)−
n
2 e− f dvol

+

∫
M

(
v
2
− φ −

n
2τ
η)

[
τ(R + 2∆ f − |∇ f |2) + f − n − 1

]
(4πτ)−

n
2 e− f dvol

+

∫
M
η(R + |∇ f |2 −

n
2τ
η)(4πτ)−

n
2 e− f dvol (3.28)

Similar to the λ-entropy, we can consider

ν(gi j, τ) = in f {W(gi j, f , τ) : f ∈ C∞(M),
∫

M
(4πτ)−

n
2 e− f dvol = 1}. (3.29)

Note that if we let u = e− f /2, then the functionalW can be expressed as

W(gi j, f , τ) =

∫
M

[
τ(Ru2 + 4|∇u|2) − u2logu2 − nu2

]
(4πτ)−

n
2 dvol, (3.30)
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and the constraint
∫

M
(4πτ)−

n
2 e− f dvol = 1 becomes

∫
M

u2(4πτ)−
n
2 dvol = 1. Therefore

ν(gi j, τ) corresponds to the best constant of a logarithmic Sobolev inequality.

Since the nonquadratic term is subcritical (in view of Sobolev exponent), it is

rather straightforward to show that ν(gi j, τ) is achieved by some nonnegative func-

tion u ∈ H1(M) which satisfies the Euler-Lagrange equation

τ(−4∆u + Ru) − 2ulog u − nu = ν(gi j, τ)u. (3.31)

One can further show that the minimizer ν is positive and smooth. This is equiv-

alent to say that ν(gi j, τ) is achieved by some minimizer f satisfying the nonlinear

equation

τ(2∆ f − |∇ f |2 + R) + f − n = ν(gi j, τ). (3.32)

Proposition 3.3.3. (Perelman [19]) Suppose gi j(t), 0 6 t < T is a solution to the Ricci

flow on a compact manifold Mn. Then ν(gi j(t),T − t) is nondecreasing in t; moreover, the

monotonicity is strict unless we are on a shrinking gradient soliton. In particular, any

compact shrinking Ricci soliton is necessarily a gradient soliton.

Remark 3.3.1. Nader in [58] showed that if (Mn, g) is a complete non-compact shrinking

Ricci soliton with bounded curvature |Rm| < C with respect to some smooth vector field

V , then there exists a smooth function f on M such that (Mn, g) is a gradient soliton with

f as its potential function.
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3.4 Ricci solitons and Ricci flow

In Section 1.7 we knew that Ricci soliton was a special solution to the Ricci flow.

To better understand the Ricci flow, we introduce the singularity models to the

Ricci flow.

Definition 3.4.1. The maximal solution to the Ricci flow is defines as the solution to the

Ricci flow that exists on a maximal time interval [0,T ) where T 6 ∞

Definition 3.4.2. Under the Ricci flow (1.35), Hamilton defined

Kmax(t) = sup
x∈M
|Rm(x, t)|g(t) (3.33)

According to Hamilton, one can classify maximal solutions into three types; every maxi-

mal solution is clearly of one and only one of the following three types:

Type I: T < +∞ and sup (T − t)Kmax(t) < +∞;

Type II(a): T < +∞ but sup (T − t)Kmax(t) = +∞;

Type II(b): T = +∞ but sup tKmax(t) = +∞;

Type III: T = +∞ and sup tKmax(t) < +∞

(3.34)

For each type of the maximal solution, Hamilton defined a corresponding type of

limiting singularity model.

Definition 3.4.3. A solution gi j(x, t) to the Ricci flow on the manifold M, where either M

is compact or at each time t the metric gi j(·, t) is complete and has bounded curvature, is
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called a singularity model if it is not flat and of one of the following three types:

Type I: The solution exists for t ∈ (−∞,Ω) for some Ω with 0 < Ω < ∞ and

|Rm| 6
Ω

Ω − t

everywhere with equality somewhere at t = 0;

Type II: The solution exists for t ∈ (−∞,+∞) and

|Rm| 6 1

everywhere with equality somewhere at t = 0;

Type III: The solution exists for t ∈ (−A,+∞) for some constant A with 0 < A < ∞ and

|Rm| 6
A

A + t

everywhere with equality somewhere at t = 0.

There are a few known rigidity results about singularity model worth listing.

Theorem 3.4.1. (Hamilton [68]) For any complete maximal solution to the Ricci flow

with bounded and non-negative curvature operator on a Riemannian manifold, or on a

Kahler manifold with bounded and nonnegative holomorphic bisectional curvature, there

exists a sequence of dilations which converges to a singular model.

For Type I solutions: the limit model exists for t ∈ (−∞,Ω) with 0 < Ω < +∞ and has

R 6
Ω

Ω − t

everywhere with equality somewhere at t = 0;

For Type II solutions: the limit model exists for t ∈ (−∞,+∞) and has

R 6 1
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everywhere with equality somewhere at t = 0;

For Type III solutions: the limit model exists for t ∈ (−A,+∞) with 0 < A < +∞ and has

R 6
A

A + t

everywhere with equality somewhere at t = 0.

For Type II or Type III singularities with non-negative curvature we have the

following results.

Theorem 3.4.2. (Hamilton [46]) Any Type II singularity model of the Ricci flow with

nonnegative curvature operator and positive Ricci curvature must be a steady Ricci soli-

ton.

Theorem 3.4.3. (H-D Cao [71])

(a) Any Type II singularity model on a Kahler manifold with non-negative holomorphic

bisectional curvature and positive Ricci curvature must be a steady Kahler-Ricci soli-

ton;

(b) Any Type III singularity model on a Kahler manifold with non-negative holomorphic

bisectional curvature and positive Ricci curvature must be a shrinking Kahler-Ricci

soliton.

Theorem 3.4.4. (Chen-Zhu [45]) Any Type III singularity model of the Ricci flow with

non-negative curvature operator and positive Ricci curvature must be an expanding Ricci

soliton.
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In [51] N. Sesum was able to show the following result.

Theorem 3.4.5. Let M be a smooth, compact n-dimensional Riemannian manifold (n > 3)

and g(·, t) be a solution to the Ricci flow. Assume there is a constant C so that sup
M
|R(·, t)| 6

C for all t ∈ [0,T ) and T < ∞. Assume that at T we have a Type II singularity and the

norm of the curvature operator blows up. Then by suitable rescalings of our metrics, we

get a Gaussian shrinker in the limit.

This result is later improved by X. Cao in [14].

Theorem 3.4.6. (X. Cao) Let (M, g(t)), t ∈ [0,T ) be a maximal solution to the Ricci flow

with positive scalar curvature. Then we have one of the following:

(a) either lim sup
[0,T )

R = ∞,

(b) or lim sup
[0,T )

R < ∞, then lim sup
[0,T )

|W |
R = ∞. This must be a Type II maximal solution,

furthermore, the dilation limit must be a complete Ricci-flat solution with max |W | =

1.

3.5 Geometry of gradient Ricci solitons

In this section we introduce some known rigidity results to gradient Ricci solitons.

We start from gradient steady and expanding solitons.
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Definition 3.5.1. Given any positive constant κ > 0 and r > 0, we say a solution to the

Ricci flow is κ-noncollapsed at (x0, t0) on the scale r if it satisfies the following property: if

|Rm|(x, t) 6 r−2 for all (x, t) ∈ Bt0(x0, r) × [t0 − r2, t0], then

volt0(Bt0(x0, r)) > κrn. (3.35)

Theorem 3.5.1. (Hamilton [68]) Suppose we have a complete non-compact gradient

steady Ricci soliton (Mn, gi j) so that

Ri j = ∇i∇ j f

for some potential function f on M. Assume the Ricci curvature operator is positive, and

the scalar curvature R attains its maximum Rmax at a point x0 ∈ Mn. Then

|∇ f |2 + R = Rmax

everywhere on Mn. Furthermore, the function f is convex and attains its minimum at x0.

In case of a complete gradient expanding soliton with nonnegative Ricci curva-

ture, the potential function f is a convex exhaustion function of quadratic growth.

Hence we have

Theorem 3.5.2. (Hamilton [68]) Let (Mn, g, f ) be a gradient expanding soliton with Rc >

0. Then Mn is diffeomorphic to Rn.

In the Kahler setting we have the following result.

Theorem 3.5.3. (Bryant [69] and Chau-Tam [70]) Suppose we have a complete non-

compact gradient steady Kahler-Ricci soliton (Xn, gi j). Assume Ricci curvature is positive
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Rc > 0, and the scalar curvature R attains its maximum Rmax at a point x0 ∈ Xn. Then Xn

is biholomorphic to the complex Euclidean space Cn.

Theorem 3.5.4. (Chau-Tam [70]) Let (Xn, gi j) be a complete noncompact gradient ex-

panding Kahler-Ricci soliton with non-negative Ricci curvature, then Xn is biholomorphic

to Cn.

Theorem 3.5.5. (Hamilton [44]) The only complete steady Ricci soliton on a two-

dimensional manifold with bounded (scalar) curvature R which attains its maximum

Rmax = 1 at an origin is the cigar soliton on the plane R2 with the metric

ds2 =
dx2 + dy2

1 + x2 + y2 .

For n > 3, Perelman claimed that any complete non-compact κ-noncollapsed gra-

dient steady soliton with bounded positive curvature must be the Bryant soli-

ton. He also conjectured that any complete non-compact three-dimensional κ-

noncollapsed ancient solution with bounded positive curvature is necessarily a

Bryant soliton.

Now we are going to describe recent progress on gradient shrinking Ricci solitons.

Theorem 3.5.6. (Hamilton [43]) A complete shrinking Ricci soliton with bounded and

non-negative curvature operator either has positive curvature operator everywhere or its

universal cover splits as a product N × Rk, where k > 1 and N is a shrinking soliton with

positive curvature operator.

On the other hand, Hamilton (n = 3, 4) and Bohm-Wilking (n > 5) have the follow-

ing result.
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Theorem 3.5.7. (Hamilton [42], [43] and Bohm-Wilking [35]) Compact shrinking soli-

tons with positive curvature operator are isometric to finite quotients of round spheres.

For dimension n = 3, Perelman proved the following

Theorem 3.5.8. (Perelman [19]) There does not exist a three-dimensional complete non-

compact κ-noncollapsed gradient shrinking soliton with bounded and positive sectional

curvature.

In other words, a three-dimensional complete κ-noncollapsed gradient shrinking

soliton with bounded and positive sectional curvature must be compact.

Based on the above proposition, Perelman obtained the following important clas-

sification result.

Theorem 3.5.9. (Perelman [19]) Let g(t) be a non-flat gradient shrinking soliton to the

Ricci flow on a three-manifold M3. Suppose g(t) has bounded and nonnegative sectional

curvature and is κ-noncollapsed on all scales for some κ > 0. Then (M, g(t)) is one of the

following:

(a) the round three-sphere S3, or one of its metric quotients;

(b) the round infinite cylinder S2 × R, or its Z2 quotient.

Therefore the only three-dimensional complete non-compact κ-noncollapsed gra-

dient shrinking soliton with bounded and nonnegative sectional curvature are

either S2 × R or R3.
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In the past decades of years, there has been a lot of attempts to improve and gen-

eralize the above results of Perelman. We list the following results.

Theorem 3.5.10. (Ni-Wallach for dimension 3 [72]) Any 3-dimensional complete non-

compact non-flat gradient shrinking soliton with nonnegative Ricci curvature Rc > 0 and

with |Rm|(x) 6 Cear(x) must be a quotient of the round cylinder S2 × R.

This result is improved by the following results.

Theorem 3.5.11. (Cao-Chen-Zhu [73]) Let (M3, g) be a 3-dimensional complete non-

compact non-flat shrinking gradient soliton. Then (M3, g) is a quotient of the round

cylinder S2 × R.

Theorem 3.5.12. (Naber [58]) Any 4-dimensional complete noncompact shrinking Ricci

soliton with bounded and nonnegative curvature operator is isometric to either R4, or a

finite quotient of S3 × R or S2 × R2.

For high dimensions, we have the following results.

Theorem 3.5.13. (Ni-Wallach in high dimensions [72]) Let (Mn, g) be a complete, locally

conformally flat gradient shrinking soliton with nonnegative Ricci curvature. Assume

that

|Rm|(x) 6 Cea(r(x)+1)

for some constant a > 0, where r(x) is the distance function to some origin. Then its

universal cover is Rn, Sn or Sn−1 × R.
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Theorem 3.5.14. (Petersen-Wylie) Let (Mn, g) be a complete gradient shrinking Ricci

soliton with potential function f . Assume the Weyl tensor W = 0 and∫
M
|Rc|2e− f dvol < ∞,

then (Mn, g) is a finite quotient of Rn, Sn or Sn−1 × R.

In the meanwhile, Z-H. Zhang improved Theorem 3.5.13 and 3.5.14 by removing

all curvature bound assumptions.

Theorem 3.5.15. (Z-H Zhang) Any complete gradient shrinking soliton with vanishing

Weyl tensor must be a finite quotients of Rn, Sn or Sn−1 × R.

Finally we’d like to introduce the Weitzenbock formula by Cao and Tran in [5],

which is a new but very powerful tool to study the geometry of high dimensional

Ricci solitons.

Theorem 3.5.16. Let (M, g, f , λ) be a four-dimensional gradient Ricci soliton, then we

have the following Bochner-Weitzenbock formula:

∆ f |W+|2 = 2|∇W+|2 + 4λ|W+|2 − 36det W+ − 〈Rc ◦ Rc,W+〉

= 2|∇W+|2 + 4λ|W+|2 − 36det W+ − 〈Hess f ◦ Hess f ,W+〉 (3.36)

In [9], J-Y Wu, P. Wu and W. Wylie was able to improve Z-H Zhang’s result via

using Theorem 3.5.16.

Theorem 3.5.17. A four-dimensional gradient shrinking Ricci soliton with δW± = 0 is

either Einstein, or a finite quotient of R4, S3 × R or S2 × R2.
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3.6 Main results

In this section we are going to present the main result for this chapter. Recall the

definition of weighted Yamabe invariant defined in Section 1.7. For this section

we take m = 1 and φ = f which is the potential function of the soliton equation in

(1.54).

Definition 3.6.1. Let R̃ = R + 2∆ f − 2|∇ f |2 be the weighted scalar curvature and

Y = inf
u>0

[
∫
|∇u|2e− f + n−1

4n

∫
(R + 2∆ f − 2|∇ f |2)u2e− f ](

∫
u

2n
n−1 )

2
n∫

u
2(n+1)

n−1 e− f

be the weighted Yamabe invariant for the n-dimensional gradient shrinking Ricci soliton

(Mn, g) with soliton equation Rc + ∇2 f = g. The weighted conformal Laplacian is defined

as Lm
f := −∆ f + m+n−2

4(m+n−1)R
m
f where Rm

f is defined in (1.51).

Theorem 3.6.1. For n-dimensional compact gradient shrinking Ricci solitons (Mn, g)

where n =4, 5, 7, 8 with soliton equation Rc + ∇2 f = g, if

Y >

√
(n − 2)(n − 1)3

32

∥∥∥∥∥∥∥∥|W | +
√

8
n(n − 2)

|E| − k(n)|∇ f |2

∥∥∥∥∥∥∥∥ n+1
2

( ∫
e(n+1) f

) 2
n(n+1)

,

where k(n) =
2(n3−4n2+5n−18)

√
n−1

n2(n2−2n−7)
√

2(n−2)
and all integrals are with respect to the measure dµ̃ =

e− f dµ. Then (Mn, g) is isometric to the round sphere (S n, ground).

To prove this theorem, we need the following lemmas.
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Lemma 3.6.2. Let (Mn, g) be a gradient Ricci soliton with soliton equation Rc +∇2 f = g,

then

1
2

∆ f |E|2 = |∇E|2 + 2|E|2 − 2Wi jklEikE jl +
4

n − 2
Ei jE jkEik −

2(n − 2)
n(n − 1)

R|E|2

where E denotes the traceless Ricci tensor.

Proof. See computation from [2]. �

Lemma 3.6.3. For every n − dimensional Riemannian manifold,∣∣∣∣∣ −Wi jklEikE jl +
2

n − 2
Ei jE jkEik

∣∣∣∣∣ 6
√

n − 2
2(n − 1)

(
|W |2 +

8
n(n − 2)

|E|2
) 1

2

|E|2.

Proof. First of all we have

(E ◦ g)i jkl = Eikg jl − Eilg jk + E jlgik − E jkgil

(E ◦ E)i jkl = 2(EikE jl − EilE jk).

By some simple computation we have

Wi jklEikE jl =
1
4

Wi jkl(E ◦ E)i jkl

Ei jE jkEik = −
1
8

(E ◦ g)i jkl(E ◦ E)i jkl.

Therefore we get the following identity

−Wi jklEikE jl +
2

n − 2
Ei jE jkEik = −

1
4

(
W +

1
n − 2

E ◦ g
)

i jkl
(E ◦ E)i jkl.

Now that E ◦ E has the same symmetries as the Riemann tensor, it can be decom-

posed orthogonally as

E ◦ E = T ⊕ V ⊕ U
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where T is trace-free and

Vi jkl = −
2

n − 2
(E2 ◦ g)i jkl +

2
n(n − 2)

|E|2(E ◦ E)i jkl

Ui jkl = −
1

n(n − 1)
|E|2(g ◦ g)i jkl,

where (E2)i j = EipE jp. Taking the squared norm we obtain

|E ◦ E|2 = 8|E|4 − 8|E2|2

|V |2 =
16

n − 2
|E2|2 −

16
n(n − 2)

|E|4

|U |2 =
8

n(n − 1)
|E|4.

In particular, we have

|T |2 +
n
2
|V |2 = |E ◦ E|2 +

n − 2
2
|V |2 − |U |2 =

8(n − 2)
n − 1

|E|4.

Now use the fact that W and T are trace-free and the Cauchy-Schwarz inequality

we obtain ∣∣∣∣∣(W +
1

n − 2
E ◦ g

)
i jkl

(E ◦ E)i jkl

∣∣∣∣∣2
=

∣∣∣∣∣(W +
1

n − 2
E ◦ g

)
i jkl

(T + V)i jkl

∣∣∣∣∣2
=

∣∣∣∣∣(W +

√
2

√
n(n − 2)

E ◦ g
)

i jkl
(T +

√
n
2

V)i jkl

∣∣∣∣∣2
6

∣∣∣∣∣(W +

√
2

√
n(n − 2)

E ◦ g
)∣∣∣∣∣2(|T |2 +

n
2
|V |2

)
=

8(n − 2)
n − 1

(
|W |2 +

8
n(n − 2)

|E|2
)
|E|4.

This concludes the proof. �
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To make further computation, we need that the weighted Yamabe invariant is

positive, which is guaranteed by the follow lemma.

Lemma 3.6.4. The Yamabe invariant is always positive if (Mn, g) is a compact shrinking

Ricci soliton.

Proof. Since Mn is a compact shrinking Ricci soliton, we have R > 0.

Therefore the first eigenvalue of −∆ + R
4 is positive.

Hence the first eigenvalue of the weighted Laplacian when m = ∞ is positive.

Suppose to the contrary that the m = 1 weighted Yamabe constant is nonpositive.

By [4. Proposition 3.5], the first eigenvalue of m = 1 weighted conformal Laplacian

λ1(L1
f ) has the same sign as the weighted Yamabe invariant, therefore it is nonpos-

itive.

By considering [4. (3.4)] that

(m + k + n − 1)(m + n − 2)
(m + k + n − 2)(m + n − 1)

(Lm+k
f w,w) 6 (Lm

f w,w),

for all w ∈ W1,2(M). We can conclude that the first eigenvalue of the m = k weighted

conformal Laplacian is nonpositive, ∀k ∈ N.

Thus, there is a smooth function u such that

(Lm
f u, u) < 0

for all m > 1, where the left-hand side denotes the L2-inner product with respect

to the measure vmdvol = e−φdvol.

Taking the limit as m tends to infinity yields (L∞f u, u) < 0, contradicting the fact that

the first eigenvalue of the m = ∞weighted conformal Laplacian is positive. �
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Now we are going to introduce the last computational lemma before we prove the

main theorem.

Lemma 3.6.5. Under the assumption of Theorem 3.6.1, (Mn, g) is Einstein.

Proof. Since M is compact, we have∫
∆ f |E|2e− f = 0.

By Lemma 3.6.2 and Lemma 3.6.3, we have

0 >
∫
|∇E|2e− f + 2

∫
|E|2e− f −

√
2(n − 2)

n − 1

∫ (
|W |2 +

8
n(n − 2)

|E|2
) 1

2
|E|2e− f

−
2(n − 2)
n(n − 1)

∫
R|E|2e− f

By the soliton equation we have

R + ∆ f = n,

which implies

2 =
2
n

R +
2
n

∆ f .

Therefore we get

2
∫
|E|2e− f =

2
n

∫
R|E|2e− f +

2
n

∫
∆ f |E|2e− f .

By Kato’s inequality

|∇E|2 > |∇|E||2

we have

0 >
∫
|∇|E||2e− f + 2

∫
|E|2e− f −

√
2(n − 2)

n − 1

∫ (
|W |2 +

8
n(n − 2)

|E|2
) 1

2
|E|2e− f
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−
2(n − 2)
n(n − 1)

∫
R|E|2e− f

=

∫
|∇|E||2e− f +

2
n(n − 1)

∫
R|E|2e− f +

2
n

∫
∆ f |E|2e− f

−

√
2(n − 2)

n − 1

∫ (
|W |2 +

8
n(n − 2)

|E|2
) 1

2
|E|2e− f

=
8

(n − 1)2

[ ∫
|∇|E||2e− f +

n − 1
4n

∫ (
R + 2∆ f − 2|∇ f |2|E|2e− f

)]
+
(
1 −

8
(n − 1)2

) ∫
|∇|E||2e− f +

2(n − 3)
n(n − 1)

∫
∆ f |E|2e− f +

4
n(n − 1)

∫
|∇ f |2|E|2e− f

−

√
2(n − 2)

n − 1

∫ (
|W |2 +

8
n(n − 2)

|E|2
) 1

2
|E|2e− f .

Let A = 8
(n−1)2

[ ∫
|∇|E||2e− f + n−1

4n

∫ (
R + 2∆ f − 2|∇ f |2|E|2e− f

)]
, we have

0 > A +
(
1 −

8
(n − 1)2

) ∫
|∇|E||2e− f +

2(n − 3)
n(n − 1)

∫
∆ f |E|2e− f +

4
n(n − 1)

∫
|∇ f |2|E|2e− f

−

√
2(n − 2)

n − 1

∫ (
|W |2 +

8
n(n − 2)

|E|2
) 1

2
|E|2e− f .

Using integration by parts we know

∫
∆ f |E|2e− f = −2

∫
∇ f∇|E||E|e− f +

∫
|∇ f |2|E|2e− f .

Therefore

0 > A + B −

√
2(n − 2)

n − 1

∫ (
|W |2 +

8
n(n − 2)

|E|2
) 1

2
|E|2e− f

where

B =
(
1 −

8
(n − 1)2

) ∫
|∇|E||2e− f −

4(n − 3)
n(n − 1)

∫
∇ f∇|E||E|e− f +

2
n

∫
|∇ f |2|E|2e− f

= D +
2(n3 − 4n2 + 5n − 18)

n2(n2 − 2n − 7)

∫
|∇ f |2|E|2e− f
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where

D =
(
1−

8
(n − 1)2

) ∫
|∇|E||2e− f−

4(n − 3)
n(n − 1)

∫
∇ f∇|E||E|e− f +

4(n − 3)2

n2(n2 − 2n − 7)

∫
|∇ f |2|E|2e− f .

By Holder’s inequality we know D > 0, therefore B > 2(n3−4n2+5n−18)
n2(n2−2n−7)

∫
|∇ f |2|E|2e− f .

Hence

0 > A+
2(n3 − 4n2 + 5n − 18)

n2(n2 − 2n − 7)

∫
|∇ f |2|E|2e− f−

√
2(n − 2)

n − 1

∫ (
|W |+

√
8

n(n − 2)
|E|

)
|E|2e− f

= A −

√
2(n − 2)

n − 1

∫ (
|W | +

√
8

n(n − 2)
|E| − k(n)|∇ f |2

)
|E|2e− f .

Let C =
∫ (
|W | +

√
8

n(n−2) |E| − k(n)|∇ f |2
)
|E|2e− f , so till now we’ve shown

0 > A −

√
2(n − 2)

n − 1
C.

Now we are going to show that under the assumption of Theorem 3.6.1 we actu-

ally have A −
√

2(n−2)
n−1 C > 0.

Since 0 > A −
√

2(n−2)
n−1 C, multiply by

( ∫
|E|

2n
n−1

) 2
n to both sides we have

0 ≥ A
( ∫
|E|

2n
n−1

) 2
n
−

√
2(n − 2)

n − 1
C
( ∫
|E|

2n
n−1

) 2
n

>
8

(n − 1)2 Y
∫
|E|

2(n+1)
n−1 e− f −

√
2(n − 2)

n − 1
C
( ∫
|E|

2n
n−1

) 2
n

by the definition of Y .

By Holder’s inequality, we have

∫
|E|

2n
n−1 6

( ∫
|E|

2(n+1)
n−1 e− f

) n
n+1

( ∫
en f

) 1
n+1

,
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which implies ( ∫
|E|

2n
n−1

) 2
n

6
( ∫
|E|

2(n+1)
n−1 e− f

) 2
n+1

( ∫
en f

) 2
n(n+1)

Therefore

0 >
8

(n − 1)2 Y
( ∫
|E|

2(n+1)
n−1 e− f

) n−1
n+1

( ∫
en f

)− 2
n(n+1)

−

√
2(n − 2)

n − 1
C.

It suffices to show

8
(n − 1)2 Y

( ∫
|E|

2(n+1)
n−1 e− f

) n−1
n+1

( ∫
en f

)− 2
n(n+1)

−

√
2(n − 2)

n − 1
C > 0.

Let g = |W | +
√

8
n(n−2) |E| − k(n)|∇ f |2.

By Holder’s inequality we have

C =

∫
g|E|2e− f

6
( ∫

g
n+1

2 e− f
) 2

n+1
(
|E|

2(n+1)
n−1 e− f

) n−1
n+1

.

It suffices to show

Y >

√
(n − 2)(n − 1)3

32

( ∫
g

n+1
2 e− f

) 2
n+1

( ∫
en f

) 2
n(n+1)

,

=

√
(n − 2)(n − 1)3

32
‖g‖ n+1

2

( ∫
e(n+1) f dµ̃

) 2
n(n+1)

,

which by the assumption is true.

Therefore |E| ≡ 0, (Mn, g) is Einstein. �

Now we are going to prove Theorem 3.6.1.
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Proof. By Lemma 3.6.5 we know that (Mn, g) is Einstein under the assumption.

Now we are going to show it’s actually a round sphere.

Since (Mn, g) is Einstein, the assumption of Theorem 1 changes to

Y >

√
(n − 2)(n − 1)3

32
‖|W |‖ n+1

2
vol

2
n+1 .

Compare the coefficients of Y with Theorem 2.6.2, we have√
(n − 2)(n − 1)3

32
> 2C(n)

when n =4, 5, 7, 8.

This means when n =4, 5, 7, 8 we have

Y > 2C(n)|||W | − RD(n)|| n+1
2

vol
2

n(n+1) .

So by Theorem 2, (Mn, g) is isometric to (S n, ground). This completes the proof of

Theorem 3.6.1. �
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CHAPTER 4

INTEGRAL WEITZENBOCK FORMULA

We’ve introduced the Weitzenbock formulas for 4-dimensional Einstein manifolds

and Ricci solitons in Chapter 2 and Chapter 3 respectively. In this chapter we are

going to give an integral version of Weitzenbock formula for compact shrinking

Ricci solitons.

4.1 Framework approach

Since we have the curvature decomposition from Section 1.3, in this chapter we

will express the interior product i∇ f and the divergence on each curvature compo-

nent as linear combinations of four operators P, Q, M, N. The geometry of each

operator gives us some information about the original manifold.

Let (Mn, g) be an n-dimensional oriented Riemannian manifold. Using the point-

wisely induced inner product, any anti-symmetric (2, 0)-tensor α can be written as

an operator on the tangent space by

α(X,Y) = 〈−α(X),Y〉 = 〈X, α(Y)〉 = 〈α, X ∧ Y〉.

In particular, a bi-vector acts on a vector X as follows

(U ∧ V)X = 〈V, X〉U − 〈U, X〉V.
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Similarly, any symmetric (2, 0)-tensor b can be written as an operator on the tan-

gent space

b(X,Y) = 〈b(X),Y〉 = 〈X, b(Y)〉 = 〈b, X ∧ Y〉.

Therefore, when b is viewed as a 1-form, d∇b denotes the exterior derivative. Then

(d∇b)(X,Y,Z) = ∇Xb(Y,Z) − ∇Yb(X,Z).

Now we can define the fundamental tensors of our interest here, via a local frame

and then using the operator language. We now assume α ∈ Λ2(T M), X, Y, Z ∈ T M,

and {ei}
n
i=1 to be a local orthonormal frame on a gradient Ricci soliton (Mn, g, f , λ).

4.2 Integral Weitzenbock formula

In Theorem 3.5.16 we introduced the Weitzenbock formula for Ricci solitons. Now

we are going to prove the integral Weitzenbock formula. To show this, we need

the following definitions and lemmas.

Definition 4.2.1. The tensors P, Q, M, N: Λ2T M ⊗ T M → R are defined as:

Pi jk = ∇iR jk − ∇ jRik = ∇ j fik − ∇i f jk = R jikp∇
p f , (4.1)

P(X ∧ Y,Z) = −R(X,Y,Z,∇ f ) = (d∇Rc)(X,Y,Z) = δRm(Z, X,Y),

P(α,Z) = R(α,∇ f ∧ Z) = δRm(Z, α);

Qi jk = gki∇ jR − gk j∇iR = 2(gikR jp − g jkRip)∇p f , (4.2)
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Q(X ∧ Y,Z) = 2g(X,Z)Rc(Y,∇ f ) − 2g(Y,Z)Rc(X,∇ f ),

Q(α,Z) = −2Rc(α(Z),∇ f ) = −2g(α(Z),Rc(∇ f ));

Mi jk = Rk j∇i f − Rki∇ j f , (4.3)

M(X ∧ Y,Z) = Rc(Y,Z)∇X f − Rc(X,Z)∇Y f = −Rc((X ∧ Y)∇ f ,Z),

M(α,Z) = −Rc(α(∇ f ),Z) = −g(α∇ f ,Rc(Z));

Ni jk = gk j∇i f − gki∇ j f (4.4)

N(X ∧ Y,Z) = g(Y,Z)∇X f − g(X,Z)∇Y f = g((X ∧ Y)Z,∇ f ),

N(α,Z) = g(αZ,∇ f ) = −α(Z,∇ f ).

Remark 4.2.1. The tensors P±, Q±, M±, N± : Λ2±T M⊗T M → R are defined by restricting

α ∈ Λ2±T M. They can be seen as operators on Λ2 by standard projection.

Remark 4.2.2. Before further computation, let us remark on the essence of these operators.

P ≡ 0 if and only if the curvature is harmonic; Q ≡ 0 if and only if the scalar curvature is

constant; M ≡ 0 if and only if either ∇ f = 0 or Rc vanishes on the orthogonal complement

of ∇ f ; finally N ≡ 0 if and only if the potential function f is constant.

Using the framework above, the interior product i∇ f on components of the cur-

vature tensor can be represented as follows. The computational lemmas can be

found in [5]. Again the Einstein summation convention is used.

Lemma 4.2.1. Let (M, g, f , λ) be a gradient Ricci soliton, P, Q, M, N as in Definition

4.2.1. In a local orthonormal frame, we have

Ri jkp∇
p f = R(ei, e j, ek,∇ f ) = −Pi jk = ∇pRi jkp = δRm(ek, ei, e j), (4.5)

71



(g ◦ g)i jkp∇
p f = (g ◦ g)(ei, e j, ek,∇ f ) = −2Ni jk, (4.6)

(Rc ◦ g)i jkp∇
p f = (Rc ◦ g)(ei, e j, ek,∇ f ) =

1
2

Qi jk − Mi jk, (4.7)

Hi jkp∇
p f = H(ei, e j, ek,∇ f ) = Mi jk −

1
2

Qi jk − 2λNi jk, (4.8)

Wi jkp∇
p f = W(ei, e j, ek,∇ f ) = −Pi jk −

Qi jk

2(n − 2)
+

Mi jk

n − 2
−

RNi jk

(n − 1)(n − 2)
(4.9)

where H = Hess f ◦ g.

Proof. For the first formula, we can just apply the soliton equation and Bianchi

identities.

For the second formula, we have

(g ◦ g)i jkp∇
p f = 2(gikg jp − gipg jk)∇p f

= 2gik∇ j f − 2g jk∇i f = −2Ni jk.

For the third formula, we again use the definition of Kulkarni-Nomizu product to

compute

(Rc ◦ g)i jkp∇
p f = (Rikg jp + R jpgik − Ripg jk − R jkgip)∇p f

= Rik∇ j f +
1
2

(gik∇ jR − g jk∇iR) − R jk∇i f

=
1
2

Qi jk − Mi jk.

For the fourth formula, we need to use the soliton equation Ri j + (Hess f )i j = λgi j.

Then the result is a combination of the second and third formula.

For the last formula, it comes from the curvature decomposition (1.14). �

We need to use another computational lemma from [5] to derive our main result.
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Lemma 4.2.2. Let (M, g, f , λ) be a gradient Ricci soliton, for P, Q, M, N as above, in a

local orthonormal frame we have

∇pRi jkp = −Pi jk, (4.10)

∇p(Rg ◦ g)i jkp = 2Qi jk, (4.11)

∇p(Rc ◦ g)i jkp = −∇pHi jkp = −Pi jk +
1
2

Qi jk, (4.12)

∇pWi jkp = −
n − 3
n − 2

Pi jk −
n − 3

2(n − 1)(n − 2)
Qi jk := −

n − 3
n − 2

Ci jk. (4.13)

Proof. The first formula comes from the second Bianchi identity.

For the second formula, we have

∇p(Rg ◦ g) = 2∇p(Rgikg jp − Rgipg jk)

= 2gikg jp∇
pR − 2g jkgip∇

pR

= 2gik∇ jR − 2g jk∇iR = 2Qi jk.

For the third formula, we have

∇p(Rc ◦ g)i jkp = ∇p(Rikg jp + R jpgik − Ripg jk − R jkgip)

= g jp∇
pRik + gik∇

pR jp − g jk∇
pRip − gip∇

pR jk

= ∇ jRik +
1
2

(gik∇ jR − g jk∇iR) − ∇iR jk

= −Pi jk +
1
2

Qi jk.

For the last one formula, we again use formula (1.14) to get the result. �
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Remark 4.2.3. By the standard projection, we have

(δW)± = δ(W±),

(i∇ f W)± = i∇ f W±,

the identities above hold if we replace W, P, Q, M, N by W±, P±, Q±, M±, N± respectively.

The last computational lemma we need before deriving the main result is the fol-

lowing lemma in [5].

Lemma 4.2.3. Let (M, g, f , λ) be a gradient shrinking Ricci soliton, then we have:

2〈P,Q〉 = −|∇R|2, (4.14)

2〈P,N〉 = 〈∇ f ,∇R〉, (4.15)

2〈Q,Q〉 = 2(n − 1)|∇R|2, (4.16)

2〈M,M〉 = 2|Rc|2|∇ f |2 −
1
2
|∇R|2, (4.17)

2〈N,N〉 = 2(n − 1)|∇ f |2, (4.18)

2〈Q,M〉 = |∇R|2 − 2R〈∇ f ,∇R〉, (4.19)

2〈Q,N〉 = −2(n − 1)〈∇ f ,∇R〉, (4.20)

2〈M,N〉 = 2R|∇ f |2 − 〈∇ f ,∇R〉, (4.21)

Furthermore, if M is closed, then∫
M

2〈P, P〉e− f =

∫
M
|∇Rc|2e− f . (4.22)
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Proof. For the first formula,

2〈P,Q〉 = Pi jkQi jk

= (∇iR jk − ∇ jRik)(gik∇ jR − g jk∇iR)

= ∇iR jkgik∇ jR − ∇ jRikgik∇ jR

−gk j∇iR jk∇iR + ∇ jRikgk j∇iR

= 2(∇iR jk − ∇ jRik)gik∇ jR

= |∇R|2 − 2|∇R|2

= −|∇R|2.

For the second formula,

2〈P,N〉 = Pi jkNi jk

= (∇iR jk − ∇ jRik)(g jk∇i f − gik∇ j f )

= ∇iR jkg jk∇i f + ∇ jRikgik∇ j f

−∇ jRikg jk∇i f − ∇iR jkgik∇ j f

= 2〈∇ f ,∇R〉 − 〈∇ f ,∇R〉

= 〈∇ f ,∇R〉.

For the third formula,

2〈Q,Q〉 = Qi jkQi jk

= (gik∇ jR − g jk∇iR)2

= (gik∇ jR)2 + (g jk∇iR)2
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−2gik∇ jRg jk∇iR

= 2n|∇R|2 − 2|∇R|2

= 2(n − 1)|∇R|2.

For the fourth formula,

2〈M,M〉 = Mi jkMi jk

= (R jk∇i f − Rik∇ j f )2

= (R jk∇i f )2 + (Rik∇ j f )2

−2R jk∇i f Rik∇ j f

= 2|Rc|2|∇ f |2 − 2 ×
1
2
×

1
2
|∇R|2

= 2|Rc|2|∇ f |2 −
1
2
|∇R|2.

For the fifth formula,

2〈N,N〉 = Ni jkNi jk

= (g jk∇i f − gik∇ j f )2

= 2n|∇ f |2 − 2g jk∇i f gik∇ j f

= 2n|∇ f |2 − 2|∇ f |2

= 2(n − 1)|∇ f |2.

For the sixth formula,

2〈Q,M〉 = Qi jkMi jk

= (gik∇ jR − g jk∇iR)(R jk∇i f − Rik∇ j f )
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= gik∇ jRR jk∇i f + g jk∇iRRik∇ j f

−g jk∇iRR jk∇i f − gik∇ jRRik∇ j f

= 2 ×
1
2
|∇R|2 − 2R〈∇R,∇ f 〉

= |∇R|2 − 2R〈∇R,∇ f 〉.

For the seventh formula,

2〈Q,N〉 = Qi jkNi jk

= (gik∇ jR − g jk∇iR)(g jk∇i f − gik∇ j f )

= gik∇ jRg jk∇i f + g jk∇iRgik∇ j f

−g jk∇iRg jk∇i f − gik∇ jRgik∇ j f

= 2〈∇ f ,∇R〉 − 2n〈∇ f ,∇R〉

= −2(n − 1)〈∇ f ,∇R〉.

For the eighth formula,

2〈M,N〉 = Mi jkNi jk

= (R jk∇i f − Rik∇ j f )(g jk∇i f − gik∇ j f )

= R jkg jk∇i f∇i f + Rikgik∇ j f∇ j f

= R jkgik∇i f∇ j f − Rikg jk∇ j f∇i f

= 2R|∇ f |2 − 2 ×
1
2
〈∇ f ,∇R〉

= 2R|∇ f |2 − 〈∇ f ,∇R〉

�
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From Lemma 4.2.3, we have the following two corollaries in [5].

Corollary 4.2.1. Let (M, g, f , λ) be a gradient Ricci soliton, at each point, we have

0 = 〈Q, i∇ f W〉 = 〈N, i∇ f W〉 = 〈Q, δW〉 = 〈N, δW〉. (4.23)

Proof. For the first equality,

〈Q, i∇ f W〉

=
∑
i< j

Qi jk(i∇ f W)ki j

=
∑
i< j

Qi jk∇
p f Wpki j

= −
∑
i< j

Qi jkWi jkp∇
p f

= 〈Q, P +
Q

2(n − 2)
−

M
n − 2

+
S N

(n − 1)(n − 2)
〉

= −
1
2
|∇R|2 +

n − 1
2(n − 2)

|∇R|2

−
1

2(n − 2)
|∇R|2 +

1
n − 2

R〈∇ f ,∇R〉

−
n − 1

(n − 1)(n − 2)
R〈∇ f ,∇R〉

= 0.

For the second equality, we use similar argument for N.

For the third equality,

〈Q, δW〉

=
∑
i< j

Qi jk(δW)ki j
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=
∑
i< j

Qi jk∇
pWpki j

= −
∑
i< j

Qi jk∇
pWi jkp

〈Q,
n − 3
n − 2

P +
n − 3

2(n − 1)(n − 2)
Q〉

= −
n − 3

2(n − 2)
|∇R|2 +

n − 3
2(n − 2)

|∇R|2

= 0.

For the fourth equality, we use similar argument for N.

�

Corollary 4.2.2. Let (M, g, f , λ) be a closed gradient Ricci soliton, we have∫
M

2|δW |2e− f = (
n − 3
n − 2

)2
∫

M
(|∇Rc|2 −

1
(n − 1)

|∇R|2)e− f . (4.24)

Proof. Since

δW = −∇pWi jkp

=
n − 3
n − 2

P +
n − 3

2(n − 1)(n − 2)
Q.

Therefore

|δW |2

= (
n − 3
n − 2

)2〈P +
Q

2(n − 1)
, P +

Q
2(n − 1)

〉

(
n − 3
n − 2

)2〈P +
Q

2(n − 1)
, P〉.

Hence ∫
M

2|δW |2e− f = (
n − 3
n − 2

)2
∫

M
(|∇Rc|2 −

1
(n − 1)

|∇R|2)e− f

�
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Now we can prove our main theorem, which is an integral version of the Weitzen-

bock formula for 4-dimensional Ricci solitons.

Theorem 4.2.4. For 4-dimensional compact shrinking Ricci solitons, we have∫
M
〈W,Hess f ◦ Hess f 〉e− f = 4

∫
M
|δW |2e− f −

∫
〈i∇ f W,M〉e− f . (4.25)

Proof. Since M is compact, we have∫
M

Wi jkl fik f jle− f

= −

∫
M
∇iWi jkl fk f jle− f −

∫
M

Wi jkl fk∇i f jle− f

+

∫
M

Wi jkl fk f jl fie− f

:= A + B + C

where A =
∫

M
∇iWi jkl fk f jle− f , B =

∫
M

Wi jkl fk∇i f jle− f and C =
∫

M
Wi jkl fk f jl fie− f .

A =

∫
M
∇iWi jkl fk(λg jl − R jl)e− f

= −

∫
M
∇iWi jkl fkR jle− f

= −
1
2

∫
M

(δW) jklMkl je− f

= −

∫
M
〈δW,M〉e− f ;

B =

∫
M

Wi jkl fk∇i(λg jl − R jl)e− f

=
1
2

∫
M

Wi jkl fkPi jle− f
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= −

∫
M
〈i∇ f W, P +

Q
2(n − 1)

e− f 〉

=
n − 2
n − 3

∫
M
〈δW, i∇ f W〉e− f

=
n − 2
n − 3

∫
M
〈δW,−P +

M
n − 2

〉e− f ;

C =

∫
M

Wi jkl fk fi(λg jl − R jl)e− f

= −

∫
M

Wi jkl fk fiR jle− f

=

∫
M

Wi jlk fk fiR jle− f

= −

∫
M
〈i∇ f W,M〉e− f .

Therefore ∫
M
〈W,Hess f ◦ Hess f 〉e− f

=
1

n − 3

∫
M
〈δW, (n − 2)P + (n − 4)M〉e− f

− −

∫
M
〈i∇ f W,M〉e− f .

In particular, when n = 4 we have∫
M
〈W,Hess f ◦ Hess f 〉e− f = 4

∫
M
|δW |2e− f −

∫
〈i∇ f W,M〉e− f .

�

By similar computation, we have the following corollary.

Corollary 4.2.3. For 4-dimensional compact shrinking Ricci solitons, we have∫
M

2〈P,M〉e− f = 2
∫

M
(λ|Rc|2 − Rc3)e− f +

∫
M
〈∇ f ,∇|Rc|2〉e− f . (4.26)
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Proof. ∫
M

2〈P,M〉e− f

= 2
∫

M
(∇iR jk − ∇ jRik)R jk∇i f e− f

=

∫
M
〈∇ f ,∇|Rc|2〉e− f − 2A

where A :=
∫

M
∇ jRikR jk∇i f e− f .

A = −

∫
M

Rik∇ jRik∇i f e− f −

∫
M

RikR jk fi je− f

+

∫
M

RikR jk fi f je− f

= −
1
4

∫
M
|∇R|2e− f −

∫
M

RikR jkλgi je− f

+

∫
M

RikR jkRi je− f +
1
4

∫
M
|∇R|2e− f

∫
M

(Rc3 − λ|Rc|2)e− f .

Therefore ∫
M

2〈P,M〉e− f = 2
∫

M
(λ|Rc|2 − Rc3)e− f +

∫
M
〈∇ f ,∇|Rc|2〉e− f .

�
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