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Failure of materials and interfaces is mediated by the propagation of cracks. They nu-

cleate locally and slowly then, as they exceed a critical size, accelerate and reach speeds

approaching the speed of sound of the surrounding material. As they propagate, they dis-

sipate energy within a confined region at the crack tip, which approaches a mathematical

singularity. As a result, the initiation and propagation of cracks is a spatial and tempo-

ral multiscale phenomenon. The framework of linear elastic fracture mechanics captures

many aspects related to the dynamic propagation of cracks in homogeneous media. How-

ever, the propagation of a crack within a medium with heterogeneous elastic or fracture

properties cannot be addressed theoretically. It is in these complex, heterogeneous cases

that numerical simulations and experiments shine. The material heterogeneity introduces

additional length scales to the problem, which characterize the geometrical properties or

spatial correlation of the heterogeneities. The interaction of these geometrical length

scales with fracture mechanics related ones is not well understood, but it could provide

crucial insights for the design of new materials and interfaces with unprecedented fracture

properties.

This thesis investigates different aspects of crack nucleation and propagation in hetero-

geneous materials and interfaces, including nucleation of mode II ruptures on interfaces

with random local properties, dynamic mode II rupture propagation within elastically



heterogeneous media, and dynamic mode I rupture propagation within a material with

periodic heterogeneous fracture energy. In this context, when considering mode II dy-

namic fracture problems, we are making an analogy to frictional interfaces. In fact, the

onset of frictional motion is mediated by crack-like ruptures that nucleate locally and

propagate dynamically along the frictional interface.

To investigate the complex interaction between fracture mechanics and geometry re-

lated length scales we adopt a combined approach using numerical, theoretical, and ex-

perimental methods. The numerical simulations consider a continuum governed by the

elastodynamic wave equation and allow for a displacement discontinuity (the rupture)

along a predefined interface. Depending on the nature of the heterogeneity, the fracture

propagation problem is solved using either the finite-element or the spectral-boundary-

integral method. Here, we introduce a novel three-dimensional hybrid method, which

combines the two former numerical methods to achieve superior computational perfor-

mance, while allowing modeling of local complexity and heterogeneity. From the exper-

imental side we use state-of-the-art techniques, including ultra-high-speed photography,

digital image correlation, and multi-material additive manufactured polymers.

We show that random local strength results in three different nucleation regimes

depending on the ratio of correlation length to critical nucleation size. We show that

elastic heterogeneity parallel to the fracture interface promotes transition to intersonic

crack propagation in mode II cracks by means of reflected elastic waves. Finally, our

experimental results of a crack propagating within a material with heterogeneous fracture

energy show that the crack abruptly adjusts its speed as it enters a tougher region and

allow us to derive an equation of motion of a crack at a material discontinuity.
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CHAPTER 1

INTRODUCTION

1.1 Context

The failure of materials and interfaces is mediated by the propagation of cracks, which

nucleate locally and, when they reach a critical size, accelerate and propagate at speeds

approaching the speed of sound of the material. Understanding how cracks nucleate

and under which conditions they become unstable and propagate dynamically is of great

importance for a number of engineering and geophysical applications.

Fracture is the fundamental mechanism governing the failure of materials. Thus, it

plays a critical role in the design and assessment of materials and structures. This is

particularly important for civil infrastructure because of the high reliability requirements

and high consequences of failure, both in terms of human and economic losses. Addi-

tionally, fracture is the fundamental mechanism governing many aspects affecting the

durability of infrastructure, such as fatigue, and stress corrosion in steel structures and

the propagation of cracks in concrete due to corrosion of reinforcement bars or alkali-silica

reaction. This is a particularly pressing issue because most of the civil infrastructure in

North America and Europe is reaching the end of its service life. Therefore, there is a need

to develop automated damage detection techniques and methodologies for evaluating the

residual strength of structures.
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Interestingly, the propagation of cracks along interfaces within solids is the funda-

mental problem governing many geophysical systems such as earthquakes, avalanches,

and also the stability of slopes and tunnels. In a more general sense, a new paradigm is

emerging which is based on the analogy between a slip front and a mode II crack. This

allows the study of frictional interfaces using linear elastic fracture mechanics (LEFM)

concepts, where the interface is characterized in terms of local fracture energy and peak

strength. This approach is particularly powerful because it allows to apply the well de-

veloped formalism of LEFM to study friction. For example it allows to formulate an

equation of motion for the rupture front in terms of a crack tip energy balance (Freund,

1990; Svetlizky et al., 2017; Kammer et al., 2018), as well as studying the nucleation

phase by means of linear stability analysis (Uenishi and Rice, 2003). Most importantly,

recent experimental evidence has confirmed the friction-fracture paradigm, and showed

that the propagation of dynamic shear cracks along frictional interfaces drives the onset

of frictional motion (Svetlizky and Fineberg, 2014; Svetlizky et al., 2020).

Heterogeneity naturally occurs in virtually any material and along any interface.

Many biological materials, such as bone, nacre, and tooth, have intricate micro-structures

which are responsible for remarkable macroscopic mechanical properties (Ritchie, 2011;

Jackson A. P. et al., 1988). Recent advances in manufacturing techniques allow the con-

trol of material microstructure in minute detail. These technological advances allow for

designing new materials with unprecedented properties (Florijn et al., 2014; Blees et al.,

2015; Bertoldi et al., 2010; Silverberg et al., 2014; Siéfert et al., 2019; Yin et al., 2019;

Chen and Gu, 2019). However, a framework for designing the material microstructure
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to achieve advanced fracture properties is still missing and experimental observations,

which are key for establishing such theoretical knowledge, are scarce.

1.2 Challenges

A great challenge of fracture mechanics is that it is a spatial and temporal multi-scale

problem. The fracture mechanics related length scale is the size of the fracture process

zone at the crack tip, where the material breaks/yields. Interestingly, in dynamic fracture

this length scale is not constant and shrinks as the crack propagation speed increases

(Andrews, 1976; Freund, 1990; Svetlizky and Fineberg, 2014). Another length scale is

the critical size, Lc, for a crack in a given loading configuration to become unstable,

which emerges from the interplay between fracture and elastic properties, and loading

configuration. In the small scale yielding limit, and assuming an infinite medium with

homogeneous loading τ0, the critical nucleation size Lc can be derived by applying the

Griffith criterion

Lc ∼
µΓ

τ0

, (1.1)

where µ is the shear modulus, and Γ the fracture energy (Andrews, 1976). In the opposite

limit, where the size of the process zone spans the whole region where failure has initiated,

Lc becomes independent of loading (Uenishi and Rice, 2003)

Lc ∼
µ

W
, (1.2)

where W is the weakening rate, which, assuming a linear cohesive law, takes the form of

W = 2ΓD−2
c , where Dc is the characteristic length of the fracture process.
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The time scales over which the crack nucleates are orders of magnitude larger com-

pared to the time taken by the dynamic fracture to propagate. Nucleation time scales

are governed by the quasi-static application of boundary conditions and by the chemi-

cal processes governing the onset of material failure, which are typically in the range of

seconds to hours in lab conditions. However, the dynamic propagation of a rupture is

governed by the speed of elastic waves within the material c ∼ 1000 m/s and, due to the

relatively small size of the specimens ∼ 1 m, it happens within a few milliseconds.

The additional challenge is that the dynamic propagation of a crack within a finite

sample is a transient phenomenon. While there exist analytical solutions (Freund, 1990;

Broberg, 1999) based on the assumption of a steady-state or self-similar crack propa-

gation, the underlying assumptions are too limited to study the more general problem

of fracture within a heterogeneous material. However, numerical simulations provide a

tool for addressing such problems. Nevertheless, these analytical solutions are extremely

useful and provide an analytical benchmark for simulations.

These challenges map directly onto computational and experimental ones. In experi-

ments there is the need to sample information at extremely high frequencies (MHz) and

at the same time to deploy a dense array of sensors to capture the propagating front.

From a computational perspective, the spatial multi-scale nature of the problem results in

a very large number of degrees of freedom. Note that solving the wave equation requires

a regular spatial discretization, which needs to be fine enough to represent the smallest

length scale of the problem (often this is the process zone) with sufficient accuracy. The

temporal multi-scale and transient nature of the problem result in having to solve a very
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large number of time steps. This results in particularly expensive computations (espe-

cially for three dimensional problems) that require the application of high-performance

scientific computing principles.

1.3 Objectives

The main objective of this thesis is to improve our understanding of crack initiation and

propagation in heterogeneous media and specifically the interaction between fracture

mechanics related length scales and the length scales of the heterogeneity. We will adopt

a combination of numerical and experimental methods to investigate these problems. The

focus of this thesis is on the following aspects of fracture of heterogeneous materials and

interfaces:

Rupture nucleation and the strength of interfaces: Study the nucleation and

subsequent onset of instability on interfaces with random local fracture properties. We

aim to link the statistical distribution of the macroscopic strength to the stochastic

properties of the local random strength.

Rupture propagation within elastically heterogeneous materials but ho-

mogeneous fracture energy: Study the effect of inclusions with contrasting elastic

properties (which are parallel to the rupture plane) on the dynamic crack propagation

speed and transition to different speed regimes. Assess the effect of wave reflection at

the boundaries of the inclusions.

5



Rupture propagation within materials with heterogeneous fracture energy

but homogeneous elastic properties: Study the effect of a discontinuity in fracture

energy on a dynamically propagating crack. Derive an equation of motion for a crack as

it faces discontinuous fracture energy. Derive a homogenization approach for fracture in

periodic heterogeneous materials.

A recurring assumption is that failure is confined within a predefined (planar) interface

and we consider an elastodynamic material response. Additionally, we consider processes

at the continuum scale and neglect the complexity of the microscopic nature of the

failure mechanisms. However, we are interested in the emerging laws that matter at the

continuous scale, which often means that we will model the complex fracture process with

a single parameter, the fracture energy Γ and, if needed1, we introduce a characteristic

length Dc. Therefore, these problems can be addressed with continuum mechanics and

more specifically linear elastic fracture mechanics approaches.

1.4 Approach

As stated in the objectives, we consider a continuum representation of dynamic frac-

ture. The problems of interest require solving the elastodynamic wave equation within

the (heterogeneous) material and also to allow for a displacement discontinuity, δ, along

a predefined interface. The governing equation for the interface is a phenomenological

traction separation law τ(δ), which properties can be mapped to the relevant fracture

1often for numerical regularization purposes
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mechanics quantity i.e., the fracture energy Γ =
∫ Dc

0
τ(δ) dδ. Cases that consider elas-

tic heterogeneity will be modeled using the finite-element method with representation

of the displacement discontinuity using the traction-at-split-node method. This is im-

plemented on an open-source scientific finite-element library named Akantu (Richart

and Molinari, 2015). However, when homogeneous elastic properties are assumed, an

explicit representation of the continuum is not necessary and the problem can be ad-

dressed using the spectral-boundary-integral method. In the context of this thesis, we

developed an open-source spectral-boundary-integral software named Uguca (Kammer

et al., 2021) (https://gitlab.com/uguca/uguca/). Note that we neglect effects

of case specific boundary conditions and assume crack propagation in unbounded do-

mains. Additionally, we develop a new three-dimensional hybrid method for modeling

dynamic fracture in complex unbounded domains, by combining the finite-element and

the spectral-boundary-integral methods (Albertini et al., 2021).

From the experimental point of view, we use an ultra high speed camera (0.25 MHz)

to capture the dynamic crack propagation which will be analyzed using state-of-the-art

digital image correlation techniques. The model heterogeneous material is manufactured

with multi-material 3D printed polymers, which allows control of geometry and material

properties.
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1.5 Outline of Chapters

This thesis is organized as follows. Chapter 2 introduces state-of-the-art numerical meth-

ods for modeling dynamic fracture along interfaces: the finite-element method (FEM)

with a traction-at-split-node technique for modeling the displacement discontinuity and

the spectral boundary integral method (SBIM). Both methods have their advantages and

shortcomings. The FEM allows modeling heterogeneity in the bulk, nonlinear material

behavior and complex geometry, however it is computationally demanding due to the

large number of resulting degrees of freedom. On the other hand, the SBIM solves the

elastodynamic wave equation in a semi-analytical form, thus, it has higher accuracy than

the FEM and is computationally more efficient. However, the applicability of the SBIM

is limited to linear elastic materials and planar fracture planes. Here, we introduce a new

three-dimensional hybrid method which couples FEM to SBIM by enforcing continuity

of displacement and traction at the virtual interface where the FEM is truncated. Thus,

the hybrid method combines the advantages of both methods: computational efficiency

and flexibility of modeling complex, heterogeneous materials. Finally, we test the devel-

oped hybrid method with a benchmark problem form the Southern California Earthquake

Center Dynamic Rupture Validation exercises (https://strike.scec.org/cvws/)

and show its potential for solving dynamic rupture propagation in media with bulk het-

erogeneity and with multiple possible failure interfaces.

Chapter 3 investigates the effect of inclusions running parallel to a frictional interface

with contrasting elastic properties on the propagation speed of a mode II shear rupture

using dynamic FE simulations. It focuses on the transition from sub-Rayleigh to su-
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pershear (or intersonic) crack propagation, which is a fundamental problem of dynamic

fracture mechanics. Interestingly, very few studies focused on the effect of elastic hetero-

geneity on dynamic fracture. However, they naturally occur in geophysical systems and

in composites. Our results show that the presence of inclusions with contrasting wave

propagation speed can lead to supershear transition even in low pre-stress cases, where

transition would not occur in an equivalent homogeneous setup.

Chapter 4 investigates the origin of variation in static friction on statistically equiv-

alent interfaces. This is motivated by the unusually high variation of static friction

strength observed on experimental systems (Rabinowicz, 1992; Ben-David and Fineberg,

2011). We study nucleation of slip patches (mode II ruptures) on slip-weakening fric-

tional interfaces using a combination of SBIM simulation and linear stability analysis

(Uenishi and Rice, 2003). We consider random local strength on the frictional interface,

which is defined by specific probability density and correlation functions. When the nu-

cleation patch reaches a critical size, it becomes unstable and propagates dynamically,

leading to the onset of macroscopic frictional motion. We derive a semi-analytical Monte

Carlo model to study the statistics of the force necessary to nucleate a critical patch,

i.e., the macroscopic static friction strength. We study the effect of correlation length

on the statistical distribution of the macroscopic strength. We find that low correlation

length leads to high macroscopic strength. Conversely, large correlation length leads to

low macroscopic strength but higher variability.

Chapter 5 investigates dynamic fracture of heterogeneous materials with similar elas-

tic properties and dissimilar fracture energy using state-of-the-art experimental fracture
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mechanics techniques. We study the fundamental problem of a crack propagating through

a series of periodic obstacles with higher fracture energy. Our model material is manu-

factured using multi-material 3D printed polymers, which allows us to precisely control

the strength and geometry of the material’s microstructure. The apparatus comprises

a tapered double cantilever beam specimen, an electromechanical testing machine and

an ultra high-speed camera. We measure the crack speed and infer the energy dissipa-

tion at the crack tip by means of digital image correlation. Our results reveal that the

crack speed undergoes large abrupt acceleration/deceleration as the crack leaves/enters

a region with higher toughness. Our results also highlight the fundamental role of rate

dependence of fracture energy in defining the equation of motion of the crack as it crosses

a fracture energy discontinuity.

Finally, Chapter 6 draws conclusions of the various studies on nucleation and prop-

agation of crack or fractures in heterogeneous materials and addresses the potential of

the developed hybrid method to tackle complex problems related to friction and fracture

mechanics.
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CHAPTER 2

A THREE-DIMENSIONAL HYBRID FINITE ELEMENT – SPECTRAL

BOUNDARY INTEGRAL METHOD FOR MODELING EARTHQUAKES

IN COMPLEX UNBOUNDED DOMAINS

This chapter is drawn from the following article, currently under review:

Albertini, G., Elbanna, A.E. and Kammer, D.S. (2021), ‘A three-dimensional hybrid

finite element – spectral boundary integral method for modeling earthquakes in complex

unbounded domains’, arXiv:2102.08756 [math.NA].

We present a 3D hybrid method which combines the Finite Element Method (FEM)

and the Spectral Boundary Integral method (SBIM) to model nonlinear problems in un-

bounded domains. The flexibility of FEM is used to model the complex, heterogeneous,

and nonlinear part – such as the dynamic rupture along a fault with near fault plastic-

ity – and the high accuracy and computational efficiency of SBIM is used to simulate

the exterior half spaces perfectly truncating all incident waves. The exact truncation

allows us to greatly reduce the domain of spatial discretization compared to a traditional

FEM approach, leading to considerable savings in computational cost and memory re-

quirements. The coupling of FEM and SBIM is achieved by the exchange of traction

and displacement boundary conditions at the computationally defined boundary. The

method is suited to implementation on massively parallel computers. We validate the

developed method by means of a benchmark problem. Three more complex examples
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with a low velocity fault zone, low velocity off-fault inclusion, and interaction of multiple

faults, respectively, demonstrate the capability of the hybrid scheme in solving problems

of very large sizes. Finally, we discuss potential applications of the hybrid method for

problems in geophysics and engineering.

Keywords: Finite Element Method, Spectral Boundary Integral Method, Hybrid

Method, Dynamic Fracture, Earthquake Modeling
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2.1 Introduction

Earthquakes are a prime example of complex natural processes with far-from-equilibrium

nonlinear dynamics at multiple scales. The lack of quantitative data on timescales cap-

turing multiple large earthquake cycles is a fundamental impediment for progress in the

field. Physics-based simulations provide the only path for overcoming the lack of data

and elucidating the multi-scale dynamics and spatio-temporal patterns that extend the

knowledge beyond sporadic case studies and regional statistical laws.

The multiscale nature of the earthquake phenomena is manifested as follows. Spa-

tially, a moderate-size earthquake typically propagates over tens of kilometres. However,

the physical processes governing the rupture propagation operates within a narrow region

at the rupture tip, called the process zone, which may not exceed a few millimetres in

size if realistic laboratory-based friction parameters are used (Noda et al., 2009). Tempo-

rally, an earthquake event, where rapid slip occurs, only lasts for few to tens of seconds.

However, the time span between successive large earthquakes may be tens to hundreds

of years (Lapusta et al., 2000). Thus, there exists approximately a decade of spatial and

temporal scales that must be resolved in a target physics-based simulation of earthquakes

and aseismic slip. This necessitates innovation in modeling both the fast dynamic rupture

with extreme localization and the slow quasi-static slip, during the interseismic period,

that exhibits gradual variations. This is a fundamental challenge in earthquake source

physics which has been a focus of computational earthquake mechanics over the past four

decades.
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Historically, numerical methods for simulating earthquakes and aseismic slip may

be classified broadly into two categories: boundary-based methods and domain-based

methods. The boundary integral formulation enables reducing the spatial dimension of

the problem by one, by invoking the representation theorem of linear elastodynamics,

transforming 2D problems into 1D and 3D problems into 2D (Cochard and Madariaga,

1994; Geubelle and Rice, 1995). The spectral formulation of the boundary integral equa-

tions has been transformative in seismic applications (e.g. Lapusta et al. (2000) and

references therein). For example, Lapusta et al. (2000) derived accurate adaptive time-

stepping algorithms and truncation of convolution integrals that enabled, for the first

time, the consistent elastodynamic simulation of a long sequence of events combining

rapid slip during earthquake ruptures and slow deformation during the interseismic pe-

riods. Nonetheless, the method is limited to homogeneous linear elastic bulk. While the

method may be applied, in principle, to heterogeneous linear elastic materials, the lack

of a closed form representation of the Green’s function either inhibits the method from

providing a well-defined solution to many problems of interest or makes it less compu-

tationally attractive. Furthermore, the superior performance of the spectral approach

and its computational efficiency is only possible for planar interfaces. This precludes the

representation of non-planar faults or direct incorporation of fault zone complexity (e.g.

damage, and shear bands).

On the other hand, numerical methods based on bulk discretization such as the finite

difference (FD) and finite element methods have been used in simulating earthquake

ruptures since mid-1970s and early 1980s with the pioneering works of Boore et al.

(1971), Andrews (1976), Das and Aki (1977), Archuleta and Day (1980), Day (1982),
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Virieux and Madariaga (1982), and others. These methods are more flexible than the

boundary integral approaches in handling heterogeneities, nonlinearities, and fault ge-

ometry complexities (see Fig. 5.2.1a&b). In recent years, highly accurate formulations

were introduced, including the spectral finite element (Komatitsch and Tromp, 1999;

Ampuero, 2002; Festa and Vilotte, 2006; Ma and Archuleta, 2006; Kaneko et al., 2008),

the discontinuous Galerkin method (Käser and Dumbser, 2006; Benjemaa et al., 2007;

Puente et al., 2009; Pelties et al., 2012; Tago et al., 2012), and higher-order FD schemes

(Cruz-Atienza et al., 2007; Dalguer and Day, 2007; Kozdon et al., 2013). A main com-

putational challenge of these methods is the need to discretize the whole bulk, which

increases the computational demand by at least one order of magnitude compared to

the boundary integral formulation. Furthermore, the computational domain must be

truncated at a sufficient distance from the fault surface such that it would not affect the

physical solution. While domain truncation has been achieved by the introduction of

several widely-used absorbing boundary conditions such as boundary viscous damping

(Lysmer and Kuhlemeyer, 1969), perfectly matching layers (Berenger and others, 1994),

and infinite elements (Bettess, 1977), these methods have limitations. Specifically, in all

these methods, artificial reflections exist to varying degrees and the absorbing surfaces

must be taken sufficiently far from the fault surface to ensure solution accuracy. More-

over, attempts to perform cycle simulations using these volume-based methods are rare

and have been restricted mainly to the quasi-dynamic limit (Erickson and Day, 2016).

This is partially due to the high spatial discretization cost and the lack of a systematic

approach to handle both dynamic and quasi-dynamic calculations in the same framework

which is required for simulating both earthquake ruptures and intersesismic slow defor-
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mations. Another challenge in these methods is defining fault loading. Currently, this is

done by applying displacement-controlled loading at the far boundaries of the simulation

box. This, however, makes the fault stressing rate dependent on where the domain is

truncated. This problem is solved approximately in the SBI formulation by loading the

fault directly through back-slip.

Both bulk and boundary approaches have their merits and limitations. The limi-

tations are evident in 3D simulations where computational complexity grows like the

element size to the fourth power rendering high resolution models a computational bot-

tleneck. To that end, this paper proposes a new hybrid numerical scheme, for the full

three dimensional elastodynamic problem, that combines the 3D FE method and the 2D

SBI equation method to efficiently model fault zone nonlinearities and heterogeneities

with high resolution while capturing large-scale elastodynamic interactions in the bulk.

The main idea of the method is to enclose the heterogeneities in a virtual strip that

is introduced for computational purposes only (see Fig. 5.2.1c). This strip is discretized

using a volume-based numerical method, chosen here to be the finite element method due

to its popularity and flexibility in handling complex geometry and arbitrary bulk het-

erogeneities. The top and the bottom boundaries of the virtual strip are handled using

the independent SBI formulation (Geubelle and Rice, 1995) with matching discretiza-

tion. The coupling between the two methods is achieved through enforcing continuity

of displacement and traction at the virtual boundaries. The current work extends re-

cent work by the authors and their groups over the past few years which first developed

the hybrid scheme for the 2D dynamic anti-plane problem combining finite difference

and spectral boundary integral methods (Hajarolasvadi and Elbanna, 2017), and the 2D
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dynamic in-plane problem using the finite element method for bulk discretization in the

hybrid scheme (Ma et al., 2019). Prior work has demonstrated the accuracy and computa-

tional efficiency of the coupled approach and its potential for modeling dynamic ruptures

with high resolution fault zone physics (Ma and Elbanna, 2019) as well as extension to

the quasi-dynamic limit and cycle simulations (Abdelmeguid et al., 2019). The current

extension to the full three dimensional case represents the culmination of these efforts.

The remainder of this paper is organized as follows. In Section 2.2, we describe the

physical model (Section 2.2.1), and the numerical methods to solve it, which includes

the finite-element method (Section 2.2.2), the spectral boundary integral method (Sec-

tion 2.2.3), and their coupling – the hybrid method (Section 2.2.4). In Section 2.3, we

validate the hybrid method using the benchmark problem TPV3 (Day et al., 2005) of

the Southern California Earthquake Center. Next, we demonstrate the capabilities of the

new hybrid method on more complex problems. We consider a low velocity fault zone

in Section 2.4, a low velocity inclusion at a distance from the fault in Section 2.5, and

interacting faults in Section 2.6. Finally, we discuss the advantages of the hybrid method

in terms of computational cost in Section 4.5 and draw conclusions in Section 4.6.
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Figure 2.1: Schematic representation of the physical problem (a), it’s representation using
a domain-based method such as FE (b), and using the hybrid method (c). The hybrid
method couples a domain-based method with a boundary-based method, through the
communication of nodal traction τSBI, displacement u, and velocity u̇ at the boundaries
of the virtual strip, S±.

2.2 Method

2.2.1 Physical Model

We solve the fully dynamic three-dimensional problem of a rupture propagating along

a fault embedded in an elastic solid. The conservation of linear momentum within the

elastic domain Ω is given by

ρüi −
∂σij
∂xj

= 0 in Ω (2.1)

where ρ is the material density, ui the displacement vector, with the “dot” being the

derivative with respect to time t, σij the Cauchy stress tensor, and xj the coordinate
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vector. Body forces are neglected. Dirichlet boundary conditions are applied on Su and

Neumann boundary conditions are applied on ST

ui = ūi on Su (2.2)

σijnj = τ̄i on Sτ , (2.3)

where ni is the normal vector to the surface Sτ . Initially, the domain is assumed to be

in equilibrium, and, hence, the initial conditions are given by ui(0) = u0
i and u̇i(0) = 0.

We assume linear elastic material behavior:

σij = λ δijεkk + 2µ εij (2.4)

with the infinitesimal strain tensor εij = (∂ui/∂xj+∂uj/∂xi)/2 and the Lamé parameters

λ, µ describing the elastic properties of the material.

The fault transmits stresses from one half-space to the other through interface trac-

tions. We focus on tangential (friction) interaction and impose non-penetration/non-

opening conditions to the normal component of the fault surfaces S±f . The local slip

vector, which corresponds to the tangential fault opening vector, is given by

δi = Rij(u
+
j − u−j ) on S±f , (2.5)

where Rij is the global-to-local rotation matrix and + and − indicate the upper and

lower fault sides, respectively. Local slip δ is the amplitude of δi. The fault is governed

by a stick-slip behavior that is described by two states. A sticking section of the fault is

described by:

δ̇ = 0 and τ ≤ τ s (2.6)
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where δ̇ is slip rate, τ the amplitude of the fault shear traction vector and τ s the fault

strength. A sliding fault section is described by:

δ̇ > 0 and τ = τ s . (2.7)

A constitutive law is applied to model the fault strength evolution. For simplicity, we

apply a linear slip-weakening friction law (Ida, 1972), which is given by:

µ(δ) =

 µs − (µs − µk) δ/δc for δ < δc

µk for δ ≥ δc

(2.8)

where µs and µk are the static and kinetic friction coefficient, respectively, and δc is the

characteristic slip length to reach residual strength. The fault strength is then given by

τ s = σnµ(δ), where σn is the normal stress. Other friction laws, such as rate-and-state

friction (Dieterich, 1979; Ruina, 1983), could also be applied in a similar framework, as

shown by Kaneko et al. (2008),

2.2.2 Finite Element Method (FEM)

The finite element method is based on a variational formulation of the governing equation

and applies a discretization based on shape functions to find an approximate solution to

the physical problem presented in Sec. 2.2.1. A detailed description can be found in

standard textbooks (Belytschko et al., 2013). The FEM approach transforms the strong

form, i.e., the governing equation (2.1), to the weak form by multiplying it with the

test functions û(x), integrating it over the domain, and applying Green’s identity, which
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results in: ∫
Ω

ρüi ûi dΩ +

∫
Ω

σij
∂ ûi
∂xj

dΩ−
∫
Sτ

τ̄i ûi dS −
∫
Sf

τi ûi dS = 0 . (2.9)

Test functions are chosen smooth enough, such that all steps are well defined and vanish

on the Dirichlet boundary. By choosing suitable interpolation functions, NI(xJ) = δIJ ,

and test function û(x) =
∑

I NI(x)uI(t), where the subscript I represent the node index,

uI(t) becomes the nodal displacements. Using this standard FE approach, the weak form

can be expressed as the following matrix equation

Mü + Ku− f −Bτ = 0 (2.10)

where ü denotes the second time derivative of the displacement vector, M and K are the

mass and stiffness matrix, respectively, B is a fault rotation-area matrix, τ is the fault

traction vector, and f is the force vector from Neumann boundary conditions.

We apply an explicit central-difference time integration formulation with a predictor-

corrector formulation. The step-by-step procedure follows:

u̇predt+1 = u̇t + ∆t üt (2.11)

ut+1 = ut + ∆t u̇predt+1 (2.12)

∆ü = (−Kut+1 + f + Bτ t+1) M−1 − üt (2.13)

u̇t+1 = u̇predt+1 +
1

2
∆t∆ü (2.14)

t = t+ ∆t (2.15)

where the subscript indicates the time step and ∆t is the current incremental time step,

which is required to satisfy the Courant-Friedrichs-Lewy condition (Courant et al., 1928).
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We apply a lumped mass matrix, which simplifies the computation of the inverse mass

matrix and reduces computational cost of the time-integration scheme. The fault rotation

matrix is scaled by the fault-surface area associated with each fault-split-node and thus

transforms the fault traction vector τ to a nodal force vector.

The fault traction vector τt+1 in Eq. (2.13) is computed by a forward Lagrange multi-

plier method (Carpenter et al., 1991), which uses a prediction procedure to pre-computes

the slip rate for the next time step. A similar approach was applied in spectral-element

simulations (Kaneko et al., 2008). We denote a fault discontinuity as [|A|] = (A+ − A−)

where subscript + and − indicate the upper and lower fault sides, respectively. The

predicted slip rate during the next time step if no fault tractions were applied is given by

[|u̇t+3/2|] = [|u̇predt+1 −
∆t

2
üt −∆t M−1 (Kut+1 − f) |] . (2.16)

We use the slip-rate predictor [|u̇t+3/2|] because the no-slip-rate condition [|u̇t+3/2|] = 0

will ensure that the interface remains stuck and hence [|ut+2|] = [|ut+1|]. Using Eq. (2.16),

we can compute the traction required to maintain slip and impose stick condition on the

fault by

τ̃t+1 =
1

2
Z[|u̇t+3/2|] , (2.17)

where Z is the fault impedance matrix given by Z−1 = ∆t
(
M−1

+ B+ + M−1
− B−

)
/2 and

the following fault traction balance was applied τ = −τ+ = τ−. The actual fault traction

is computed by applying the stick-slip conditions given by Eq. (2.6) and Eq. (2.7):

τt+1 =

 τ̃t+1 if τ̃t+1 ≤ τ st+1 (stick)

τ st+1 otherwise (slip)
(2.18)
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where τt+1 and τ̃t+1 are individual entries in τt+1 and τ̃t+1, respectively, and τ st+1 is the

fault strength at each split-node (node indicator is omitted for simplicity) and is governed

by Eq. (2.8).

2.2.3 Spectral Boundary Integral Method (SBIM)

Boundary integral methods have the advantage of modeling the wave propagation prob-

lem in the entire domain Ω by using an integral relationship (in space and time) between

the displacements and the tractions along the boundary of the domain ∂Ω. The ad-

vantage lies in reduced computational cost and increased accuracy with respect to a

finite-element or finite-difference method. For these reasons, boundary integral methods

have been used extensively since the mid-1980s to study crack propagation problems

(Das, 1980; Andrews, 1985; Boatwright and Quin, 1986; Das and Kostrov, 1987, 1988;

Israil and Banerjee, 1990; Koller et al., 1992; Liu and Rizzo, 1993; Bonnet and Bui, 1993;

Cochard and Madariaga, 1994; Andrews, 1994) .

Consider the displacements and tractions at a the boundary of an semi-infinite half

space with the boundary lying on the e1, e3 plane and the domain being infinite in the e2

direction. Following the process described in Geubelle and Rice (1995) the elastodynamic

response of a 3D elastic half space is given by

τSBI
i (x1, x3, t) = τ∞i (x1, x3, t)− ηij

µ

cs

u̇j(x1, x3, t) + si(x1, x3, t) , (2.19)

where ηij is a diagonal matrix with η11 = η33 = 1 and η22 = cs/cp. cp and cs are

the longitudinal and shear wave speeds of the material, respectively. Eq. (2.19) states
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that the traction at the surface of the half space, τSBI
i , equals the far field traction,

τ∞i , plus a “radiation damping” term, ηij
µ
cs
u̇±j , and a spatiotemporal integral term si.

In this formulation the elastodynamic response is separated between local and nonlocal

contributions. si represents the nonlocal elastodynamic long-range interaction between

different parts of the surface, and the local effect ηij
µ
cs
u̇j represents wave radiation from

the surface.

We use the spectral approach (Breitenfeld and Geubelle, 1998) for computing si which

involves a Fourier transform in space and a convolutions in time, where the displacement

history is convolved with the elastodynamic kernels. Please refer to independent formu-

lation in (Breitenfeld and Geubelle, 1998) for the derivation of the kernels and details for

computing the nonlocal term, si.

2.2.4 Hybrid FEM-SBIM Method

The hybrid method consists in coupling the FEM and the SBIM at the boundaries S±,

where the FE-domain is truncated (see Fig. 5.2.1c). At S±, which we refer to as the

virtual boundary, we apply an exact elastodynamic transparent boundary condition us-

ing the SBIM, which accounts for wave propagation in the infinite half-space beyond the

FE truncation. Depending on the FE scheme, Neumann or Dirichlet boundary condi-

tions might be more suitable. For example, Dirichlet boundary conditions might result

in a more stable algorithm. Here, we present the Neumann approach (for the Dirichlet

approach please refer to Ma et al. (2019)). We impose continuity condition at the bound-
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aries S±, which results in the FE force f being equal to the SBI traction τSBI multiplied

by a rotation-area matrix BSBI.

The Neumann approach consists in solving the boundary integral relation, Eq. (2.19),

by using the displacements and velocity computed from the FEM. The resulting traction

is then applied as a Neumann boundary condition in the FEM. A time step of the hybrid

method is computed as follows:

1. FE compute explicit time integration Eq. (2.12) and predict velocity Eq. (2.11)

2. copy ut+1 and u̇predt+1 from FE to SBI

3. SBI compute response of half space, τSBI, for given displacement history u(x1, x3, t)

and current velocity prediction u̇predt+1 Eq. (2.19)

4. apply SBI interface traction as Neumann boundary condition in FE: f = BSBIτSBI

5. FE compute friction traction τt+1 using Eq. (2.18)

6. FE compute acceleration increment Eq. (2.13)

7. FE correct velocity Eq. (2.14)

Alternative coupling methods, e.g., Langrange multiplier, could also be applied. How-

ever, as we will show in Sec. 2.3, the simple staggered approach proposed here provides

excellent accuracy and is optimal in terms of computational efficiency. Further, in the

finite-element domain, we apply 8-node linear hexagonal elements in a regular mesh in

all presented problems.
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2.3 Benchmark problem TPV3: Earthquake rupture in un-

bounded homogeneous domain

2.3.1 Setup

We verify the hybrid method with the benchmark problem TPV3 from the SCEC

Dynamic Rupture Validation exercises (https://strike.scec.org/cvws/). The

problem considers a planar fault, governed by linear slip-weakening friction, embed-

ded in a homogeneous linear elastic bulk (see Fig. 2.2a). The elastic bulk has a den-

sity of ρ = 2670 kg/m3, pressure wave speed cp = 6000 m/s, and shear wave speed

cs = 3464 m/s. The friction properties are uniform and characterized by µs = 0.677,

µk = 0.525 and dc = 0.4 m. A uniform background shear, τ0 = 70 MPa, and normal

stress, σ0 = 120 MPa, are applied. The rupture is nucleated at the center of the fault

over a square patch of size a2 by instantaneously increasing the shear stress to a value

higher than the static friction. After nucleation, the rupture quickly propagates across

the entire fault.

Note that this problem does not present any off-fault non-linearities and the fault is

planar. Hence, the hybrid method is not required for this particular problem, which could

be solved solely by the SBIM. However, we use this problem to verify the hybrid method

by comparing the results with the reference solution of the SBIM. Additional examples,

which do include non-linearities that require the hybrid method, will be presented in the

following sections.
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Additionally, in this example (as well as in Sec. 2.4 and 2.5) the fault (i.e., the 13

plane) represented a symmetry plane. The implication of this are twofold: (i) the normal

stress on the fault remains constant throughout the simulation and so do the peak and

residual friction strengths (ii) there is no need of explicitly modelling the bottom half

space of the simulation domain (i.e., x2 < 0)), which is taken into account for when

applying the frictional traction on the fault by enforcing [|u2|] = 0 and σ22 = const. Note

that, by applying the hybrid method, we model the entire top (i.e., x2 > 0) half space.

However, there are two additional symmetry planes: the 12 plane and the 23 plane.

Thus, the FE computational domain could be further reduced by using the appropriate

boundary conditions.
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Figure 2.2: Setup of benchmark problem TPV3. (a) Earthquake rupture in unbounded
domain with nucleation over square region of size a = 3 km and fault regions of size
Lrpt1 = 30 km and Lrpt3 = 15 km. (b) Hybrid setup: FE domain with SBI as elastodynamic
boundary condition.
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2.3.2 Results

We present the results of the hybrid method with a virtual strip width L2 = 4∆x (see

Fig. 2.2b) and compare it with the reference solution. For both methods we use the

same spatial discretization with ∆x = 50 m. Rupture front position (see Fig. 2.3a),

and stress and slip time history at three stations (see Fig.2.3b) show excellent agreement

between the hybrid method and the SBIM. Fig. 2.4 shows the shear stress σ12 field on one

quadrant of the virtual strip. The rupture front is characterized by an abrupt change from

peak to residual strength. The excellent agreement with the reference solution (Fig. 2.3)

demonstrates that the the elastodynamic boundary condition enforced on the planes S±

does not cause any artificial wave reflection even though the virtual strip is extremely

thin.
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Figure 2.3: Benchmark problem TPV3 solved using hybrid method (blue lines) and using
the SBIM (dashed black lines). (a) Contour of rupture front position each 0.5s. (b) Fault
shear stress, σ12, and slip rate, u̇1, at three stations A, B, and C with position shown in
(a).

We perform a mesh convergence study of the hybrid method and show that the L2

norm of the error, computed using a reference solution with ∆x = 25 m, decreases linearly

(see Fig. 2.5a). The hybrid method combines linear finite elements with a higher preci-
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Figure 2.4: Benchmark problem TPV3 solved using hybrid method. Velocity magnitude
field, v̄, at t = 3.4 s. For better visualization we applied a much thicker virtual strip, i.e.,
L2 = 10 km instead of L2 = 0.2 km as applied for simulations shown in Fig. 2.3.

sion spectral boundary method. Therefore, the convergence rate of the hybrid method

corresponds to the rate of the least accurate of the methods it combines, i.e., the linear

finite element method. Hence, the hybrid method does not loose any accuracy compared

to a fully FEM model.

Since we are dealing with a dynamic problem, we also show the temporal evolution

of the error at station C (see Fig. 2.5b). The error is initially zero because the waves

and the rupture have not reached the station yet. At t ≈ 1.8 s, the rupture reaches

the station (see also Fig. 2.3b) and hence the error increases rapidly. It then remains

approximately constant while the fault continues to slide until reflected waves from the

boundary between rupture region and locked region (not the virtual boundary) reach the

station. At this point, we notice a temporary drop in the error before it increases again

to the same level of error observed before. Overall, we find that the error remains mostly

constant over the duration of the simulation and decreases with mesh refinement.

Even though this benchmark problem is linear elastic and does not necessitate the use

of the hybrid method, it illustrates its capability of efficiently and accurately truncating
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Figure 2.5: Benchmark problem TPV3 solved with hybrid method – mesh convergence
study (a) L2 error as function of mesh size ∆x computed over the entire fault at t = 3 s.
(b) Absolute error as function of time at station C.

elastic waves in the vicinity of the fault with no artificial reflections from the virtual

boundaries, S±, which were only two elements away from the fault. In more complex

scenarios, this virtual strip might need to be larger in order to fully describe the source

of non-linearities or heterogeneity. Nevertheless, this efficient near-field truncation algo-

rithm enables us to decrease the domain of finite-element discretization, compared to a

fully FEM model, and apply a volumetric mesh only in a narrow strip around the fault,

which results in considerable savings in terms of both computational time and memory,

as we will discuss further in Sec. 4.5.
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2.4 Earthquake rupture with LVFZ: pulse-like behaviour

2.4.1 Setup

The previous example was a benchmark problem and could have been solved by a

boundary-element approach without any discretization of the bulk. Hence, the hybrid

method was not required. In the following, we will consider more complex problems,

which require volumetric discretization. First, we consider a slip-weakening fault with a

low velocity fault zone (LVFZ). LVFZ are found in most mature faults, where the near

fault rock is considerably damaged and, as a consequence, has a reduced wave speed

ranging from 20% to 60% with respect to the host rock (Ma and Elbanna, 2015; Huang

and Ampuero, 2011; Huang et al., 2014, 2016; Albertini and Kammer, 2017). In 2D

setups, when the reduction is high enough, the rupture behaves like a pulse. The results

presented here will confirm this behavior on a 3D setup.

We consider a velocity reduction of 20% with respect to the surrounding host rock,

which has the same elastic properties as in Sec. 2.3. The fault geometry is given in

Fig. 2.6, and is governed by linear slip-weakening friction with µs = 0.677, µk = 0.564,

and dc = 0.2. The fault is subjected by a uniform background shear τ 0 = 27.5 MPa and

normal σ0 = 44 MPa stress. We nucleate the fault rupture over a square region of size

a2 by instantaneously applying a loading traction of 31 MPa, which locally exceeds the

peak friction strength.
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Figure 2.6: Setup of example earthquake rupture in unbounded domain with LVFZ.
(a) Fault plane geometry and nucleation patch are analogous to the previous example
but with a larger size: Lrpt1 = 60 km, Lrpt3 = 30 km, and a = 3.2 km. The fault zone
region surrounding the fault is more compliant and presents a thickness of LFZ = 1.6 km.
(b) Hybrid setup: FE virtual strip with L2 = 2 km and with SBI as elastodynamic
boundary condition.

2.4.2 Results

As a result of the nucleation procedure, the rupture front quickly propagates radially and

eventually spans the entire fault (see Fig. 2.7). When a dynamic rupture propagates, it

radiates elastic waves, which are then reflected at the boundary of the LVFZ (Albertini

and Kammer, 2017). Depending on the incident angle, the reflected wave can have an

inverted polarization and cause unloading of the fault and generate a slip pulse. This

effect is also observed in our 3D simulations and is shown in Fig. 2.7b, station C, and in

Fig. 2.8. The reflected wave causes the rupture to split into a pulse-like rupture, followed

by a crack-like rupture.
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The rapid acceleration and deceleration of a slip pulse are a source of high frequencies

(see Fig. 2.9b Station C) and cause oscillations in slip velocity, trailing the rupture front

(see Fig. 2.8). These oscillations do not affect the rupture propagation and disappear

with further mesh refinement and regularized friction laws (Kammer et al., 2014). Ad-

ditionally, numerical damping, which is not used here, is often applied to minimize such

high frequencies. Since this problem cannot be solved with the SBI method, we vali-

date the results of the hybrid method by varying the width of the virtual strip, L2, and

confirm that the solution is independent on the location of the elastodynamic boundary

condition.
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stations A, B, and C with position shown in (a). At station C the rupture has split into
a slip-pulse followed by a crack-like rupture.
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Figure 2.8: Pulse like rupture induced by LVFZ. (a) Space-time diagram of slip rate
[|u̇1|] along the symmetry axis x3 = 0 km. At t ≈ 5 s, the rupture splits into a slip-pulse,
followed by a crack-like rupture. (b) Slip rate [|u̇1|] at t = 8 s shows the spatial extent of
the pulse-like and crack-like rupture.

2.5 Earthquake rupture in a heterogeneous medium: supers-

hear transition

2.5.1 Setup

The second showcase example, presented in this section, is similar to the previous example

but with the more compliant material being the one at a distance from the fault. We

consider a slip-weakening fault with an off-fault low velocity zone. This case could occur

when a fault ruptures and interacts with the LVFZ of a nearby mature fault (Ma and

Elbanna, 2015; Albertini and Kammer, 2017). We use the same geometry, friction and

elastic properties, and nucleation procedure as in Section 2.4 but consider the fault to be

embedded in the reference material, while beyond a distance LFZ/2 from the fault plane

the material has a 20% velocity reduction.
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2.5.2 Results

Similar as in the LVFZ setup of Sec. 2.4, elastic waves are reflected at the boundary of the

low velocity inclusion and affect the shear stress at the interface. However, the reflected

waves have the same polarity as the incident ones and, hence, increase the shear stress in

front of the propagating rupture front (see Fig. 2.9b). This increasing shear stress peak

eventually causes the rupture to transition from subRayleigh to supershear velocities (see

Fig. 2.9a and Fig. 2.10). SubRayleigh propagation occurs when the rupture speed is lower

than the Rayleigh wave speed, cR ≈ 0.9cs, and can be observed at stations A and B in

Fig. 2.9. Supershear propagation, however, refers to ruptures propagating faster than cs

and their speed can approach the limiting speed, cp (Freund, 1979; Kammer et al., 2018).

In our simulations, supershear rupture occurs within the domain surrounding station C

in Fig. 2.9a.

In this 3D simulation, we observe a supershear transition through the Burridge-

Andrews mechanism (Burridge, 1973; Andrews, 1976), where a shear stress peak in

front of the existing crack nucleates the supershear rupture (see Fig. 2.9b, station B

and Fig. 2.10). In contrast to 2D setups (Ma and Elbanna, 2015; Albertini and Kammer,

2017), the extent of the supershear rupture is confined to a triangular shaped region,

which surrounds station C. Additionally, the transition occurs progressively: first at

x3 = 0 km at t ≈ 7 s, then it expands towards the ±e3 direction, and finally, at t ≈ 12 s

it spans the entire seismogenic depth.
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This example illustrates the ability of the hybrid method of successfully truncating

the shear Mach front, radiated from the supershear rupture, without artificial reflections.

Which allows us place the virtual boundary S± at only 2∆x from the the boundary of

the low velocity inclusion. As in the previous problem, we validate the results of the

hybrid method by varying the width of the virtual strip, L2. The solution is found to be

independent on L2.
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Figure 2.9: Off-fault low velocity zone setup solved using hybrid method with ∆x =
100 m. (a) Contour of rupture front position each 0.5s. Widely spaced contour lines
represent supershear propagation region. (b) Fault shear stress, σ12, and slip rate, [|u̇1|]
at three stations A, B, and C with position shown in (a).
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Figure 2.10: Supershear transition induced by off-fault low velocity zone. (a) Space-time
diagram of slip rate [|u̇1|] along the symmetry axis x3 = 0 km. The rupture transitions
to supershear at x1 ≈ 24 km. (b) Slip rate at t = 9.25 s shows the spatial extent of the
supershear rupture, just after the transition has initiated.
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2.6 Earthquake rupture with step-over faults

2.6.1 Setup

Finally, we present an example of interaction between nearby faults, i.e. two fracture

planes side-by-side. We consider a dilational step-over geometry with a system of two

faults that overlap each other (see Fig. 2.11). The dilational step-over implies that the

location of the secondary fault with respect to the primary one is such that the rupture

propagation on the primary fault will cause a temporary reduction in normal stress. The

faults have uniform friction properties, µs = 0.677, µk = 0.373 and dc = 0.5 m, except on

the top 1 km of the seismogenic zone, where a slip-strengthening condition is imposed. At

the bottom, i.e., x3 < Lrpt3 , we consider a no slip boundary condition and the nucleation

is achieved by an instantaneous reduction of the friction strength over a region of size

a×Lrpt3 to it’s kinetic value. This setup is analogous to a recent study by Bai and Ampuero

(2017). The elastic properties are the same as in Section 2.3. We choose a seismogenic

depth, Lrpt3 = 10 km and uniform background shear τ0 = 71.2 MPa and normal stress

σ0 = 150 MPa. Hence, the strength ratio is S = (µsσ0 − τ0)/(τ0 − µkσ0) = 1.75, and the

condition for the rupture to jump from one fault to the adjacent one is satisfied (Bai and

Ampuero, 2017).

Note that in this example there are no symmetries. In contrast to the previous

examples where the fault plane represented a symmetry axis. As a result of the slip

propagation on the primary fault, the normal stress on the secondary fault is not constant.
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The change in normal stress can reduce or increase the friction strength on the secondary

fault, depending on their relative position. Thus, it can hinder or promote the rupture

to jump between faults.
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Figure 2.11: Setup of example earthquake rupture in unbounded domain with interact-
ing parallel faults with step-over geometry. (a) Setup geometry. Fault zone regions of
rectangular size with Lrpt1 = 40 km and Lrpt3 = 10 km, with nucleation over a width
a = 20 km and the entire seismogenic depth, Lrpt3 . To the left of the nucleation patch
the extent of the primary fault is La1 = 10 km. The two fault step-over geometry is
characterized by Loverlap = 20 km and Lstepover = 1 km, shown in (b). The faults are
embedded in a homogeneous elastic medium. (b and c) Hybrid setup: FE domain with
SBI as elastodynamic boundary condition. The virtual strip width is L2 = 1.4 km.

2.6.2 Results

Using the hybrid method, we can successfully reproduce the results of Bai and Ampuero

(2017) (see Fig. 2.12): after nucleation, the rupture propagates over the primary fault

with a nearly vertical front, then the rupture jumps to the secondary fault and, as a

consequence of the no-slip boundary condition beyond the depth Lrpt3 , the rupture be-

38



comes a slip pulse. The wave emitted by the primary rupture successfully nucleates a

large rupture on the secondary fault in the forward direction. This example illustrates

the ability of the hybrid method to efficiently solve a large and complex simulation and

efficiently truncate all incident waves without any artificial reflections. To validate the

results of the hybrid method we vary the width of the virtual strip, L2, and find that also

for this example L2 does not affect the solution.
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Figure 2.12: Results of example earthquake rupture in unbounded domain with interact-
ing parallel faults with dilational step-over setup and spatial discretization ∆x = 100 m.
(a) Rupture front contour lines on primary fault, where nucleation occurs over region
−40 km < x1 < −20 km (not shown). (b) Rupture front contour lines on secondary
fault. Rupture transitions from primary to secondary fault. (c) Fault shear, σ12, and
normal, σ22, stress and slip rate, [|u̇1|] at three stations A, B, and C with position on the
secondary fault shown in (b).
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2.7 Discussion

We used a SCEC benchmark problem to validate the hybrid method and then demon-

strated its flexibility and superior performance on more complex and heterogeneous prob-

lems. The proposed hybrid method takes its flexibility to deal with nonlinearities or bulk

heterogeneities from the FEM and its computational efficiency from the SBIM. In par-

ticular, since the SBIM provides a perfect wave absorption algorithm there is no artificial

wave reflection at the virtual boundary. Thus, one can reduce the width of the FEM do-

main arbitrarily close to the nonlinear or heterogeneous region, as long as the constitutive

relation of the bulk beyond the virtual strip can be assumed to be linear.

The computational savings of using the hybrid method – instead of a traditional FEM

– can be assessed by considering the complexity of both FEM and SBIM. The complexity

of an explicit FEM time step is proportional to the number of degrees of freedom of the

FEM problem, i.e., O(N1N2N3), where Ni is the number of elements in the i-direction

and we assume a regular mesh of hexagonal elements. Similarly, the complexity of an

SBIM time step scales with its number of degrees of freedom O(N1N3). We measured

the computation time for a range of simulations with different discretizations and domain

sizes, which confirms the linear relationship between computational cost and the number

of degrees of freedom (see Fig. 2.13). The computational saving of the hybrid method

compared to a standard FEM lies in the reduction of N2 due to the truncation of the FE

domain. Moreover, the added overhead cost of the SBI as wave absorption algorithm is in

the same order of magnitude of only one layer of FE elements (see Fig. 2.13b). Therefore,

it is practically negligible.
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Figure 2.13: Performance study of FEM and Hybrid method. (a) Computation time, t,
of a FEM time step as function of width of the virtual strip, i.e., number of elements, N2.
Scaling of computational time is shown for a range of frictional interface discretizations,
N1N3. The complexity of the FEM time step is linear in N2. (b) Computation time
of the FEM time step, t, normalized by N2 (same data and color-code as in (a)). The
computation time of a SBIM time step, when computing the elastodynamic boundary
condition for the virtual strip, is equivalent to the computation time for one layer of FEM
elements. Both, FEM and SBIM computation times are linear in N1N3.

For example, for a full FE simulation, L2 must be in the order of L1 to prevent artificial

reflections at the domain boundary. However, using the hybrid method the domain size

can be truncated up to the extent of the nonlinear region or the extent of the elastic

heterogeneity, which are usually one to two orders of magnitude smaller than L1 (Ma

and Elbanna, 2015). Assuming a regular spatial discretization, the domain truncation

results in a reduction of N2 by one order of magnitude and so will the computational

cost. The savings may be even higher in other applications.

All our simulations were performed using distributed memory parallel computing

with 48 threads and for the largest simulations 96 threads. Therefore, in Fig. 2.13, we

report the computational time multiplied by the number of parallel processes. However,

the SBIM library that we are using also supports shared memory parallelism and it is
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designed to be easily coupled to any FEM library written in C++. The only requirement

is that the FEM mesh at the virtual boundary S± is a regular grid, due to the spectral

representation of the boundary integral equations.

These computational savings represent an important step towards feasible modelling

of complex temporal and spatial multi-scale 3D problems such as earthquake cycle simu-

lations with near field heterogeneities, nonlinear material behavior and plasticity, as well

as a networks of interacting faults, including fault branches and non-planar fault geom-

etry. The major challenge of earthquake cycle simulations is that they involve very long

interseismic loading time (years) while the dynamic rupture happens extremely rapidly

(seconds). An advantage of the hybrid method is that the SBIM is already capable of

absorbing elastic waves in the dynamic as well as in the quasi-dynamic limit and these

approaches can be combined in a variable time stepping scheme, introduced by Lapusta

et al. (2000). Such a temporal multi-scale simulation couples a quasi-dynamic SBIM

with an implicit FEM during the slow loading phase and, once the ruptures become dy-

namic, it switches to a dynamic SBIM coupled with an explicit FEM – as considered in

the current study. These variable time-stepping hybrid method was introduced in a 2D

antiplane framework (Abdelmeguid et al., 2019) and will be extended to 3D in future

work.

Another advantage of the hybrid method is that it could be implemented with any

volume based method. For example, if the fault plane is not known a priori, one could

use discretization techniques with embedded discontinuities, such as the XFEM (Liu and

Borja, 2009) or the discontinuous Galerkin (Pelties et al., 2012).
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2.8 Conclusion

We developed a three dimensional hybrid method combining the finite-element method

with the spectral boundary-integral method. We validated the hybrid method using a

benchmark problem and illustrated its potential for solving complex earthquake propa-

gation on various example problems including near systems with field heterogeneity and

multiple interacting faults. The hybrid method is suitable for cases where the spatial

extent of near field nonlinearity and heterogeneity is too large to be lumped into an ef-

fective fault constitutive law, but is still considerably smaller than the domain of interest

for the wave propagation. In these cases, the hybrid method allows for a reduction of

computational cost by at least one order of magnitude with respect to a full finite-element

implementation, while maintaining the same level of accuracy. The high accuracy and

computational efficiency of the hybrid method enable the investigation of complex failure

problems such as multi-physics fault zone problems.
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CHAPTER 3

OFF-FAULT HETEROGENEITIES PROMOTE SUPERSHEAR

TRANSITION OF DYNAMIC MODE II CRACKS

This chapter is drawn from the following peer-reviewed journal article:

Albertini, G. and Kammer, D. S. (2017) , ‘Off-fault heterogeneities promote supershear

transition of dynamic mode II cracks’, Journal of Geophysical Research: Solid Earth

122(8), 2017JB014301.

The transition from sub-Rayleigh to supershear propagation of mode II cracks is a fun-

damental problem of fracture mechanics. It has extensively been studied in homogeneous

uniform setups. When the applied shear load exceeds a critical value, transition occurs

through the Burridge-Andrews mechanism at a well-defined crack length. However, veloc-

ity structures in geophysical conditions can be complex and affect the transition. Damage

induced by previous earthquakes causes low-velocity zones surrounding mature faults and

inclusions with contrasting material properties can be present at seismogenic depth. We

relax the assumption of homogeneous media and investigate dynamic shear fracture in

heterogeneous media using two-dimensional finite-element simulations and a linear slip-

weakening law. We analyze the role of heterogeneities in the elastic media, while keeping

the frictional interface properties uniform. We show that supershear transition is possible

due to the sole presence of favorable off-fault heterogeneities. Sub-critical shear loads,

for which propagation would remain permanently sub-Rayleigh in an equivalent homoge-
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neous setup, will transition to supershear as a result of reflected waves. P-wave reflected

as S-waves, followed by further reflections, affect the amplitude of the shear stress peak

in front of the propagating crack, leading to supershear transition. A wave reflection

model allows to uniquely describe the effect of off-fault inclusions on the shear stress

peak. A competing mechanism of modified released potential energy affects transition

and becomes predominant with decreasing distance between fault and inclusions. For

inclusions at far distances, the wave reflection is the predominant mechanism.

Keypoints:

• Off-fault heterogeneities cause supershear transition for sub-critical pre-stress.

• P-waves reflected as S-waves start promoting transition, other waves follow.

• Competing mechanism of reduced released potential energy can delay transition.

45



3.1 Introduction

Earthquakes are generally modeled as frictional mode II ruptures of tectonic faults. The

majority of such ruptures propagate at speeds cf below the Rayleigh wave speed cR.

However, under particular circumstances supershear (also called intersonic in fracture

mechanics literature) propagation might occur, where fracture propagates between the

shear wave speed cs and the longitudinal wave speed cp. Supershear propagation is

fundamentally different from sub-Rayleigh propagation because S-wave radiated by the

supershear crack tip coalesce into a S-wave Mach cone, which transports high stresses

and particle velocities far away from the weak interface (Dunham and Archuleta, 2005;

Bernard and Baumont, 2005; Bhat et al., 2007). Growing geophysical evidence shows

that supershear propagation is possible and has been inferred for several earthquakes

(Spudich and Cranswick, 1984; Archuleta, 1984; Olsen et al., 1997; Bouchon et al., 2002;

Bouchon and Vallée, 2003; Dunham and Archuleta, 2004; Wang et al., 2012; Yue et al.,

2013; Zhan et al., 2014).

Early theories of dynamic fracture mechanics suggested that cR constitutes an upper

limit for shear crack propagation (Freund, 1972, 1979). Further considerations, taking

into account the process zone at the crack tip provide analytical solutions for cracks

propagating at varying supershear speeds (Broberg, 1989; Huang and Gao, 2001, 2002).

These analytical models define an energetically inadmissible velocity domain cR < cf < cs,

where mode II crack propagation cannot exist in a uniform and homogeneous setup. An

analytical self-similar model (Burridge, 1973) as well as remarkable numerical simula-

tions (Andrews, 1976) found a mechanism (known as the Burridge-Andrews mechanism)
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allowing transition from sub-Rayleigh to supershear propagation. As a shear crack be-

comes dynamic it accelerates quickly and approaches, asymptotically cR. A shear wave

is generated during the acceleration process resulting in a shear stress peak τw propagat-

ing at cs ahead of the sub-Rayleigh rupture front. The amplitude of τw is growing with

increasing propagation distance. If the applied shear load τ0 exceeds a critical value, τw

eventually reaches the interface strength and nucleates a secondary supershear rupture

cf > cs. Shortly after, the main crack and the secondary rupture coalesce and continue

propagation at supershear speed. The growth of τw was shown to scale with the critical

half-length lc (Andrews, 1976; Svetlizky et al., 2016), which is defined for a plane-strain

central crack by:

lc =
2µ

π(1− ν)

Γ

(τ0 − τr)2
(3.1)

where µ and ν are the material’s shear modulus and Poisson’s ratio, respectively, and Γ

the fracture energy. Therefore, the normalized position of supershear transition xtrans/lc

is uniquely defined for a given dimensionless strength S = (τp − τ0)/(τ0 − τr), where τp

and τr are the peak and residual shear strength. However, if the applied load is sub-

critical (i.e., S > Smax) the shear stress peak will never reach the interface strength and

no transition to supershear occurs at any length. Smax was analytically derived from a

self-similar model (Burridge, 1973). Very high pre-stress values (i.e., S < Smin) induce

a direct supershear transition, with crack propagation speed continuously accelerating

through the inadmissible velocity domain (Bizzarri and Das, 2012; Liu et al., 2014; Payne

and Duan, 2015).

Experimental evidence of supershear crack propagation in homogeneous condition has

first been observed at frictional interfaces on Homalite plates, where the S-wave Mach
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cone was revealed through photo-elasticity (Rosakis et al., 1999; Xia et al., 2004). Stick-

slip experiments on crustal rock also showed supershear propagation (Passelègue et al.,

2013). Supershear transition mechanism has been recently observed on PMMA interfaces

illustrating explicitly the growth of τw and its link to the nucleation of a secondary

supershear crack (Svetlizky et al., 2016).

Other mechanism causing supershear transition have been numerically studied for

various setups considering heterogeneities along the weak interface, such as differences

in fracture energy (Dunham et al., 2003), patches of higher pre-stress and pre-existing

sub-critical cracks (Liu and Lapusta, 2008) and patches of higher normal load (Weng

et al., 2015). The knowledge gained in these idealized cases is valuable to understand

more complex setups, such as interaction between multiple faults (Harris et al., 1991; Hu

et al., 2016).

Velocity structures can be complex at the proximity of faults. Damage causes seismic

velocity reduction up to 60% over a distance of hundreds of meters surrounding the fault

(Huang et al., 2014). Low-velocity fault zones are common in many mature faults such

as the San Andreas (Lewis and Ben-Zion, 2010; Li et al., 2006), San Jacinto (Lewis et al.,

2005; Yang and Zhu, 2010), Landers (Li et al., 2007; Peng et al., 2003), Hector Mine (Li

et al., 2002), Calico (Cochran et al., 2009; Yang et al., 2011), Nojima (Mizuno et al.,

2008) and Anatolian (Ben-Zion et al., 2003) faults. Ruptures propagating within the

low-velocity zone feature a pulse-like behavior and can transition to supershear propaga-

tion (Huang and Ampuero, 2011; Huang et al., 2014, 2016). Ruptures along bi-material

interfaces are affected by dynamic changes in normal stress and present various com-
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plex propagation behavior, e.g. wrinkle-like pulses (Harris and Day, 1997; Ben-Zion and

Huang, 2002; Brietzke and Ben-Zion, 2006; Barras et al., 2014; Xu et al., 2015).

However, limited attention has been given to setups featuring low-velocity inclusions

at a distance from the fault. Such cases could be encountered when a rupture on a

fault interacts with a damaged zone of a nearby fault network (and the low-velocity zone

surrounding the fault itself has not developed yet). For instance, high definition seismic

tomography of the San Jacinto Fault zone, reveal complex velocity structures with con-

trast up to 20% at seismogenic depth in areas of the Hot Spring and Trifurcation (Allam

and Ben-Zion, 2012; Allam et al., 2014; Zigone et al., 2015). Parts of the San Andreas

Fault in the Mojave section show multiple parallel faults (e.g. the 1857 and currently

active rupture trace and the long-term San Andreas Fault trace) and asymmetric damage

zones (Rempe et al., 2013). Ruptures on the active, more recent fault would be affected

by the damaged zone of the preexisting older fault. The Kunlun Fault in the Tibetan

Plateau, which experienced a supershear earthquake in 2001 (Bouchon and Vallée, 2003),

features a mid-crustal low-velocity zone (Le Pape et al., 2012; Li et al., 2012; Yang et al.,

2012; Jiang et al., 2014; Li et al., 2014) where velocity contrast up to 16% is present at

seismogenic depth. In these conditions, ruptures could either propagate at the bi-material

interface or on faults at a distance from the low-velocity zone. Previous studies suggest

that off-fault heterogeneities can affect dynamic crack propagation and the position of

supershear transition (Huang and Ampuero, 2011; Ma and Elbanna, 2015; Huang et al.,

2016). However, the underlying mechanisms are not well understood yet.
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By considering a uniform loading and uniform frictional interface properties, we inves-

tigate the effects of heterogeneities in the elastic medium on supershear transition, using

dynamic 2D finite-element simulations and a linear slip-weakening law. Considering low

loading conditions S > Smax, such that transition would not occur in homogeneous cases,

we show that the sole presence of such inclusions can trigger supershear transition. By the

means of parameter studies, we assess under which circumstances transition can occur,

and identify the role of geometry and material properties. Supported by an analytical

wave reflection model, we identify the important role of reflected S-waves, which is the

major mechanism promoting supershear transition. A competing mechanism of reduced

available elastic energy is identified and becomes predominant when the wave reflection

length scale is lower than a critical value. Hence, two distinct regimes are identified: one

mainly governed by wave reflections at the boundaries of the heterogeneities and a second

where the elastic field of the inclusions combined with wave reflections affect dynamic

crack propagation.

3.2 Methods

We consider a central mode II crack expanding in both directions in infinite elastic media

as shown in Figure 3.1. A plane-strain linear elastic material law is considered. Let a

Cartesian coordinate system x, y be defined, with origin at the center of the crack and with

the abscissa superposing the interface. Off-fault inclusions are introduced at a distance

h1 on each side of the fault. They are parallel to the interface and have thickness h2. For
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simplicity, the inclusions are of infinite length (in x direction) and the symmetry of the

setup avoids dynamic changes in normal stress at the interface. Stress concentrations at

the ends of shorter inclusions would cause non-uniform stress at the interface and affect

the transition length. Effect of non-uniform stress on supershear transition was studied by

Liu and Lapusta (2008). The infinite length allows us to eliminate this effect and focus

on the dynamic contribution of the off-fault inclusions. Once transition has occurred,

supershear propagation continues regardless of further extension of the inclusion (Ma

and Elbanna, 2015).

The elastic properties of the bulk material are defined by the shear modulus µ, Pois-

son’s ratio ν and density ρ. Given the plane-strain setup and ν = 0.25, the relevant dimen-

sionless material property is given by the ratio k = cs/cp =
√

(1− 2ν)/2(1− ν) = 1/
√

3.

Therefore, the critical load for supershear transition is Smax = 1.77. The inclusions

have a different shear modulus µh and consequently a contrasting S-wave speed ch
s , while

ν and ρ are kept unchanged. Hence, the elastic properties of the inclusions are solely

characterized by velocity ratio ch
s /cs.

The friction properties are uniform along the interface and are modeled by a linear

slip-weakening law. The interface strength is defined as function of slip δ:

τst(δ) =


τp + (τr − τp)(δ/δc) for δ < δc

τr for δ > δc

(3.2)

where δc is the critical slip distance. Neither healing, nor regularization are applied. The

resulting fracture energy Γ of the interface is given by

Γ = (τp − τr)δc/2 . (3.3)
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Figure 3.1: Setup used for simulations. Central crack of length 2l in infinite elastic
medium containing a frictional interface (solid line at y = 0) and inclusions characterized
by the fault distance h1, thickness h2 and velocity ratio ch

s /cs. A uniform shear load τ0 is
applied. Only a quarter of the full domain is modeled by applying appropriate boundary
conditions at the two anti-symmetry axis (dashed-dotted lines).

We apply the following normalization for space x̄ = x/lc, time t̄ = cst/lc and friction

traction τ̄ = (τ − τ0)/(τ0 − τr). Thus, the setup is general to different length scales and

is characterized uniquely by S, k and, in the heterogeneous case, by h̄1, h̄2 and ch
s /cs.

The initial condition for the dynamic simulations is given by the static solution for a

setup containing no crack under a uniform stress τ0. A seed crack is nucleated by locally

weakening the strength of the interface. We apply this strength reduction from τp to τr

linearly over time, over a slowly growing area, which leads to a seed crack propagating

at a rate of cf ≈ 0.1cR. This smooth nucleation procedure was shown to produce elastic

waves as observed in experiments by Svetlizky et al. (2016) and that are equivalent to

the waves created by the smooth nucleation applied by Liu and Lapusta (2008).
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The dynamic simulations are based on the finite-element method (Belytschko et al.,

2013). First order quadrangular elements and a regular mesh of size 3200 × 1600 are

used, which corresponds to a resolution of Λ0/∆x = 23.1, where Λ0 is the static process

zone size given by (Palmer and Rice, 1973; Rice, 1980):

Λ0 =
9π

32(1− ν)

µδc
(τp − τr)

. (3.4)

Key simulations, which include cases with high material contrasts, were repeated with a

finer mesh (6400 × 3200) to verify mesh convergence. The Newmark-β time integration

is implemented through an explicit scheme (β = 0, γ = 0.5). Numerical stability is

assured by imposing a Courant-Friedrichs-Lewy condition with a time-step factor of 0.1.

A traction-at-split-node technique is used to apply the tractions at the frictional interface.

The system we study has two anti-symmetry axis (dash-dotted lines on Figure 3.1). In

order to reduce computational cost, anti-symmetry boundary conditions are applied to

the frictional interface (y = 0) and to the vertical axis (x = 0). From anti-symmetry, we

have that ux(x, y) = −ux(x,−y) = ux(−x, y) and uy(x, y) = uy(x,−y) = −uy(−x, y),

where ux, uy are the displacement fields in the x and y direction, respectively. This allows

us to simplify the governing equations and compute the relative fields by considering

only the elements on one side of the anti-symmetry axis. The boundary conditions are

σxx(0, y) = 0, uy(0, y) = 0, σyy(x, 0) = 0 and δ = 2ux(x, 0), where σ is the stress tensor.

Hence, only the upper right quarter of the domain is simulated (x > 0, y > 0). The infinite

domain assumption is assured by limiting the region of interest to areas unaffected by

wave reflection at the left and upper boundaries of the simulation domain. Simulations

with larger domain have been performed to validate and identify the region of interest.
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3.3 Effect of off-fault heterogeneities on supershear transition

at low pre-stress

3.3.1 Illustrative homogeneous and heterogeneous examples

We first present two reference cases illustrating the effect of off-fault heterogeneities on

the dynamic crack propagation. The propagation of a shear crack in a homogeneous

medium is shown in Figure 3.2 (a). After the slowly extending seed crack reaches its

critical length (x̄ = 1) it accelerates and asymptotically approaches the Rayleigh wave

speed, following the equation of motion predicted by linear elastic fracture mechanics

(Svetlizky et al., 2017).

Ahead of the rupture, a shear stress peak is radiated from the propagating front

(indicated by dashed black line Figure 3.2 a). As was originally shown numerically by

Andrews (1976) and experimentally confirmed by Svetlizky et al. (2016), the amplitude

of the shear stress peak τ̄w continues to grow as a consequence of the acceleration process.

The low pre-stress applied here results in a sub-critical loading S = 2 > Smax = 1.77

and thus τ̄w will never reach the interface strength as predicted by the self-similar solu-

tion (Andrews, 1976; Burridge, 1973). Thus, no supershear transition can occur at any

crack length for this setup. τ̄w has a central role in the dynamic crack propagation and

underlines the non-steady nature of the observed phenomena.
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Figure 3.2: Dynamic mode II crack propagation for S = 2 > Smax: space-time diagram of
normalized tangential traction at frictional interface τ̄ . The fractured zone corresponds
to the area where τ̄r = −1 (dark blue). (a) Homogeneous reference case. As the seed
crack reaches x̄ = 1 it becomes unstable and accelerates towards cR. A shear stress peak
propagates ahead of the rupture front (indicated by dashed black line). (Inset) Close up
on process zone at the propagating front. (b) Heterogeneous reference case: ch

s /cs = 0.7,
h̄1 = 4 and h̄2 = 10. Similar to (a) a shear stress peak propagates ahead of the main
rupture. Its amplitude grows quicker than in the homogeneous case and reaches the
interface strength at x̄ = 34.9 (inset). A secondary rupture is nucleated and transition
to supershear speed occurs.

Figure 3.2 (b) presents the propagation of a shear crack in a heterogeneous setup.

Aside from the inclusion, which is characterized by h̄1 = 4, h̄2 = 10 and ch
s /cs = 0.7, the

setup corresponds exactly to the homogeneous reference case shown in Figure 3.2 (a).

This illustrative heterogeneous case is representative for inclusions satisfying h̄1 > 2,

h̄2 � h̄1 and ch
s /cs < 1. Up until position x̄ ≈ 10 the rupture dynamics are equivalent for

the homogeneous and the heterogeneous cases. Beyond this point, τ̄w presents a higher

growth rate of its amplitude in a heterogeneous setup. At x̄ = 34.9 it reaches the interface

strength τ̄w = S and nucleates a secondary rupture in front of the main crack (see also

inset Figure 3.2 b). The secondary crack propagates immediately at supershear speed.
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Nucleation of the secondary crack needs to be sustained until it reaches a critical length,

which is friction-law dependent (Dunham, 2007). A single supershear crack is formed

through the merging of the primary and secondary cracks. This transition mechanism is

similar to the Burridge-Andrews mechanism (Burridge, 1973; Andrews, 1976). However,

it occurs under particularly low pre-stress S > Smax, for which no transition would occur

in a homogeneous setup. The favorable effect of the off-fault heterogeneities is thus the

cause for supershear transition.

Figure 3.3: Effect of reflected waves on dynamic crack propagation and supershear tran-
sition. (a) Shear stress peak τ̄w as a function of normalized peak position x̄w. The
homogeneous reference case is shown in gray and the heterogeneous reference case in
black. The arrival of the reflected SrP wave (red dot), also shown in (b), causes an in-
creased growth rate of τ̄w in the heterogeneous case. A second increase, marked by a
discontinuity in the position of the shear stress peak, corresponds to the arrival of the re-
flected SrS wave (green dot). (b) Schematic representation of reflection and transmission
of linear elastic waves of the three simplest paths. Dashed lines represent S-waves and
continuous lines P-waves. Opacity illustrates the decreased amplitude of the reflected
and transmitted waves. The arrival of reflected P-waves at the interface is not shown
since no considerable effect has been observed in present simulations, see (a).
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As illustrated in Figure 3.2, supershear transition can occur in the heterogeneous

case because of a higher growth rate of τ̄w. In Figure 3.3, we compare τ̄w for both cases.

The reported τ̄w is defined as the local maximum in tangential interface traction ahead

of the rupture. Initially both cases result in the same growth, as was also observed in

Figure 3.2. Beyond x̄PS, growth is accelerated through waves that are reflected at the

inclusions. In the remaining part of this section we provide a qualitative description of

the various waves affecting τ̄w. In Section 3.3.2, a predictive model is developed and used

for a quantitative study of the wave reflection mechanism.

When the shear crack becomes unstable, it emits dynamic waves into the surrounding

medium (Figure 3.4). The origin of these waves, which is marked as x̄0 in Figure 3.3 (b), is

discussed in Section 3.3.2. Any elastic wave (longitudinal or shear) reaching the boundary

of the heterogeneity is transmitted and reflected as longitudinal and shear waves. The

relevant angles θ are determined by Snell’s law (Aki and Richards, 2009) as

sin θi/ci = sin θr/cr = sin θt/ct (3.5)

where the subscript i, r and t represents the incident, reflected and transmitted waves,

respectively. The first wave arriving at the interface is the P-wave reflection of the P-

wave. However, we do not observe any relevant effects on the shear stresses along the

interface (see Figure 3.3 (a) x̄w < 10). Therefore, we focus on the effects of reflected

S-waves. The first wave affecting τ̄w is the S-wave reflection of the P-wave, which starts

modifying τ̄w starting from x̄PS (SrP in Figure 3.3 b).

The second wave shown in Figure 3.3 (b) is the SrS, which is the S-wave reflection

of the S-wave. As this reflected wave propagates at the same speed, i.e., shear wave
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speed, as the interface shear stress peak over its entire longer path (triangle inequality),

it cannot reach τ̄w. However, it is strong enough to cause a new shear stress peak ahead

of the propagating rupture but behind the original stress peak. This is marked by the

second black dashed line in Figure 3.2 (b) and is the cause for the jump in x̄w observed

in Figure 3.3 (a) (inset). Another S-wave affecting τ̄w is the SrPP , which is the P-wave

that is transmitted as P-wave at the lower inclusion boundary, reflected as P-wave at the

upper boundary and transmitted as a S-wave at the lower boundary again. For setups

with h̄2 � h̄1 the effect of SrPP reaches the interface only after supershear transition (see

Section 3.3.4 for study of reflection at h̄2). Additional insights on shear stress transient

can be gained by studies considering a slip pulse on bi-material interfaces (Weertman,

2014) and in low-velocity fault zones (Huang et al., 2014).

In addition to wave reflection, modified elasticity in the near-tip field can affect crack

propagation and transition. However, for configurations with h̄1 > 2 the rupture dynam-

ics is mainly affected by wave reflection at the inclusions. Examples with lower inclusions

distances h̄1 < 2 present generally lower propagation speed due to lower effective stiffness,

which is illustrated in more details in Section 3.3.3.

Figure 3.4 shows the strain field from the dynamic simulations at increasing crack

lengths. The heterogeneities, being more compliant, present larger strain compared to

the bulk. The crack tip is characterized by the dark blue lobe. The difference in τ̄w is

clearly visible (snapshots 2 & 3 in Figure 3.4). Snapshot 4 right shows the rupture after

supershear transition. In this case a S-wave Mach cone is trailing from the supershear

crack tip. The Mach cone represents a discontinuity in the velocity field and transports
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high particle velocities and stresses far away from the fault (Dunham and Archuleta,

2005). After supershear transition, a stress concentration is visible at the sub-Rayleigh

front, as observed experimentally and numerically by Mello et al. (2016).

3.3.2 Insights into the wave reflection mechanisms

In the previous section, we described the wave reflections qualitatively and marked in

Figure 3.3 (a) the arrival of reflected waves at the stress peak. Here, we develop a

quantitative model, which enables us to specifically determine the effect of each incident

wave. For simplicity, we reduce this model to reflections at the lower boundary of the

inclusions (i.e., h2 =∞). The additional effects of the upper boundary are presented in

the parametric study in Section 3.3.4.

Determining the position and time that a reflected wave starts to affect τ̄w depends

on the geometry of their paths as well as the duration it takes them to follow this path.

τ̄w propagates along the interface at shear wave speed. Its equation of motion, shown as

black dashed line in Figure 3.5 (b), is given by

x̄w(t) = x̄0w + (t̄− t̄0w) (3.6)

where x̄0w and t̄0w represent the origin in space and time, respectively, of the shear stress

peak. The physical origin of τ̄w is closely related to the acceleration of the rupture at the

moment it becomes unstable, i.e., at approximately x̄ = 1 but is difficult to determine

exactly as the crack grows and τ̄w has to build up. For this reason, we define the origin as

(x̄0w, t̄0w) = (5.21, 16.9), which is the first point where the shear stress peak is separated
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Figure 3.4: Dynamic mode II crack propagation for S = 2 > Smax: normalized strain
field ε̄xy at time snapshots of equal crack lengths for homogeneous reference case (left)
and heterogeneous reference case (right) with inclusion: ch

s /cs = 0.7, h̄1 = 4 and h̄2 = 10.
Supershear propagation with S-wave Mach cone (bottom right).
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enough from the crack tip singularity to be observable (see Figure 3.3 a). Even though

this is not physically the origin of the shear stress peak, it is well defined, easily detectable

and, as xw scales with lc, unique for all configurations.

The path of τ̄w along the interface encounters the path of the reflected SrP wave,

which we formulate as follows. We consider a cylindrical P-wave emitted from the crack

tip at the instant when the dynamic fracture is onset. The origin of the considered

wave is derived from the homogeneous reference case and corresponds to x̄0 = 1 and

t̄0 = 12.0. The incident P-wavefront reaches the inclusion at position (x0 + xi(t), h1),

where a P-wave and a S-wave are reflected. The travel time of the wavefront from its

origin to the boundary of the inclusion is defined as ti. The reflected S-wave reaches

the fault at position (xPS(t), 0) after an additional time tr. The length scale of the wave

reflection problem h1 leads to the following normalization: x̃ = x/h1 and t̃ = cst/h1. The

projection of the incident and reflected waves path on the abscissa gives

x̃PS(t̃)− x̃0 = x̃i + x̃r (3.7)

where x̃i and x̃r are the contribution of the incident and reflected waves, respectively.

Similarly, the total travel time t̃, can be separated into the contribution from the incident

wave t̃i and reflected wave t̃r:

t̃− t̃0 = t̃i + t̃r (3.8)

Note that the cylindrical nature of the emitted P-wave source implies that for all time

t̃ > k + 1 there will be a reflected S-wave reaching the frictional interface at position

x̃PS(t̃). From geometric considerations and using Snell’s law (3.5), while assuming plane
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wave reflection, a solution of the wave reflection problem can be derived and is given by:

x̃PS(t̃) = x̃0 +

√
t̃i

2
/k2 − 1 +

√
(t̃− t̃0 − t̃i)2 − 1 (3.9)

where t̃i(t̃) is the root of F (ξ), such that k ≤ ξ < t̃− t̃0 − 1 and ξ ∈ R. F (ξ) is given by

F (ξ) = −t̃+ t̃0 + ξ +
1√

1− k2 + k4/ξ2
. (3.10)

The complete derivation of (3.9) and (3.10) is given in Appendix 3.A.

The arrival time of the reflected S-wave from an incident P-wave SrP along the in-

terface is shown in Figure 3.5 (a). The normalized relation is general for any inclusion

off-fault distance h1. Given that the propagation of the shear stress peak along the inter-

face scales with the fracture-mechanics-related length scale lc, we need to renormalize the

solution of the reflected waves. The arrival time for various h̄1 is shown in Figure 3.5 (b).

The positions at which the reflected waves start to affect the shear stress peak are marked

by red dots and correspond to

x̃PS(t̄)h1/lc = x̄w(t̄) . (3.11)

As expected, the positions increase for increasing h̄1. For h̄1 6 2, the reflected wavefront

reaches the fault before the shear stress peak has separated from the crack singularity.

The effect of the reflected waves on the normalized growth of τ̄w is shown in Fig-

ure 3.6 (a) for numerical simulations with various off-fault inclusion distances h̄1. The

growth is initially equal for all shown cases, but once the first reflected wave reaches

the interface, growth increases significantly. By comparing with the reference case, we

measure the point of divergence (marked by red dots in Figure 3.6 a). The divergence
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Figure 3.5: Wave reflection model for a SrP wave. (a) Normalized time and position of
reflected wavefront arriving at the frictional interface (3.9). (b) Arrival time and position
of reflected wavefronts at the interface (3.9) normalized to fracture-mechanics related
length scale lc. Arrival times are shown (in color) for different inclusion distances h̄1.
The equation of motion of the shear stress peak (3.6) is depicted as dashed line. Red
dots (3.11) indicate position where reflected waves start to affect the growth of the shear
stress peak.

point moves away from the nucleation point with increasing h̄1, which is intuitive and

consistent with the analytical solution. At a later point, SrS arrives at the interface and

causes an additional increase in τ̄w (marked by green dots) as discussed in Section 3.3.1.

Similar to the SrP wave, the incident point of SrS is further away from the origin as h̄1

increases.

How good is the estimate of the reflected wave arrival based on the analytical solution?

The application of Snell’s law for the reflection at the inclusion is based on the assumption

of an incident plane wave, which is a simplification of the actual cylindrical wave. The

validity of this assumptions improves with increasing radius of the wave, i.e., increasing

h̄1, and with shorter wavelengths of the incident wave. A comparison of the predicted
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arrival position x̄PS (red dots in Figure 3.5 b) and the numerically measured values (red

dots in Figure 3.6 a) is shown in Figure 3.6 (b) for 0.5 6 ch
s /cs 6 1.5 and 3.0 6 h̄1 6 6.0.

The prediction is quantitatively precise for all cases with a slight underestimation for

h̄1 = 3.0. The plane wave assumption for small radii of the cylindrical wave is the

probable cause for this deviation. Nevertheless, theory also predicts that the SrP wave

reaches the interface for h̄1 6 2.0 before the shear stress peak has separated from the

crack singularity (Figure 3.5 b), which is numerically confirmed by the limiting case of

h̄1 = 3.0 in Figure 3.6 (a), which is at the limit of detectability (see Figure 3.9 for cases

with h̄1 6 2.0).
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Figure 3.6: Effect of reflected waves at varying ȳ = ±h̄1 on τ̄w and comparison with
analytical model (3.11) for the position of SrP wave arrival x̄PS. (a) Shear stress peak τ̄w

as function of normalized position x̄w. Red dots indicate position where heterogeneous
setup diverges from homogeneous reference case (gray). Divergence is defined as a relative
0.01% difference in peak stress value. Green dots indicate position of shear stress peak
jump due to SrS wave arrival. Transition to supershear τ̄w = S = 2.0 is indicated by
yellow dots. (b) Measured x̄PS (red dots in Figure 3.6 a) are compared with analytical
prediction (3.11) (red dots in Figure 3.5 b) for inclusions with various ch

s /cs and h̄1 =
3.0− 6.0.
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For more insight into how the reflected waves affect the evolution of the shear stress

peak, we plot in Figure 3.7 (a) the difference between the heterogeneous and homogeneous

case τ̄h
w− τ̄ ref

w for the same simulations shown in Figure 3.6 (a) with renormalized position.

The effect of the reflected waves appears to be independent of the off-fault distance within

the renormalized reference frame. Small differences are observed for h̄1 = 3.0, which we

attribute to the plane wave assumption that holds less for small h̄1. The reflection model

for linear elastic plane waves (Aki and Richards, 2009) states that the amplitude of the

reflected wave, depends on the incident angle θPSi and on ch
s /cs. Our simulations show

that the θPSi is only very weakly dependent on h̄1 and ch
s /cs with θPSi ≈ 56.3◦− 61.5◦ for

cases shown in Figure 3.7 (a) and (b). While the θPSi remains constant for different ch
s /cs,

the amplitude of the reflected wave is affected. Figure 3.7 (b) illustrates the relative

shear stress peak growth for various material contrasts. Low-velocity inclusions lead to

an increase in the shear stress peak due to the SrP and SrS waves, which promote early

supershear transition. High-velocity inclusions, however, observe an initial decrease of

the shear stress peak due to the SrP wave before the SrS wave arrives and increases

the stress peak. Depending on the loading configuration, the effect of the opposed signs

can either result in delaying or promoting early transition to supershear. Even though

the shear stress peak growth shown in Figure 3.7 (b) is specifically for h̄1 = 5.0, the

contribution of the SrP wave is general for h̄1 > 2.0 as the θPSi is insensitive to h̄1. The

influence of the SrS (shown partially transparent in Figure 3.7 b), however, does depend

on h̄1 and cannot be used as a generalization.

Note the generality of the derived wave reflection model. Given that the sub-Rayleigh

crack dynamics, once expressed in dimensionless form (x̄, t̄), are independent of S (Fre-

65



und, 1990; Svetlizky et al., 2016), the normalized wave reflection τ̄h
w − τ̄ ref

w (Figure 3.7 b)

can be combined with τ̄ ref
w (gray line in Figure 3.6 a) in order to infer supershear tran-

sition length for a variety of different setups, considering different loading conditions S,

length-scales lc and inclusion properties ch
s /cs < 1, h̄1 and h̄2 = ∞. A different imposed

S would thus lead to a different scaling, given that the normalization (i.e., lc) is related

to S, but the dimensionless model remains valid and useful to determine xtrans.

The monotonic growth of τ̄h
w − τ̄ ref

w for cases of low-velocity inclusions (Figure 3.7 b)

suggests that a maximum S for supershear transition in heterogeneous setups might not

exist, even at moderate velocity contrast (e.g. 20%). Hence, the spatial extent in the

fault-parallel direction would be the relevant limiting factor in geophysical settings.
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Figure 3.7: Effect of reflected waves at varying ȳ = ±h̄1 and varying ch
s /cs on the shear

stress peak at the fault. The shear stress peak difference to the homogeneous reference
case τ̄h

w − τ̄ ref
w is shown with renormalized position x̃w − x̃PS. (a) Shear stress peak is

shown for various h̄1 and ch
s /cs = 0.5. SrP wave arrival is marked by red dot. Growth

due to SrP is independent of h̄1 (for h̄1 > 2.0). Arrival of SrS is depicted by green
dots. Yellow dots indicate transition to supershear. (b) Contribution of wave reflection
on shear stress peak growth for various ch

s /cs and h̄1 = 5.0. Growth due to SrP is,
similarly to (a), independent of h̄1 (for h̄1 > 2.0) and is thus representative for various
h̄1. Curves are partially transparent beyond the arrival of the SrS wave because growth
is not independent on h̄1 for this part.
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3.3.3 Parameter study h̄2 =∞: effect of wave reflection at closer

boundary of inclusion

We investigate the transition position for setups with S = 2.0, h̄2 = ∞ and varying

ch
s /cs and h̄1 by performing a parameter study. The results of dynamic simulations are

shown in dimensionless parameter space for low-velocity and high-velocity inclusions in

Figure 3.8 and 3.10, respectively, where supershear transition and transition length vary

as a function of ch
s /cs and h̄1. In this work, we focus on the mechanism leading to the

nucleation of the secondary rupture. We define the location of supershear transition x̄trans

as the position where τ̄w reaches τ̄p ≡ S.
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Figure 3.8: Influence of ch
s /cs < 1 and h̄1 on x̄trans for S = 2.0 and h̄2 = ∞. Each point

represents a dynamic simulation with domain size x̄max = 32. (a) x̄trans is shown as a
function of h̄1. (b) x̄trans (color) is shown as function of ch

s /cs and h̄1. Blank dots show
simulation without supershear transition.
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Figure 3.8 (a) shows results of a parameter study for low-velocity inclusions ch
s /cs < 1.

Relevant velocity contrast at seismogenic depth are up to 20% (Tape et al., 2010; Allam

et al., 2014; Zigone et al., 2015), for generality, stronger velocity contrasts are included.

For a given ch
s /cs and h̄1 > 2, x̄trans is a linear function of h̄1. Simulations for h̄1 = 5, 6

have been run on larger domains and confirm the linear trend, which is intrinsic to the

wave reflection model. For h̄1 < 2, however, the linear trend is not maintained and

longer x̄trans are observed. This can be explained by the interaction between the crack

propagation speed, the shear stress peak growth and the wave reflection. For cases with

inclusions particularly close to the fault, a reduced effective stiffness prevents the crack

to approach the Rayleigh wave speed of the bulk, as shown in Figure 3.9 (b), and limits

its propagation velocity at an effective Rayleigh wave speed of the heterogeneous setup.

This is similar to lower propagation velocities observed by Huang and Ampuero (2011)

in low-velocity fault zones. Simultaneously, when h̄1 < 1 the critical nucleation length is

also decreased, but only slightly.

As a consequence of low-velocity inclusions close to the interface, two competing

mechanisms affect the growth of the shear stress peak. While the lower effective stiffness

leads to less released potential energy and thus lower growth, wave reflection at the

inclusion increases the growth. This is well observed for h̄1 = 0.25, 0.5 in Figure 3.9 (a),

where initial growth is considerably increased due to reflected waves but much lower

growth occurs for x̄w > 10 due to lower effective stiffness. The effect of the reduced

effective stiffness becomes negligible for setups with h̄1 > 2, as can be observed by the

rupture speed in Figure 3.9 (b) that follows the linear elastic fracture mechanics prediction

(Freund, 1990; Svetlizky et al., 2017) based on the bulk material properties. This is
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consistent with observations based on the analytical model in Section 3.3.2. The effect

of the inclusion proximity on the potential energy, affecting dynamic fracture, depends

on the wavelength of the emitted dynamic source. This effect could be addressed in a

perspective of dynamic homogenization and are topics of future work.

Figure 3.8 (b) shows the results of the parameter study in a dimensionless param-

eter space with simulations presenting sub-Rayleigh propagation as blank dots. For

the considered domain size, supershear transition (color dots) occurs for h̄1 > h̄cr
1 and

ch
s /cs < 0.9. Transition length increases for increasing h̄1 and ch

s /cs and the upper limit of

the supershear region is due to finite domain size x̄max. Therefore, supershear transition

is likely to occur for all h̄1 > h̄cr
1 . At the lower boundary of the supershear region in

Figure 3.8 (b), we observe either transition at short propagation distances (just above

h̄cr
1 ) or no transition. This could mistakenly be interpreted as a physical limitation to

potential supershear transition in this sub-domain. As it can be seen for ch
s /cs = 0.7, 0.8

in Figure 3.8 (a), the slope of x̄trans for varying h̄1 is steep and supershear transition

could still occur for lower h̄1 but beyond the simulated domain. The reduced shear stress

peak growth observed for h̄1 = 0.25, 0.5 in Figure 3.9 (a) does not necessarily mean that

supershear transition will not occur at greater distances. Thus, our simulations do not

suggest that h̄cr
1 represents a physical limitation to supershear transition.

High-velocity inclusions with h̄2 =∞, i.e. low-velocity fault zone

Figure 3.10 shows results of parameter study for high-velocity inclusions ch
s /cs > 1 and

h̄2 = ∞, which is equivalent to setups of low-velocity fault zones (where the fracture
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Figure 3.9: Effect of low-velocity inclusions near the interface with S = 2.0, ch
s /cs = 0.8,

h̄2 = ∞ and varying h̄1. Reference homogeneous case is shown in gray. (a) τ̄w(x̄w)
reveals monotonically increasing τ̄w for all h̄1. (b) Normalized crack propagation velocity
as function of normalized crack length l̄ shows decreased velocities for h̄1 6 1. Sub-
Rayleigh equation of motion for homogeneous reference case is shown as red line.

propagates within the more compliant medium) as considered in previous studies by

Huang and Ampuero (2011); Huang et al. (2014, 2016). Material contrast relevant at

seismogenic conditions can reach 60% (Huang et al., 2014). For consistency with the

previous part, we consider velocity contrast up to 50%.

Supershear transition occurs for inclusions located relatively close to the frictional

interface h̄1 < 2.0. Transition position for a given ch
s /cs increases with h̄1 and follows a

non-linear trend (Figure 3.10 a). After the transition, crack propagation approaches cp

of the material embedding the fault. Generally, for high-velocity inclusions an inverse

phenomenon to the one observed for low-velocity inclusions occurs: more potential energy

can be released to the crack tip due to the high stiffness of the inclusion, while at the

same time the reflection of negative SrP waves decreases τ̄w, as shown in Figure 3.7 (b).
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Figure 3.10: Influence of ch
s /cs > 1 and h̄1 on supershear transition for S = 2.0 and

h̄2 = ∞. (a) x̄trans(h̄1) reveals nonlinear trend. (b) x̄trans (color) is shown in dimension-
less parameter space as function of ch

s /cs and h̄1. Blank dots show simulations without
transition. For h̄1 < h̄cr

1 , crack propagation exceeds the Rayleigh wave speed of the bulk
but not the one of the inclusion.

The effect of the equivalent Rayleigh wave speed (which is greater than the Rayleigh wave

speed of the bulk) causes a faster acceleration, up to the point that for h̄1 = 0.25 < h̄cr
1 and

ch
s /cs > 1.1 the crack propagation speed exceeds cR by continuously accelerating through

the energetically inadmissible domain for homogeneous setups cR < cf < cs. However,

it never exceeds ch
R and no Burridge-Andrews mechanism is observed. This represents a

case (h̄1 < h̄cr
1 ), where crack propagation is considered supershear for the bulk material

and sub-Rayleigh for the inclusion and is similar to the observations on low-velocity fault

zone by Huang and Ampuero (2011). Additionally, head-waves are present and affect

the crack dynamics inducing oscillations depending on the length scale of the reflected

waves interacting with the fracture mechanics related length scale, as discussed by Huang

et al. (2014). The lack of supershear transitions for simulations with h̄1 > 2.0 (upper

boundary of supershear domain in Figure 3.10 b) can be explained by considering τ̄w for
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h̄1 > 2.0 shown in Figure 3.7 (b), where configurations with ch
s /cs > 1 show an initial

decrease is shear stress peak due to the SrP wave reflection and only after the arrival of

SrS the stress peak increases. Thus, for h̄1 > 2.0 and high-velocity inclusions supershear

transition would occur beyond the simulated domain boundaries.

3.3.4 Parameter study h̄2 < ∞: effects of reflection at further

boundary of inclusion

In the following section we introduce a further length scale to our setup by considering

h̄2 <∞. Based on the insights gained in the previous section we focus on the effect of the

reflection at the further boundary of the inclusion at distance h̄1 + h̄2 from the frictional

interface.

Figure 3.11 (a) shows the results of the parameter study for S = 2.0 and ch
s /cs = 0.6

with varying h̄1 and h̄2. Sub-Rayleigh propagation is observed for h̄2 < h̄cr
2 . No transition

is observed for h̄1 > 4.25 because of limited domain size. For a given h̄1, x̄trans decreases

with increasing h̄2 until reaching a constant value for h̄2 > h̄∞2 . Thus, setups with

h̄2 > h̄∞2 behaves as if h̄2 = ∞, being equivalent to cases analyzed in Section 3.3.2.

Similar behavior is observed for configurations with constant h̄1 = 1 and varying h̄2 and

ch
s /cs shown in Figure 3.11 (b): for a given ch

s /cs, as h̄2 increases x̄trans decreases and

converges to a constant value for h̄2 > h̄∞2 . Figure 3.11 (c) shows x̄trans for the cases of

a constant h̄2 = 6 and varying h̄1 and ch
s /cs. Notice the similarity with the previously

discussed parameter study considering an h̄2 = ∞ (see Figure 3.8). In fact, for the
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chosen h̄2 = 6, the infinite thickness assumption is valid for all ch
s /cs 6 0.7.However, for

ch
s /cs = 0.8 it is not the case (h̄2 < h̄∞2 ) and transition is delayed compared with the case

of infinite h̄2, discussed in Section 3.3.2.

Figure 3.12 shows the effects of h̄2 < h̄∞2 in more details for configurations with

ch
s /cs = 0.6, h̄1 = 2.0. This gives further insights on the mechanisms behind the two

boundaries h̄∞2 and h̄cr
2 observed in both Figure 3.11 (a) and (b). Figure 3.12 (a) shows

the evolution of τ̄w. For cases with h̄2 > h̄∞2 transition length has converged to values

observed in the infinite thickness configuration because the wavefronts reflected at the

further boundary of the inclusion reach the frictional interface only after transition has

occurred. This underlines the importance and generality of the cases with h̄2 = ∞,

discussed in Section 3.3.2, which are useful to describe setups with h̄2 > h̄∞2

When h̄2 < h̄∞2 , τ̄w is decreased due to the negative effect of waves reflected at

the further boundary of the inclusion, which cause a delay in supershear transition (see

h̄2 < 3 ≈ h̄∞2 on Figure 3.12). For cases where the inclusion thickness is below a crit-

ical value (h̄2 = 0.5 < h̄cr
2 ) transition does not occur anymore. As τ̄w reaches a local

maximum at x̄w = 28.2 for h̄2 = 0.5, supershear transition might never occur for this

setup. Instead, a propagation speed reduction is observed (see h̄2 = 0.5 at l̄ = 20 − 30

on Figure 3.12 b), possibly due to the arrival of a negative wave reflected at the further

boundary of inclusion. Note that the observed phenomena (temporary speed reduction

and concave τ̄w) in Figure 3.12 with ch
s /cs = 0.6 and h̄1 = 2.0 are representative for all

h̄2 . h̄cr
2 with any ch

s /cs < 0.9. Therefore, the effect of the heterogeneity thickness h̄2
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and the resulting wave reflection at the further boundary of the inclusion, tends to delay

(h̄∞2 < h̄2 < h̄cr
2 ) or even prevent (h̄2 < h̄cr

2 ) supershear transition.
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Figure 3.11: Various parameter studies considering S = 2.0 and h̄2 <∞. x̄trans (color) is
shown as function of h̄1, h̄2 and ch

s /cs. Blank dots show simulations without supershear
transition within simulated domain. (a) Parameter study S = 2.0, ch

s /cs = 0.6 with
varying h̄1 and h̄2. For a given h̄1, x̄trans is constant for h̄2 > h̄∞2 and is equivalent to
setups h̄2 =∞ studied in Section 3.3.2. x̄trans increases as h̄∞2 > h̄2 > h̄cr

2 . (b) Parameter
study S = 2.0, h̄1 = 1 with varying ch

s /cs and h̄2. Similarly as in (a) x̄trans increases as
h̄cr

2 < h̄2 < h̄∞2 and converges to a constant value for h̄2 > h̄∞2 . (c) Parameter study
S = 2, 0, h̄2 = 6.0 with varying ch

s /cs and h̄1. For ch
s /cs 6 0.7 results are comparable to

the configuration with h̄2 = ∞. For ch
s /cs = 0.8 they differ from the case h̄2 = ∞ (see

Figure 3.8).
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Figure 3.12: Effect of thin inclusion on shear stress peak and crack propagation. (a) τ̄w

for ch
s /cs = 0.6 and h̄1 = 2.0. τ̄w is decreased due to wave reflection at further boundary

of inclusion. (b) Crack propagation velocity cf as function of crack length l̄. Case on
the threshold of supershear transition h̄2 = 0.5 . h̄cr
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3.4 Conclusion

We have investigated how material heterogeneities affect supershear transition mechanism

for mode II ruptures using dynamic 2D finite-element simulations, with a linear slip-

weakening friction law. Heterogeneous setups feature inclusions with contrasting stiffness

compared to the bulk. The effect of geometry and velocity contrast of inclusions on the

supershear transition mechanism has been analyzed within a wide parametric space.

Elastic wave reflection at the boundaries of the inclusions can enhance the shear stress

peak preceding the propagating rupture and enable supershear transition even for cases

of low loading condition S > Smax, where in homogeneous uniform setups no transition

would occur.

Two competing mechanisms have been identified. While reflected waves from the

boundary of the low-velocity inclusions promote early supershear transition, lower effec-

tive stiffness reduces the available potential energy and delays transition. Inclusions that

are relatively far from the interface only affect the shear stress peak through reflected

waves. The reduced available potential energy for crack propagation becomes predom-

inant for inclusions that are particularly close to the interface. This causes the crack

propagation speed to approach an equivalent Rayleigh wave speed.

For high-velocity inclusions the same phenomena are observed with inverted signs.

For particularly close inclusions, higher available potential energy enhances acceleration

and promotes supershear transition. For far inclusions, the effect of higher energy release

rate is negligible and wave reflections are the key mechanisms to supershear transition.
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While the arriving SrP wave initially reduces the shear stress peak with a delaying effect

on supershear transition, the arrival of the reflected SrS increases shear stress peak growth

and promotes transition.

The difference in shear stress peak can be described by a wave reflection model, which

links the fracture-mechanics-related length scale lc with the wave reflection at the closer

inclusion boundary h1. This model is particularly accurate for far inclusions, which have

negligible effects on the available potential energy and provides generalized shear stress

peak growth due to reflected SrP being independent of h1, allowing the prediction of

supershear transition length for a variety of geometry and loading conditions. Wave

reflection at the further boundary of low-velocity inclusions is shown to delay supershear

transition position, and even prevent it completely if the inclusion thickness is smaller

than a critical value. Setups with relatively important inclusion thickness are equivalent

to configurations with infinite thickness.

The results of this study may provide a better physical insight into the supershear

transition of earthquakes under heterogeneous conditions. Low-velocity inclusions at

seismogenic depths as well as damaged fault zones of neighboring tectonic faults are two

types of potential heterogeneities that could affect the transition. Our study suggests

that supershear earthquakes are more likely to occur at faults with nearby low-velocity

inclusions and may help explain the mechanics leading to the supershear earthquake

at the Kunlun fault in 2001 (Bouchon and Vallée, 2003). Our simulation results and

the proposed model provide an understanding of how reflected waves affect the shear

stress peak ahead of the earthquake rupture and may help estimate the reduction of the
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supershear transition length, which could lead to a better evaluation of the potential for

supershear earthquakes in the presence of low-velocity inclusions.
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APPENDIX

3.A Reflected SrP wave: derivation of analytical model

We derive the wave reflection model for an incident P-wave and reflected S-wave using

the normalization with respect to h1, which is the length scale of the wave reflection

problem. From geometrical and kinematic considerations the travel path and travel time

of the incident and reflected wavefronts are linked by the following relations:

x̃2
i + 1 = t̃2i /k

2 (3.12)

x̃2
r + 1 = t̃2r (3.13)

where x̃i and x̃r are the projections of the incident and reflected waves paths on the

abscissa, respectively, t̃i and t̃r are the travel times of the incident and reflected waves,

respectively, and k = cs/cp.

The direction of the reflected wave-front is governed by Snell’s law (3.5), which can

be expressed in terms of travel time and path by applying trigonometric identities:

k2 x̃i

t̃i
=
x̃r

t̃r
. (3.14)

This non-linear system describes the kinematics of the considered wave reflection. Sub-

stituting (3.14) into (3.13) yields

k4 t̃
2
r

t̃2i
x̃2
i + 1 = t̃2r . (3.15)
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With (3.12) we can express x̃i in terms of t̃i and (3.15) becomes

k4 t̃
2
r

t̃2i

(
t̃2i
k2
− 1

)
+ 1 = t̃2r (3.16)

and by rearranging we can express t̃r as function of t̃i

t̃r =
1√

1− k2 + k4/t̃2i
. (3.17)

This result is substituted into (3.8), which yields

t̃ = t̃0 + t̃i +
1√

1− k2 + k4/t̃2i
. (3.18)

Combining (3.7),(3.8) with (3.12) and (3.13) we find the following

x̃PS(t̃) = x̃0 +

√
t̃i

2
/k2 − 1 +

√
(t̃− t̃0 − t̃i)2 − 1 (3.19)

where t̃i(t̃) is the root of F (ξ), such that k ≤ ξ < t̃− t̃0 − 1 and ξ ∈ R. From (3.18) we

derive

F (ξ) = −t̃+ t̃0 + ξ +
1√

1− k2 + k4/ξ2
. (3.20)
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CHAPTER 4

STOCHASTIC PROPERTIES OF STATIC FRICTION

This chapter is drawn from the following peer-reviewed journal article:

Albertini, G., Karrer, S., Grigoriu, M. D. and Kammer, D. S. (2021) , ‘Stochastic prop-

erties of static friction’, Journal of the Mechanics and Physics of Solids 147, 104242.

The onset of frictional motion is mediated by rupture-like slip fronts, which nucleate

locally and propagate eventually along the entire interface causing global sliding. The

static friction coefficient is a macroscopic measure of the applied force at this particu-

lar instant when the frictional interface loses stability. However, experimental studies

are known to present important scatter in the measurement of static friction; the origin

of which remains unexplained. Here, we study the nucleation of local slip at interfaces

with slip-weakening friction of random strength and analyze the resulting variability

in the measured global strength. Using numerical simulations that solve the elastody-

namic equations, we observe that multiple slip patches nucleate simultaneously, many

of which are stable and grow only slowly, but one reaches a critical length and starts

propagating dynamically. We show that a theoretical criterion based on a static equilib-

rium solution predicts quantitatively well the onset of frictional sliding. We develop an

efficient Monte-Carlo model by adapting the theoretical criterion and study the variabil-

ity in global strength distribution caused by the stochastic properties of local frictional

strength. The results demonstrate that an increasing spatial correlation length on the
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interface, representing geometric imperfections and roughness, causes lower global static

friction. Conversely, smaller correlation length increases the macroscopic strength while

its variability decreases. We further show that randomness in local friction properties is

insufficient for the existence of systematic precursory slip events. Random or systematic

non-uniformity in the driving force, such as potential energy or stress drop, is required

for arrested slip fronts. Our model and observations provide a necessary framework for

efficient stochastic analysis of macroscopic frictional strength and establish a fundamental

basis for probabilistic design criteria for static friction.

Keywords: frictional strength, critical shear stress, critical nucleation length, ran-

dom interface properties, homogenization.
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4.1 Introduction

Static friction is the maximal shear load that can be applied to an interface between

two solids before they start to slide over each other. The famous Coulomb friction law

(Amontons, 1699; Coulomb, 1785; Popova and Popov, 2015) states that static friction

is proportional to the normal load with the friction coefficient being the proportionality

factor. The friction coefficient is generally reported as function of the contacting mate-

rial pair, which is often misinterpreted as the friction coefficient being a material (pair)

property. While proportionality of friction to normal load is mostly valid, the friction co-

efficient is geometry-dependent and thus varies for different experimental setups with the

same material pair (Ben-David and Fineberg, 2011). The underlying cause for this obser-

vation is the mechanism governing the onset of frictional sliding, which has been shown

to be a fracture-like phenomenon (Svetlizky and Fineberg, 2014; Kammer et al., 2015;

Svetlizky et al., 2020; Rubino et al., 2017). The geometry and deformability of the solids

lead to a non-uniform stress state along the interface. As a consequence, local frictional

strength is reached at a critical point and slip nucleation starts, from where it extends

in the space-time domain – just like a crack – until the entire interface transitioned and

global sliding occurs. This process is well-known in the earthquake mechanics and rock

friction community (Okubo and Dieterich, 1984; Dieterich, 1992; Dieterich and Kilgore,

1996; McLaskey, 2019) and shows clearly that the macroscopic friction coefficient does

not provide a measure for the local friction coefficient (i.e., the material property) if the

sample is larger than a characteristic nucleation length. In such over-sized experiments,
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the observed friction coefficient is directly affected by boundary conditions and, hence,

presents a size effect.

Variations in the static friction force, however, do not only occur because of changes

in the loading configuration. Experiments have shown that the measured friction force

varies also from one experiment to another when the exact same setup and exact same

specimens are used. For instance, Rabinowicz (1992) showed that the static friction

coefficient of a gold-gold interface, measured by a tilting plane friction apparatus, varies

from 0.32 to 0.80 for normal load 75 g. Similar but to a lesser extent, Ben-David and

Fineberg (2011) also observed variations in the static friction coefficient of glassy polymers

when the loading configuration was fixed.

While these variations are not often reported, they are an important factor in the

absence of a complete and consistent theory for friction (Spencer and Tysoe, 2015). If

(seemingly) equivalent experiments lead to a large range of observations without consis-

tent trends, it is challenging to isolate the relevant from the irrelevant contributions and,

therefore, nearly impossible to create a fundamental understanding of the underlying pro-

cess. Even though the presence of these large variations has important implications for

the study of friction, current knowledge about the origin and properties of these observed

variations in macroscopic friction remains limited.

One possible origin is randomness in local friction properties. Interfaces have been

shown to consist of an ensemble of discrete micro-contacts (Bowden and Tabor, 1950;

Dieterich and Kilgore, 1994; Sahli et al., 2018), which are created by surface roughness

(Thomas, 1999; Hinkle et al., 2020) when two solids are brought into contact. This
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naturally leads to a system with random character, where micro-contacts of random size

are distributed randomly along the interface (Greenwood et al., 1966; Persson, 2001;

Hyun and Robbins, 2007; Yastrebov et al., 2015). Since frictional strength is directly

related to the cumulative contact area of theses micro-contacts (Bowden and Tabor,

1950; Greenwood et al., 1966), and the micro-contacts are the result of random surface

roughness, the local frictional strength is likely also random.

Surprisingly, the effect of interfacial randomness on friction remains largely unex-

plored. Most of previous work is focused on how (random) surface roughness is related

to various friction phenomenology including rate-dependence (Li et al., 2013; Lyashenko

et al., 2013), local pressure excursions within lubricated contact (Savio et al., 2016),

chemical aging (Li et al., 2018), or the existence of static friction (Sokoloff, 2001). How-

ever, only few studies have considered how interfacial randomness causes variations in

these observations. Ampuero et al. (2006) and Ripperger et al. (2007, 2008) analyzed

the effect of stochastic initial stress heterogeneities on the critical load for earthquake

ruptures, which are essentially localized slip events on tectonic faults. Further, Amon

et al. (2017) showed that systems with a nonuniform initial stress state with long range

coupling are characterized by two regimes: at low loading, small patches of the system

undergo sliding in an uncorrelated fashion; at higher loading, instabilities occur at regu-

lar intervals over patches of increasing size – just like confined stick-slip events (Kammer

et al., 2015; Bayart et al., 2016) – and eventually span the whole system. Geus et al.

(2019) simulated interface asperities as an elasto-plastic continuum with randomness in

its potential energy and show that the stress drop during a stick-slip cycle is a stochastic

property which vanishes with increasing number of asperities. These results demonstrate
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well the stochastic character of macroscopic friction due to random interface proper-

ties. However, a complete understanding of the effects of interfacial randomness on the

variability of macroscopic static friction, e.g., the friction coefficient, remains missing.

Here, we address this gap of knowledge and aim at a better understanding of the

stochastic properties of static friction. We present a combined numerical and theoreti-

cal study that links randomness of local friction properties with observed variability in

macroscopic strength. Using dynamic simulations, we will show that the macroscopic

friction threshold is attained when a local slipping area, of which many can co-exist,

reaches a critical length and nucleates the onset of friction. This nucleation patch be-

comes unstable and propagates across the entire interface causing global sliding. We will

then show that a quasi-static equilibrium theory, which takes an integral form, predicts

quantitatively well the critical stress level that causes nucleation of global sliding. Based

on this theoretical model, we will develop fast and accurate Monte Carlo simulations

using a Fourier representation of the integral equations, and demonstrate the extent of

variability in macroscopic static friction based on random interface strength with various

correlation lengths. Finally, we will show that a decreasing interfacial correlation length

leads to higher macroscopic strength with decreased variability.

This paper is structured as follows. First, we provide a problem statement in Sec. 4.2

including a description of the physical system, the stochastic properties, and our approach

to generate random strength fields. In Sec. 4.3, we present the numerical method used

to simulate the onset of frictional sliding and compare simulation results of critical stress

leading to global sliding with predictions based on a theoretical model. This model is then
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used in an analytical Monte Carlo study, which is developed and presented in Sec. 4.4.

The implications of our model assumptions as well as the model results are discussed in

Sec. 4.5. Finally, we provide a conclusion in Sec. 4.6.

4.2 Problem Statement

In this section, we first provide a description of the physical problem that we consider

throughout this paper. We then describe the stochastic properties of the strength profile

along the interface and, finally, explain how we generate these random fields.

4.2.1 Physical Problem

We study the macroscopic strength of a frictional interface. Our objective is to provide

a fundamental understanding of the effect of local variations in frictional strength on the

macroscopic response. For this reason, we focus on the simplest possible problem – with-

out oversimplifying the constitutive relations of the bulk and the interface. Specifically,

we consider a two-dimensional (2D) in-plane system consisting of two semi-infinite elastic

solids, as shown in Fig. 4.2.1a. The domain is infinite in the y direction and periodic in

x with period L. Both materials have the same elastic properties.

We apply a uniform shear load τ0(t) that increases quasi-statically with time (see

Fig. 4.2.1b). Once the mean interfacial shear stress 〈τ〉(t) =
∫ L

0
τ(x)/Ldx reaches the

macroscopic strength of the interface τcr, the interface starts to slide and the frictional
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Figure 4.2.1: Problem statement. (a) A frictional interface (blue line) of strength τf(δ, x)
embedded within two semi-infinite elastic solids, which are periodic in x with period L
and infinite in y. A uniform loading τ0(t) is applied. (b) The mean interface frictional
traction 〈τ〉(t) increases linearly with time t up to the onset of frictional motion when
the stress drops from its critical value τcr to a kinetic level τkin. (c) The constitutive
relation of the frictional interface is a linear slip-weakening law τf(δ) with random peak
strength τp(x) and constant weakening rate W (see Eq. 4.1). (d) τp(x) is a random field
with spatial correlation C(ξ) (inset) and probability density function f(τp) (right).

strength suddenly reduces to its kinetic level τkin. This observed reduction in shear stress

is typically associated with friction-weakening processes, which may depend on various

properties, such as slip, slip rate, and interface state. The critical shear stress τcr, if

divided by the contact pressure, corresponds to the static macroscopic friction coefficient.

Similarly, τkin is proportional to the kinetic friction coefficient.
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These macroscopic observations depend on the local interface properties, which are

the peak strength τp(x), and residual strength τr(x). As we will show, the local properties

are generally different from the macroscopic properties; particularly, in the case of non-

uniform stress or strength. While rate-and-state friction laws (Dieterich, 1979; Ruina,

1983; Rice and Ruina, 1983) provide a generally more realistic description of the evolution

of local frictional strength during nucleation, we apply here a more simple linear slip-

weakening law. This allows us to predefine important quantities, such as the weakening

rate, and, hence, enables us to study unequivocally the effects of randomness on the

macroscopic friction. The implications of this simplification are discussed in Sec. 4.5.

The linear slip-weakening law, which is shown in Fig. 4.2.1c and is given by

τf(δ) = τr +W (dc − δ)H(dc − δ) , (4.1)

where δ(x) is local slip, dc(x) is a characteristic length scale, and W (x) = (τp(x) −

τr(x))/dc(x) is the weakening rate. H(.) is the Heaviside function. In a symmetric system,

this friction law is equivalent to τf(δ) = µ(δ)p, where µ(δ) = µk +H(dc− δ)(µs− µk)/dc,

because contact pressure p remains constant over time. Hence, we find local properties

of τr = µkp and τp = µsp.

We consider a heterogeneous system with local peak strength τp(x) being a random

field, as further described in Sec. 4.2.2. To reduce complexity of the problem, we assume

uniform residual strength1 ∂xτr = 0 and uniform weakening rate ∂xW = 0. The variation

in local peak strength is thought to represent possible heterogeneity in the material, but

also the effect of surface roughness, which leads to a real contact area that consists of

1We use ∂i as short notation for partial derivative with respect to i.
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an ensemble of discrete contact points with varying properties. The implications of this

approach will be discussed in depth in Sec. 4.5.

4.2.2 Stochastic Properties of Frictional Interface

The local peak strength τp(x) is modeled as a stationary non-Gaussian random field with

specified cumulative distribution function F (τp) and corresponding probability density

f(τp), as shown in Fig. 4.2.1d. The random field is defined by the nonlinear mapping

τp(x) = F−1
(

Φ
(
z(x)

))
, (4.2)

where z(x) is Gaussian with zero mean and unit variance and Φ its cumulative distribu-

tion, depicted in Fig. 4.2.2a-left. F and Φ are monotonic by definition, so their inverse

exist, which can be used to prove that P (τp(x) ≤ τ) = F (τ). Further, with τp being the

local peak strength of the interface, it needs to satisfy some physical requirements. First,

the peak strength is always higher than the residual strength, i.e., τmin
p ≥ τr. Second, it

maximum value is limited by the material properties. For this reason, we require that

τp ∈ (τmin
p , τmax

p ), which we achieve by setting F (τp) as a Beta cumulative distribution

function (see Fig. 4.2.2a-right).

The spatial distribution of z(x) is specified by its power spectral density g(k), which

corresponds to the Fourier transform of the correlation function Cz(ξ), i.e.,

g(k) ≡
∫ +∞

−∞
Cz(ξ)e

−ikξdξ , (4.3)
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Figure 4.2.2: Stochastic properties of the random peak strength field τp(x). (a) The
random variable τp is generated by applying a nonlinear mapping F−1 ◦ Φ(x) (Eq. 4.2)
onto the Gaussian random variable z. Two colored dots inked by a line represent a
(z, τp) pair with equal cumulative density F (τp) = Φ(z), which is the criterion imposed
by the nonlinear mapping. (b) Black line is the normalized input spectral density function
g(k)/g(0) (Eq. 4.4). Gray line is the empirical spectral density function of τp(x). k̄ is the
truncation frequency and λ = 2π/ξ0 is the cutoff frequency.

where k is the angular wave number. We assume that z(x) has a power spectral density

g(k) ∝ (k2 + λ2)−4 , (4.4)

where λ is the cutoff frequency, above which the spectral density decays as a power law

∼ k−8 (see Fig. 4.2.2b). The correlation length ξ0 is a measure of memory of the random

field; the longer ξ0 the longer the memory. ξ0 is inversely proportional to λ, and we define2

it as ξ0 = 2π/λ. The assumption of using this specific spectral density and probability

distribution are discussed in Sec. 4.5.3.

2The correlation length does not have a precise definition. And alternative definition is C(ξ0) =
exp(−1).
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4.2.3 Random Field Samples Generation

The samples of random field τp(x) are generated as follows. First, the Gaussian random

field z(x) is generated using a spectral representation

z(x) =
J∑
j=1

σj (Aj cos(kjx) +Bj sin(kjx)) , (4.5)

where Aj and Bj are independent Gaussian random variables with zero mean and unit

variance and modal angular wave-number is kj = 2πj/L. The fundamental wavelength

of the field 2π/k1 = L is chosen such that it corresponds to the domain size L, which

implies that z(x) is periodic over L, and so is τp(x). The modal variance σ2
j ∝ g(kj)

corresponds to the discrete spectral density, which is normalized to assure that z has

unit variance

σ2
j =

g(kj)∑J
j=1 g(kj)

. (4.6)

Due to the discrete representation of z(x), we apply a truncation frequency that is con-

siderably larger than the cutoff frequency k̄ ≡ kJ = 2.5λ. This ensures that most of the

spectral power is preserved: ∫ k̄
0
g(k)dk∫∞

0
g(k)dk

≈ 0.9997 (4.7)

Further increase in k̄ would include additional high frequency modes but with negligible

amplitudes. Finally, once z(x) has been generated, we apply the nonlinear mapping F−1◦

Φ (Eq. 4.2 and visualized in Fig. 4.2.2a) and obtain the random field τp(x). Fig. 4.2.1d

shows a sample of τp(x) generated using the described procedure with corresponding

correlation function and probability density. Since the correlation function of z is positive,

Cz(ξ) > 0, it is not greatly affected by the nonlinear mapping F−1◦Φ and Cz(ξ) ≈ Cτp(ξ)
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(Grigoriu, 1995, p.48) and, therefore, the empirical spectral density of τp(x) corresponds

to the input spectral density g(k) (see Fig. 4.2.2b).

4.3 Dynamic Simulations

In the following, we will first present the numerical method and model setup applied in

our simulations of the onset of friction. We then provide a theoretical model to describe

the simulations and present a comparison between the theoretical predictions with the

numerical results.

4.3.1 Numerical Model

We model the physical problem, as described in Sec. 4.2.1, with the Spectral Boundary

Integral Method (SBIM) (Geubelle and Rice, 1995; Breitenfeld and Geubelle, 1998).

This method solves efficiently and precisely the elasto-dynamic equations of each half

space. The spectral formulation applied in SBIM naturally provides periodicity along

the interface. The half spaces are perfectly elastic and we apply a shear modulus of

G = 1 GPa, Poisson’s ratio of ν = 0.33 and density ρ = 1170 kg/m3, and impose a

plane-stress assumption. While we will report our results in adimensional quantities, we

note that these parameters correspond to the static properties of glassy polymers, which

have been widely used for friction experiments (Svetlizky and Fineberg, 2014; Rubino

et al., 2017).
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Figure 4.3.1: Representative numerical simulation of the onset of frictional sliding along
an interface with random peak strength. (a) Space-time diagram of slip rate along the
interface. Time is normalized by the time of friction onset T . Nucleation occurs at x/L ≈
0.75. (b-right) Same space-time diagram as in (a) with larger time span. Nucleation is
marked by a black dot at x/L ≈ 0.75 and t/T = 1. (b-left) Evolution of average interface
stress 〈τ〉(t) normalized by its maximum value τcr. This corresponds to Fig. 4.2.1b.
(c) Stress state τ(x) at t/T = 1 and random profile of peak strength τp(x) for simulation
shown in (a-b). The correlation length is ξ0/hn = 0.25. The size of the critical nucleation
patch hn is marked by black arrows.
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The interface between the two half spaces is coupled by a friction law as given by

Eq. 4.1. The friction law corresponds essentially to a cohesive law, as known from

fracture-mechanics simulations, but applied to the tangential direction. It describes

the evolution of local strength as a function of slip. We apply peak strength τp(x)

as a random field, following the description provided in Sec. 4.2.2, and constant τr.

τp(x) follows a Beta distribution with α = 1.5 and β = 3. We impose a maximum

value for relative peak strength of max(τp(x) − τr) = 1.66 MPa and minimum value

of min(τp(x) − τr) = 0.66 MPa. Therefore, the random field has a mean value of

〈τp − τr〉 = 1 MPa and standard deviation of 0.2 MPa. We further apply a constant slip-

weakening rate of W = 0.5 TPa/m, which is representative for glassy polymers (Svetlizky

et al., 2020). Finally, a slowly increasing uniform shear stress τ0(t) and constant uniform

normal stress p is applied along the entire interface.

We use a repetition length of L = 0.1 m, which is, as we will show, considerably larger

than the characteristic nucleation length scale. The interface is discretized by 512−1024

nodes. We verified convergence with respect to discretization, loading rate, and time

step.

The results of a representative simulation are shown in Fig. 4.3.1. The τp(x) profile

has many local minima (see Fig. 4.3.1c). Depending on their value, these minima cause

localized slip, as evidenced by bright blue vertical stripes over most of the time period

shown in Fig. 4.3.1b-right. These localized slip patches grow slowly with increasing

loading, which is difficult to see for most patches in Fig. 4.3.1b-right. Growth is easiest

observed for the slip patch at x/L ≈ 0.75. Incidentally, this patch grows enough to reach
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a critical size from which on the patch becomes unstable, marked by a black dot, and

starts growing dynamically. This dynamic propagation, see orange-red area in Fig. 4.3.1a

enlarged from Fig. 4.3.1b-right, does not stop and, therefore, causes sliding along the

entire interface – hence global sliding. The effect on the macroscopic applied force on the

mean interfacial shear stress 〈τ〉(t) is shown in Fig. 4.3.1b-left. At the precise moment

when the slip patch becomes unstable, marked by a black dot, 〈τ〉(t) starts decreasing

rapidly. The maximum value, denoted τcr, represents the macroscopic strength of the

interface.

The simulation shows that macroscopic strength is not reached when the first point

along the interface starts sliding but when the most critical slip patch becomes unstable,

starts propagating dynamically, and ”breaks” the entire interface. Therefore, the crite-

rion determining macroscopic strength is non-local and depends on the stability of local

slip patches. In the following section, we will present a theoretical description of this

nucleation process and provide a criterion for the limit of macroscopic strength.

4.3.2 Theory for Nucleation of Local Sliding

During the nucleation process, a weak point along the interface starts sliding. Due to

local stress transfer, the size of this slipping area grows continuously until it reaches a

critical size and unstable interface sliding occurs (Campillo and Ionescu, 1997). This

process is equivalent to the instability of a cohesive crack, which can be expressed and

solved as an eigenvalue problem (Li and Liang, 1993; Bažant and Li, 1995; Dempsey
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et al., 2010). In this section, we will adapt the criterion developed by Uenishi and Rice

(2003), which is shortly summarized in 4.A, to describe and predict the limits of stable

slip-area growth. Uenishi and Rice (2003) considered a similar system with two main

differences to the problem studied here. First, in their case, the interface strength is

uniform and the applied load is non-uniform. 4.A shows that both problems result in the

same equation for the problem statement and thus lead to the same nucleation criterion.

Second, Uenishi and Rice (2003) considered a system with an isolated non-uniformity in

the applied load. In other words, the applied stress was mostly uniform but with one

well-contained local increase. Therefore, the location of nucleation is known in advanced.

In our system, where the non-uniform property is random, the location is unknown. We

will address this difference here and discuss it further in Sec. 4.5.

Uenishi and Rice (2003) showed that on interfaces governed by linear slip-weakening

friction (Eq. 4.1), there is a unique critical length for stable growth of the slipping area,

which can be approximated by

hn ≈ 1.158
G∗

W
, (4.8)

where G∗ = G/(1 − ν) for mode II plane-stress ruptures, assuming the stress within hn

has not attained the residual value τr anywhere. Eq. 4.8 shows that hn depends only

on the shear modulus G∗ and the slip-weakening rate W . Most importantly, the critical

length is independent of the shape of the non-uniformity in the system. Specifically to

our case, it does not depend on the functional form of τp(x). Since we have homogeneous

elastic solids and a uniform slip-weakening rate W , the critical size hn is unique and

uniform along the entire interface.
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The important question for our problem, however, is to determine the level of critical

stress that causes a nucleation patch to reach hn and initiate global sliding. The solution

for the stress level leading to nucleation, as derived by Uenishi and Rice (2003), is given

by Eq. 4.21, and can be rewritten in terms of τp(x) and hn as

τn(x) ≈ 0.751

∫ +1

−1

τp

(
hn

2
s+ x

)
v0(s) ds , (4.9)

where x is the center location of the nucleation patch and v0(s) ≈ (0.925−0.308s2)
√

1− s2

is the first eigenfunction of the elastic problem. Note that the transformation applied to

the argument of τp(x) results in the integral being computed over the critical nucleation

patch size hn. Eq. 4.9 shows that the nucleation stress, which leads to a nucleation patch

of size hn, does clearly depend on the shape of τp(x). Eq. 4.9 assumes that stresses within

the nucleation patch have not attained the residual strength yet. Thus, the assumption

of small-scale yielding does not hold, and the Griffith criterion for crack propagation does

not apply. Note that this approach is based on a continuum description and does not

model the failure of individual asperities where locations in between are contact free and

hence have zero frictional strength, as studied by Aghababaei et al. (2016) and Barras

et al. (2019).

As stated earlier, the nucleation stress τn(x) was derived for a contained non-

uniformity, for which we know the location. Therefore, τn(x) corresponds to the critical

stress of the system. In our system, however, τp(x) is random and multiple nucleation

patches might slowly grow. Determining the critical stress τcr of the system requires com-

puting the nucleation stress τn for each nucleation patch and identifying the critical one.

To address this aspect, we follow the approach by Ampuero et al. (2006) and compute
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Eq. 4.9 as a weighted moving average over the entire interface, and define the critical

stress to be its minimum (see Fig. 4.3.2a). Therefore, we define the critical stress τcr as

τcr = τn(xcr) such that τcr < τn(x) ∀x 6= xcr . (4.10)

For simplicity, we refer to this definition also as τcr = min(τn(x)) and xcr = arg min(τn(x)).

While it is possible, but not very likely, to have multiple minima of τn with the same

amplitude, this does not affect the resulting τcr. However, multiple xcr could coexist which

would result in multiple slip patches becoming unstable simultaneously. By adopting

Eq. 4.9 and defining Eq. 4.10, we essentially assume that there is no interaction between

nucleation patches. We will verify the validity of this assumption in the following section.

4.3.3 Results

We compare the results from numerical simulations, as described in Sec. 4.3.1, with

the theoretical prediction from Sec. 4.3.2 by analyzing simulations with random τp(x)

generated using the method described in Sec. 4.2.3. For each of the three different

correlation lengths ξ0/hn = 0.25, 0.5, and 2.0 we run 20 simulations. The system size

is fixed and chosen such that it is considerably larger than the nucleation length, i.e.,

hn/L = 0.034.

A representative example is shown in Fig. 4.3.1. The size of hn/L is indicated in

Fig. 4.3.1c and appears to provide a reasonable prediction for the nucleation patch size

as observed in Fig. 4.3.1a. Further comparison is given in Fig. 4.3.2a. First, we illustrate

the theoretical prediction. The nucleation stress τn(x) (solid blue line) is computed from
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Figure 4.3.2: Verification of nucleation criterion on numerical simulations. (a) The ran-
dom profile of τp(x) from simulation shown in Fig. 4.3.1 is depicted by dashed gray
line. The nucleation stress τn(x) computed from τp(x) by Eq. 4.9 is shown as solid blue
line. The point of nucleation given by Eq. 4.10, i.e., (xcr,τcr), is marked by a black dot.
(b) Comparison of critical length from theoretical prediction by Eq. 4.10 τpred

cr as shown
in (a) with values measured from numerical simulations τ sim

cr as illustrated in Fig. 4.3.1.
20 simulations are computed for each ξ0/hn value. (c) Comparison of nucleation location
from theoretical prediction xpred

cr with simulation result xsim
cr for the same 60 simulations

as shown in (b). (b-c) Gray line indicates slope of 1.
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τp(x) (gray dashed line) using Eq. 4.9, and τcr is, according to Eq. 4.10, the minimum

of τn(x) (marked by black dot). We find the location of nucleation to be xcr/L ≈ 0.75,

which corresponds to our observation from the numerical simulation, as seen in Fig. 4.3.1.

A more precise and systematic comparison is provided in Fig. 4.3.2b&c. We compare

the predicted critical stress τpred
cr with the measured value from dynamic simulations τ sim

cr .

We compute τpred
cr as described above with Eq. 4.10, and as illustrated in Fig. 4.3.2a. We

further find τ sim
cr = T∂tτ0, where ∂tτ0 is the applied loading rate and T is the time at

which the mean interface stress, 〈τ〉(t), is maximal (see Fig. 4.3.1b-left). Comparison of

τpred
cr with τ sim

cr is shown in Fig. 4.3.2b for all 60 simulations. The results show that the

prediction works generally well. For decreasing ξ0/hn the prediction becomes slightly less

accurate with a tendency to over-predict the critical value. The results further show that

the predicted and measured critical stress τcr increases with decreasing ξ0/hn.

While the location of nucleation is not relevant for the apparent global strength of

our system, we compare the predicted and simulated xcr for further evaluation of the

developed theory. The comparison shown in Fig. 4.3.2c uses xpred
cr , as given by Eq. 4.10

and shown for an example in Fig. 4.3.2a, and xsim
cr as found by analyzing the simulation

data as illustrated in Fig. 4.3.1a&b-right. The data shows that the prediction works

well for most of the simulations. For 8 simulations, 6 of which have ξ0/hn = 0.25, the

prediction does not work. However, as shown in Fig. 4.3.2b, τcr, which is the quantity of

interest here, is correctly predicted for all of these cases. The reason for this discrepancies

are likely second-order effects, as we will discuss in Sec. 4.5.
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Overall, the results show that τcr is quantitatively well predicted by the theory pre-

sented in Sec. 4.3.2. This allows us to study systematically the effect of randomness in

interface properties by applying the theoretical model in analytical Monte Carlo simula-

tions.

4.4 Analytical Monte Carlo Study

In the following section, we introduce Monte Carlo simulations, which are based on the

theoretical framework for nucleation of frictional ruptures in a random field of frictional

strength τp(x), as derived in Sec. 4.3.2. The effect of correlation length ξ0 on the effective

frictional strength τcr (Eq. 4.10), and its probability distribution f(τcr), is studied, while

keeping all other properties constant. A Monte Carlo study based on the full dynamic

problem (Sec. 4.3.1) would be computationally daunting. However, the theoretical frame-

work allows us to evaluate τcr very efficiently and has been validated by 20 full dynamic

simulations for each considered ξ0 (see Fig. 4.3.2).

4.4.1 Monte Carlo Methodology

The effective frictional strength τcr = min(τn(x)) requires the computation of the nucle-

ation strength τn(x), which involves a convolution of the local peak strength τp(x) with

the eigenfunction v0, given in Eq. 4.9. Considerable computation time can be saved by
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using a spectral representation of the random field τp(x):

τ̃p(x) =
J∑
j=0

τ̂p(kj)e
−ikjx, (4.11)

where˜signifies that τ̃p(x) is an approximation of τp(x) and the number of frequencies J

is chosen such that the approximation error |τ̃p − τp| is negligible. τ̂p(kj) is the discrete

Fourier transform of τp(x)

τ̂p(kj) =

∫ L

0

τp(x)e−ikjxdx, (4.12)

where τp(x) is generated using the procedure described in Sec. 4.2.3. By substituting

Eq. 4.11 into Eq. 4.9 the nucleation strength convolution becomes a dot product:

τ̃n(x) ≈ 0.751

∫ +1

−1

J∑
j=0

τ̂p(kj)e
−ikj(s hn/2+x)v0(s)ds

≈ 0.751
J∑
j=0

τ̂p(kj)gj(x)

(4.13)

where gj(x) =
∫ +1

−1
e−ikj(

hn
2
s+x)v0(s)ds is the modal convolution term, which, being in-

dependent of the sample specific functional form of τp(x), can be pre-computed. This

formulation allows for efficient and precise evaluation of the effective frictional strength

τcr = min τn(x) for a large number of samples N = 10, 000, such that the probability dis-

tribution f(τcr) and its evolution as function of the correlation length ξ0 can be accurately

studied.
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Figure 4.4.1: Analytical Monte Carlo study. (a) The random local friction strength τp(x)
is generated with different correlation lengths ξ0. For visual purposes, the same random
seed is used for the 4 cases shown. (b) The corresponding local nucleation strength
τn(x) is computed using (Eq. 4.9). The probability densities f of the random fields τn,
min(τn) and τp are reported on the right of (a) and (b), respectively and computed using
N = 10, 000 samples. f(min(τp)) and f(τn) depend on ξ0. (c) Probability density of
the global friction strength τcr. (d) Probability density of the position of the critical
nucleation patch xcr. Note that the seed is not fixed anymore for the samples used in (c)
and (d).
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4.4.2 Monte Carlo Results

Prior to presenting the numerical results we provide some intuition of the effect of correla-

tion length on the nucleation strength τn based on probabilistic arguments. By exploiting

the stationarity of τp and τn it is possible to derive an analytical expression of the ex-

pectation of the nucleation strength E[τn] and its variance Var[τn] as function of the

corresponding statistical properties of local strength, E[τp], Var[τp] and ξ0/hn (see 4.B).

One interesting finding is that the expectation is not affected by ξ0/hn: E[τn] = E[τp]

(see derivation in Eq. 4.23). The expression for Var[τn], however, involves a double

integral of the product of the correlation function C(.) and the eigenfunction v0(.), which

can be evaluated numerically (see derivation in Eq. 4.24).

For perfect correlation, i.e., ξ0/hn = ∞, C(.) becomes a constant, thus Var[τn] =

Var[τp]. Additionally, in the limit of ξ0 � hn, the double integral in Eq. 4.24 scales with

ξ0/hn, thus Var[τn] ∝ Var[τp]ξ0/hn (see derivation in Eq. 4.26).

We consider a range of correlation lengths ξ0/hn = {0.25, 0.5, 1.0, 2.0}, while all other

properties remain constant. Fig. 4.4.1a-left shows one sample of τp(x) for each considered

ξ0. For clarity of visualization, in Fig. 4.4.1a we use the same seed when generating the

random fields. Hence, the fields have the same modal random amplitudes Aj and Bj,

see Eq. 4.5, but have different modal spectral densities σ2
j , corresponding to the different

ξ0. For this reason, all shown samples have a similar spatial distribution and the effect

of varying ξ0 can be clearly observed. By definition, all τp(x) samples are drawn from

the same probability distribution f(τp) (see Fig. 4.4.1a-center). Decreasing ξ0, moves the
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probability density of its minimum f(min(τp)) towards the lower bound τmin
p = 0.66〈τp〉

(see Fig. 4.4.1a-right), because with lower correlation lengths it is more likely to visit a

broad range of τp values.

Fig. 4.4.1b-left shows the corresponding nucleation strength τn(x) for each of the

local frictional strength fields τp(x) presented in Fig. 4.4.1a, computed using Eq. 4.13.

As mentioned before, τn is essentially a weighted moving average of τp with window size

hn (see Eq. 4.9). Thus, most of the high frequency content of τp disappears and the effect

of ξ0 on τn is more subtle. One interesting feature is in the minima and maxima of τn:

increasing ξ0 causes lower minima and higher maxima, because the moving average is

effectively computed over an approximately constant field τn ≈ τp. Inversely, decreasing

ξ0 causes the opposite effect and τn ≈ 〈τp〉.

This effect is more clearly visible by considering the distribution f(τn) shown in

Fig. 4.4.1b-right. Increasing ξ0 effectively puts more weight onto the tails of f(τn) (see

ξ0/hn = 2.0 in Fig. 4.4.1b-right), and in the limiting case of ξ0/hn →∞ the distribution

of τn will be the same as the one of τp (analogous to Eq. 4.25). On the other hand,

decreasing ξ0 puts weight on its mean 〈τp〉, making f(τn) similar to a Gaussian (see

ξ0/hn = 0.25 in Fig. 4.4.1b-right) with variance proportional to ξ0 (see Eq. 4.26). In the

limit ξ0/hn → 0 the distribution of τn becomes a Dirac-δ centered at 〈τp〉. The described

dependence of f(τn) on ξ0 confirms the previously stated statistical arguments (see 4.B

for derivation).

Because f(τp) is skewed towards the lower bound of τp so is f(τn); the larger ξ0 the

larger the skewness. For τcr this effect is amplified by the fact that τcr = min(τn(x))
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Figure 4.4.2: Variation of nucleation strength τn (a) and effective friction strength τcr (b)
as function of correlation length ξ0. Solid lines are the results from the analytical Monte
Carlo study with N = 10, 000 (same data as Fig. 4.4.1). Data-points for ξ0/hn → 0 are
based on analytical considerations and connected to the analytical Monte Carlo results by
dashed lines. Diamonds are results from 60 dynamic simulations (same data as Fig. 4.3.2).

as depicted in Fig. 4.4.1c, causing 〈τcr〉 to decrease with increasing ξ0. As noted in

Sec. 4.3.3, the location where the critical instability occurs xcr is uniformly distributed

over the entire domain as shown in Fig. 4.4.1d and is independent on ξ0.

We further analyze the effect of ξ0 on the probability distribution of τn and τcr by re-

porting the mean, median and 25% percentile of the probability density function (see

Fig. 4.4.2). We observe that the nucleation strength tends towards the mean peak

strength for vanishing correlation length, limξ0/hn→0 τn(x) = 〈τp〉, because the moving

average in computing τn(x) is evaluated over a window hn that appears infinite compared

to ξ0 (see Fig. 4.4.2a). Consequently, the effective strength also tends towards the mean

of the local strength: limξ0/hn→0 τcr = 〈τp〉 (see Fig. 4.4.2b). Conversely, if ξ0 � hn, the

moving average is computed over a window hn which vanishes, and thus (4.9) becomes the
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identity: limξ0/hn→∞ τn(x) = τp(x). In this case, the effective strength will be more likely

to be close to the actual lower bound of the distribution limξ0/hn→∞ τcr = min(τp) (see

Fig. 4.4.2b). The transition between these two limiting cases is described by the results

of the analytical Monte Carlo study, which are validated by 20 dynamic simulations for

each ξ0/hn by reporting the mean effective friction strength (see inset in Fig. 4.4.2b). For

ξ0/hn ≥ 0.5 simulations and theory coincide. However, for ξ0/hn = 0.25 the theoretical

model slightly overestimates the effective friction strength. In Sec. 4.5, we will discuss

the origin of the observed lower effective friction at small ξ0/hn.

4.5 Discussion

4.5.1 Implications of the Physical Problem

The analyzed physical problem is simplistic and contains only the absolute minimum of

a realistic system with a frictional interface – while still maintaining a rigorous repre-

sentation of the constitutive relation of the bulk and the interface. The objective is to

provide a fundamental understanding of the macroscopic effects on static friction caused

by randomness in the local frictional properties. While many options exist to complex-

ify the proposed system, we leave them for future work and focus here on the basics.

Nevertheless, in this section, we will discuss some of these simplifications as well as their

implications.
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Randomness along the interface may have various origins including heterogeneity in

bulk material properties and local environmental conditions (e.g., humidity and impu-

rities). Prominent causes for randomness are geometric imperfections, which include

non-flat interfaces and surface roughness. The real contact area, which is an ensemble of

discrete micro-contacts (Bowden and Tabor, 1950; Dieterich and Kilgore, 1994; Li and

Kim, 2008; Sahli et al., 2018) and is much smaller than the apparent contact area, in-

troduces naturally randomness to the interface. Surface roughness is often modeled as

self-affine fractals (Pei et al., 2005), which directly affects the size distribution of micro-

contacts and local contact pressure. The resulting frictional properties are expected to

vary similarly. This would typically lead to small areas of the interface with high frictional

strength and most areas with no resistance against sliding, i.e., τp = 0, since only the

micro-contacts may transmit stresses across the interface. Therefore, at this length scale,

one would expect the random strength field to be bound by zero at most locations, similar

to the approach taken by Barras et al. (2019). However, in many engineering systems,

the nucleation length is orders of magnitude larger than the characteristic length scales of

the micro-contacts: nucleation lengths of ∼ 10−100 mm (Ben-David and Fineberg, 2011;

Latour et al., 2013) and surface roughness lengths of ∼ 1 µm (Svetlizky and Fineberg,

2014). For this reason, we consider a continuum description with a somewhat larger

length scale. In our approach, the frictional strength profile is continuous and varies due

to randomness in the micro-contacts population without considering individual contact

points.

Surface roughness and other local properties directly affect how frictional strength

changes depending on slip δ, slip rate ∂tδ, and state (Rabinowicz, 1995; Pilvelait et al.,
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2020). This is often modeled in phenomenological rate-and-state friction models (Di-

eterich, 1979; Ruina, 1983; Rice and Ruina, 1983). As discussed by Garagash and Ger-

manovich (2012) and demonstrated by Rubin and Ampuero (2005) and Ampuero and

Rubin (2008), the nucleation length scale of rate-and-state friction models approaches

asymptotically the critical length hn used in this work and given by Eq. 4.8 if the rate-

and-state friction parameters are favoring strong weakening with slip rate, i.e., a/b→ 0,

and the slipping region is prevented to expand laterally. However, if rate-weakening be-

comes negligible, the nucleation criterion tends towards the Griffith’s length (Andrews,

1976), which applies to ruptures with small-scale yielding. In this case, the frictional

weakening process is contained in a small zone at the rupture tip and most of the rupture

surface is at the residual stress level, which is different to the nucleation patches by Uen-

ishi and Rice (2003), where the entire rupture surface is still weakening when the critical

length is reached.

While on geological faults rate-neutral or even strengthening friction is common

(Marone, 1998), engineering materials such as polymer glasses (Baumberger and Caroli,

2006; Bar-Sinai et al., 2014; Rubino et al., 2017), metals (Rabinowicz, 1995; Armstrong-

Hélouvry et al., 1994), and paper (Baumberger and Caroli, 2006) have strong rate-

weakening friction, which results in large scale yielding during nucleation. For this reason,

we assume a slip weakening friction with strong slip-weakening.

Since many engineering materials present relatively important slip-rate weakening

friction, e.g., dynamic weakening of ∼ 1 MPa for glassy polymers at normal pressure

of ∼ 5 MPa (Svetlizky et al., 2020) and, similarly, ∼ 1 MPa weakening for granite
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at normal pressure of ∼ 6 MPa (Kammer and McLaskey, 2019), we considered a model

system with strong frictional weakening. However, we neglect the complexity of rate-and-

state friction, as extensively demonstrated by Ray and Viesca (2017, 2019), and apply

a linear slip-weakening friction law at the interface because it has the most important

features of friction, i.e., a weakening mechanism, while being simple and well-understood.

The advantage is that the weakening-rate W is predefined. It further has a well-defined

fracture energy Γ, which is the energy dissipated by the weakening process, i.e., the

triangular area (τp − τr)dc/2 in Fig. 4.2.1c:

Γ(x) =
(τp(x)− τr)

2

2W
. (4.14)

Since W is constant in our system Γ varies with (τp(x) − τr)
2. Assuming that varia-

tions in Γ and τp are predominately caused by surface roughness and, hence, random

contact pressure p(x), a correlation between Γ(x) and τp(x) can be expected (at least in

some range of p) because Γ ∝ p (Bayart et al., 2016) and τp ∝ p as assumed in most

friction constitutive laws. Nevertheless, the exact relation applied here is a first-order

approximation.

Further, the linear slip-weakening law is contact-pressure independent, which may

appear counter-intuitive based on Coulomb’s well-known friction laws (Amontons, 1699;

Coulomb, 1785). However, the contact pressure is, due to symmetry in similar-material

interfaces, constant over time and, therefore, any possible pressure dependence becomes

irrelevant for the nucleation process itself. Nevertheless, local friction properties are

expected to change for systems with different normal pressure. This effect has not been
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analyzed here since we did not vary the contact pressure, but could be taken into account

by changing the values of τp, τr and dc.

Finally, we note that by assuming a periodic system, we neglect possible boundary

effects. We expect that the boundary would locally reduce τcr compared to the predic-

tion based on Eq. 4.10, which assumes an infinite domain, because the free boundary

would locally restrict stress redistribution and thus increase the stress at the edge of the

nucleation patch. Therefore, the probability density of global frictional strength τcr for

a periodic system, as shown in Fig. 4.4.1c, has likely a slight tendency towards higher

values compared to a finite system. However, we expect the spatial range of the boundary

effect to scale with hn and, therefore, f(τcr) will tend towards the periodic solution for

hn/L→ 0. Verification would require a large number of numerical simulations, which is

beyond the scope of this work.

4.5.2 Interpretation of Numerical Simulations

The simulations have shown that uniform τ0 and random τp(x) cause multiple nucleation

patches to develop simultaneously. We can see in Fig. 4.3.1b-right that 20-30 patches

(bright blue stripes) coexist by the time global strength is reached, i.e., t/T = 1. Most

of these nucleation patches grow very slowly and their number increases with increasing

τ0(t). Nucleation patches can also merge, which is what happens in this simulation to the

critical patch. Furthermore, the simulation shows that unstable growth and thus global

failure is not necessarily caused by the first nucleation patch to appear. For instance,
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the τp(x) profile shown in Fig. 4.3.1c presents three local minima with approximately the

same value, i.e., at x/L ≈ 0.4, 0.6 and 0.75. Therefore, the first three nucleation patches

appear quasi-simultaneously. Whether one of these patches or another one appearing

later is the one becoming unstable first does only dependent indirectly on the minimum

value of τp(x). More important is whether τp(x) remains low in the near region of the

local minimum. The nucleation patch at x/L ≈ 0.75 is in an area of relatively low τp(x),

compared to the other early nucleation patches, which is why it develops faster to the

critical size and causes unstable propagation.

This non-local character of the nucleation patches becomes obvious when considering

the integral form of Eq. 4.9 that corresponds to a weighted moving average of τp(x). In

Fig. 4.3.2a, we can see that τn at x/L ≈ 0.75 is considerably lower than at the location

of the other early nucleation patches x/L ≈ 0.4 and 0.6. This is why x/L ≈ 0.75 gets

critical first and causes unstable slip area growth. Interestingly, x/L ≈ 0.3 is the second

most critical point even though the local minimum in τp is higher than many others in

this system. However, τp(x) remains rather low over an area that approaches hn, and

therefore τn is also low.

In Fig. 4.3.2, we compared the prediction of τcr with measurements from simulations

and showed that the prediction works generally well. However, we noticed that for de-

creasing ξ0/hn the discrepancies increase. The theory generally predicts higher τcr than

observed in simulations. Schär et al. (2020) showed that the coalescence of subcritical

nucleation patches is the cause for these discrepancies. In this process, two nucleation

patches, which individually would require substantial additional load to reach hn, coa-
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lesce and, hence, result in a nucleation patch that exceeds hn already at τ sim
cr < τpred

cr .

Interestingly, a similar phenomenon has recently been observed in simulations of com-

pressive failure governed by a mesoscopic Mohr-Coulomb criterion, where local damage

clusters interact and eventually coalesce to macroscopic failure (Dansereau et al., 2019).

However, Schär et al. (2020) also showed that critical coalescence, which causes these

discrepancies, occurs predominantly for an intermediate range of ξ0/hn and becomes less

likely for small ξ0/hn.

The nucleation patch coalescence is likely also the cause for discrepancies observed in

the prediction of the nucleation location xcr, as shown in Fig. 4.3.2c. While most cases

are very well predicted, some simulations present unstable growth that starts from a

different location. In these cases, two nucleation patches have very similar critical stress

level. However, the (slightly) less critical patch coalesces with a neighboring smaller

patch and thus becomes unstable at a lower stress level than theoretically expected. This

is more likely to occur for systems with low ξ0/hn since this increases the likelihood of

another local minimum being located close to active nucleation patches. Nevertheless,

the critical stress level τcr remains quantitatively well predicted, as shown Fig. 4.3.2b and

discussed above, because these secondary effects are minor.

The representative simulation illustrated in Fig. 4.3.1 shows that the frictional rupture

front, after becoming unstable, does not arrest until it propagated across the entire

interface leading to global sliding. This is a general feature of our problem and all our

simulations present the same behavior. What is the reason for this run-away propagation?

Right after nucleation, the slipping area continues to weaken along its entire length,
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i.e., δ < dc everywhere. However, after some more growth, it transforms slowly into

a frictional rupture front, which is essentially a Griffith’s shear crack with a cohesive

zone and constant residual strength (Svetlizky and Fineberg, 2014; Svetlizky et al., 2020;

Garagash and Germanovich, 2012). The arrest of frictional rupture fronts are governed

by an energy-rate balance (Kammer et al., 2015), which states that a rupture continues

to propagate as long as the (mode II) static energy release rate GII is larger than the

fracture energy, i.e., GII > Γ. In our system, the stress drop ∆τ = τ0 − τr is uniform

since τ0 and τr are uniform. Thus, the static energy release rate grows linearly with

rupture length GII ∝ h, and it becomes increasingly difficult to arrest a rupture as it

continues to grow. Specifically for our case, we find that GII > Γmax for h/hn ' 3,

where Γmax is Γ from Eq. 4.14 for τmax
p . Hence, once the slipping area reached a size of

h/hn ' 3, nothing can stop it anymore – not even τmax
p . For h/hn / 3, it is theoretically

possible for the slipping area to arrest after some unstable propagation. However, a large

increase in τp(x) would need to occur simultaneously on both side, which is very unlikely,

in particular for ξ0/hn > 1. Therefore, our assumptions of constant stress drop ∆τ and

limited variation of local frictional strength causes arrested rupture fronts to be extremely

rare. Nevertheless, since Γmax depends on the probability distribution function f(τp), a

larger variance, and thus a larger τmax
p , would make crack arrest (slightly) more likely.

It is interesting to note, however, that arrest of dynamically propagating slipping areas

may occur in other systems. Amon et al. (2017), for instance, showed in their simulations

that multiple smaller events nucleate and arrest in order to prepare the interface for a

global event. In their system, the initial position along the interface is random as well as

the friction properties. Therefore, the available elastic energy, which is the driving force, is
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random and may fluctuate enough to cause arrest. For the same reason, Geus et al. (2019)

observed arrested events of various sizes in simulations with random potential energy

along the interface. On the contrary, our system, as outlined above, is characterized by

steadily increasing available energy and, thus, behaves differently.

Experimental evidence for arrest of frictional rupture fronts is rather limited. The

arrest of confined events observed by Rubinstein et al. (2007) on glassy polymers and by

Ke et al. (2018) on granite, is caused by non-uniform loading due to the experimental

configuration as demonstrated by Kammer et al. (2015) and Ke et al. (2018, 2020). While

small scale randomness in the applied shear stress may occur, it does not cause arrest –

at best, it may slightly delay or expedite it. Therefore, these experimental observations

do not support the presence of any important randomness in the applied shear load; at

least at these scales. In much larger systems, such as tectonic plates, randomness in the

background stress is likely very important, as discussed in Sec. 4.5.4.

4.5.3 Interpretation of Monte Carlo Study

In an engineering context, it is usually not enough to know the mean value of a macro-

scopic property, e.g., the static friction strength, since design criteria are determined

based on probability of failure; and risk assessments require failure probability analysis.

If the stochastic properties of local interfacial strength τp(x) are known, the developed

theoretical framework in Sec. 4.4 provides a tool to evaluate the global strength distri-

bution and, hence, the failure probability. However, τp(x) is not directly observable in
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experiments (at least so far). In the absence of experimental evidence, the stochastic

properties of τp(x) have been chosen based on physical considerations but our specific

parameter choice is arbitrary. This approach is a first approximation that enables us

to develop an efficient Monte Carlo method to study the effects of such variations on

macroscopic properties. This method may be adapted to more realistic random friction

profiles. In the following section we will discuss the choice of each stochastic property of

τp(x) and its effect on the variability of global strength, τcr.

We assumed that τp(x) is a random variable following a Beta distribution because it

provides simultaneously a non-Gaussian property and well-defined boundaries for mini-

mum and maximum strength, which is physically consistent since mechanical properties

are bounded. The parameters of the Beta distribution are chosen such that it is skewed

towards the lower bound of τp. Physically this means that the local interface strength is

mostly weak with few strong regions. Under this assumption we observed that the global

interface strength τcr is close the lower bound of τp and that decreasing correlation length

ξ0 leads to higher τcr with smaller variation (see Fig. 4.4.2). Nucleation is governed by

the strength of the weakest region which size equals or exceeds the nucleation length.

Hence, if the skewness would be toward high values of τp – this would corresponds to

a mostly strong interface with few weak regions – the variation of τcr would be larger

because of the longer tail at the lower bound. However, the effect of correlation length

would remain unchanged: lower ξ0 would cause higher τcr with smaller variation.

Further, we assumed that τp has a power spectral density specified in Eq. 4.4 with

a specific exponent, which affects the memory of the random field. A smaller exponent
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would result in a flatter decay above the cutoff frequency, and thus generate a field with

more high-frequency content. However, when considering equivalent correlation lengths3,

effects of different assumptions regarding the functional form of the power spectral density

are expected to be minor in the probability density of τcr.

It is noteworthy that there are three relevant length scales: L, hn and ξ0. Here, we

have not considered the effects of changes in L so far. Based on our theoretical model, we

expect that a larger L would result in smaller variance of τcr. One approach to explore

this effect, while avoiding to change the size of the experimental system, could be to

modify the normal load, which would affect τp and τr, and hence the critical nucleation

size hn ∝ (τp − τr)
−1, as shown experimentally by Latour et al. (2013).

4.5.4 Implications for Earthquake Nucleation

In the current study, we are interested in estimating the probability distribution of the

macroscopic strength of a frictional interface of given size L. Similar systems but with

a focus on other aspects have been studied in order to gain a better understanding of

earthquake nucleation. The challenges in studying earthquake nucleation are associated

with the size of the system (hundreds of kilometers) and the limited physical access to

measure important properties, such as stress state and frictional properties. However,

when and how an earthquake nucleates affects directly the average stress drop level

〈∆τ〉 ≡ τcr − τkin, and the earthquake magnitude, which is more easily determined.

3C(ξ0) = e−1
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Hence, there is a need to infer from earthquake magnitude observation back on the fault

properties and their variability, to learn about the risk of potential future earthquakes.

This is a similar inverse problem as described above.

Previous studies have shown that randomness in simplified models present earthquake

magnitudes that follow a power-law distribution (Carlson and Langer, 1989; Ampuero

et al., 2006). The simulations presented a large range of magnitudes because the slipping

areas arrested, which is the result of randomness in the local stress drop, as discussed in

Sec. 4.5.2. Interestingly, small events were shown to smoothen the stress profile, which

reduces the randomness, thus prepared the interface for larger events, as also observed

experimentally (Ke et al., 2018). This would suggest that nucleation of larger events

tend to be caused by randomness in fault properties rather than (background) stress

level, since the stress is getting smoothed. Therefore, our model provides a simple but

reasonable tool to study nucleation of medium to large earthquakes.

Our results show that smaller correlation length lead to higher overall strength and

more variation. In the context of earthquakes, this would suggest that smaller ξ0/hn

support larger earthquake magnitudes since nucleation at a higher stress level translates

into larger average stress drops, which provides more available energy to release and, thus,

makes arrest more difficult. This is complementary to observations by Ampuero et al.

(2006) that showed a trend to higher earthquake magnitudes for decreasing standard

deviation of the random stress drop field ∆τ(x) while keeping ξ0/hn constant.

In addition to the important question on critical stress level for earthquake nucleation,

it also remains unclear how the nucleation process takes place. Two possible models
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(Beroza and Ellsworth, 1996; Noda et al., 2013; McLaskey, 2019) are discussed. The

”Cascade” model, where foreshocks trigger each other with increasing size and finally

lead to the main earthquake; and the ”Pre-Slip” model, which assumes that nucleation

is the result of aseismic slow-slip. In our simplistic model, nucleation occurs in a ”Pre-

Slip” type process, with a long phase of slow slip and an abrupt acceleration after the

nucleation patch reached its critical size (see Fig. 4.3.1b-right). However, if the amplitude

range of our random τp(x) field was much larger, the likelihood of arrest would increase

and, thus, interaction between arrested small events could emerge. This would lead to

a nucleation process that resembles more the ”Cascade” model. We, therefore, conclude

that the type of nucleation process that may occur at a given fault depends on extent of

randomness in the local stress and property fields.

4.6 Conclusion

We studied the stochastic properties of frictional interfaces considering the nucleation of

unstable slip patches. We considered a uniform loading condition and studied the effect of

random interface strength, characterized by its probability density and correlation func-

tion. Using numerical simulations solving the elastodynamic equations, we demonstrated

that macroscopic sliding does not necessarily occur when the weakest point along the

interface starts sliding, but when one of possible many slowly slipping nucleation patches

reaches a critical length and becomes unstable. We verified that the nucleation criterion

originally developed by Uenishi and Rice (2003) predicts well the critical stress leading to
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global sliding if the criterion is formulated as a minimum of the local strength convolved

with the first eigenfunction of the elastic problem. The simulations further showed that

increasing correlation lengths of the random interface strength lead to reduced macro-

scopic static friction. Using the theoretical nucleation criterion, we perform a Monte

Carlo study that provided an accurate description of the underlying probability density

functions for these observed variations in macroscopic friction. We showed that the prob-

ability density function of the global critical strength approaches the probability density

of the minimum in the random local strength when the correlation length is much larger

than the critical nucleation length. Conversely, a vanishingly small correlation length

results in generally higher macroscopic strength with smaller variation. We showed that

the presence of precursory dynamic slip events, as in more complex models, is extremely

unlikely under the assumption of uniform stress drop. Finally, we discussed discrepancies

between the theoretical model and simulations, which suggest that for small correlation

lengths the theoretical prediction overestimates the frictional strength, possibly because

it neglects coalescence of neighboring nucleation patches.
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APPENDIX

4.A Nucleation Criterion

The nucleation criterion used in this work is based on the theory developed by Uenishi and

Rice (2003). It is not our intention of re-deriving the theoretical framework. Nevertheless,

in this section, we provide a clear problem statement such that our work can easily be

related to the work by Uenishi and Rice (2003). The peak strength along the interface

is given by

τp(x) = τmin
p + q(x) , (4.15)

where τmin
p is the minimum value of τp(x). The functional form q(x) satisfies q(xm) = 0

and q(x) > 0 for x 6= xm. If local slip occurs at any point along the interface, the

local strength decreases because of the slip-weakening friction law, as defined by Eq. 4.1.

Therefore, any point that is in the weakening process, i.e., dc > δ(x, t) > 0, presents a

local shear stress that is given by

τ(x) = τp(x)−Wδ(x, t) = τmin
p + q(x)−Wδ(x, t) , (4.16)

where Eq. 4.15 was used and the weakening rate satisfies W > 0.

The applied shear stress, which starts at the level of the minimum strength, is defined

by

τ0(t) = τmin
p +Rt , (4.17)

where R > 0 is the shear-stress loading rate.
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Following Uenishi and Rice (2003), we can consider the quasi-static elastic equilib-

rium (Bilby and Eshelby, 1968) that relates the stress change along the interface with

the local slip through

τ(x, t) = τ0(x, t)− G∗

2π

∫ a+(t)

a−(t)

∂δ(ξ, t)/∂ξ

x− ξ dξ , (4.18)

where G∗ = G/(1−ν) and a−(t) < x < a+(t) are the boundaries of the slowly expanding

slipping area. By substituting Eq. 4.16 and Eq. 4.17 into Eq. 4.18, we find

−Wδ(x, t) = Rt− q(x)− G∗

2π

∫ a+(t)

a−(t)

∂δ(ξ, t)/∂ξ

x− ξ dξ , (4.19)

for δ(x, t) > 0 and a−(t) < x < a+(t). This corresponds exactly to (Uenishi and Rice,

2003, Eq.4).

Starting from this equation, Uenishi and Rice (2003) show that quasi-static solutions

cease to exist for slipping areas larger than a critical length hn, which is given by

hn ≈ 1.158
G∗

W
. (4.20)

Interestingly, the critical length only depends on the shear modulus G∗ and the slip-

weakening rate W , and is independent of the loading rate R and the shape of the peak

strength q(x).

Uenishi and Rice (2003) further show that a slipping area exceeding hn is reached at

time tc when the critical stress level is given by (Uenishi and Rice, 2003, Eq.14)

Rtc ≈ 0.751

∫ +1

−1

q[a(tc)s+ b(tc)]v0(s)ds , (4.21)

where a(t) = [a+(t) − a−(t)]/2 and b(t) = [a+(t) + a−(t)]/2 are the half-length and

center location of the slipping area, respectively, and s = [x − b(t)]/a(t) and v0(s) ≈
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(0.925− 0.308s2)
√

1− s2. It becomes obvious that the stress level at which the slipping

area reaches the critical length depends on the shape of q(x).

4.B Simplified Statistical Analysis of the Nucleation Strength

In order to give some intuition of the effects of correlation length ξ0 on the nucleation

strength τn (Eq. 4.9), we provide a statistical argument, which is based on the property

of stationarity of τp. Note that v0(.) has the following property

0.751

∫ +1

−1

v0(s)ds = 1 (4.22)

We aim to evaluate the expectation and variance of τn as function of ξ0. The expecta-

tion is an integral with respect to a probability measure rather than a Lebesgue measure.

Since τp and τn are stationary, we can apply the Fubini’s theorem, which states that the

order of integration can be changed, and express the expectation E[τn] as function of the

expectation of the local strength E[τp].

E[τn] = E

[
0.751

∫ +1

−1

τp (s hn/2 + x) v0(s)ds

]
= 0.751

∫ +1

−1

E [τp (s hn/2 + x)] v0(s)ds

= E[τp]0.751

∫ +1

−1

v0(s)ds = E[τp]

(4.23)

Similarly, we can express its variance Var[τn] as function of the variance of the local

strength Var[τp] by applying Fubini’s Theorem and the definition of the correlation func-
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tion C(ξ) = E[(τp(x)− E[τp])(τp(x+ ξ)− E[τp])/Var[τp]

Var[τn] = E[(τn(x)− E[τn])2] = E

[(
0.751

∫ +1

−1

τp (s hn/2 + x) v0(s)ds− E[τp]

)2
]

= E

[(
0.751

∫ +1

−1

(τp (s hn/2 + x)− E[τp]) v0(s)ds

)2
]

= 0.7512

∫∫
[−1,1]2

E [(τp (s hn/2 + x)− E[τp]) (τp (t hn/2 + x)− E[τp])] v0(s)v0(t)ds dt

= Var[τp]0.7512

∫∫
[−1,1]2

C((s− t)hn/2)v0(s)v0(t)ds dt

(4.24)

For the limiting cases the expression for the variance can be expressed analytically. For

perfectly correlated τp, ξ0 =∞, C(.) = 1

lim
ξ0/hn→∞

Var[τn] = Var[τp] (4.25)

Both C(.) and v0(.) are known. Therefore, the integral of Eq. 4.24 can be solved numeri-

cally (see Fig.4.B.1). For ξ0 � hn the correlation function C(.) ≈ Dirac-δ and the double

integral collapses to a single integral.

ξ0 � hn ⇒ Var[τn] ∝ Var[τp]

∫ +1

−1

ξ0

hn

v2
0(s)ds ∝ Var[τp]

ξ0

hn

(4.26)

Note the linear scaling for ξ0 � hn in Fig. 4.B.1d.
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Figure 4.B.1: Numerical evaluation of Eq. 4.24. (a) Correlation function. (b) First
eigenfunction of the elastic problem. (c) Normalized variance of the nucleation strength
τn. (d) Zoom over ξ0 < hn. Dashed line in (c,d) represents approximation Eq. 4.26 for
ξ0 � hn.
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CHAPTER 5

EFFECTIVE TOUGHNESS OF HETEROGENEOUS MATERIALS WITH

RATE-DEPENDENT FRACTURE ENERGY

This chapter is drawn from the following article, currently under review:

Albertini, G., Lebihain, M., Hild, F. Ponson, L. and Kammer, D.S. (2021), ‘Effective

toughness of periodic heterogeneous materials: the role of rate-dependent fracture en-

ergy’, arXiv:2003.13805 [cond-mat.soft].

We investigate dynamic fracture of heterogeneous materials by measuring displace-

ment fields as a rupture propagates through a periodic array of obstacles of controlled

toughness. We provide direct evidence of crack speed jumps at the boundary of obstacles.

Our experiments reveal that such a discontinuous dynamics emerges from rate-dependent

fracture energy, which combined with inertia, allows the crack to cross a fracture energy

discontinuity at constant energy release rate. The rate-dependency is a direct consequence

of the out-of-equilibrium nature of the fracture phenomenon and is often neglected. How-

ever, it plays a central role in setting up homogenized toughness, leading ultimately to

increased resistance to failure.
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5.1 Introduction

Many biological materials, such as bone, nacre and tooth, have intricate microstructures

which are responsible for remarkable macroscopic mechanical properties (Ritchie, 2011;

Jackson A. P. et al., 1988). Carefully designed microstructures combined with advances

in micro-fabrication techniques allow for the development of new materials with unprece-

dented properties (Florijn et al., 2014; Blees et al., 2015; Bertoldi et al., 2010; Silverberg

et al., 2014; Siéfert et al., 2019; Yin et al., 2019). Understanding how to harness small-

scale heterogeneities is, however, necessary to achieve the desired macroscopic proper-

ties. For fracture properties, recent research focused either on disordered microstructures,

where randomly located obstacles distort the crack front and cause toughening by collec-

tive pinning (Gao and Rice, 1989; Roux et al., 2003; Ponson and Pindra, 2017; Lebihain

et al., 2020), or on elastic heterogeneities, where compliant inclusions provide toughening

by effectively reducing the energy flow into the crack tip (Hossain et al., 2014; Wang

and Xia, 2017). However, a complete and fundamental theory for effective material re-

sistance against fracture remains missing, and experimental observations, which are key

for establishing such theoretical knowledge, are scarce.

To address fracture problems theoretically, one can use the well-established frame-

work of fracture mechanics that builds from the seminal work of Griffith (Griffith and

Taylor, 1921; Rice, 1978): a crack will propagate as soon as the released elastic energy

per unit increment of crack length GS = −∂lΩ, where Ω is the elastic energy in the

medium and l the crack length, balances the local fracture energy Γ (i.e., the energy nec-

essary for creating two unit surfaces). Γ is generally assumed to be a material constant.
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However, in heterogeneous media, this approach lets several questions unanswered. As

GS is a continuous function of crack length l, when the crack faces a sudden drop in

fracture energy there is an excess elastic energy release rate GS > Γ. How is this excess

energy dissipated? As our experimental observation will show, body inertia is not the

only mechanism that can balance the excess energy release (Freund, 1990; Sharon and

Fineberg, 1999), and there exists a quasi-static mechanism that allows the crack to leave

tough obstacles without having to reach speeds v = l̇ close to the Rayleigh wave speed

cR – the theoretical limit speed for a crack (Freund, 1990). The second issue relates to

the problem of a crack entering a region of larger fracture energy. Only dynamic fracture

mechanics would predict that the crack crosses the interface into the (marginally) tougher

obstacle. However, as our experiments will show, cracks may not stop at the interface, if

the incident speed is larger than some critical speed. And here also, inertia is not required

as a quasi-static approach assuming v � cR suffices to capture this phenomenon. To the

best of our knowledge, neither of these mechanisms have been experimentally observed

and quantified in a well-controlled setting.

In this Letter, we analyze these issues in depth through the experimental investigation

of crack propagation in heterogeneous media with fracture energy discontinuities. Usually,

fracture mechanics experiments are based on global measurements, thus, only capture

averaged quantities. In contrast, our experimental setup and simplified 2D geometry

with periodic heterogeneities allows local measurements of the near-crack-tip fields, which

support the uncovering of fundamental mechanisms. While the elastic energy release

rate is constant as the crack faces a fracture energy discontinuity, the speed at which

the crack propagates is observed to vary discontinuously. We study the amplitude of the
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speed jumps as the crack crosses the interface between regions of different fracture energy

and show that it stems from rate-dependency of fracture energy in addition to inertia of

the medium. Rate-dependent effects result from the non-equilibrium nature of fracture

problems and are prevailing in materials. Thus, rate-dependent fracture energy applies

to a wide range of materials and has been observed, for instance, on rock (Ponson, 2009;

Atkinson, 1984), glassy polymers (Sharon and Fineberg, 1999; Scheibert et al., 2010;

Vasudevan et al., 2021) and metals (Rosakis and Zehnder, 1985). Surprisingly, rate-

dependent effects are generally neglected. However, they significantly affect the effective

toughness of heterogeneous materials, as we will show with our experimental observations.

5.2 Method

Our experimental setup (see FIG. 5.2.1a) consists of a tapered double cantilever beam,

made of multi-material 3D-printed polymers (Stratasys Objet260 Connex3), a high-speed

camera (Phantom v2511) and an electromechanical testing machine (Shimadzu AG-X

Plus). The matrix material is VeroClear with static fracture energy ΓM0 ≈ 80 J/m2 and

Young’s modulus EM ≈ 2.8± 0.2 GPa. The obstacle material is VeroWhite-DurusWhite

(ΓO0 ≈ 106 J/m2, EO ≈ 1.9 ± 0.2 GPa), which is tougher and more compliant. We

prescribe a constant crack mouth displacement rate δ̇ ≈ 25mm/s. Hence, the elastic

energy in the system is gradually increased, until a planar crack initiates from a pre-

existing notch. The elastic energy release rate at initiation is proportional to the bluntness

of the notch, which we can tune to explore a range of initial crack speeds from moderate
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Figure 5.2.1: (a) Model heterogeneous material made of multi-material 3D-printed poly-
mers in a tapered double cantilever beam geometry with applied forces F . The displace-
ment field u = (ux, uy) is measured in the area within the blue box by digital image
correlation. (b) Closeup view shows two different materials in a periodic stripe geometry.
The transparent material constitutes the matrix with width wM and the opaque (darker)
areas are obstacles of higher fracture energy ΓO/ΓM ≈ 1.3 with width wO. (c) Closeup of
crack tip at l ≈ 35mm and v ≈ 50m/s. The crack interface is slightly visible running from
left to center. A random speckle pattern is applied onto the surface, which is compared
to its reference pre-cracked configuration to find u. (d) Infinitesimal strain εyy = ∂yuy
found by differentiating u. Approaching the crack tip, εyy diverges. (e) εyy assuming the
Williams eigenfunctions as basis for u.
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up to 350 m/s ≈ 0.4cR, where cR ≈ 800m/s. The crack propagates then dynamically

through a series of periodic obstacles (see FIG. 5.2.1b). During crack propagation no

additional energy is added to the system (δ is constant) and the tapered geometry causes

exponentially decaying released elastic energy GS ∼ δ2e−l/lsys , where lsys ≈ 17.5 mm is a

structural length scale directly related to the sample size (Grabois et al., 2018). Thus,

the crack speed gradually decreases on average. All properties are constant through the

sample thickness and the overall behavior is quasi-2D. We analyze the crack dynamics by

measuring the near-tip displacement field u using Digital Image Correlation. We apply a

random speckle pattern (see FIG. 5.2.1c) onto the surface of the specimen using aerosol

paint. The temporal evolution of the speckle is tracked using high speed photography at

250,000 fps. The auto-correlation length of the pattern corresponds to 4-6 pixels, where

the pixel size is ≈ 45µm. u (see color in FIG. 5.2.1c) is found by minimizing the difference

between the pattern at a given time t mapped back to its pre-crack configuration (see

Supplemental Material in Appendix 5.A). The resulting infinitesimal strain field εyy is

depicted in FIG. 5.2.1d. An alternative approach (see FIG. 5.2.1e) is the Integrated

Digital Image Correlation (IDIC) (Roux and Hild, 2006; Grabois et al., 2018), which

assumes the analytical solution for a singular crack in an infinite elastic medium – the

Williams eigenfunctions expansion (Williams, 1956) – as basis for u (see Supplemental

Material in Appendix 5.A). The first term of the series has singular strains at the crack tip

εij ∼ 1/
√
r, where r is the distance from the tip and its amplitude is related to the stress

intensity factor K. Note that for both methods the amplitude of ε is similar. IDIC has

the advantages of precisely determining the crack tip position l and directly computing

K, from which, one can find the dynamic energy release rate G = K2

E
A(v) that provides a
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Figure 5.3.1: (a,b) Experimental results for three specimens with ∆l/lsys = 0.57.
(a) v undergoes abrupt deceleration (l = {30, 40, 50}mm) and acceleration (l =
{35, 45, 55}mm) when the crack front is trapped and untrapped, respectively, at the
interface. (b) Discontinuities in Γ occur at trapping and untrapping with higher values
within the obstacle. (c) Trapping: speed prior to entering the obstacle vM is plotted
vs. speed immediately after vO. When the approaching velocity vM < vc ≈ 130 m/s the
front arrests. (d) Untrapping: speed after exiting the obstacle vM is plotted vs. speed
immediately before exiting vO. (c,d) Solid black line is the theoretical model (5.2) with
±10% variation in Γ (dotted lines).

measure of the fracture energy Γ at the crack tip (Freund, 1990; Svetlizky and Fineberg,

2014) (see Supplemental Material in Appendix 5.A). The effects of elastic heterogeneity

are minor and discussed in (see Supplemental Material in Appendix 5.A).
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5.3 Results

Typical experiments are illustrated in FIG. 5.3.1a&b. The crack first propagates through

the matrix material with propagation speed v being maximum immediately after initi-

ation, then v gradually decreases as crack length increases. v undergoes abrupt decel-

eration (acceleration) as the front enters (leaves) an obstacle. Simultaneously, Γ also

abruptly increases (decreases). However, the relative jumps of the dissipation rate are

significantly smaller than the ones observed on crack speed. We calculate the speed in

the obstacle vO and matrix vM by selecting the mean speed over 12µs before and after

the obstacle boundaries. All speed jumps at material discontinuities were studied for a

collection of 30 experiments with different period length ∆l = wO + wM and constant

obstacle density β = wO

wO+wM
= 1/2. Jumps as the crack enters (trapping) and leaves (un-

trapping) an obstacle are shown in FIG. 5.3.1c&d, respectively. Results show that the

crack dynamics at the matrix/obstacle interface is independent of obstacle width and is

symmetric with respect to the direction of propagation, i.e., the jumps are the same for

trapping and untrapping. This implies that the crack dynamics only depends on local

fracture properties.

In order to understand the jumps and their effect on effective material properties, we

analyze the fracture propagation with a crack-tip energy balance. In our experiments,

failure mechanisms occur at time scales 4 orders of magnitude smaller than the viscous

relaxation time typical of the polymers used in this study (see Supplemental Material in

Appendix 5.A)so that an elastic response of the sample can be safely assumed. Moreover,

the failure mechanisms are too fast for a craze to develop (Ravi-Chandar and Balzano,
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1988), making the fracture process essentially brittle. Thus, we develop a theoretical

model based on Linear Elastic Fracture Mechanics (LEFM) to interpret the experimental

observations.

As the crack advances, elastic energy GS is released from the specimen and is in

part dissipated as fracture energy Γ to create new surfaces and in part radiated away

as elastic waves. Analyzing the near-tip fields of a steady-state dynamic crack, Freund

(1990) showed that the energy release rate of a dynamic crack G(l, v) is related to the

energy release rate for a corresponding static crack GS(l) by g(v), a universal function

of v. The crack-tip energy balance provides the equation of motion for a crack (see

Supplemental Material in Appendix 5.A)

Γ(v) = GS(l)g(v) ≈ GS(l)(1− v/cR), (5.1)

which implies that within the framework of LEFM, a sub-Rayleigh crack in an infinite

medium has no inertia and v adjusts instantaneously to fluctuations in Γ or GS (see

Supplemental Material in Appendix 5.A). We note that for rate-dependent materials, the

fracture energy Γ(v) is not a constant as commonly assumed.

We analyze the rate-dependence of the matrix and obstacle material by independently

plotting Γ vs. v (see averaged data as dashed line in FIG. 5.3.2 or full data in FIG. S3

of (see Supplemental Material in Appendix 5.A)). We observe that our measurements

are in good agreement with a model by (Scheibert et al., 2010) (solid line in FIG. 5.3.2)

that considers the actual dissipative mechanism taking place within the process zone.

Within the matrix or obstacle material, the fracture energy follows this kinetic law. At

the material boundaries, however, the rupture needs to jump from one kinetic law to the
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Figure 5.3.2: Experimental results for the same specimens shown in FIG. 5.3.1a&b – with
same color-code. Data points represent crack speed and fracture energy at the moment of
transition of material property. Γ(v) is separated in two distinct clusters corresponding
to the matrix and obstacle material. Black dashed lines are the average fracture energy
measurements based on 30 heterogeneous and 10 homogeneous samples (see Supplemen-
tal Material in Appendix 5.A). Solid black lines are the rate-dependent fracture energy
law (Scheibert et al., 2010) for the obstacle ΓO(v) and matrix ΓM(v) materials. The
transition from one branch to the other is described by GS(l)g(v) – the equation of the
gray arrows (5.1).

other. The jump amplitude is governed by the energy balance (5.1). The jump trajectory

in the Γ-v space corresponds to the right-hand side of (5.1), which, since GS(l) is constant

across the boundary, corresponds to a diagonal line GSg(v) (arrows in FIG. 5.3.2).

Thus, at a discontinuity in material property the equation of motion of a crack be-

comes

GS = ΓM(vM)/g(vM) = ΓO(vO)/g(vO) , (5.2)

which captures the experimentally observed velocity discontinuity at trapping and un-

trapping with no fitting parameter (see FIG. 5.3.1c&d). Eq. (5.2) cannot be solved

explicitly. However, assuming a linear rate-dependent fracture energy Γ(v) ≈ Γ0 + γv,
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for the purpose of discussion, the velocity jump becomes

vM − vO ≈ ∆Γ0
1− vM/cR

γ + ΓM0 /cR

, (5.3)

where ∆Γ0 = ΓO0 − ΓM0 is the jump in fracture energy. This simple result highlights that

(i) the jump amplitude is the same for trapping and untrapping (FIG. 5.3.1c&d) and

(ii) during trapping the velocity right after the interface is zero if vM is smaller than a

critical incident velocity vc below which the obstacle causes crack arrest

vc ≈ ∆Γ0/
(
γ + ΓO0 /cR

)
. (5.4)

All these features are discernible from our experimental data and are captured fairly

well by the model. Eq. (5.3) as well as a parameter study of (5.2) (see FIG. S3

in (see Supplemental Material in Appendix 5.A)) reveal that the speed jump and vc

are proportional to the toughness discontinuity ∆Γ0. The latter is particularly noisy

because of variations of fracture properties of both matrix and obstacle material, i.e.,

Var[∆Γ0] = Var[ΓM0 ] + Var[ΓO0 ], assuming ΓO0 and ΓM0 are uncorrelated. In the limit of

small rate dependency γ � Γ0/cR, inertia starts to control the speed jumps, that are

then given by vM − vO ≈ (∆Γ0/Γ
M
0 )(cR − vM) and the corresponding condition for crack

arrest becomes v < vc ≈ (∆Γ0/Γ
O
0 )cR. Conversely, in the limit of large rate dependency

γ � Γ0/cR and quasi-static propagation v � cR, inertia can be neglected and the speed

jumps become constant vM − vO ≈ ∆Γ0/γ ≡ vc.

How does such a trapping/untrapping dynamics impact the effective fracture proper-

ties Γ̄ of periodic heterogeneous materials? We compute the homogenized fracture energy

Γ̄ by integrating over an interval ∆l of uninterrupted crack propagation starting at li,
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the beginning of each matrix/obstacle period,

Γ̄(v̄) =
1

∆l

∫ li+∆l

li

Γ
(
v(l̃)

)
dl̃ . (5.5)

As the fracture energy in each phase depends on crack speed, the homogenized fracture

energy depends on it too. Thus, we report Γ̄ as a function of the apparent crack velocity

v̄ = ∆l/
∫ li+∆l

li
v−1dl.

Let us first assume ∆l� lsys, i.e., a clear separation between the micro-structural

scale and the specimen scale. In this simple case, it is possible to define intrinsic homog-

enized fracture properties, decoupled from the specimen size and the details of applied

boundary conditions. Under this assumption, GS remains constant during the entire crack

propagation. Thus, the local crack velocity and fracture energy are constant within each

material phase (insets in FIG. 5.3.3a), which allows us to calculate the dissipation rate

from (5.5)

lim
∆l/lsys→0

Γ̄ = βΓO(vO) + (1− β)ΓM(vM) (5.6)

and the apparent crack speed

lim
∆l/lsys→0

v̄ =
(
β/vO + (1− β)/vM

)−1
, (5.7)

where β = 1/2 is the obstacle density. Note that (5.7) is a weighted harmonic mean,

which is dominated by its lower argument, vO, so v̄ is effectively lower than the arith-

metic mean (〈v〉 = βvO + (1− β)vM). As a result, the apparent kinetic law Γ̄(v̄) is

shifted towards lower speeds in comparison to the kinetic law Γ̄(〈v〉). This leads,

in practice, to a resistance to failure Γ̄ larger than the toughness spatial average

〈Γ〉 = βΓO(v̄) + (1− β)ΓM(v̄), but lower than the obstacle toughness ΓO predicted by

rate-independent theory (see FIG. 5.3.3).
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Figure 5.3.3: Homogenization of fracture energy Γ̄ vs. average velocity, v̄. (a) Γ̄ assuming
the scale separation condition ∆l� lsys. Blue and red dots represent the state of the
crack within the two materials, which are related by (5.2) depicted as a gray arrow.
The black dot is the corresponding homogenized state (Γ̄, v̄) computed using (5.6) and
(5.7). By varying GS one can derive the entire homogenized fracture energy law Γ̄(v̄)
(black solid line in a&b). (b) Γ̄(v̄), measured experimentally using (5.5), is depicted as
colored circles for a range of ∆l ≈ lsys. Colored solid lines are the theoretical solution for
∆l ≈ lsys derived using (5.5), (5.1) (see Supplemental Material in Appendix 5.A)(theory
and experiment colors correspond). (a,b) Dash-dotted line and dashed line are ΓO(v) and
ΓM(v) from FIG 5.3.2.
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However, when comparing the infinite system size prediction (5.6) and (5.7) to our

experimental measurements we observe higher effective toughness (see FIG. 5.3.3b). The

interplay between the size of the heterogeneity ∆l and the structural length scale lsys

makes homogenization of fracture properties particularly challenging. The emerging ef-

fective toughness depends on the ratio ∆l/lsys, and (5.6) and (5.7) only represent a lower

bound of Γ̄(v̄). The larger ∆l/lsys, the higher the homogenized fracture energy Γ̄(v̄),

which can even exceed the toughness ΓO(v̄) of the obstacle material. This additional

toughening, related to the structural problem with ∆l ≈ lsys, is quantitatively captured

by the theoretical solutions for Γ̄(v̄), which we derive from (5.5) and (5.1), assuming

GS ∼ e−l/lsys . Note that as we approach ∆l� lsys, the experimental toughness converges

towards the theoretical one; and for ∆l� lsys the rupture arrests before reaching ∆l

required for homogenization of fracture properties.

5.4 Discussion and Conclusion

To conclude, our study shows that when a dynamic crack reaches a toughness disconti-

nuity, it will arrest if it was slower than a threshold speed that is primarily dependent on

the toughness contrast and independent of the characteristic size of the microstructure

(i.e., obstacle thickness). If the crack penetrates the obstacle, it reacts by instantaneously

adapting its speed, which is mediated by the rate-dependent fracture energy combined

with inertia. Finally, the heterogeneous material presents an increased effective (ho-

mogenized) toughness because of high fluctuations in crack speed between obstacles and
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matrix, and the rate-dependent nature of the fracture energy. Overall, our findings sug-

gest that the rate-dependency of fracture energy cannot be neglected when considering

failure in heterogeneous materials.

What are the practical implications of our findings for material design? The crack

arrest criterion in periodic heterogeneous materials is derived in terms of a critical incident

speed vc ≈ ∆Γ0/(γ + ΓO0 /cR) below which an obstacle is capable of stopping a crack. It

is worth noting that this is a local mechanism, so even a very thin obstacle can cause the

crack to arrest. Thus, the rate-dependent factor γ and the obstacle toughness ΓO0 can be

selected for designing flaw insensitive materials, whose resistance to crack propagation –

or ability to prevent a crack to grow indefinitely – is directly proportional to the obstacle

toughness but independent of its size.

Finally, we would like to discuss some open questions raised by our findings. Our study

highlighted the central role played by rate-dependent fracture energy on the toughness

of heterogeneous materials with periodic microstructures. How would rate-dependence

affect the fracture behavior of disordered materials? Further, we revealed that toughness

could be significantly enhanced when the size of the heterogeneities becomes of the order

of the structural length lsys, even exceeding the toughness of the obstacles. How could

this effect be harnessed to improve the mechanical integrity of structures and limit their

risk of failure?
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APPENDIX

5.A Supplemental Material

Table 5.A.1: Description of variables used in the study.

Symbol Unit Description

t (s) time

ui (m) displacement field, with i = {x, y}

εij (-) infinitesimal strain tensor

σij (Pa) stress tensor

σY (Pa) yield stress

E (Pa) Young’s modulus

ν (-) Poisson’s ratio

cd (m/s) dilatational wave speed

cs (m/s) shear wave speed

cR (m/s) Rayleigh wave speed

l (m) crack length

wO (m) width of the obstacle stripe

wM (m) width of the matrix stripe

∆l = wO + wM (m) period of the micro-structure

β = wO/∆l (-) obstacle density

v (m/s) crack speed

Continued on next page
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Table 5.A.1 – continued from previous page

Symbol Unit Description

vc (m/s) threshold speed causing crack arrest

lsys (m) structural length scale

K (Pa
√

m) stress intensity factor

KS (Pa
√

m) static stress intensity factor

G (J/m2) dynamic energy release rate

GS (J/m2) static energy release rate

Γ (J/m2) fracture energy

Γ̄ (J/m2) effective fracture energy

F (N) applied force at crack mouth

δ (m) crack mouth opening displacement

λ (m/N) compliance of the specimen

λm (m/N) compliance of the loading apparatus

b (m) specimen width
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5.B Experimental results

Given the crack tip displacement versus time measurements l(t), we compute the speed

v(t) by central differences

v(l(t) + l(t+ ∆t)/2) =
l(t) + l(t+ ∆t)

∆t
, (5.8)

where ∆t ≈ 4µs is the time interval between measurements. FIG. 5.B.1 shows the

measured crack length, speed and fracture energy for selected experiments.
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Figure 5.B.1: Supplemental experimental results to FIG. 2. Measurements of crack length
vs. time (a) and corresponding crack speed (b) for the same samples as in FIG. 2 and 3.
(c) Fracture energy Γ measured by Integrated Digital Image Correlation vs. crack length.
(d) Γ(v) with average measurements based on 30 heterogeneous and 10 homogeneous
samples as black dashed lines. (a,b,c) Gray areas represent obstacles.
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5.C Dynamic crack propagation

In our experiments, failure occurs during τfailure = lsys/v ∼= 0.1 ms while the viscous

relaxation time typical of the polymers used in this study is ∼ 1s so that an elastic re-

sponse of the sample can be safely assumed. The relaxation time is measured by applying

a small crack mouth opening displacement such that the crack does not propagate and

measuring the time over which the load decays. In the present case, the boundaries are

far enough from the crack tip so that reflected waves do not affect the dynamics and the

infinite medium assumption holds. A theoretical model based on Linear Elastic Fracture

Mechanics (LEFM) is thus developed to interpret the experimental observations. The

dynamic energy release rate for plane stress configuration is then given by

G(l, v, σyy) =
1

E
K2(l, v, σyy)AI(v) (5.9)

where the function AI(v) is a universal function, in the sense that it is independent of

applied loading σyy or geometry, and K is the dynamic stress intensity factor (Freund,

1990). Assuming a semi-infinite crack in an unbounded linear elastic medium subjected

to time independent loading, the dynamic stress intensity factor becomes

K(l, v, σyy) = k(v)KS(l, σyy) (5.10)

where k(v) ≈ (1 − v/cR)/
√

1− v/cd is another universal function, cd is the dilatational

wave speed and KS(l, σyy) is the stress intensity factor for the equivalent static crack,

which depends on geometry and applied loading (Freund, 1990). Thus, the dynamic

energy release rate G(l, v, σyy) is related to the static energy release rate GS(l, σyy) by
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the universal function g(v):

G(l, v, σyy) = GS(l, σyy)g(v), (5.11)

which can be approximated by g(v) ≈ 1− v/cR as illustrated in FIG. 5.C.1.
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Figure 5.C.1: Universal functions of dynamic fracture mechanics. (a) Experiments are
performed at velocities v < 0.4cR where the contribution of AI is small. (b, c) Contribu-
tion of k(v) is non-negligible for the considered v.
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5.D Fracture energy based on dynamic stress intensity factor

measurements

The stress intensity factor is measured from the displacement field, which means that the

dynamic stress intensity factor K(l, v, σyy) can be estimated. The dissipated fracture en-

ergy Γ(v) = K2

E
AI(v) is determined from a crack tip energy balance, where AI(v) accounts

for the dynamic contribution of the energy release rate. Rate-dependent processes occur-

ring within the fracture process zone are accounted for by considering a speed dependent

fracture energy model for speeds below the micro-branching instability (Scheibert et al.,

2010). The fracture energy is related to the surface energy γs and the process zone size

lpz(v) = K(l, v)2/aσ2
Y = KS(l)2k(v)2/aσ2

Y

Γ(v) = γs + εlpz(v)

= γs + ε
KS(l)2k(v)2

aσ2
Y

= γs + ε
Γ(v)/AI(v)E

aσ2
Y

which yields

Γ(v) =
γs

1− α/AI(v)
,

where α = εE/(aσ2
Y ). Setting Γ0 = γs/(1− α) one finds

Γ(v) = Γ0
1− α

1− α/AI(v)
, (5.12)

where Γ0 and α are material dependent fitting parameters. Postmortem fracture surfaces

are smooth and microcrack branching from the main crack is absent. All experiments
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have crack velocities lower than the critical velocity for the micro-branching instability

to occur. FIG. 5.D.1 shows the rate-dependent fracture energy for a collection of 30

experiments on homogeneous samples and stripe geometry. From this study, it is found

ΓM0 = 80 J/m2 for the matrix material and ΓO0 = 106 J/m2 for the obstacle, α = 1.17

as in Ref. (Scheibert et al., 2010). AI depends on the elastic properties of the material,

which are EM ≈ 2.8± 0.2 GPa for the matrix and EO ≈ 1.9± 0.2 GPa for the obstacle,

ν ≈ 0.35 and ρ ≈ 1100 kg/m3 are identical for both materials. Assuming plane-stress

condition one finds cMR ≈ 900 m/s and cOR ≈ 730 m/s.

A simplified fracture energy model with linear dependency on v is also introduced

Γ(v) = Γ0 + γv (5.13)

where γO ≈ 0.22 and γM ≈ 0.17.

5.E Equation of motion of a crack

The equation of motion of a crack is described by energy balance

Γ(v) = G(l, v, σyy) (5.14)

where Γ(v) is the energy dissipated by a unit increment in crack length and G is the

dynamic energy release rate, given in equation (5.11). Note that v is first order in time

meaning that the crack has no inertia. The crack speed adjusts instantaneously to the

speed dictated by Γ and G.
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Figure 5.D.1: Measured Γ(v) for the matrix (a) and obstacle (b) materials. Measure-
ments on homogeneous samples are reported as well as for stripes geometry with different
stripe widths. The dashed line is a moving average over an interval ∆v = 25 m/s. The
solid line is the fracture energy model (5.12). The dash-dotted line is the simplified
fracture energy model (5.13). (c) Comparison of Γ(v) of both materials with error-band
corresponding to standard deviation.
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For a linear elastic 2D medium the strain energy is Ω = F 2

2b
λ, where F is the applied

force, λ the compliance and b = 8mm is the specimen width. The static energy release

rate becomes

GS = −∂Ω

∂l
=
F 2

2b

∂λ

∂l
. (5.15)

For a displacement controlled system and accounting for the compliance of the loading

apparatus λm, the applied force becomes F = δ/(λ + λm), where δ is the prescribed

displacement. The static energy release rate (5.15) remains unchanged but its rate of

change is affected

∂GS

∂l
= −F

2

b

(∂λ/∂l )2

λ+ λm
+
F 2

2b

∂2λ

∂l2
. (5.16)

Because the first term in equation (5.16) is always negative, a nonzero λm causes a larger

∂GS
/
∂l compared to the case of an infinitely stiff loading stage λm = 0. Thus, λm is

destabilizing the crack growth. However, ∂GS
/
∂l < 0 keeps the crack velocities within

the limits prescribed by the image acquisition setup.

The experiments were performed at a constant prescribed displacement rate dδ
dt

=

25 mm/s. At typical propagation speed of ∼ 100 m/s, the crack breaks the specimen in

∼ 10−4 s. The typical loading time to reach the critical energy release rate for the crack

to start propagating is ∼ 10−1 s, hence the change in δ during propagation is negligible

∼ 0.1%. An estimate λm ≈ 0.75 µm/N is based on geometry and elastic properties

of the pins linking the specimen to the grips. For comparison purposes, the specimen

compliance is λ ≈ 0.7 µm/N at initiation (l = 20 mm) and increases exponentially with

crack length, reaching λ ≈ 25 µm/N at l = 60 mm.
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For the tapered double cantilever beam geometry, λ(l) is computed by means of finite

element simulations, solving the 2D elasticity equations. The geometry is chosen such

that the compliance can be approximated by an exponential function

λ =
λ0

Eb
el/lsys , (5.17)

where λ0 = 3.45 and lsys = 17.5 mm depend on specimen geometry and b = 8 mm is the

out-of-plane dimension, which are all kept constant during this study and are found by

fitting equation (5.17) to the finite element results.

We use Freund’s equation of motion (5.14) to derive the equation describing the speed

jump Eq. (2) and for computing the homogenized fracture energy in FIG. 4, where we

assumed Eq. (5.17) with λm = 0.

The equation of motion was derived for an elastically homogeneous medium. However,

it faithfully capture the experimentally observed velocity jumps without fitting parame-

ters (see FIG. 2c&d). Since GS and g(v) are integral properties, they do not change in

a discontinuous way between two nearby points. Therefore the effects of elastic hetero-

geneity at the interface between two materials are minor: GS is approximately constant

and cancels out in Eq. (2) & (3). Furthermore, the difference in g(v) ≈ (1 − v/cR) for

matrix and obstacle material for v < 0.4cR is smaller than 8%, which is within the 10%

variation observed in FIG. 2c&d. Hence, we use homogenized elasticity when evaluating

g(v).

When using the equation of motion to predict the homogenized properties, we perform

an integration over the whole period over which material properties vary (see Eq. 5.20).
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Thus, homogenized elastic properties can be assumed, as validated by the good agreement

between theory and experiments in FIG. 4b.

5.F Trapping and untrapping dynamics

At a material discontinuity, continuity of GS(l) is ensured, which relates the velocity right

before the discontinuity v− with the velocity immediately after v+ through

GS =
Γ−(v−)

g(v−)
=

Γ+(v+)

g(v+)
. (5.18)

Note that equation (5.18) does not depend on the direction of propagation but only

on material properties. Because a sub-Rayleigh crack has no inertia the trapping and

untrapping dynamics is symmetric ΓO(vO)
g(vO)

= ΓM (vM )
g(vM )

.

A simplified model for the speed jumps at the matrix/obstacle interface is derived

based on the linear version of rate-dependent fracture energy (5.13). The velocity jump

can be found by solving GS = ΓM(vM)/g(vM) = ΓO(vO)/g(vO) and assuming an average

γ = 0.2.

vM − vO ≈ ∆Γ0
1− vM/cR

γ + ΓM0 /cR

(5.19)

The difference between the simplified model (5.19) and the reference model (5.18) are

shown in FIG. 5.F.1a. Additionally, we consider the effect of a rate-independent obstacle

(αO = 0), which causes a decrease in jump amplitude (dash dotted line in FIG. 5.F.1a).

Conversely, a rate-independent matrix (αM = 0) causes a larger velocity jump (dotted

line in FIG. 5.F.1a).
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A parametric study is performed on the fracture law parameter α and fracture con-

trast ΓO/ΓM and Young’s modulus. It is observed that α is not very sensitive in the

range of uncertainty (α = 1.17 ± 10%) as shown in FIG. 5.F.1.b. Hence, the velocity

dependence of the fracture energy is non negligible. FIG. 5.F.1.c shows the effect of

fracture energy contrast that shifts the graph horizontally as the contrast increases. In-

creasing the Young’s modulus causes a decrease in vO as depicted in FIG. 5.F.1.d. The

theoretical model in not very sensitive to Ē in its range of uncertainty (Ē = 2.25 ± 0.2

GPa). Ē is the homogenized Young’s modulus, which is used to compute cR. Ē for such

a striped composite (with the stripes oriented in the tensile direction) equal to the Reuss

bound, which is the harmonic mean of the two moduli: Ē = ( 1
2EM

+ 1
2EO

)−1. From this

parametric study it is concluded that fracture contrast is the most important parameter.

5.G Homogenization of fracture energy

The equation of motion of a crack (5.14) is solved numerically assuming GS(l) = GS
0e
−l/lsys

to find v(l) and the results are integrated to compute the homogenized fracture energy

Γ̄ =
1

∆l

∫ li+∆l

li

Γ
(
v(l̃)

)
dl̃, (5.20)

where li is the location of the start of a matrix phase and ∆l = wO + wM . The mean

velocity is v̄ = ∆l/
∫ li+∆l

li
v−1dl.

For vanishing obstacle size with respect to system size ∆l/lsys → 0 we recover a

steady-state solution, where GS is constant over a crack advance ∆l. In this case the
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Figure 5.F.1: Trapping and untrapping dynamics assumptions and parametric study.
The solid black line is identical throughout the subplots and represents the solution used
for comparison with experiments with parameters based on the material characterization
(see FIG. 5.D.1). (a) Reference model (5.18) vs. simplified model (5.19) – dashed line.
Dash dotted line assumes rate independent obstacle material (αO = 0). Dotted line
assumes rate independent matrix material (αM = 0). (b, c, d) Parametric study for a
wide range of parameter space well beyond the uncertainties of the measurements.

homogenized fracture energy simply becomes

Γ̄ = βΓO(vO) + (1− β)ΓM(vM) (5.21)

and the average speed

v̄ = (β/vO + (1− β)/vM)−1 (5.22)

where wO = β∆l and wM = (1− β)∆l.
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5.H Digital Image Correlation analysis

Digital Image Correlation consists in providing an estimate measurement of the displace-

ment field u at a given time t based on correlating the deformed image f(x, t) with its

reference undeformed image f(x, t = 0), where x is the spatial coordinate.

The basic principle is the conservation of gray level

f(x, t = 0) = f(x + u, t), (5.23)

from which a minimization problem can be set up:

u = argmin

∫
A

R(u)2dx, (5.24)

where R(u) = |f(x, t = 0)− f(x + u, t)| is the residual and A the region of interest. In

order to find the displacement field u and inverse problem needs to be solved.

There are multiple approaches for solving the inverse problem, the simplest of which

being subdividing the domain in sub-domains Ai and finding ui by cross correlation.

In the current study different approaches have been used: a global approach and an

integrated approach.

Global Approach: A global digital image correlation (Roux and Hild, 2006) involves

resolving u by minimizing R(u) over the whole region of interest. u is approximated by

u(x) =
∑

uiφi(x) (5.25)

where φi(x) are basis functions and ui the displacement of each degree of freedom. In

order to ensure algorithmic stability, a regularization term which penalizes high gradients
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in u is introduced.

u = argmin

∫
A

(
R(u)2d + α||∇u||2

)
dx (5.26)

Integrated Approach: The Integrated Digital Image Correlation method (Roux and

Hild, 2006; Grabois et al., 2018) uses the analytical solution for a straight crack in an

infinite linear elastic medium, known as the Williams eigenfunction expansion rn/2ψn(θ),

as basis for the trial displacement field u =
∑

n a
I
nr

n/2ψIn(θ)+
∑

n a
II
n r

n/2ψIIn (θ) (Williams,

1956), where r is the distance from the crack tip and θ the angle with respect to the

propagation direction. The superscripts I and II stand for the mode of fracture, I being

symmetric with respect to the crack plane and II anti-symmetric. Note that the terms for

n = 0 are rigid body motions, n = 1 represents the singular stress fields and discontinuous

displacements across the crack and are related to the stress intensity factor

aI1 =
KI

µ
√

2π
, aII1 =

KII

µ
√

2π
(5.27)

which in turns is related to the fracture energy by Eq. (5.9). Higher order terms are

governed by boundary conditions. Crack velocity is slow enough v < 0.4cR that the

velocity dependence of the angular functions ψn(θ, v) (see Eq. 5.40) can be neglected

(Svetlizky and Fineberg, 2014).

The near-tip displacement field can be represented by the first 10 terms of the expan-

sion, which greatly reduces the number of unknowns to be solved for. Thus, there is no

need for penalizing high gradients. Also, it automatically accounts for the displacement

discontinuity caused by the presence of the crack.
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The crack tip position is determined by considering the location along the crack path

where the first supersingular term of the Williams expansion n = −1 vanishes. This

allows for precise measurement of the crack tip position. The amplitudes aIn and aIIn are

obtained by solving (5.24).

Effect of elastic heterogeneity on IDIC The William’s expansion assumes that the

material elastic properties are homogeneous. The matrix and obstacle material used in

the heterogeneous samples differ in Young’s modulus by 30%. The IDIC analysis is used

to determine the crack tip position and fracture energy. The crack tip position is directly

determined by the u ∼ r1/2 term in the Williams’ expansion, which is the dominant

term in the displacement field at the tip. Since, the position of the tip does not depend

on the amplitude of this term, the elastic heterogeneity does not affect the precision of

determining the crack-tip position.

Regarding the fracture energy, we validated the viability of using IDIC on the het-

erogeneous samples by measurements on homogeneous samples. Our data suggest that

effects of elastic heterogeneity of 30% are withing the range of variation observed in the

homogeneous samples (see FIG. 5.D.1). This can be explained by a homogenization ar-

gument, where elasticity near the crack-tip are effectively homogenized within the near

tip region where the displacement field u ∼ r1/2. The size of this region is ∼ 1cm which

is larger than the size of the heterogeneity.

Speckle Pattern: For correlating reference and deformed images over the region of

interest surrounding the crack tip (Grabois et al., 2018), a speckle pattern was applied

on the surface of the specimen using aerosol paint. First, a homogeneous white coating is
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applied, followed by a black speckle sprayed from a larger distance. Spline interpolation

of the gray-levels across pixels allowed for sub-pixel displacement measurements. The

auto-correlation length of the speckle pattern corresponds to 4-6 pixels. The pixel size is

45 µm.

5.I Williams eigenfunctions expansion

Consider a polar coordinate system with origin at the crack tip.

x− xtip + iy = reiθ (5.28)

The displacement field u = ux + iuy is a linear combination of the eigenfunctions

u =
∑
n

aInr
n/2ψIn(θ) +

∑
n

aIIn r
n/2ψIIn (θ) (5.29)

where

ψIn(θ) =
1

2

(
κeiθ

n
2 − n

2
eiθ(2−

n
2

) + (−1)ne−iθ
n
2 +

n

2
e−iθ

n
2

)
(5.30)

ψIIn (θ) =
i

2

(
κeiθ

n
2 +

n

2
eiθ(2−

n
2

) + (−1)ne−iθ
n
2 − n

2
e−iθ

n
2

)
(5.31)

where, for plane-stress conditions,

κ =
3− ν
1 + ν

, (5.32)

with ν the Poisson’s ratio.
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Figure 5.H.1: Digital Image Correlation results. (a) Displacement field uy measured us-
ing the global approach. (b) uy using integrated approach. (c) Difference in measured
displacement between the two methods. (d) Strain field εyy = ∂yuy computed from the re-
sults of the global approach. (e) εyy from the integrated approach. (f) Difference in strain
between the two methods. (g) Singular component of εyy from the integrated approach.
(h) Difference in strain between the global method and the the singular component from
the integrated method.
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5.I.1 Near tip fields for in-plane dynamic cracks

In the following section we report the solution of the asymptotic near tip fields of a

dynamic mode I crack as derived following the procedure in (Freund, 1990).

For a dynamic crack the polar coordinates r, θ are related to the velocity dependent

coordinates rd,s, θd,s according to

γd = rd/r =
√

1− (v sin θ/cd)2 γs = rs/r =
√

1− (v sin θ/cs)2 (5.33)

tan θd = αd tan θ, tan θs = αs tan θ, (5.34)

where α2
d ≡ 1− v2/c2

d and α2
s ≡ 1− v2/c2

s.

The mode I near tip stress field is

σij(r, θ) =
∑
n

µbnr
n/2ΣI

ij,n(θ, v) (5.35)

where the asymptotic angular functions ΣI
ij,−1 are

ΣI
yy(θ, v) = − 1

D(v)

[
(1 + α2

s)
2γ
−1/2
d cos(θd/2)− 4αsαdγ

−1/2
s cos(θs/2)

]
(5.36)

ΣI
xy(θ, v) =

2αd(1 + αs)
2

D(v)

[
γ
−1/2
d sin(θd/2)− γ−1/2

s sin(θs/2)
]

(5.37)

where b−1 is related to the stress intensity factor by

b−1 =
KI

µ
√

2π
(5.38)

where

D(v) = 4αsαd − (1 + α2
s)

2 (5.39)
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is the Rayleigh function.

Similarly the mode I displacement field is

ui(r, θ) =
∑
n

bnr
1+n/2ψIi,n(θ, v) (5.40)

where the asymptotic angular functions ψi,−1(θ, v)

ψIx,−1(θ, v) = 2
1

D(v)

[
(1 + α2

s)γ
1/2
d cos(θd/2)− 2αsαdγ

1/2
s cos(θs/2)

]
(5.41)

ψIy,−1(θ, v) = −2
αd
D(v)

[
(1 + α2

s)γ
1/2
d sin(θd/2)− 2γ1/2

s sin(θs/2)
]

(5.42)

The mode I stress angular functions (see (Svetlizky and Fineberg, 2014) for mode II)

consider odd terms n = −1, 1, 3, 5, ...

ΣI
yy,n(θ, v) = − 1

D(v)

[
(1 + α2

s)
2γ

n/2
d cos(nθd/2)− 4αsαdγ

n/2
s cos(nθs/2)

]
(5.43)

ΣI
xy,n(θ, v) = −2αd(1 + αs)

2

D(v)

[
γ
n/2
d sin(nθd/2)− γn/2s sin(nθs/2)

]
(5.44)
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CHAPTER 6

CONCLUSION

The objective of this dissertation has been to gain a better understanding of nucle-

ation and dynamic fracture in heterogeneous materials and interfaces. More specifically,

we investigated how length scales that describe the spatial extent of the heterogeneity

interact with fracture mechanics related length scales to give rise to new properties. We

studied dynamic fracture in deterministic systems with inclusions of contrasting elastic

properties running parallel to the fracture plane, using a combination of numerical and

theoretical methods. We showed that the crack speed can transition to supershear by

means of reflected waves at the boundary of the inclusions. We studied nucleation of frac-

ture along interfaces with random local fracture properties using numerical simulations

and derived a semi-analytical Monte Carlo model. We showed that the global strength

of the interface depends on the spatial correlation of the local fracture energy. Large

correlation lengths lead to lower global strength, while small correlation lengths lead to

higher global strength with smaller variation. We studied dynamic fracture in determin-

istic systems with heterogeneous fracture energy using experiments, which revealed that

the crack front undergoes abrupt jumps in speed as it enters a material with contrasting

fracture energy. We derived an equation describing the crack speed discontinuity as the

crack transitions between materials and showed that the rate dependence of fracture en-

ergy plays an important role in defining the amplitude of the speed jumps. Additionally,

we proposed a homogenization approach for fracture in periodic heterogeneous materials.
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We developed an open-source spectral-boundary-integral software, which applies prin-

ciples of high performance computing. We developed a new three dimensional hybrid

method for dynamic rupture problems in complex, heterogeneous unbounded domains,

by coupling the finite-element with the spectral-boundary-integral method. This hybrid

method is particularly interesting for studying complex systems in a computationally effi-

cient manner, by harnessing the high accuracy of the spectral-boundary-integral method,

which serves as a wave absorption algorithm. This method opens the door to a range

of new studies which would benefit from the computational savings, such as earthquake

cycles and multi-physics fracture processes. Another advantage of the hybrid method

is that it could be implemented with any volume based method. For example, if the

fracture plane is not known a priori, one could use discretization techniques with embed-

ded discontinuities or a continuum representation of fracture using phase-field methods.

Applications of interest are multi-scale models of frictional interfaces, fracture of fiber-

reinforced polymers, fracture of concrete with explicit representation of aggregates and

cement paste, and debonding of reinforcement bars.
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Amon, A., Blanc, B. and Géminard, J.-C. (2017), ‘Avalanche precursors in a frictional

model’, Physical Review E 96(3), 033004.

Amontons, G. (1699), ‘De la resistance cause’e dans les machines, tant par let frottements

des parties qui les component, que par la roideur des cordes qu’on y employe, et la

maniere de calculer l’un et l’autre’, Memoires de l’Academie Royale A pp. 275–282.

Ampuero, J. P. (2002), ‘Etude physique et numerique de la nucleation des seismes’, PhD

Thesis, University of Paris VII, France .

Ampuero, J.-P., Ripperger, J. and Mai, P. M. (2006), Properties of Dynamic Earthquake

Ruptures With Heterogeneous Stress Drop, in ‘Earthquakes: Radiated Energy and the

Physics of Faulting’, American Geophysical Union, Washington, DC, pp. 255–261.

Ampuero, J.-P. and Rubin, A. M. (2008), ‘Earthquake nucleation on rate and state faults

– Aging and slip laws’, Journal of Geophysical Research: Solid Earth 113(B1).

Andrews, D. J. (1976), ‘Rupture velocity of plane strain shear cracks’, Journal of Geo-

physical Research 81(32), 5679–5687.

Andrews, D. J. (1985), ‘Dynamic plane-strain shear rupture with a slip-weakening friction

law calculated by a boundary integral method’, Bulletin of the Seismological Society

of America 75(1), 1–21.

Andrews, D. J. (1994), ‘Dynamic growth of mixed-mode shear cracks’, Bulletin of the

Seismological Society of America 84(4), 1184–1198.

Archuleta, R. J. (1984), ‘A faulting model for the 1979 Imperial Valley earthquake’,

Journal of Geophysical Research: Solid Earth 89(B6), 4559–4585.

168



Archuleta, R. J. and Day, S. M. (1980), ‘Dynamic rupture in a layered medium: The 1966

Parkfield earthquake’, Bulletin of the Seismological Society of America 70(3), 671–689.

Armstrong-Hélouvry, B., Dupont, P. and De Wit, C. C. (1994), ‘A survey of models,

analysis tools and compensation methods for the control of machines with friction’,

Automatica 30(7), 1083–1138.

Atkinson, B. K. (1984), ‘Subcritical crack growth in geological materials’, Journal of

Geophysical Research: Solid Earth 89(B6), 4077–4114.

Bai, K. and Ampuero, J.-P. (2017), ‘Effect of Seismogenic Depth and Background Stress

on Physical Limits of Earthquake Rupture Across Fault Step Overs: FAULT CRITI-

CAL STEP OVER JUMP DISTANCE’, Journal of Geophysical Research: Solid Earth

122(12), 10,280–10,298.

Barras, F., Aghababaei, R. and Molinari, J.-F. (2019), ‘Onset of sliding across scales:

How the contact topography impacts frictional strength’, arXiv:1910.11280 [cond-mat,

physics:physics] .

Barras, F., Kammer, D. S., Geubelle, P. H. and Molinari, J.-F. (2014), ‘A study of fric-

tional contact in dynamic fracture along bimaterial interfaces’, International Journal

of Fracture 189(2), 149–162.

Bar-Sinai, Y., Spatschek, R., Brener, E. A. and Bouchbinder, E. (2014), ‘On the velocity-

strengthening behavior of dry friction’, Journal of Geophysical Research: Solid Earth

119(3), 1738–1748.

169



Baumberger, T. and Caroli, C. (2006), ‘Solid friction from stick–slip down to pinning and

aging’, Advances in Physics 55(3-4), 279–348.

Bayart, E., Svetlizky, I. and Fineberg, J. (2016), ‘Fracture mechanics determine

the lengths of interface ruptures that mediate frictional motion’, Nature Physics

12(2), 166–170.
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Bouchon, M., Toksöz, M. N., Karabulut, H., Bouin, M.-P., Dietrich, M., Aktar, M.

and Edie, M. (2002), ‘Space and Time Evolution of Rupture and Faulting during the
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