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Abstract

Inconsistent statements in Searle [1971] about testing non-testable hypo-

theses are corrected.

In the linear model y = Xb + e the F-statistic for testing H: K'b = m is
F = Q/s62 (1)

where

K' is of full row rank s, and K'b is estimable;

8% = y' (I - XGX' )y/ [N - r(X)] for X'XGX'X = X'X;
and

' -

Q= (K - m) (K'GK') (KD - m) . 2)

These results are derived in Searle [1971], hereafter referred to simply as LM,

at Sec. 5.5b.

Suppose we define a hypothesis
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H: K'b =n as H: 51“ = {my
(3)
ke | |m,
or more generally as
. t =
Bk o= m
. (%)
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where §

iB is estimable and Eég is not [in (3) k'b is not].

Exercise 7 ahd the end of Section 5d of Chapter 5 of LM suggest that the
F-statistic for testing (3) is indistinguishable from that for testing just
its testable part Hl: 519 =m, . This suggestion is false, as pointed
out by Hinkelmann [1972]. It is also contrary to the general result of
Sec., 5.5e that when H: 5'2 =m is a non-testable hypothesis the F-statistic
calculated by (2) is identical to that for testing H: K'Hb = m where H = GX'X .
This general result is proved in Sec. 5.5e and is correct.

Without reference to the correct general result we show the falsity of the

false suggestion; i.e., we show that the F-statistic for the non-testable hypo-

thesis (4) is not the F-statistic for its testable part H: Agig =m .

Recall that §'E being estimable is only‘:a sufficient condition for

(k! GK)'l and hence Q of (2) to exist. Estimability is not a necessary condi- .

tion. Hence whenever K = (Kl §2) of (4) is such that (K'GK)-l exists Q can be

calculated even if K'b is not estimable. Then from (2) it is clear that

~ o~

tvo _ \ ' ' -lr 1 o _
Q= K,p°% - m | K OK, K GK, K,p° - my (5)
K.b° - m K'.GK, K.GX K't® - m

~2~ ~e ~Rmml  N2a2 ~ ~e

We assume that G is symmetric. If it is not, use GX'XG' in its place. Then

the inverse matrix in Q is symmetric and since K:b is estimable, g'gg is non-

1 1
singular and so

ges, oy |7 (e o] [-me) Ke e wey ™ 1]
RE K% | 2 O :
where

W o= KIGK, - KLaK. (K'GK. )T K!GK,, . (6)

Substituting this in (5) gives
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Q-K'O-m K!'GK X' -m W
- (~ E ~1) (~1§~1) (~12 ) A E (7)
) =1,
= K'hO . - 4 o
for t = EQE m, 1(K GKl) (glh El)

I}

1v0 - x'(w° - hno
Kjb® - my - Kp(0° - bf )

1
= o -

152*311 p
where Eﬁ is the solution vector under the hypothesis H: Kib =m, as in (72),

1 p “le =~
LM p. 191. Hence in (7)

Q = Q+(Kb° -m)w (Kb° -m.) (8)
~2 ~2
1 l

for Ql being the numerator sum of squares for testing Hl: Klg =m,. Thus Q,

and hence the F-statistic for testing H of (h),iS'ggg the same as that for test-

ing Hl'

Numerical illustration
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The illustration in Chapter 5 has the following characteristics

proe — (- em

G=[0 0 0o ofH=f0 0 0 O}p° =[ Op=[u
0 3 00 1100 100 ay
0 0% O 1 010 86 a,
0 00 1 1001 32 o

We consider the hypotheses of Exercise 7. First, the testable hypothesis

for which

K} =[0 1 -1 0] m=0 (10)

K!GK, =% +% =5/6 K'b° - m

K 6K, Kb m, = 100 - 86 - 0 = 14 (11)



k-
and so
Q, = 14(5/6)1h = 6(39.2) = 235.2 . (12)
To test the non-testable hypothesis |

H o =Q

the first part of which 1s the testable Hl’ we have

K'2[01-210] m=[o07 (13)
01 00, 110 | |
KE=[3+3 3]|=45
L ¥ 31 leoe2
K'p® -m=[100-8]-[0 ]=[17] .
| 100 | f[u10] |-10

Q= [1 -10](6/6)[2 -2] [ m] = 2(12) + 5(-10)2 + 2(-2)24(-10)
, -2 5)|-10]. C ' -

Hence

= 1452, - g (14)
as derived by Dempfle [1974]). We confirm that the same value is given by (8):
o o 1 =1/ ' o
.le =% - §§l(§l.@$l) (512 < Ql)

(5/6)"X (1), using (9), (10) ana (11)

= o]-[ 0]
100 %
86 -+
| 32) Lo
=[ 0 —=-O_‘
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86 + Lha/5| |ou.b
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From (13), Eé = [0 1 0 0] and so

K'bS - = 94.h - 110 = -15.6 ,
~2rH P

And in (6),

Wed-356)7%=4%-
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so that in (8), using (12)

Q = 235.2 + (-15.6)(1/5)"1(-15.6) = 235.2 + 1216.8 = 1254

as in (14).

The general result can also be confirmed, that Q is the numerator sum of

squares for the testable hypothesis H: K'Hb = m, which with K of (13) and hence

K'H=10 1 -1 O
11 0O

‘ is the hypothesis H: [a - ag— =[ 07]. Then
poo+ al 110

§'~1{P.°-13='1h - o7l=[ 14
1130] |10 [-10
(k' HGH'K) ™" = ['5/6 %}'1 - (6/6) 2 -2
-2 5

Hence, from (2) the Q for H: K'Hb = m is

g

Q= (14 -10][2 2 [ 147 = w52
-2 5]|-10
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as in (14).
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