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Highly localized structural and spectroscopic measurements using scanning

transmission electron microscopy (STEM) enable the exploration of atomic dis-

placements in systems with nanoscale heterogeneity across a wide variety of

materials. Further, they allow for the investigation of connections between

charge, spin, lattice, and orbital degrees of freedom. These insights can have

significant implications for materials design and performance. In this work,

precise atomic position measurements are used in combination with diffraction-

and spectroscopy-based STEM modalities to investigate atomic displacements

in materials from quantum dots to thin films and bulk crystals.

First, strain defects in epitaxially connected quantum dot superlattices are

elucidated using a newly developed strain mapping technique. These measure-

ments reveal distinct defect types present in inter-dot connections. The strain

defects are then tracked as they evolve during in situ annealing in the STEM,

providing insights into the relative energetics of the strain defects and suggest-

ing design rules for improving the processing and final electronic properties of

the superlattices.

The precise measurement of atomic column positions by atom tracking in

high-angle annular dark-field (HAADF)-STEM imaging is becoming more com-

mon due to the availability and effectiveness of aberration correction. This tech-



nique holds enormous potential with respect to the study of the physics un-

derlying quantum phenomena. However, the strong channeling behavior of

the STEM probe as it propagates along atomic columns can lead to unexpected

contrast that influences atomic position measurements. One of these effects,

produced by coherently displaced anions in shared cation-anion columns, is

shown experimentally to cause measured cation positions to appear displaced

by several picometers from their true positions. The origins of this effect and

its dependence on experimental parameters are examined through multislice

simulations, and strategies for avoiding or minimizing the effect are discussed.

Oxygen deficient LaNiO3 − δ is presented as a case study for quantify-

ing atomic displacements in a sample containing coherently displaced anions

with the potential to induce anomalous atomic position measurements. First,

vacancy-ordered oxygen deficient domains are mapped in a bulk crystal us-

ing 4D-STEM. The displacement patterns associated with two distinct vacancy-

ordered phases are then extracted through careful Fourier analysis, confirming

a previously reported structure model for one phase and identifying the lattice

distortions in the second phase for the first time.

Finally, a new Jahn-Teller distorted infinite-layer structure is discussed for

which careful atomic position measurements were instrumental in determining

the structure. Here, the low sample volume and large available phase space pre-

vented a traditional structure refinement by x-ray scattering. Instead, HAADF-

and annular bright-field (ABF)-STEM imaging of multiple zone axes were used

to first reduce the phase space for an x-ray refinement and then to deduce the

true structure from multiple possible refinements. These measurements reveal

a complex and highly distorted structure dictated by competition between the

two-dimensional Jahn-Teller effect and geometric frustration induced by cou-



pling between atomic layers. Electron energy loss spectroscopy is used to fur-

ther probe the electronic structure of the material.
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CHAPTER 1

INTRODUCTION

1.1 Scanning Transmission Electron Microscopy: Principles

and Selected Techniques

Scanning transmission electron microscopy (STEM) has become an enormously

useful tool in the field of materials science. It can provide an abundance of in-

formation relating not only to structure and symmetry, but also to elemental

composition, chemical bonding and magnetic structure. STEM works analo-

gously to traditional light microscopes, but while the resolution of light micro-

scopes is diffraction-limited to a couple hundred nanometers by the wavelength

of light, the diffraction-limited resolution of electron microscopes is tunable by

the electron energy and can therefore theoretically reach the picometer length-

scale. Unfortunately for scientists, a number of other limitations come into play

before that limit can be reached. Nonetheless, modern STEM instruments can

routinely reach sub-ångström resolution [11, 107, 92] and near-picometer preci-

sion [160].

STEM enables unique measurements of materials due not only to it’s high

spatial resolution, but also it’s flexible sample preparation techniques and mod-

erately high energy resolution for spectroscopy. In comparison to other state-

of-the-art microscopy techniques such as scanning tunneling microscopy and

atomic force microscopy, which require an extremely clean sample surface and

are only sensitive to a thin surface layer, STEM specimens can be prepared

in multiple geometries including plan-view and cross-section for analysis of
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buried interfaces and defect structures. It is also a projection technique, mean-

ing that the electron beam interacts with the full thickness of the sample as it is

transmitted through. While the latter point can be beneficial for extracting infor-

mation from the full volume of a sample, for example in studying buried planar

defects in thin film heterostructures [5] or core/shell structures in nanoparticles

[16], it can also obfuscate results and necessitates judicious interpretation. The

ability of STEM to probe the full sample volume without sacrificing atomic-scale

spatial resolution is also a significant benefit over other sensitive spectroscopic

techniques such as x-ray absorption spectroscopy (XAS), x-ray photoelectron

spectroscopy (XPS), and angle-resolved photoemission spectroscopy (ARPES).

As mentioned above, a transmission electron microscope functions analo-

gously to a light microscope: the beam is produced by an electron gun and sub-

sequently focused by a series of lenses (now electromagnetic lenses as opposed

to glass lenses) onto a sample. It is transmitted through the sample, undergoing

several elastic and inelastic scattering processes, and is collected by detectors

on the other side. This basic principle of STEM is illustrated schematically in

Figure 1.1a. While electromagnetic lenses have come a long way from there first

demonstration in an electron microscope in the 1930s, they function imperfectly,

leading to the introduction of aberrations to the electron beam. These aberra-

tions, including spherical aberration, astigmatism, coma, etc., limit the spatial

resolution of the microscope. Aberration correctors seek to compensate for the

inherent beam aberrations through careful tuning of a series of quadrupolar,

hexapolar and/or octupolar lenses. In STEM, the tuned beam is focused to a

point on the sample and rastered across the sample surface, and the transmitted

electrons are collected for each scan position.

2



Figure 1.1: STEM schematic and atomic-resolution imaging of heavy and
light atoms using HAADF and ABF detectors. (a) Schematic illustration of a
STEM probe used to image a thin crystalline sample. Two annular detectors
are depicted below the sample. (b) HAADF- and (c) ABF-STEM image of a
Ruddlesden-Popper Ba3In2O6 thin film. HAADF imaging produces directly in-
terpretable atomic number (Z) contrast, while ABF imaging is more sensitive to
light elements such as the oxygen atoms visible in c.

The incident beam interacts with the sample by two main classes of scat-

tering mechanisms: elastic and inelastic. Elastically scattered electrons are pri-

marily used to extract structure and symmetry information, while inelastically

scattered electrons provide chemical and bonding information about the sam-

ple. Several different geometries and types of detectors are available, which

are sensitive to distinct scattering mechanisms and therefore allow for different

types of quantitative measurements. Often, multiple signals can be detected

simultaneously, increasing the efficiency of measurements. The following sec-

tions will discuss the function and applications of the detectors and associated

techniques that are used throughout the work presented here.
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1.1.1 HAADF- and ABF-STEM imaging

Most commonly, STEM imaging is performed with annular detectors. These

detectors integrate transmitted electrons over a user-defined range of collec-

tion angles at each scan position. The chosen collection angle range dictates

the contrast mechanisms in the resulting image and the associated sensitivity

to different elements. High-angle annular dark-field (HAADF) imaging, as its

name suggests, integrates over high scattering angles (usually > 3× the conver-

gence angle of the incident probe), and produces image contrast that scales with

atomic number (Z) as Z∼ 1.7 [78, 143]. It is therefore most sensitive to heavy ele-

ments. An example HAADF-STEM image of a Ba3In2O6 thin film is presented in

Figure 1.1b. Since Ba (Z = 56) and In (Z = 49) are fairly close in atomic number,

there is very little difference in contrast between atomic columns in this case.

It is clear, however, that the light, oxygen atomic columns are not visible. Since

HAADF imaging is dominated by Z contrast, it can be used to precisely quantify

the positions of atomic columns in a crystal down to the picometer scale [9, 132].

This is especially useful in the study of quantum materials, where subtle, local

heterogeneity in atomic structure can dictate materials properties.

Figure 1.1c shows an image acquired simultaneously to that in Figure 1.1b

by integrating over a different range of collection angles to produce an annular

bright-field (ABF) image. In this imaging modality the contrast is inverted, with

atomic columns appearing dark on a light background. To form an ABF image,

the transmitted electrons are integrated over an annular detector that sits within

the limits of the bright disk (i.e., it is integrated from approximately one half the

incident beam convergence angle up to, but not exceeding, the convergence an-

gle). The resulting images display both heavy and light elements, as shown

4



in Figure 1.1c. While ABF contrast is more sensitive to variations in thickness,

sample tilt, and probe defocus than HAADF contrast, it is more directly inter-

pretable than traditional bright-field imaging with a solid disk detector [40]. It

can therefore be used, for example, to measure the evolution of oxygen octahe-

dral tilts across perovskite oxide heterointerfaces, which have important impli-

cations for the properties of oxide heterostructures [6]. More detailed discussion

of the effects of various imaging parameters on ABF contrast can be found in the

following references [62, 110].

Regardless of the detector and collection angles chosen, any STEM image

may be affected by scan artifacts. These could be caused by thermal drift of the

stage, mechanical vibrations, electrical noise in the scan coils, etc. To minimize

artifacts due to stage instability, it is often useful to acquire many frames of the

same field of view at a fast scan rate and subsequently align and sum the frames

to obtain a high signal-to-noise ratio (SNR) image. The Kourkoutis group has

previously developed a method for rigid registration of low SNR image frames

by cross correlation of every frame with every other frame in an image stack.

This strategy minimizes the risk of so-called unit cell hops during cross correla-

tion of low SNR frames of periodic lattices. More information on the technique

can be found in the original publication [133] and in the doctoral thesis of Sav-

itzky [131]. Minimizing artifacts caused by thermal instability is particularly

important for in situ temperature-controlled experiments as will be discussed

briefly in Section 1.1.4.
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1.1.2 4D-STEM

While the conventional STEM detectors discussed up to this point record a sin-

gle intensity value for each scan position, a relatively new technique, referred

to as 4D-STEM, collects the entire 2D convergent beam electron diffraction pat-

tern for each scan position. It can therefore be used to extract a wide range

of sample characteristics including local phase [136, 20], orientation [30, 41],

strain [57, 116], medium range order [66], and electromagnetic fields [54, 73].

It can even be used to reconstruct the full complex sample potential in a tech-

nique called ptychography [121, 154, 36, 91]. This technique was recently used

to achieve the record spatial resolution of < 20 pm in a PrScO3 crystal, limited

by the thermal vibrations of the atoms [26].

The rise in popularity of 4D-STEM has been linked to the development of

high-efficiency direct electron detectors that enable the technique. These de-

tectors are advantageous for 4D-STEM experiments due to their high detective

quantum efficiency (DQE) and high SNR compared to scintillator-based detec-

tors. More conventional CCD cameras are relatively ill-suited as they have lim-

ited readout speed and low dynamic range. There are currently two types of 4D-

STEM detectors on the market, each with distinct benefits and drawbacks. Hy-

brid pixelated detectors (PADs) exhibit fast readout speeds and high dynamic

range, which allows features within the bright disk of the scattered beam to be

resolved at the same time as dim features at high scattering angles [24, 141].

These detectors currently contain limited numbers of pixels, however. Mono-

lithic active pixel sensor (MAPS) detectors are able to accommodate a larger

number of pixels with good readout time, but have low dynamic range due to

the lower per-pixel saturation value [96, 39, 34].
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Figure 1.2: 4D-STEM analysis of a monolayer PbSe quantum dot superlattice.
A 4D-STEM detector collects a 2D diffraction pattern for every scan position
in a 2D array, leading to incredibly information-rich datasets. (a) A "virtual"
ADF image calculated by summing the intensity at each scan position over a
virtual annular detector in diffraction space. The diffraction pattern summed
over all scan positions is shown in the inset with the virtual detector overlaid.
(b,c) Diffraction patterns summed over the regions indicated by green (b) and
pink (c) boxes in a. The summed diffraction patterns for each quantum dot (QD)
were used to identify their out-of-plane orientations [30].

Figure 1.2 shows an example of a 4D-STEM dataset used to identify the out-

of-plane orientation of each quantum dot (QD) in a monolayer assembly [30].

Panel a of Figure 1.2 shows a "virtual" ADF image calculated by summing the

collected intensity over an annular detector overlaid on the 2D diffraction pat-

tern for each scan position. This method can be used to form "virtual" images

for any arbitrarily defined detector geometry, including traditional STEM de-

tector geometries like bright field (BF), ABF, and ADF. The diffraction pattern

summed over all scan pixels is inlaid in Figure 1.2a. Figure 1.2 b and c show

the diffraction patterns summed over 7 × 7 pixels for each of two QDs noted

by green and pink boxes in panel a. In order to extract the orientation of each

QD, their diffraction patterns were matched to a library of simulated diffrac-

tion patterns covering a wide range of orientations using a template matching

algorithm. Note that the experimental parameters here were chosen to ensure

that the Bragg disks were separated in the diffraction plane. This is necessary
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for many types of 4D-STEM analysis including orientation mapping (as shown

here) and strain mapping. The extent of separation of Bragg disks is a func-

tion of both the crystal lattice of the sample and the convergence angle of the

incident probe. As the convergence angle is inversely related to the size of the

STEM probe (and therefore the achievable spatial resolution), it is important to

consider the trade-off between the two when planning a 4D-STEM experiment.

This can be a significant limitation in experiments where high spatial resolution

(unit cell level or better) is required, for example in strain mapping of epitaxially

connected quantum dot superlattices as discussed in Chapter 2.

Analysis of 4D-STEM data is often complicated due to the volume of data

and the density of information contained therein. Furthermore, measurements

can be skewed by the myriad factors influencing the the diffracted beam inten-

sities, including thickness variations, crystal tilt, and multiple scattering effects

(dynamical diffraction). As the technique grows in popularity, computational

approaches are being actively developed to make analysis of 4D-STEM data

more robust and streamlined [135, 116, 164, 21]. One method recently devel-

oped to reduce the effects of sample mistilt and thickness variation on Bragg

disk intensity is the exit wave power cepstrum (EWPC) [116], which will be dis-

cussed in Chapter 4. For further discussion of the wide variety measurements

possible with 4D-STEM, the reader is referred to a useful review provided by

Ophus [114].
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1.1.3 Spectroscopy

Beyond structural information from direct imaging or diffraction methods,

STEM can provide a wealth of chemical and bonding information from inelas-

tic interactions between the incident beam and bound electrons in the sample.

There are two primary techniques used to measure these interactions: elec-

tron energy loss spectroscopy (EELS) and energy dispersive x-ray spectroscopy

(EDX or EDS). Both techniques probe nominally the same scattering mecha-

nism, wherein an incident electron excites a bound electron in the sample into

an unoccupied state above the Fermi level. EELS measures the energy lost by

the incident electron by dispersing the transmitted beam with a magnetic lens

onto a detector. EDX detects the energies of x-rays that are emitted as the excited

electron relaxes back into the lower energy state. Both techniques therefore pro-

duce signals characteristic of particular elements and electronic transitions. In

combination with the scanned, sub-ångström probe, these characteristic signals

can then be used to map and quantify elemental composition from the micron-

or nano-scale (for example in nanocrystals as shown in Figure 1.3) down to the

atomic-scale as in Figure 1.4.

It is important, when measuring composition of a sample, to consider its 3D

structure, since the signal for a given probe position is collected from the full

projected thickness at that position. This is exemplified by line profiles (Fig-

ure 1.3c) of the Mn and Fe EELS intensities in an Fe3O4/MnFe2O4 core/shell

nanocrystal taken across the nanocrystal, as indicated by the dashed box over-

laid on the elemental map in Figure 1.3b. The Mn intensity does not drop to zero

in the middle of the nanocrystal as one might naively expect, because the beam

is still passing (and scattering) through layers of MnFe2O4 shell on the front and
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Figure 1.3: STEM-EELS elemental mapping of an Fe3O4/MnFe2O4 core/shell
nanocrystal. (a) Simultaneously acquired ADF-STEM image. (b) False-colored
map of the Mn and Fe signals in red and green, respectively. (c,d) Individual
elemental maps of the Mn and Fe signals. (e) Line profiles of the Mn and Fe sig-
nals from the dashed box indicated in b, clearly showing the Mn/Fe core/shell
structure of the nanocrystal. It is important to consider the projection nature of
STEM when measuring 3D structures such as this. For example, the Mn sig-
nal does not drop to zero in the middle of the nanocrystal, as the beam passes
through the MnFe2O4 shell on the front and back faces of the nanocrystal along
the projection direction. Here, elemental mapping was used to estimate the
shell thickness in strained core/shell nanocrystals to assess the effect of strain
on Li-ion diffusion in the nanocrystals [15].

back faces of the nanocrystal along the projection axis.

An example of atomic-resolution elemental mapping using EDX is shown

in Figure 1.4 for a Sn-doped Ba3In2O6 thin film. Panel a presents an ADF image

acquired simultaneously with the EDX signal, and panel b shows a false colored

map of the elemental signals for Ba, In, and Sn in magenta, cyan, and yellow, re-

spectively. The individual elemental maps are included in Figure 1.4d-f. Here,

there was interest in where the Sn dopants were incorporated into the atomic

lattice. The vertical line profile in Figure 1.4c shows that the dopants preferen-

tially sit on In sites.

10



Figure 1.4: Atomic-resolution elemental STEM-EDX mapping of a Sn-doped
Ba3In2O6 thin film. (a) Simultaneously acquired ADF-STEM image. (b) False-
colored map of the Ba, In, and Sn integrated signal intensities in magenta,
cyan, and yellow, respectively. (c) Line profiles of the In and Sn signals from
b summed horizontally, showing the Sn dopants sit preferentially on In sites.
(d-f) Individual elemental maps of Ba, In, and Sn, respectively. The Ba signal
was summed over the Ba-L and Ba-Kα peaks; the In signal was summed over
the In-Lα2,1, In-Kα, and In-Kβ peaks, and the Sn signal was summed over the
Sn-Lγ1 and Sn-Kα peaks. Each elemental map was denoised using PCA, sub-
tracting the bottom 5% of components.

While EDX and EELS can both be utilized for atomic-resolution elemental

mapping, they have different cross-sections and therefore signal strengths. EDX

data can be collected over an enormous energy range (up to tens of keV), while

the EELS signal is limited by low scattering cross sections for edges over a cou-

ple thousand eV. Recent improvements in EELS detectors have made it possible

to access higher energy edges with reasonable signal-to-noise ratio (SNR), but
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the range is still significantly lower than that of EDX. On the other hand, the

x-ray yield for EDX is relatively low, meaning acquisition times for STEM-EDX

maps are much longer than for STEM-EELS maps. This is because x-rays are

emitted from the sample isotropically in all directions, and thus the collection

efficiency is limited by the solid angle of the detector. Additionally, the x-ray

fluorescence yield drops off at low atomic numbers, exacerbating the problem

for light elements. The low x-ray yield can be a significant limitation of EDX,

particularly for dose-sensitive samples or in situ experiments where sample sta-

bility is a challenge. Ultimately, both techniques can provide detailed elemental

information at the atomic scale, and there are particular use cases where each

holds advantages over the other. A more detailed technique comparison can be

found in chapter 1.5 of Egerton’s textbook: Electron Energy Loss Spectroscopy

in the Electron Microscope [37]. In addition to elemental mapping, EELS can

be used to access local bonding environments and electronic states. As this is

the focus of the spectroscopy work presented here, the remainder of this section

will focus on EELS analysis.

The EEL spectrum is formed by the unscattered and forward-scattered elec-

trons, dispersed in energy by a magnetic prism and then collected by a detector.

It is displayed as the energy lost to the sample by the incident electron. The

spectrum comprises two regions: the low-loss region (Figure 1.5a), spanning

from 0 eV to ∼ 50 eV, and the core-loss region (Figure 1.5b), which refers to

energy losses from ∼ 50 eV onward. The low-loss region includes the unscat-

tered electrons, or zero-loss peak (ZLP) at 0 eV, phonon and plasmon scattering,

and other valence excitation information between 0 and ∼ 50 eV. This energy

range typically contains many overlapping signals and can thus be challeng-

ing to interpret. Low-loss signals are also delocalized over atom sites, which
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Figure 1.5: EEL spectra and atomic-resolution elemental maps of a
CaSnO3/GdScO3 interface. (a) low loss and (b) core-loss spectra summed over
the field of view shown in c-g. (c) ADF-STEM image of the CaSnO3/GdScO3 in-
terface and (d-f) simultaneously acquired elemental maps of the (d) Ca-L2,3, (e)
Sn-M4,5, and (f) Sc-L2,3 EELS edges. (g) False-colored elemental map with Ca, Sn,
and Sc intensities shown in red, green, and blue, respectively. (h) Line profiles
of the Ca, Sn, and Sc signals from g summed horizontally showing intermixing
over a few unit cells at the interface.

has traditionally limited their usefulness for spatially resolved mapping [104].

Recent advances in monochromation and momentum-resolved EELS, however,

have improved the achievable spatial resolution for specific scattering geome-

tries, leading to renewed interest in the low-loss regime [55, 53, 149].

The core-loss region comprises edges formed by core-level excitations. Each

edge is characteristic of a particular element and transition from a core energy

level to an unoccupied state above the Fermi level. The edges are named ac-

cording to their associated transitions (e.g. Ca-L2,3 or O-K as shown in Figure
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1.5b). They can therefore be used for atomic-resolution elemental mapping as

shown in Figure 1.5d-g. Analogous to Figure 1.4, panel c of Figure 1.5 shows an

ADF image acquired simultaneously with the EELS signal, and panel g shows a

false-colored elemental map formed by the Ca-L2,3, Sn-M4,5, and Sc-L2,3 EELS

edge signals in red, green, and blue, respectively. The individual elemental

maps are shown in Figure 1.5d-f. Prior to integrating the edge intensities, the

background, formed by high-energy tails of valence-level excitations and lower-

energy core-level excitations, must be removed. This is typically done by fitting

the region of spectrum just before the edge to a power law (or linear combina-

tion of power laws) function. At high energy, as the background flattens out,

an exponential function can also be a good choice. More detailed discussions of

background subtraction for core-loss edges can be found in the following refer-

ences [28, 46, 37].

Beyond elemental composition, EELS contains rich information about local

bonding and electronic structure encoded in the shape of each core-level edge,

known as the energy-loss near-edge structure (ELNES). To first approximation,

the ELNES represents the local unoccupied density of states available to the

excited electron. It can therefore be used to map subtle variations in bonding

[105, 163, 48] and valence state [111, 106, 155, 123]. Qualitatively, the near-edge

structure often contains features characteristic of particular bonding environ-

ments. The near-edge structure of the C-K edge, for example, has distinct re-

gions associated with π∗ and σ∗ antibonding orbitals, allowing for differentia-

tion between the diamond, graphene, and amorphous carbon allotropes [105].

It is sometimes also possible to use core-loss edges to robustly differentiate be-

tween valence states, for example by shifts in the energy of the edge onset or by

the so-called white-line ratio calculated from the L2,3 edge [120, 127]. In calculat-
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Figure 1.6: O-K edge ELNES analysis of CaCoO2.5 and CaCoO2 thin films and
a SrTiO3 substrate. Area-averaged EEL spectra for CaCoO2.5 and CaCoO2 thin
films in blue and red, respectively, and a SrTiO3 substrate in black. The SrTiO3
is a prototypical O-K edge exhibiting three main regions. The first two features,
labeled 1a and 1b correspond to O 2p and Ti 3d hybridized states. The feature
labeled 2 corresponds to hybridization between O 2p and Sr d bands and the
features labeled 3 and 4 relate to hybridization with higher energy metal states.
The CaCoO2.5 and CaCoO2 spectra present a more complex case. The Co ions
in the CaCoO2.5 and CaCoO2 films have different valence states and different
coordination geometries with the O2- ligands, leading to differences in the local
electronic structure and corresponding variations in the shape of the edge. In
particular, a suppression of the distinct pre-peak (labeled a) is observed in the
region of the O-K edge associated with hybridization between O 2p and transi-
tion metal d orbitals consistent with a nominal electron configurations of 3d6 to
3d7 for the CaCoO2.5 and CaCoO2 films, respectively. The emergence of a shoul-
der in the CaCoO2 spectrum (labeled b) has been attributed to ligand hole states
analogous to those noted in a similar structure [48].

ing white-line ratios, one must be careful to avoid artifacts induced by multiple

scattering effects, which influence the intensity of the post-edge. In very thin

specimens, these measurements can be used to investigate interface effects in

oxide heterostructures or other local defects in the crystal lattice [106, 8].

In 3d transition metal perovskite oxides, the O-K edge is particularly useful,
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as it is largely formed by transitions from the 1s to 2p states. It is thus highly

sensitive to hybridization between the O 2p and the transition metal 3d orbitals.

The near-edge structure can therefore be interpreted with respect to crystal field

and exchange splitting [31, 79], providing significant insights into the oxygen

coordination geometry as well as the valence states of the cations. The O-K

edge of SrTiO3, shown in black in Figure 1.6, represents a well-studied example

of some of these effects. There are three main regions of this edge. The first ∼ 5

eV correspond to excitations into the hybridized O 2p and the transition metal 3d

orbitals that split into the t2g and eg bands. This results in the first two features

of the edge, labeled 1a and 1b. The second region spans from approximately 5 to

10 eV and corresponds to hybridized states between the O 2p and A-site cation d

bands (Figure 1.6 feature 2). Finally, the rest of the edge relates to hybridization

with higher energy metal bands. In the case of SrTiO3, features 3 and 4 in Figure

1.6 relate to the Sr 5p and Ti 4sp states. The CaCoO2.5 and CaCoO2 O-K spectra

also included in Figure 1.6 represents a more complicated system where this

type of analysis can nonetheless provide some insights. Interpretation of these

spectra will be discussed in detail in Chapter 5.

More detailed discussions of the theory of core-loss EELS, first described in

the quantum mechanical framework by Hans Bethe [13, 14], can be found in

the following useful references [77, 37]. The following also provide excellent

reviews of ELNES analysis [126, 71, 138].
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1.1.4 In situ temperature control

The ability to vary the temperature of a sample in the STEM opens the door

to studying many exciting phases that exist only above or below room tem-

perature. Cryogenic STEM in particular enables measurements of may exotic

quantum phenomena that exist only at low temperature, including electronic

transitions, charge density wave phases, and superconductivity [171, 97]. Ef-

forts toward low temperature imaging go back nearly as far as the invention

of the TEM itself [61], and there has been a significant resurgence of interest in

recent years.

In materials science, cryogenic cooling in the (S)TEM is typically achieved

using a conventional side-entry holder with a small dewar attached to the end.

The dewar is filled with a cryogen (usually liquid nitrogen, LN2) and coupled

to the sample cradle by a copper rod. One challenge of cryo-(S)TEM is that the

length of the copper rod leads to a temperature gradient between the dewar

and sample, which results in significant sample drift even when the sample is

nominally at the base temperature. Additionally, mechanical instabilities due to

bubbling of the LN2 in the dewar can be coupled to the sample. Scan artifacts

due to these instabilities can be significantly reduced by acquiring a series of

images with a low pixel dwell time and subsequently aligning and summing

the images using a rigid registration technique as discussed above [133].

Besides accessing low temperature phases, in situ cooling can also be used to

greatly reduce sample damage in beam-sensitive samples and to "freeze out"

the buildup of carbon contamination under the beam. Of course, an entire

field has sprung up around the former capability with respect to imaging bi-

ological samples. In materials research, the latter is particularly beneficial to
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the study of nanocrystals, which are often covered in organic ligands that pre-

vent the nanocrystals from agglomerating during solution processing. These or-

ganic molecules diffuse under the electron beam and build up during imaging.

Common sample cleaning techniques like plasma cleaning or heating are often

not good options for nanocrystal samples as they risk modifying or damaging

the nanocrystals. Cooling the samples to liquid nitrogen temperature prevents

diffusion of organic molecules and the associated contamination and is thus a

good choice for otherwise sensitive samples. This concept is also useful for bulk

and thin film samples that are particularly air and temperature sensitive as is

demonstrated in Chapter 5.

It should be noted that the conventional cryo STEM holders described above

can only be operated at room temperature or the base temperature reached by

the cryogen (∼ 96 K for LN2). In situ heating holders, on the other hand, can

be set to any intermediate temperature between room temperature and a max

temperature, with the max temperature and minimum step size dictated by the

holder specifications. There are several commercial holders available that use

microelectromechanical (MEMS) devices to achieve this functionality. These de-

vices provide good thermal and mechanical stability because the heated area is

so small (∼ 300 × 300 µm). Each chip is essentially a miniature electric heat-

ing coil covered in a silicon nitride membrane upon which the sample sits. The

temperature is controlled via four electrical contacts, two of which apply a volt-

age while the other two measure the current and thereby the temperature. In

addition to their good thermal stability, recent advances in the design of these

MEMS devices have limited the bulging of the membrane caused by thermal

expansion. It is therefore straightforward to track a region of interest through

heating cycles. This functionality was leveraged to track the evolution of strain
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defects upon thermal annealing in connected quantum dot superlattices as dis-

cussed in Chapter 2.

In an exciting next step, a holder has recently been developed that combines

the capabilities of liquid nitrogen cooling and MEMS-based heating to enable

continuously variable in situ temperature control between ∼ 100 and 1000 K

[47]. This level of temperature control holds significant promise for tracking

and understanding phase transitions, including effects of local heterogeneity

that are not accessible by other probes

1.2 Thesis outline

In this work, I will highlight the capability of STEM to elucidate atomic dis-

placements in systems with nanoscale heterogeneity across a wide variety of

systems for materials discovery and advancement. In Chapter 2 I will discuss

the quantification of defects in epitaxially connected quantum dot superlattices,

also known as quantum dot solids. Here, STEM enabled the identification of

distinct strain defects that contribute to disorder and inhibit carrier delocaliza-

tion in these materials. I will discuss the development of a new strain mapping

technique for quantifying these defects and its utilization to study the evolution

of defects upon in situ thermal annealing.

While a bespoke method was necessary to quantify strain in quantum dot

superlattices, the most direct way to assess atomic displacements is through

atom tracking of each atomic column in a STEM image. This has become an

invaluable technique in the field of quantum materials where such measure-

ments can elucidate ordering mechanisms and local heterogeneities in systems
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exhibiting ferroelectricity, periodic lattice displacements and other strongly cor-

related electron phenomena. In Chapter 3 I will examine artifacts that can arise

in atom tracking measurements of distorted perovskites due to electron chan-

neling effects. I will demonstrate experimentally and through simulation that

cation sites in distorted perovskites can appear displaced by several picome-

ters with respect to their true positions in shared cation-anion atomic columns

where the anions are coherently displaced. I will then discuss the magnitude

and dependencies of the apparent displacements and ways by which they can

be minimized or avoided. Chapter 4 will present an example study where

oxygen-channeling induced artifacts were avoided through careful data anal-

ysis. In this chapter, the domain structure of oxygen vacancy ordered phases

of LaNiO3-δ was mapped using 4D-STEM and the lattice displacement patterns

associated with the δ = 0.5 and 0.25 phases were elucidated.

Chapter 5 discusses an additional system, CaCoO2, where careful atomic

position measurements were instrumental in determining the structure of a new,

highly distorted infinite-layer phase. Here, HAADF- and ABF-STEM imaging

were used to first reduce the phase space for a partial x-ray refinement and to

ultimately determine the correct structure from multiple potential refinements.

Further, the electronic structure of CaCoO2 was investigated using EELS in the

context of its demonstration as the first reported 2D Jahn-Teller effect in a metal-

oxide compound.
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CHAPTER 2

MAPPING DEFECT RELAXATION IN QUANTUM DOT SOLIDS UPON

IN SITU HEATING

2.1 Background

Epitaxially connected superlattices of quantum dots, called quantum dot solids

(QDS), present an exciting route toward designer electronic materials with tun-

able miniband structures [69, 68]. While traditional quantum dot (QD) thin

films have found use in a wide variety of devices including field effect transis-

tors, photovoltaics, and photodetectors [130, 125, 64, 161, 159, 58, 109, 88], intro-

duction of the oriented attachment process to form ordered superlattices with

epitaxial connections between neighboring QDs provides two key advantages.

Namely, superlattice geometry provides an additional knob with which to tune

electronic structure [69, 68, 146], and epitaxial connections provide strong elec-

tronic coupling between QDs allowing for charge delocalization [69, 32, 129].

The hierarchical nature of QDS films allows control over the electronic structure

via the size, shape, and composition of the QD building blocks, as well as the

geometry of the superlattice. This results in tunable band gaps for electronic

device applications [12, 38, 23, 156, 2], as well as exotic, theoretically predicted

miniband structures such as Dirac cones, topological edge states, and nontrivial

flat bands for QDS films in the 2D limit [68, 87, 117].

Whitham and coworkers, however, recently showed that charge delocaliza-

tion, upon which this rich opportunity space is contingent, is limited by disorder

in the films [156]. Faulty epitaxial connections cause variation in the electronic

coupling between QDs, which subsequently disrupts formation of a miniband
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structure [156, 134]. Recent work has attempted to elucidate the origin of re-

duced electronic coupling by identifying the types of dislocations possible in

imperfectly attached QDs and their removal pathways [112, 113], and quanti-

fying positional and orientational disorder [134, 93, 122]. The latter study also

noted the presence of strained bridges between imperfectly oriented QDs even

when the atomic lattice remained coherent, and suggested the need for further

exploration.

Thermal annealing has been proposed as a method to heal faulty epitaxial

connections, thus recovering proper electronic coupling and charge delocaliza-

tion. For example, in situ TEM experiments have shown that randomly attached

PbSe nanocrystals undergo multiple rotation and interface relaxation steps at

100-150◦C in order to fuse into larger single crystals [145]. More recently, trans-

port measurements and X-ray scattering techniques demonstrated an increase

in carrier mobility and accompanying decrease in mosaicity and microstrain

upon heating, which was attributed to a decrease in the density of edge dislo-

cations and point defects [152]. However, to understand how defect relaxation

takes place and to what extent it occurs, local, atomic-scale visualization during

in situ heating is necessary.

In this work we use atomic-resolution high-angle annular dark-field scan-

ning transmission electron microscopy (HAADF-STEM) imaging in combina-

tion with in situ heating to identify the nature of defects present in PbSe QDS

monolayers and to visualize their evolution upon thermal annealing. Utiliz-

ing local strain mapping and QD orientation tracking, we distinguish between

tensile, shear, bending, and twisting defects present in epitaxial connections.

Tracking distinct defect types, we find that tensile and shear defects are fully
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relaxed upon heating to 150-200◦C, while bending defects remain, suggesting

different energies associated with these defects.

2.2 Results and discussion

We fabricated QDS monolayer films composed of ∼ 6 nm PbSe QDs connected

along the 〈100〉 crystallographic directions using interfacial assembly [156]. In

order to apply stable, rapid heating, we used an in situ TEM heating holder

(DENSsolutions Wildfire system). Localized heating provided by a MEMS de-

vice with ∼ 20 nm thick SiN support windows allowed us to track a region of in-

terest through multiple heating cycles, acquiring atomic-resolution images over

∼ 100 nm fields of view. All images used for strain analysis in this work were ac-

quired at room temperature between heating cycles and consist of single STEM

scans in order to minimize electron beam effects due to multiple exposures. Fur-

thermore, the beam was blanked or well away from the areas of interest during

annealing to avoid affecting the annealing process. We note that carbon con-

tamination buildup during imaging can suppress annealing effects especially at

modest annealing conditions and therefore has to be avoided.

After mild heating at 150◦C for 30 minutes we observe several local struc-

tural changes, examples of which are shown in Figure 2.1. In agreement with

recent ex situ TEM experiments [152], we find that some of the necks between

QDs widen upon heating (Figure 2.1a), presumably due to surface diffusion

driven by reduction in surface area. A schematic representation of this process

is shown in Figure 2.1b. Additionally, we observe new epitaxial connections

forming, often accompanied by rotation of one or more QDs into better align-
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Figure 2.1: Examples of local heating effects in an epitaxially connected square
superlattice of PbSe QDs. (a,c) HAADF-STEM images of two regions of a PbSe
QDS monolayer before (left) and after (right) heating for 30 minutes at 150◦C.
(b,d) corresponding schematic representations of the changes observed in a and
c. Scale bars are 3 nm.

ment with its neighbor, as shown in Figure 2.1c,d. We expect such rotations

occur only when the total strain energy for all nearest neighbor connections is

decreased, as we discuss in detail below. Though several instances of neck for-
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mation were observed, a statistical analysis of the overall connectivity is outside

the scope of the current study and is not reported here. From these observations,

we conclude that heating to 150◦C allows atomic motion and even rotation of

full QDs despite the Van der Waals interactions with the SiN surface they sit

on. We note that due to the projection nature of STEM we cannot quantify the

extent of the rotation by imaging alone. However, based on our previously re-

ported work using nanobeam diffraction mapping with 4D-STEM, we expect

that most rotations are less than six degrees [30]. Rotation of a QD to match the

crystallographic orientation of one of its neighbors can then enable formation

of a new connection between them. Relative rotations between QDs that are

already epitaxially connected appear to be driven by reduction in the strain in

the connection. From direct visualization, we identify four discrete strain states

that exist in QD connections, namely: twisting, bending (in-plane (IP) and out-

of-plane (OP) being possible), shear and tension.

We utilize two methods to measure these strain states and assess their evo-

lution upon heating. To measure IP bending, shear and tension, we locally fit

the atomic lattice fringes using 2D sine functions, an approach formerly devel-

oped for scanning tunneling microscopy [119], and to measure twisting and

OP bending we identify the OP orientation of each QD in the film using local

Fourier transforms [93]. Previously, strain mapping was achieved using geo-

metric phase analysis (GPA) [65]. However, drawbacks become apparent when

applying GPA to this QDS system, which is composed of a superlattice of QDs

representing individual and imperfectly aligned crystalline domains and con-

taining defects characterized by highly localized strain. The first drawback re-

sults from the fact that GPA relies on identification of a fixed reference lattice.

Given the multitude of crystalline domains present in our samples, any phase
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images resulting from GPA analysis appear very convoluted and are difficult

to interpret. This difficulty is partially due to phase wrapping artifacts, which

not only introduce nonphysical singularities, but can also obfuscate real fea-

tures caused by defects. Though it is possible to unwrap or avoid these artifacts

to an extent, each method thereof introduces its own complications [119, 65].

The other advantage of our real space method is it provides highly local infor-

mation, maintaining accuracy for high-magnitude and nonuniform strain re-

gions, where the accuracy of GPA suffers [166, 119]. A local version of GPA

has been developed, which utilizes the windowed Fourier transform algorithm

to improve upon these limitations [166]. However, it still exhibits the same

drawbacks related to phase wrapping. Real space strain mapping was recently

demonstrated for multigrain nanocrystals by fitting 2D Gaussian functions to

the atomic columns of a STEM image and calculating displacements from the

ideal lattice [108]. This method, however, still requires a fixed reference lattice

and is limited to crystals which are perfectly aligned along the optic axis, mak-

ing it unsuitable for our system.

In our sine wave fitting approach, we Fourier filter one pair of Bragg peaks

at a time and locally fit 2D sine functions to the resulting real space image using

a fit window of ∼ 1.5 times the wavelength of that lattice spacing. Given the

rock salt crystal structure of PbSe, we use the (200) and (2̄00), and (020) and

(02̄0) Bragg peaks for the a and b directions, respectively, and a fit window size

of ∼ 5 Å. For each pair of {200} Bragg peaks, the fit directly yields the local lattice

spacing and the in-plane lattice rotation, which can then be used to obtain the

local tensile and shear strains across the field of view. More detail on this process

can be found in the methods section (Section 2.4.1).
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Figure 2.2: Examples of tensile (a), shear (b), and bending (c) strain states in
necks between QDs. From left to right, each row shows a HAADF-STEM image
of two QDs and the neck region between them, a schematic representation of
the strain in the relevant lattice planes, and maps of the tensile strain, εnn, and
rotation, θ, for the lattice vector indicated in the upper left corner of each map.
The most characteristic map for each strain type is outlined in black.

Figure 2.2 presents examples of characteristic tensile strain and rotation

maps for both a and b directions for each of the three strain states. While it

is possible for a given neck to exhibit multiple strain types, these examples have

been chosen such that one defect type is clearly dominant. In all maps, a gray

mask is applied where the lattice fringe amplitude is below one tenth of the

maximum amplitude. This occurs in voids between QDs and for QDs that are

tilted far off of the zone axis. Furthermore, the masks for the a and b directions
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are defined independently and do not match exactly. This is because, due to

the OP misalignment of the QDs, both sets of lattice fringes are not always vis-

ible. The local lattice spacing has been converted to engineering tensile strain

using the relation εnn = (λn − λn,avg)/λn,avg, where the subscript n refers to the

Bragg frequency it is being applied to, while the rotation values (which could

be used to calculate shear strain) are simply presented as the angular difference

from the average and are thus related to shear strain. The advantage of plotting

rotation values is that it allows us to retain the local orientational information

needed to unambiguously identify bending between neighboring QDs. Tensile

strain states can be easily identified as areas of high intensity in the tensile strain

maps like that shown in Figure 2.2a, where a tensile defect is evident in the neck

region in the longitudinal (parallel to the connection axis) lattice map. This ef-

fect in the longitudinal lattice is represented schematically in the second panel

of Figure 2.2a.

The relationship between the rotation map and shear strain is somewhat

more complex, as the strain would be given by the deviation of the difference

between the a and b lattice vector rotations from ninety degrees (the ideal lat-

tice). Therefore, in the rotation maps, shear strain can be identified by high

magnitude features which appear for only one lattice direction. An example of

this is shown in Figure 2.2b, where the rotation map for the transverse lattice

vector (perpendicular to the connection axis) exhibits high magnitude intensity

at the bridge. We note that bridges containing a shear or tensile strain defect

often contain the other strain type as well, though with a lower magnitude. We

believe the presence of one strain defect at a bridge decouples the lattice enough

such that other strain defect types may be introduced at a lower energetic cost.

Additionally, we find that in the case of both tensile and shear defects, the strain
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is localized to only a few atomic planes.

Finally, bending strain defects are characterized by a change in the rotation

value of one QD compared to its epitaxially connected neighbor as schemati-

cally shown in the transverse lattice in panel two of Figure 2.2c. For a square

atomic lattice, which is preserved in the core of the QDs, the observed change

should be the same in both orthogonal lattice directions. In strained neck re-

gions, however, shear strain can give rise to additional variations in the individ-

ual rotation maps as discussed above. We therefore focus on the relative lattice

rotation at the core of neighboring QDs for identification of bending strain de-

fects. Additionally, in keeping with bending in a macroscopic beam, the tensile

strain map for the longitudinal lattice vector may exhibit a compressive region

on the inner edge of the bend and/or a tensile region on the outer edge. How-

ever, due to other contributions in the neck region this strain distribution is not

consistent between bridges, making it a less reliable metric for identification of

bending strain defects.

The results discussed so far focus on single epitaxial connections between

two QDs and demonstrate that our local lattice mapping approach allows us

to differentiate between tensile, shear and bending strain states. For all results

shown in this work, the error associated with the tensile strain and rotation

maps is significantly lower in magnitude than the features characteristic of all

three strain defect states. Additional details of measurement error are discussed

in the Methods (Section 2.4.1). We note that this strain mapping method quan-

tifies in-plane strain; out-of-plane strain contributions are not extracted. Addi-

tionally, QDs which do not display lattice fringes due to large out-of-plane mis-

alignment will be excluded. The method requires that the Fourier space mask
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Figure 2.3: Evolution of tensile, shear, and bending strain states upon in situ
heating. (a,b) HAADF-STEM images of a region of QDS film before (a,c,e) and
after (b,d,f) heating for 50 minutes at 150-200◦C, with corresponding tensile
strain (c,d) and rotation (e,f) maps. Examples of tensile and shear strain are
outlined by dashed and dotted lines, respectively, in c and e. Upon heating, the
strain disappears, as shown in d and f.

size be carefully chosen so as not to artificially limit the magnitude of tensile

strain and rotation extracted.

Having identified the characteristic features present in the tensile strain and

rotation maps, we consider how tensile, shear, and bending strain defects evolve

in a region of a monolayer film after heating first for 30 minutes at 150◦C and

then for an additional 20 minutes at 200◦C. We consider the initial and final
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states in Figure 2.3. From the maps, it is clear that the tensile and shear defects

observed before heating and outlined by dashed and dotted lines, respectively,

in Figure 2.3c,e are relaxed after heating, as shown in Figure 2.3d,f. However,

the bending defects between QDs appear largely unaffected. Given the high

magnitude of the shear and tensile defects, it is unsurprising that they are re-

laxed first as the strain energy introduced by those defects is expected to be

correspondingly higher in magnitude, and the energy barrier to relax them is

expected to be lower as it requires reorganization of a few planes of atoms in-

stead of the full QD, which is further constrained by connections with other

nearest neighbor QDs. Thus, the persistence of the bending defects is due to a

combination of lower strain energy and higher energetic barrier to relaxation.

The data presented here is not sufficient to quantify the influence of the two ef-

fects. Though the relaxation of tensile and shear defects shown here is possible

via strictly in-plane motion of the atomic lattice, the limitation of this method

to in-plane strain measurement means we cannot exclude possible effects form

out-of-plane displacements during relaxation. It should be noted that the maps

presented in Figure 2.3 represent only the a lattice vector as indicated in the

upper right corner of Figure 2.3a. The maps for the b lattice vector, shown in

Figure 2.4, are less well defined due to the atomic lattice of more QDs being

somewhat misaligned with respect to the zone axis.

We confirm these trends by extending the analysis to a larger field of view

as shown in Figure 2.5. Here, we maintain the unit cell-scale strain information

while encompassing approximately 140 QDs. We also include the intermediate

heating time point. The tensile strain and rotation maps shown in Figures 2.5a

and d, b and e, and c and f correspond to the film before heating, after heating

for 30 minutes at 150◦C, and after heating for an additional 20 minutes at 200◦C,
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Figure 2.4: Evolution of strain states upon in situ heating in the orthogonal lat-
tice vector over the same field of view. (a,b) HAADF-STEM images of the same
region of QDS film as in Fig. 2.3 before (a,c,e) and after (b,d,f) heating for 50
minutes at 150-200◦C, with corresponding tensile strain (c,d) and rotation (e,f)
maps. An example of shear strain is outlined by dashed lines in e. Upon heat-
ing, the strain disappears, as shown in f.

respectively. In nearly all cases, tensile and shear defects, identified in the ten-

sile strain and rotation maps, respectively, are relaxed after the final annealing

step, leaving a relatively uniform tensile strain map and a rotation map with

only the variation between QDs caused by residual bending strain states. Thus,

we confirm the case presented in Figure 2.3 insofar as the high magnitude, lo-

calized tensile and shear defects are relaxed upon heating, but bending defects
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Figure 2.5: Strain states and heating effects tracked over a large field of view.
Strain maps for a ∼ 100 nm field of view before heating (a,d), after heating for
30 minutes at 150◦C (b,e), and after heating an additional 20 minutes at 200◦C
(c,f). Tensile strain and rotation maps are shown in a-c and d-f, respectively.
The black outlines indicate the region shown in Fig. 2.3. As in that region, upon
heating, the tensile and shear strain states are relaxed across the whole field of
view.

are left largely unchanged. It is interesting, also, that the intermediate time

point shows only minimal strain relaxation, particularly of some shear defects,

with the majority of the relaxation occurring only after the second heating step.

Based on the current data, we cannot conclude whether this is due to the higher

annealing temperature, or simply the additional heating time. Further experi-

ments are planned to investigate the relationship between the strain relaxation

and the time versus the temperature of annealing. We also note that, upon heat-

ing, some QDs either partially or fully masked in the initial maps are filled in,

meaning that the QDs have rotated such that the atomic lattice is oriented down

the zone axis and are therefore accessible to our projection-based quantification.

Those QDs which are initially partially masked begin with only edges visible
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Figure 2.6: Strain states and heating effects tracked over a large field of view
in the orthogonal lattice vector. Strain maps for the same field of view as Fig.
2.5 before heating (a,d), after heating for 30 minutes at 150◦C (b,e), and after
heating an additional 20 minutes at 200◦C (c,f). Tensile strain and rotation maps
are shown in a-c and d-f, respectively. The black outlines indicate the region
shown in Fig. 2.4. As in that region, upon heating, the tensile and shear strain
states are relaxed across the whole field of view. Horizontal streaks in a-c are
due to scan noise in the raw image.

in the maps and fill in entirely upon heating. In these cases, the QD must be

only slightly misaligned out-of-plane such that as the projected thickness of the

QD decreases moving from the center to the edge of the QD, the lattice becomes

visible, allowing those edges to be mapped. This is evidence that QDs rotate

to become better aligned with respect to their neighbors, a phenomenon which

will be discussed further below. Maps for the other lattice vector are shown in

Figure 2.6.

In a few cases where the mismatch between QD rotations is particularly high

(i.e., there is significant bending in the epitaxial connection), upon heating, the
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Figure 2.7: Examples of dislocation formation upon in situ heating. (a,b)
HAADF-STEM images of a region of QDS film before (a,c,e) and after (b,d,f)
heating showing the formation of dislocations in two epitaxial connections. Ten-
sile strain and rotation maps are shown in c,d and e,f, respectively. The tensile
strain maps before heating show concentrations of tensile and shear strain at
the edges of the necks due to the high degree of bending. This strain is re-
accommodated after heating in dislocation cores in two of the connections, one
of which is highlighted in the insets of b, d and f. Horizontal streaks in c,d are
due to scan noise in the raw image.

lattice forms a dislocation in the bridge rather than accommodate the high ten-

sile and compressive regions at the outside and inside of the bend, respectively.

A region of film showing two such cases is presented in Figure 2.7, where the

dislocations form only after the final heating step. The rotation maps (Figures

2.7e,f) show a relatively high mismatch between the top row of QDs and the bot-
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tom row, all of which are connected in both directions before and after heating.

The tensile strain maps (Figures 2.7c,d), show the most striking transformation:

the strain confined to the edges of the connections in the initial configuration

is re-accommodated in the newly formed dislocation cores after heating. The

insets in Figures 2.7b,d and f show one dislocation core, which is identifiable

by a dumbbell-like feature in both the tensile strain and rotation maps. We in-

fer from these cases that there exists a threshold above which the strain energy

accommodated by a bending defect can be decreased by forming a dislocation

and that the barrier to forming that dislocation is less than that to lessen the

degree of bending strain via QD rotation, at least for the specific case of QDs

epitaxially connected to all four neighboring QDs. For QD dimers, in contrast,

dislocations have been shown to anneal out under the electron beam and upon

heating [112, 113, 145]. Here, due to the constraint on in-plane rotation imposed

by the other QD connections, we do not expect the dislocations to anneal out

under the present heating conditions even with longer heating time. Simula-

tions of these cases are needed to provide a clearer picture of the driving forces

present in this complex situation. Similar to Figures 2.3 and 2.5, strain maps for

the lattice vector orthogonal to those shown in Figure 2.7 are included in Figure

2.8.

Since STEM imaging is inherently a projection technique, we cannot measure

the extent of out-of-plane (OP) misorientation in the QDs and therefore cannot

directly observe twisting strain in QD bridges. Though OP orientation mea-

surement of individual QDs was recently demonstrated using 4D-STEM [30],

local OP mapping within an epitaxial bridge would pose significant additional

challenges. As a proxy, we instead measure the distribution of OP orientations

as enumerated in Figure 2.9d. We assign the QD OP orientations via an auto-
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Figure 2.8: Companion to Fig. 2.7 showing strain maps for the orthogonal lat-
tice vector. (a,b) HAADF-STEM images of the same region of QDS film from
Fig. 2.7 before (a,c,e) and after (b,d,f) heating. Tensile strain and rotation maps
are shown in c,d and e,f, respectively. The tensile strain maps show no concen-
trations of strain for this lattice since it is orthogonal to the Burgers vectors of
the dislocations. However, the rotation maps still show the high degree of tilt
between QDs as expected.

mated algorithm similar to that described by McCray et al. [93], which matches

QD FFTs to expected patterns for each orientation. Bragg peaks were identified

using a peak finding algorithm, and a threshold was applied to standardize the

peak intensity required to assign a particular orientation. Thus, the quantita-

tive threshold between orientations (e.g. 〈100〉 to 〈1n0〉 or 〈1nn〉) is not known

but is consistent between datasets, making the orientation distributions directly
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Figure 2.9: Tracking the out-of-plane orientation of QDs in a QDS film upon in
situ heating. Maps of QD out-of-plane orientations as extracted before (a) and
after heating for 30 minutes at 150◦C (b) and an additional 20 minutes at 200◦C
(c). (d) Examples of the OP orientations observed in the film. (e) Evolution
of the fraction of QDs with each OP orientation at each time point, showing an
increase in the fraction of correctly oriented 〈100〉QDs at the expense of all other
orientations.

comparable.

In a perfect QDS film, all QDs would have the 〈100〉 orientation normal to

the plane of the film. The introduction of QDs with some OP tilt with respect

to their nearest neighbors necessarily creates bending and/or twisting strain in

the epitaxial connections, based on the direction of tilt, assuming such connec-

tions have formed. Any increase in the fraction of correctly oriented QDs, then,

should decrease the total twisting and OP bending strain. This analysis is thus

an indication of the amount of twisting and OP bending strain in the film, but it

is not a direct measurement. Of course, our analysis does not consider whether

the connections are present; nor does it consider the possibility of rotation of a
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given QD relaxing strain in one connection while simultaneously increasing the

strain in one or more of the other three connections. However, the latter likely

has a significant energetic cost, and we expect such a rotation would not occur

unless the total strain energy is decreased by the rotation. This energy balance

occurs for all QDs concurrently, so rotations of neighboring QDs may alter the

energetic favorability of rotation at any point. It is also possible, if its nearest

neighbor QDs are misaligned out-of-plane, for a QD to rotate away from the

ideal orientation. Since most QDs are nearly aligned initially, however, we ex-

pect the net effect to be an increase in the proportion of correctly oriented QDs

over time.

This effect is confirmed in Figure 2.9a-c, which shows a region of the QDS

monolayer film with the assigned QD OP orientations (as enumerated in Figure

2.9d) overlaid. There is a marked increase in the number of correctly oriented

〈100〉 QDs from the initial to the final film after heating for a total of 50 minutes

at 150-200◦C. The evolution in the orientations of over 400 QDs is summarized

in Figure 2.9e, showing an increase in the fraction of correctly oriented QDs and

a corresponding decrease in all other orientations. We, therefore, conclude that

sustained, mild heating also drives relaxation of twisting and OP bending strain

via QD rotations. Furthermore, given that the extent of OP bending or twisting

strain cannot be extracted from this data and the above conclusions that in-

plane bending was largely unaffected in this heating regimen, we may infer that

these QD rotations were driven more so by relaxation of twisting strain than OP

bending strain.

These insights are consistent with recent findings from in situ X-ray scatter-

ing and rocking curve XRD experiments [152], in that local strain was reduced
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and OP misalignment was decreased. However, since X-ray techniques sam-

ple a relatively large area of film, the collected signal averages over not only

important spatial information but also the range of defect types present. The

atomic-scale insights presented here allow us to not only distinguish between

defect types but also to assess the benefits of thermal annealing on each.

2.3 Conclusions

In this work we identify and measure four distinct strain states in otherwise

coherent epitaxial connections. We measure twisting and bending strain defects,

which result from QDs misoriented in the out-of-plane and in-plane directions,

and tensile and shear strain defects, which represent translational misalignment

in the atomic lattice. Using strain mapping and orientation tracking techniques,

we track the evolution of these strain defects upon thermal annealing. Tensile

and shear defects fully relax after 50 minutes of annealing at 150-200◦C, while

bending defects remain. This indicates that the tensile and shear defects are

higher in energy and thus produce a higher driving force for relaxation. The

bending defects on the other hand are less energetically costly or perhaps are

more constrained by connections with other nearest neighbors.

We also observe an increase in the fraction of correctly oriented 〈100〉 QDs

upon heating, which indicates a decrease in the number of twisting and OP

bending defects in the film. We surmise that the effect is due more to a decrease

in twisting, than bending defects since strain mapping showed that IP bending

defects were largely unaffected by annealing. Thus, the same may be true for

OP bending defects.
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The insights gained here into the types and behaviors of strain defects in im-

perfect epitaxial connections suggest that thermal annealing is highly effective

at relaxing high intensity, localized defect types such as tensile and shear de-

fects. However, open questions remain with regard to how best to relax bend-

ing defects, which still pose a barrier to charge delocalization. The need for

precise control over the orientational order before oriented attachment occurs

is, therefore, highly important and worthy of further study. Given this demon-

stration of the effectiveness of thermal treatments to improve the quality of QD

connections, and the utility of direct methods for visualizing defect states in

those connections, we believe thermal annealing represents significant poten-

tial to improve carrier delocalization and electronic coupling in monolayer QDS

films and a step toward realizing predicted rich electronic structures.

2.4 Methods

STEM imaging was performed using an aberration-corrected FEI (now Thermo

Fisher) Titan Themis operating at 120kV with a 21.4 mrad convergence angle.

In situ temperature control was achieved using a commercial double tilt heat-

ing holder (DENSsolutions Wildfire system) with the QDS sample prepared on

a Wildfire D6 nano-chip with a ∼ 20 nm thick SiN support film. The sample

remained at ∼ 1 × 10−8 torr in the microscope column throughout thermal an-

nealing.

The PbSe QDs and QDS were prepared following published procedures

[156, 10]. QDs of 6.1 nm diameter dispersed in toluene (4 µM, 6 µL) were spread

on top of ethylene glycol contained in a Teflon trough (1.5 cm × 1.5 cm) to form
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a dense monolayer. Ethylene diamine diluted to 1M with glycol was injected

at a final concentration of 25 mM to induce necking; the system was let to pro-

ceed for 3 minutes. The film was then transferred to the nano-chip using the

Langmuir-Schaefer method and rinsed with MeOH to reduce contamination

due to residual ligands.

2.4.1 Strain mapping

An outline of the strain mapping procedure is presented in Figure 2.10. The

method is adapted from one previously developed for scanning tunneling mi-

croscopy [119]. Beginning with a large field of view, atomic-resolution HAADF-

STEM image, we take the fast Fourier transform (FFT) and simultaneously filter

the (200) and (2̄00) peaks for the a direction and the (020) and (02̄0) peaks for

the b direction. This process results in two real space images each containing

intensity only from the frequency of interest as defined by the filter windows.

An example FFT is shown in Figure 2.10b, and the Fourier filtered image for the

a direction is shown in Figure 2.10c. While the superlattice and atomic lattice

peaks are both clearly visible in the FFT, the atomic lattice peaks appear as dif-

fuse arcs due to the rotational disorder between QDs. Due to the lack of well

defined peaks, we identify the peak positions manually, as standard fitting al-

gorithms give inaccurate results. The size of the filter window (indicated by red

circles in Figure 2.10b) is chosen to encompass the full disperse peak intensity,

while minimizing the introduction of noise, particularly due to scan instabil-

ity. It is possible to reduce this instability by acquiring and registering image

stacks, however, the increase in total dose during acquisition of an image se-

ries may introduce beam induced effects. If the chosen window was too small,
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Figure 2.10: Workflow for the sine wave fitting method for strain mapping. (a)
Subset of a raw HAADF-STEM image. (b) FFT of the full field of view showing
the superlattice peaks at low frequency and the atomic lattice peaks at high
frequency. The red circles indicate the atomic lattice peaks used for Fourier
filtering, with the radius corresponding to the filter window used. (c) Real space
image resulting from Fourier filtering the (200) and (2̄00) Bragg peaks for the
field of view shown in (a). (d) An example fit window and sine wave fit for the
window outlined in red in (c).

areas with large lattice distortion compared to the average would not be well

represented in the fitting and the maximum strain magnitude captured in the

analysis would be artificially limited. On the other hand, an overly large win-

dow would introduce additional noise in the strain maps or would result in the

introduction of artifacts due to the contributions of intensity from neighboring

Bragg peaks. We tested a series of window sizes encompassing the aforemen-

tioned range and chose the window size above which no additional detail was

added to the strain features in the maps and confirmed that this widow size did

not overlap with any neighboring peaks.
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The effect of the filtering step is shown in Figure 2.10c for the a direction. We

perform the local sine wave fitting procedure for each direction (a and b) inde-

pendently by fitting subsets of the two real space Fourier filtered images defined

by a grid of small, overlapping windows. One fit window and the resulting sine

wave fit are shown in Figure 2.10d. The size of the fitting window was chosen

to be ∼ 1.5 times the filtered wavelength (i.e., ∼ 5 Å for the two {200} Bragg peak

pairs), and the overlap between windows was half the window size. Theoreti-

cally, the fit windows can overlap as much as one wants (up to the sampling rate

of the raw data), but this increases computation time substantially and provides

no additional information as strain is only defined for length scales larger than

one unit cell. The functional form used for the fit was (Eq. 2.1),

f (x, y) = Asin(λ−1cos(θ)x + λ−1sin(θ)y + φ) (2.1)

where A, λ−1, θ, and φ are fit parameters extracted for every fitting window.

The fit is performed using a non-linear least squares algorithm and comparison

with raw data shows the correct local minimum is identified. We then used the

λ, spacing, and θ, rotation, maps to compute engineering tensile strain and nor-

malized rotation maps, respectively. Note that this method directly calculates

λ and θ, whereas reciprocal space methods first calculate the phase φ (with λ

and θ fixed), then calculate the strains, which could introduce error or artifacts

depending on the quality of the phase retrieval.

For the samples investigated in this work, each Bragg frequency is not con-

sistently present across the field of view, due to both the voids between QDs as

well as QDs which are rotated off axis. We therefore first apply an amplitude
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Figure 2.11: Representative examples of error in amplitude, tensile strain, and
lattice rotation values extracted using the sine wave fitting method. Examples
of extracted amplitude and associated error on the fit parameters for the a (a-d)
and b (e-h) directions. The amplitude maps are shown in (a,e), and (b,f), (c,g),
and (d,h) show the error on the amplitude, tensile strain, and rotation values,
respectively, presented as a percentage of the fit value. The amplitude maps
show the intensity in the neck region is lower than the QD centers, but still
significant, and that the error in the fit values remains below a few percent for
all three fit parameters. The field of view matches that of Fig. 2.2a.

threshold of one tenth of the maximum amplitude to mask the regions of the

image where the frequency is not present. This effectively masks the regions

where the fitted spacing and rotation values have no physical significance. The

spacing maps are then converted to engineering tensile strain using the sim-

ple relation εnn = (λn − λn,avg)/λn,avg, where the subscript n refers to the Bragg

frequency it is being applied to. The average spacing, λn,avg, is defined as the
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average spacing value in the image as masked with a more stringent amplitude

threshold, in order to exclude the QD edges and necks where the majority of the

strain is present. The rotation maps are simply converted to the deviation from

the average rotation value in the map.

Figure 2.11 shows examples of tensile strain and rotation maps alongside

maps of the associated standard deviation error presented as a percentage of

the fit value. These maps show that the error is well below 1% for most fit

windows. The main exception is along the edges of QDs, where the atomic

lattice (and therefore the intensity in the filtered image) abruptly ends, naturally

decreasing the quality of the fit for windows that include it. A similar argument

is true for the highly strained neck between the QDs shown in Figure 2.11. In

the neck region, the atomic lattice is less well defined than the centers of the

QDs, due to the strain, leading to a reduction in the quality of the fit. However,

the error is still significantly lower than the intensity in the tensile strain map.

This conclusion holds across the field of view. The ability to estimate the error

is another advantage of this method over phase based methods, particularly

for this system, which exhibits complex and detailed features which must be

delineated from artifacts.

The work presented here is published in [137].
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CHAPTER 3

INFLUENCE OF LIGHT ATOMS ON ATOM TRACKING OF CATIONS IN

DISTORTED PEROVSKITES WITH ADF-STEM

3.1 Background and theory

With the introduction and proliferation of aberration correction, scanning trans-

mission electron microscopy (STEM) has become an immensely powerful tech-

nique for studying the atomic structure of materials. In the field of quantum

materials in particular, the ability to resolve subtle atomic displacements at the

picometer scale, which can dictate the behavior of the materials, has provided

real-space insight into ferroelectric order, periodic lattice distortions and more

[147, 92, 97, 52, 99]. In combination with other STEM modalities, high-resolution

imaging can help elucidate the connections between charge, spin, lattice, and

orbital degrees of freedom in quantum materials.

High-angle annular dark-field (HAADF)-STEM imaging is commonly used

for atomic displacement measurements. Due to it’s strong atomic number (Z)

dependence, HAADF-STEM imaging is often considered to be insensitive to

light atoms such as oxygen. In atomic columns containing mixtures of heavy

and light atoms, however, electron channeling—the behaviour of the electron

probe to channel down an atomic column in crystals oriented close to a high-

symmetry zone axis—will be affected by both the light and the heavy atoms.

The presence of light atoms in such atomic columns can therefore modify the

collected signal. Channeling of the electron beam as it travels through a crys-

tal has long been understood to have a strong effect on image contrast, and

significant work has been undertaken to better understand the subtleties of its
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behavior [151, 76, 63, 157, 80, 89]. In atomic columns that are not coherent or

that have close neighboring columns, the channeling behavior can be particu-

larly complex. A recent study combining multislice simulation and experimen-

tal ADF-STEM showed that channeling can cause unintuitive contrast in heavy

atomic columns that are not coherent based on crystal thickness and lateral sep-

aration of atomic sites [162]. Other studies have shown that light species such

as oxygen in columns near heavy atomic columns can affect the radial intensity

profile and even the shape of the heavy atomic column. [19, 101, 102]. Here, we

show experimentally that cation sites in a distorted perovskite oxide crystal can

appear displaced by several picometers from their true positions in HAADF-

STEM due to coherently displaced oxygen atoms in the same atomic columns.

We then elucidate the channeling behavior that causes the apparent displace-

ment using multislice simulations and consider ways to mitigate or avoid the

artifact.

3.2 Results and discussion

Experimental HAADF-STEM imaging was performed using accelerating volt-

ages of 120 and 300 kV, with 21.4 and 30.3 mrad convergence angles, respec-

tively. Imaging was performed on a Thermo Fisher Scientific (TFS) Titan Themis

and a TFS Spectra 300 X-CFEG. Electron transparent TEM lamellas of rhombo-

hedral lanthanum nickelate (LaNiO3) were prepared using a TFS Helios G4 X

focused ion beam (FIB) from a bulk single crystal synthesized using a recently

reported high oxygen pressure floating zone method [167]. See Section 3.3 for

full experimental details.
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Figure 3.1: Atom tracking in HAADF-STEM imaging of the [110]pc zone axis
of LaNiO3, showing a consistent displacement pattering with ∼ 3.7 pm dis-
placements. (a) Crystal structure of LaNiO3 showing coherent oxygen atom
displacements with respect to the lanthanum atoms in the [110]pc projection.
(b) HAADF-STEM image acquired using an accelerating voltage of 120 kV,
with overlaid arrows representing the measured displacements of lanthanum-
oxygen atomic columns with respect to the crystallographic positions of the lan-
thanum atoms. (c) Histogram of lanthanum-oxygen column displacements as
shown in (b) for a 12 nm × 12 nm field of view.

Figure 3.1a shows a three-dimensional model of LaNiO3 and the same model

projected down a [110] pseudocubic (pc) axis. In each lanthanum-oxygen col-

umn of the [110]pc projection, the oxygen sites are coherently displaced by 35

pm with respect to the lanthanum sites in the plane of the projection. The naive

assumption that HAADF-STEM is insensitive to oxygen would suggest that the

lanthanum columns would appear at their expected crystallographic positions,

unaffected by the relatively displaced oxygen atoms. Experimentally, we find

that this is not the case. An HAADF-STEM image of LaNiO3 in the [110]pc ori-

entation is shown in Figure 3.1b. The overlaid arrows, which indicate the mea-

sured displacement of each lanthanum column from its true lattice position,

show that there is a distinct shift due to the presence of the coherently displaced

oxygen atoms as will be shown below. The displacements were extracted using

an atom-tracking technique developed for the study of periodic lattice displace-

ments (see Section 3.3.1) [132]. A histogram of the displacement magnitudes is
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included in Figure 3.1c, showing an average apparent displacement of 3.7 pm.

To understand the origin and details of these apparent displacements, the

propagation of the electron wave function through the LaNiO3 crystal was sim-

ulated using the frozen-phonon multislice method [27, 49, 75]. All simulations

were carried out using the TEMSIM simulation package [74] with 20 frozen

phonon configurations. Figure 3.2a shows a cross-section of the probe inten-

sity as a function of depth through the crystal for a probe positioned on the

lanthanum column. The positions of the lanthanum and oxygen columns are

shown at the top of the panel. There is a visible shift in the probe intensity from

the lanthanum position toward the oxygen position as the probe propagates

within the first few nanometers of the crystal.

This shift is made clearer in Figure 3.2b, which shows the difference between

the cross-section in Figure 3.2a and the perpendicular cross-section for which

the lanthanum and oxygen atoms are aligned horizontally in the plane of the

cross-section. Since the HAADF-STEM intensity produced by an atom is pro-

portional to the electron probe intensity at that atom position, this shift means

the collected intensity for a probe positioned on the lanthanum column will be

reduced by the presence of the displaced oxygen atoms. Similarly, for a probe

positioned 35 pm from a lanthanum column on the oxygen column, the presence

of the oxygen atoms allows the probe intensity to channel onto the lanthanum

column more effectively than for a probe positioned 35 pm from the lanthanum

column in the opposite direction.

This more complete picture is explored in Figure 3.3, showing probe in-

tensity simulations performed for three probe positions as indicated in Figure

3.3a. As stated above, for a probe positioned directly on the lanthanum column,
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Figure 3.2: Probe intensity and HAADF-STEM image simulations for the [110]pc
zone axis of LaNiO3. (a) cross-section of the simulated probe intensity as a func-
tion of crystal depth for a probe centered on a lanthanum column in [110]pc-
oriented LaNiO3 with an accelerating voltage of 120 kV. The white dashed line
represents the initial probe position, and the lanthanum and oxygen positions
are shown at the top. (b) Difference between the probe intensity cross-section
in a and the perpendicular cross-section in which the lanthanum and oxygen
atoms are aligned horizontally when projected onto the plane. The difference
map shows a clear shift in probe intensity toward the oxygen atoms as the elec-
tron beam propagates through the crystal. (c) Difference between simulated
HAADF-STEM images of LaNiO3 with and without oxygen atoms included,
showing the oxygen atoms cause a shift in the HAADF signal off the crys-
tallographic lanthanum positions and toward the oxygen positions. (d) Lan-
thanum displacement as a function of crystal thickness measured from simu-
lated HAADF-STEM images for accelerating voltages of 60, 120, and 300 kV,
showing that a higher accelerating voltage reduces the apparent lanthanum dis-
placements for nearly every thickness. Note the behavior above ∼ 20 nm for 60
kV is more complicated, likely due to guaranteed multiple scattering.

there is a shift in intensity toward the displaced oxygen atoms (Figure 3.3c).

For probes positioned 35 pm from the lanthanum column, on the oxygen col-

umn (Figure 3.3d) and 35 pm in the opposite direction of the oxygen column

(Figure 3.3b) there is a dramatic shift of probe intensity onto the much heavier

lanthanum column. For the former, the shift appears to be stronger, facilitated

by the presence of the displaced oxygen atoms. This effect is made clearer by

line profiles of the probe intensity and integrated probe intensity with thickness
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Figure 3.3: Probe intensity simulations for three probe positions around the
shared lanthanum-oxygen columns. (a) Model of a single lanthanum-oxygen
column. (b-d) Simulated cross-sections of probe intensity vs. depth for probes
positioned at points 1, 2, and 3 as shown in a, respectively. Position 2, c, is on
the lanthanum column, position 3, d, is 35 pm from position 2 on the oxygen
column, and position 1, b, is 35 pm from position 2 in the opposite direction of
the oxygen column. (e) Probe intensity profiles along the lanthanum column for
all three probe positions. (f) Integrated probe intensity profiles for each probe
position, showing the total intensity on the lanthanum column is greater for
the probe positioned on the oxygen column compared to opposite the oxygen
column at all thicknesses.

on the lanthanum column for all three probe positions as shown in Figure 3.3e

and f. These profiles show that the total intensity on the lanthanum column is

greater for the probe positioned on the oxygen column than for the probe posi-

tioned 35 pm in the opposite direction. Thus, while the presence of displaced

oxygen atoms results in a reduction of the probe intensity on the lanthanum

column for a probe positioned on that column, they also cause an increase in

intensity on the lanthanum column for a probe positioned on the oxygen col-

umn (at least for typical sample thicknesses used for atom-tracking in STEM).

As the collected HAADF-STEM intensity is proportional to the probe intensity
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on the lanthanum column, these effects both contribute to the apparent shift in

the shared lanthanum-oxygen column position in the final HAADF-STEM im-

age. Taken together, these probe intensity simulations indicate that an HAADF

image of LaNiO3 oriented as shown in Figure 3.1a should show lanthanum po-

sitions shifted with respect to their true positions as was measured experimen-

tally.

Indeed, this result is confirmed by full image simulations. Figure 3.2c shows

the difference between a simulated HAADF-STEM image of [110]pc-oriented

LaNiO3 and a simulated image of the same structure with all oxygen atoms re-

moved. The positive (blue) intensity next to each lanthanum position matches

the displacement direction of the oxygen atoms in the column. The measured

displacement of the lanthanum-oxygen columns with respect to the true lan-

thanum positions is plotted as a function of thickness in Figure 3.2d. At 120

kV, the apparent displacement increases sharply in the first 5 nanometers of the

crystal and then oscillates in accordance with the channeling signal, finally flat-

tening out at a thickness of around 40 nm. Note the experimentally measured

displacement, 3.7 pm, is well within the range of displacements measured from

simulation.

While the displacements measured from both simulation and experiment are

significantly lower than the actual displacement of the oxygen sites, 35 pm, they

are on the order of periodic lattice displacements measured in quantum mate-

rials such as LuFe2O4+δ and Bi1-xSrx-yCayMnO3 [33, 9]. It is therefore crucial to

understand the possible effects of such coherent displacements when attempt-

ing to quantify the lattice modulations in such structures.

In some distorted perovskite structures, the symmetry is such that no orien-
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tation will contain coherently displaced oxygen atoms in shared metal-oxygen

columns, and in other structures, careful choice of the zone axis can allow one to

avoid these channeling artifacts. For any <100>-type zone axis, there will nec-

essarily be no metal-oxygen columns with coherently displaced oxygen atoms

since these orientations are parallel to the axes of the octahedra. For <110>-

type zone axes, whether a particular crystal contains coherently displaced oxy-

gen atoms is dictated by the tilt system of the oxygen octahedra as defined by

Glazer notation [43, 44]. Any structure with a tilt system comprising only zero

or positive sense tilts, for example: a0a0c+ or a+b+b+, will have no zone axes with

coherently displaced oxygen atoms. On the other hand, any structure with a tilt

system containing one or more negative sense tilts will have zone axes with co-

herently displaced oxygen sites. In particular, any negative sense tilt axis will

lead to coherently displaced oxygen sites along any zone axis not orthogonal to

the negative sense tilt axis. For example, in a structure with a a0a0c- tilt system,

the [101], [101̄], [011], and [011̄] pseudocubic zone axes will have coherently

displaced oxygen atoms.

Examples of tilt systems with and without coherently displaced oxygen

atoms in metal-oxygen columns are depicted in Figure 3.4 in perspective view

as well as oriented down [001]pc and [101]pc zone axes. In each structure, octa-

hedra are colored according to their direction of rotation. In the model for tilt

system a0a0c+, shown in the left column, the rotations of successive octahedra

along the [001]pc zone axis are matching, which leads to successive octahedra

along the [101]pc zone axis to be opposite, ensuring there are no coherently dis-

placed oxygen atoms along that zone axis. The opposite is true for the a0a0c- tilt

system shown in the right column. Here the octahedra match tilt direction in

columns along the [101]pc zone axis, and thus the oxygen atoms are displaced
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Figure 3.4: Examples of a0a0c+ and a0a0c- tilt systems in perspective view as well
as projected down their [001]pc and [101]pc zone axes. Oxygen octahedra are col-
ored according to their rotation direction (gray - clockwise, blue - counterclock-
wise). For the a0a0c+ tilt system, the oxygen octahedra alternate their rotation
direction along the [101]pc direction, while in the a0a0c- tilt system, the octa-
hedral rotations are aligned in that direction, leading to coherently displaced
oxygen atoms in lanthanum-oxygen columns.

coherently along that axis.

In structures where a desired measurement requires data to be taken along

a zone axis with coherently displaced oxygen atoms in metal-oxygen columns,

the apparent displacement due to the oxygen atoms can be reduced by work-

ing at a higher accelerating voltage. This is observed experimentally as shown

in Figure 3.5a and b. Figure 3.5a shows an experimental image analogous to

that shown in Figure 3.1a, but acquired at 300 kV and overlaid with the mea-

sured displacements of the lanthanum-oxygen columns. A histogram of these
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Figure 3.5: Experimental and simulated HAADF-STEM data showing the mag-
nitude of the channeling artifact is less severe at an accelerating voltage of 300
kV. (a) Experimental HAADF-STEM image acquired using a 300 kV accelerat-
ing voltage, with overlaid arrows representing the measured displacements of
lanthanum-oxygen atomic columns with respect to the crystallographic posi-
tions of the lanthanum atoms. (b) Histogram of lanthanum-oxygen displace-
ments as shown in a for a 20 nm × 20 nm field of view, with the histogram of
displacements at 120 kV from Fig. 3.1b included for comparison. (c,d) cross-
section of the simulated probe intensity (c) and difference between the probe
intensity cross-section in c and the perpendicular cross-section (d) for a probe
positioned on a lanthanum column at 300 kV.

displacements is presented in Figure 3.5b along with the histogram for 120 kV,

showing that the average apparent displacement is decreased from 3.7 pm at

120 kV to 2.8 pm at 300 kV.

This dependence on voltage was also confirmed through simulations. Sim-

ilar to Figure 3.2a, Figure 3.5c shows a cross-section of the probe intensity

through the lanthanum-oxygen column as a function of depth for a probe posi-

tioned on the lanthanum column, and Figure 3.5d shows the difference between
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that cross-section and the perpendicular cross-section in which the lanthanum

and oxygen columns are aligned in the plane of the cross-section. The shift in

probe intensity visible in Figure 3.5c and d is clearly less than that in Figure 3.2a

and b. The voltage dependence is further confirmed by the simulated appar-

ent displacement versus depth curves shown in Figure 3.2d for 60, 120, and 300

kV, wherein the displacement decreases with increasing voltage consistently for

nearly all thicknesses. At both 120 and 300 kV, the channeling oscillations flatten

out by ∼ 40 nm. At 60 kV, the channeling behavior is more complex for thick-

nesses greater than ∼ 25 nm, likely due to the guaranteed multiple scattering at

those thicknesses.

At an accelerating voltage of 60 kV the trend in apparent atomic column

displacement with sample thickness is consistent with the trends found at 120

and 300 kV up until a thickness of ∼ 25 nm. At that point, the trend deviates

substantially, ultimately exhibiting displacements in the opposite direction at

thicknesses greater than 30 nm, as shown in Figure 3.2d. This unexpected be-

havior is likely due to multiple scattering effects.

For elastic scattering in elemental solids, the mean free path, λel, is given by:

λel =
A

N0σelρ

where A is the atomic weight of the material, N0 is Avogadro’s number, and

ρ is the density. The elastic scattering cross section, σel, can be estimated by,

σel =
1
π

Z4/3λ2
el(1 + E/E0)2
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Figure 3.6: Probe intensity simulations for a 60 kV probe showing anomalous
behaviour for thick samples due to multiple scattering effects. (a-f) Simulated
cross-sections of probe intensity vs. depth for a 60 kV probe positioned at points
1 (a,d), 2 (b,e), and 3 (c,f) as shown in Fig. 3.3a. The intensity in panels d-f
has been saturated to better show the probe intensity distribution at high thick-
nesses. (g) Integrated probe intensity along the lanthanum column for each
probe position, showing a crossover point where the integrated intensity for a
probe positioned opposite the oxygen column becomes greater than that for the
probe positioned on the oxygen column.

according to the Wentzel atom model, where Z is the atomic number, λ is the

wavelength of the electron probe, E is the incident electron energy and E0 is the

electron rest energy (511 keV) [37]. Here, composition-weighted averages were

used for the atomic weight and number. The dependence on the atomic number

has been shown to vary experimentally between Z4/3 and Z3/2 for metallic alloys

[168]. The elastic scattering mean free path of LaNiO3 at 60 kV can therefore

be estimated at 12.3 - 20.5 nm, guaranteeing multiple scattering at larger thick-

nesses. This is consistent with multiple scattering effects being the primary fac-

tor in the deviation of the apparent displacement versus thickness trend after 20

nm.

To further confirm that the unexpected displacement trend is inherent to the
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scattering behavior and not an effect of the fitting procedure, the full probe in-

tensity distribution as a function of thickness was simulated for a 60 kV probe

for the same three probe positions as in Figure 3.3a. cross-sections of those sim-

ulations are shown in Figure 3.6a-f where for sample thicknesses > ∼ 20 nm the

probe intensity is relatively low on the La column for the probe positioned on

the oxygen column (Figure 3.6c and d) as compared to the probe positioned

opposite the oxygen column (Figure 3.6a and d). This comparison is further

clarified in the integrated probe intensity curves shown in Figure 3.6g, where

a crossover in the total intensity on the lanthanum column is observed for the

probe positions on and opposite the oxygen column at ∼ 22 nm.

Even at 300 kV, the apparent displacements due to coherently displaced

oxygen atoms are non-negligible. Therefore, care should be taken when inter-

preting atomic position measurements for such data. Additionally, simulations

could be used in combination with thickness measurements and precise atom

tracking to help disentangle the effects of cation and anion displacements. In-

correct displacements of cation sites have also been observed resulting from

specimen mistilt in combination with differing channeling strength in neighbor-

ing columns of different atomic species [29]. Specimen mistilt would also likely

affect the magnitude of the apparent displacements due to coherently displaced

oxygen atoms.

In summary, we have shown through experiment and simulation that

HAADF-STEM images of distorted perovskites can exhibit anomalous atomic

positions for mixed cation-anion columns containing coherently displaced an-

ions due to electron channeling effects from the much lighter anions. We have

demonstrated that the magnitude of the apparent displacement from the crys-
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tallographic position depends on the probe accelerating voltage and the crystal

thickness. It is likely also affected by additional imaging parameters such as

convergence angle and specimen mistilt. These apparent displacements can be

comparable to the magnitudes of lattice modulations associated with quantum

phenomena such as charge density waves. Given the recent increased interest

in these phenomena and in precise atomic-position measurements enabled by

aberration-corrected STEM, it is crucial to remain cognizant of this effect and to

consider avenues to avoid or reduce its impact.

3.3 Methods

Bulk single crystals of LaNiO3 were synthesized via a high pressure floating

zone method as described by Zhang et al. [167]. Electron transparent TEM sam-

ples were prepared using the standard focused ion beam (FIB) lift out procedure

with a Thermo Fisher Scientific (TFS) Helios G4 X FIB. Lamellas were thinned

to approximately 20 - 30 nm, and a final polish was performed at 2 kV to reduce

surface damage and redeposition. Imaging was performed using an FEI (now

TFS) Titan Themis and a TFS Spectra 300 X-CFEG operating at 120 and 300 kV

with convergence semi-angles of 21.4 and 30.0 mrad, respectively.

3.3.1 Atomic displacement mapping

Picometer-scale displacements of atomic columns were quantified using a

method developed for the analysis of periodic lattice displacements and ex-

plained in detail elsewhere [132]. Briefly, the half-order peaks present in the
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Fourier transform of the [110]pc-oriented HAADF-STEM images, which are as-

sociated only with the displacements of oxygen atoms with respect to the ideal

cubic lattice, were identified and damped to the background level by fitting

them with 2D Gaussian functions. The inverse Fourier transform was calcu-

lated, creating a reference image with the oxygen-induced displacements re-

moved. The displacement of each lanthanum-oxygen column was then ex-

tracted by fitting all atomic columns in both the original and reference images

and calculating the difference in each column position. We additionally con-

firmed the accuracy of this analysis by calculating the lanthanum-oxygen col-

umn displacements from the relative fit positions of adjacent columns, which

produced consistent results.

3.3.2 Multislice simulations

High-angle annular dark-field (HAADF) images and full probe simulations

were carried out using the multislice method [27, 49, 75] implemented in the

TEMSIM simulation package [74]. Phonon scattering was modeled using the

frozen-phonon approximation [90, 60, 103]. Multislice simulations were per-

formed for a series of 20 phonon configurations and the results were averaged

incoherently. The probe was defined with a defocus of 0 nm, a spherical aber-

ration coefficient of 1 µm, and a convergence semi-angle of 21.4 mrad unless

otherwise specified. The (110)pc oriented LaNiO3 supercell was defined with

dimensions 50.7 × 46.4 Å to prevent wrapping errors due to the rhombohedral

lattice. Simulations of the probe intensity evolution with sample depth were

calculated using 4096 × 4096 pixel2 transmission and probe wave functions re-

sulting in a maximum scattering angle of 1310 mrad. HAADF-STEM images

61



were simulated using 2048 × 2048 pixel2 transmission and probe wave func-

tions resulting in a maximum scattering angle of 451 mrad. A scan step size of

0.1 Å and inner and outer collection angles of 68 and 300 mrad, respectively,

were used.
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CHAPTER 4

DISENTANGLING THE STRUCTURE OF OXYGEN VACANCY

ORDERED DOMAINS IN LaNiO3-δ

4.1 Background

Rare earth perovskite nickelates (RNiO3) are well known to exhibit electronic

and magnetic transitions as a function of temperature [142, 95]. The origins of

these transitions have been the subject of intense investigation with regard to

correlation effects in charge, spin, lattice and orbital degrees of freedom [50, 67,

148, 83, 18, 3, 94, 82, 35, 98, 118]. Structural transitions (Pbnm to P21/n) occur

simultaneously with metal to insulator phase transitions upon cooling, with the

transition temperature varying with the R3+ ionic radius [25]. The exception is

LaNiO3 (R = La), which remains metallic and paramagnetic at all temperatures.

Oxygen deficient compounds (LaNiO3-δ), however, have been shown to ex-

hibit more complicated electronic and magnetic behavior including ferro- and

antiferromagnetism. Specifically, as the oxygen vacancy concentration, δ, is in-

creased from 0 to 0.5, the compound undergoes a metal to insulator transition

[128]. For δ = 0.25 and 0.5, the compound is ferro- and antiferromagnetic, respec-

tively, at low temperature [100]. These property changes are linked to regions of

ordered oxygen vacancies, where the apical oxygen atoms of each oxygen octa-

hedron are missing from every fourth or second (110)pc plane in the δ = 0.25 and

0.5 phases, respectively [45]. Detailed investigation of the structure and prop-

erties of these oxygen vacancy ordered phases has proven difficult, however,

because the phases tend to coexist on length scales of hundreds of nanometers

[153]. For example, while the structure of the δ = 0.5 phase was refined by neu-
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tron diffraction in 1997 [4], to my knowledge, the structure of the δ = 0.25 phase

has not been reported. Additionally, the magnetic transitions for the two or-

dered structures have been reported at a range of temperatures and are often

described as quite broad, likely due to structural heterogeneity. There is, there-

fore, a need for a nanoscale probe to both directly investigate that heterogeneity

and to extract information from the distinct phases.

In this study, I mapped the domain distribution of the δ = 0.25 and 0.5 phases

in an oxygen deficient LaNiO3-δ bulk single crystal using nanobeam 4D scanning

transmission electron microscopy (4D-STEM). Having separated the phases of

interest, I employed picometer-scale HAADF-STEM atom tracking to extract the

atomic displacement patterns associated with each phase. This work thus pro-

vides a direct picture of the structural heterogeneity that exists in these oxygen

vacancy ordered crystals and elucidates the effect of the vacancy ordering on

the cation sublattice.

4.2 Results and discussion

High-angle annular dark-field (HAADF) scanning transmission electron mi-

croscopy (STEM) imaging and 4D-STEM measurements were performed on a

Thermo Fisher Scientific (TFS) Titan Themis operating at 120 kV. HAADF-STEM

images were acquired with a 21.4 mrad convergence angle and 68 mrad in-

ner collection angle, and nanobeam electron diffraction (NBED) 4D-STEM data

sets were acquired in microprobe mode with 0.43-0.55 mrad convergence an-

gles using the EMPAD pixelated detector. STEM specimens of oxygen deficient

LaNiO3-δ were prepare using a TFS Helios G4 X focused ion beam (FIB) from
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Figure 4.1: Vacancy ordering and summed NBED patterns for the δ = 0.5 (a,c)
and 0.25 (b,d) phases of LaNiO3-δ. (a,b) Atomic models showing the positions
of the oxygen vacancies at the apical positions of the oxygen octahedra in every
second and fourth (110)pc plane for the δ = 0.5 and 0.25 phases, respectively.
All atom positions are those of the stoichiometric LaNiO3 phase for simplicity.
(c,d) Summed NBED patterns for the δ = 0.5 and 0.25 phases, respectively. The
NBED patterns were first filtered using EWPC analysis to reduce effects from tilt
and thickness variations and then summed over the vacancy-ordered domains.
The superlattice reflections associated with each phase are visible in the NBED
patterns, and a few peaks are pointed out in each.

bulk single crystals synthesized using a recently reported high oxygen pressure

floating zone method [167, 170]. The as-grown crystal boules exhibit a radial

gradient in the oxygen vacancy concentration, decreasing with radius. Samples

for subsequent FIB lamella preparation were extracted from the center, where

the oxygen vacancy concentration was relatively high.

We first assess the distribution of oxygen vacancy ordered domains using

nanobeam 4D-STEM by summing the intensity of the superlattice reflections

65



associated with the δ = 0.5 and 0.25 phases. These reflections have been iden-

tified by previous x-ray and electron diffraction studies [4, 45, 100]. In the δ =

0.5 phase, vacancies are present in the apical oxygen positions in every second

(110)pc crystallographic plane as shown in Figure 4.1a, giving rise to half-integer

superlattice reflections in the [110]pc and [001]pc directions. These reflections are

present in the EWPC filtered (see methods, Section 4.3.1) NBED pattern in Fig-

ure 4.1c, though those along the [110]pc direction are relatively faint. The δ = 0.25

phase contains vacancies at the same apical oxygen positions but only in every

fourth (110)pc plane (Figure 4.1b). Thus, associated superlattice peaks appear

at the quarter- and half-integer positions along the [110]pc direction as evident

in Figure 4.1d. The half-integer reflections along the [110]pc direction are asso-

ciated with both vacancy-ordered phases and are therefore excluded from the

superlattice intensity maps for both phases (even though they appear relatively

faint in both cases) for better clarity.

Figure 4.2 shows the domain distributions mapped over two ∼ 600 nm fields

of view. The contrast in the maps for the δ = 0.25 phase (Figure 4.2c and f) shows

distinct and sharp domains in both fields of view. The domains are irregularly

shaped and ∼ 100-400 nm in size. The maps of the δ = 0.5 phase (Figure 4.2b

and e) also show distinct domains, ∼ 100-400 nm in size, but the boundaries are

less well defined in some places, particularly in the field of view shown in panel

b. This may be due to the δ = 0.5 domains being smaller, causing the electron

probe to project through stoichiometric LaNiO3 lattice in addition to a vacancy-

ordered domain, thus reducing the intensity of the half-integer diffraction disks.

There are also some δ = 0.5 domains in panel b that appear needle-like in shape.

It is possible that these needle-like domains are in fact plate-like domains that

extend along the projection axis. Extending this thought experiment could then
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Figure 4.2: Domain mapping of the δ = 0.5 and 0.25 phases of LaNiO3-δ with 4D-
STEM. Maps of δ = 0.5 (b,e) and 0.25 (c,f) domain distributions for two regions
of crystal. Bragg intensity maps for each region are presented in a,d showing
the overall domain distribution. b,e and c,f map the summed intensities of the
Bragg reflections associated with the δ = 0.5 and 0.25 vacancy-ordered phases,
respectively. The NBED 4D-STEM data sets were filtered using EWPC analysis
to reduce the effect of tilt and thickness variations across the ∼ 600 nm fields of
view.

mean that the low contrast but wider domains are caused by stacking of these

plate-like domains in the projection direction, resulting in mixed intensity from

LaNiO3 and LaNiO2.5 phases. Simulations could give insight to whether this is

an energetically favorable geometry for domain wall formation.

Once the domain distributions of the oxygen deficient phases were identi-

fied, atomic-resolution HAADF-STEM imaging was preformed to investigate

the cation displacement patterns induced by the vacancy-ordered structures.

The displacement patterns of the lanthanum and nickel columns in the [1̄10]pc

projection were extracted as shown in Figure 4.3 using an atom tracking tech-

nique as discussed in Section 3.3.1 [132]. The displacements associated with the
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Figure 4.3: Atomic column displacements mapped for lanthanum along the
[1̄10]pc projection of LaNiO3-δ. (a,d) Displacements associated with the δ = 0.5
and 0.25 phases, respectively, over a ∼ 15 nm field of view. A subset of a(d) is
presented in b(e), more clearly displaying the displacement pattern. An atomic
model of [1̄10]pc-oriented LaNiO3 is shown in c and f overlaid with arrows indi-
cating the displacement patterns for the δ = 0.5 and 0.25 phases. The arrow size
indicates the magnitude, and the arrow direction and color indicate the direc-
tion of the displacement for each atomic column.

δ = 0.5 phase were extracted from the half-ordered peaks along the [001]pc direc-

tion, and the displacements associated with the δ = 0.25 phase were extracted

from the quarter-ordered peaks along the [110]pc direction. The half-ordered

peaks along the [110]pc direction were not used, as they are associated with both

phases. I note, however, that inclusion of those peaks did not significantly af-

fect the direction or magnitude of extracted displacements for either phase. The

displacement magnitudes for the nickel columns were below the noise floor of

the measurement for both phases and were thus excluded for clarity. Figure

4.3a and d show the displacements associated with the δ = 0.5 and 0.25 phases,

respectively, over a ∼ 15 nm × 15 nm field of view. The arrow size indicates
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the magnitude of displacement, and the arrow direction and color indicate the

direction of the displacement for each atomic column. The displacement pat-

terns appear consistent over the field of view in both cases, indicating that the

displacements are intrinsic to the material. Indeed, the displacement pattern for

the δ = 0.5 phase matches the structure published in 1997 [4]. To my knowledge,

the cation structure of the δ = 0.25 phase has not been previously published. As

seen in the magnified subsets of Figure 4.3 panels a and d shown in panels b and

e, the pattern for the δ = 0.5 phase consists of displacements in the [110]pc and

[1̄1̄0]pc directions in alternating lanthanum layers along the [001]pc direction.

The pattern for the δ = 0.25 phase is more complicated, including alternations

in both the size and direction of the displacements, though the directions are

still primarily along the [110]pc and [1̄1̄0]pc lattice vectors. In both phases, the

nickel sites were found not to exhibit significant displacements and thus were

excluded from the displacement maps.

Note, while 4D-STEM analysis revealed distinct domains of the δ = 0.5 and

0.25 phases, the region imaged for subsequent atom tracking analysis contained

superlattice intensity from both phases. This is likely due to the electron beam

projecting through multiple domains, a situation that would be particularly fea-

sible in the case of thin plate-like δ = 0.5 domains as discussed above. This is

also reflected in the magnitude of the displacements measured for the δ = 0.5

domain, which are significantly lower than those expected from the published

structure (∼ 1 pm compared to 4.6 pm) [4]. This makes sense given the electron

beam is scattered by lanthanum atoms in the displaced positions of the δ = 0.5

domain as well as the positions of the δ = 0.25 (and perhaps δ = 0) domain(s).

The image contrast would thus reflect the combination of lanthanum positions

in those phases. The exact positions must depend on both the volume fraction of
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the phases and their arrangement along the zone axis, which will affect electron

channeling behavior. The precise magnitude of the δ = 0.25 phase displacements

are likely also lower than than the true values, though the relative magnitudes

and the pattern within that phase should be accurate.

In conclusion, domain mapping with nanobeam 4D-STEM revealed distinct

domains of both the δ = 0.5 and 0.25 vacancy-ordered LaNiO3-δ phases over sev-

eral hundred nanometers of crystal. Most domains were irregularly shaped and

a few hundred nanometers in size. The δ = 0.5 domain maps also contained

some needle-like domains, which I suggest may in fact be plate-like, extending

in the projection direction. Atom tracking subsequently revealed the picometer-

scale atomic displacement pattern for each phase in the [1̄10]pc projection. The

extracted displacement patterns confirm the previously published structure for

the δ = 0.5 phase and elucidate the cation displacements for the δ = 0.25 phase

for the first time. These new insights demonstrate the power of STEM imaging

and 4D-STEM as a local probe for investigating the structure of this highly in-

teresting mixed-phase system. Additional measurements in combination with

simulations could provide further insights into the formation of the vacancy-

ordered domains and the influence of the lattice on the emergent electronic and

magnetic properties in those domains.

4.3 Methods

Oxygen deficient LaNiO3-δ single crystals were synthesized using a recently re-

ported high oxygen pressure floating zone method [167, 170]. The as-grown

crystal boules exhibit a radial gradient in the oxygen vacancy concentration,
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and samples were extracted from the center where the concentration of oxygen

vacancies was relatively high. STEM lamellas were then prepared from these

samples using a TFS Helios G4 X focused ion beam (FIB) following established

methods. High-angle annular dark-field (HAADF) scanning transmission elec-

tron microscopy (STEM) imaging and 4D-STEM measurements were performed

on a Thermo Fisher Scientific (TFS) Titan Themis operating at 120 kV. HAADF-

STEM images were acquired with a 21.4 mrad convergence semi-angle and 68

mrad inner collection angle. 4D-STEM data sets were acquired in microprobe

mode using the EMPAD pixelated detector. Convergence semi-angles of 0.43

and 0.55 mrad were used to ensure separation of Bragg reflections in the NBED

patterns, resulting in maximum spatial resolutions of 4.8 and 3.7 nm, respec-

tively. The pixel size of the 4D-STEM scans were chosen to approximately match

the spatial resolution of the probe.

4.3.1 EWPC filtering

Maps of the δ = 0.5 and 0.25 LaNiO3-δ phases were calculated by first filtering

each NBED pattern with exit wave power cepstrum (EWPC) analysis to de-

crease the effect of thickness and crystal tilt variations and then summing the

intensities of the Bragg reflections associated with each phase. The NBED fil-

tering method was previously developed by Padgett et al. and is discussed in

detail elsewhere [116]. Briefly, the EWPC of each NBED pattern is first calcu-

lated from the equation:

EWPC = |F (log10(NBED))|
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A Hann window was applied to each log scale NBED pattern to prevent the

introduction of artifacts due to non-periodic boundary conditions in diffraction

space when the Fourier transform was calculated.

An inverse elliptical Gaussian mask was then applied to each pattern to ex-

clude the low frequency portion of the EWPC corresponding to the probe en-

velope function. The inverse Fourier transform was calculated to recover the

diffraction space pattern with primarily the lattice information remaining.
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CHAPTER 5

STRUCTURE DETERMINATION OF A NEW, HIGHLY DISTORTED

INFINITE-LAYER PHASE

5.1 Background

The infinite-layer structure, comprising square planar-coordinated transition

metal oxide layers (as depicted in Figure 5.1a), has attracted significant attention

over the last few decades as a result of the discovery of unconventional super-

conductivity in (La,Ba)2CuO4 [7]. The search for analogous infinite-layer struc-

tures has revealed several such compounds including iron oxide compounds

exhibiting antiferromagnetic grounds states [144, 70, 140]. Recently, supercon-

ductivity was demonstrated in a hole-doped infinite-layer nickel oxide as well

[84, 85, 165]. Further research is being undertaken to understand the similarities

and distinctions between the mechanisms of superconductivity in the nickelate

and cuprate infinite-layer systems, leading to the investigation of other transi-

tion metal 3d oxides such as those plotted in Figure 5.1d.

The infinite-layer structure also provides a unique opportunity to investi-

gate the two-dimensional (2D) Jahn-Teller effect (JTE). In the cooperative JTE,

electronic configurations with orbital degeneracy lift that degeneracy through

collective distortion of the lattice. This effect has been known to induce strong

coupling effects between charge, orbital, and magnetic ordering and has been

linked to many correlated phenomena such as superconductivity [56] and colos-

sal magnetoresistance [150, 124]. In oxides, it has mostly been studied in oc-

tahedral or tetrahedral coordination geometries, with no cases of the JTE in a

square planar-coordinated compound yet reported. The infinite-layer structure
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presents an opportunity for such an effect to be realized, and the relatively low

interlayer distance due to the absence of apical oxygen atoms in the structure

creates the possibility for further complexity in the electronic structure induced

by interlayer coupling. The high spin d7 electronic configuration of cobalt in the

infinite-layer cobalt oxides exhibits the necessary partial filling of the degener-

ate dxz and dyz orbitals, making them an ideal system in which to investigate the

effects on crystal and electronic structure of the 2D JTE. Here, the infinite-layer

compound CaCoO2 was stabilized for the first time, revealing a complex struc-

ture comprising JT active CoO2 layers coupled with the Ca layers due to the

short interlayer distance and resulting in ångström-scale displacements in both

the cobalt and calcium sites. The crystal structure was refined through a combi-

nation of STEM imaging and x-ray scattering techniques, and EELS energy-loss

near-edge structure (ELNES) analysis was used to gain insight into the elec-

tronic structure.

5.2 Results and discussion

Thin films of brownmillerite CaCoO2.5 were grown by pulsed laser deposition

(PLD) and subsequently reduced via a topotactic reduction strategy to the nom-

inal infinite-layer phase, CaCoO2, as shown schematically in Figure 5.1a. The

structure was initially probed with benchtop x-ray diffraction (XRD). Figure

5.1b and c show 2θ scans for the as-grown and reduced films, respectively. A

12% contraction of the out-of-plane lattice parameter is observed upon reduc-

tion, from ∼ 3.72 Å in the brownmillerite phase to ∼ 3.27 Å in the reduced phase.

Initial evidence suggesting the successful stabilization of the infinite-layer struc-

ture is provided by the agreement between this contraction and a trend exhib-
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ited by several previously identified infinite-layer compounds as shown in Fig-

ure 5.1d. The successful reduction of the films was further supported by EELS

analysis of the Co-L2,3 edge as shown in Figure 5.2. Panel a of Figure 5.2 shows

EEL spectra of the Co-L2,3 edge for the as-grown and reduced films in blue and

red, respectively. The ratio of the integrated intensities for the L3 and L2 edges,

IL3/IL2 , known as the white line ratio, was calculated for each spectrum using the

Pearson method [120, 127]. These were then used to estimate the valence of each

film by plotting the intensity ratios on a trend line formed by cobalt-containing

compounds with known valence states (Figure 5.2b) [155]. This analysis showed

a valence reduction from ∼ +2.7 to ∼ +2.1 for the as-grown and reduced films.

While these XRD and EELS measurements support the successful stabiliza-

tion of the infinite-layer phase, they do not fully characterize the reduced phase,

and leave open the possibility of significant deviations from the ideal infinite-

layer structure. Traditionally, structure refinement by synchrotron x-ray scatter-

ing would be the clear way to move forward. However, since high crystalline

quality was only achievable in these films for film thicknesses ∼ 30 nm or less,

the low crystal volume and large available phase space limited the efficacy of

a traditional x-ray refinement. As a local probe, STEM is not limited by crystal

volume, but imaging of multiple zone axes and with multiple imaging modal-

ities is needed to get a complete picture of the atomic structure. The CaCoO2

phase was therefore refined iteratively using a combination of STEM imaging

and synchrotron x-ray scattering techniques.

Figure 5.3 presents cross-sectional HAADF-STEM images for two zone axes

of a 31 nm thick CaCoO2 film on a (001)-oriented SrTiO3 substrate with a SrTiO3

capping layer. Images of the [100]t (tetragonal) zone axis are shown in Figure
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Figure 5.1: Synthesis and XRD of CaCoO2 and CaCoO2.5 thin films. (a)
schematic of the topotactic reduction of brownmillerite CaCoO2.5 (left) to
infinite-layer CaCoO2 (right). (b,c) XRD θ–2θ symmetric scans of 18-nm-thick
CaCoO2.5 (b) and CaCoO2 (c) films capped with 2-nm-thick SrTiO3 (STO) layers
grown on SrTiO3 (001) substrates. (d) Out-of-plane lattice parameters for vari-
ous transition metal oxide compounds plotted for the perovskite phase and the
infinite-layer phase after topotactic reduction [86, 158, 140, 84, 85, 81, 115]. The
dashed line is a linear fit for all the data points in the plot, showing a consistent
relationship between the perovskite and infinite-layer phase lattice parameters.
Note that CaFeO2 has a relatively large cinfinite layer/cperovskite associate with out-
of-plane displacements in both the FeO4 and Ca layers [140]. Adapted from
[72].

5.3a and b. The full film thickness is visible in panel a, showing a consistent con-

trast pattern over the field of view. That pattern is made clearer in the higher-

resolution image in panel b. Half of the cobalt columns and all of the calcium

columns are stretched in-plane into ellipses, and the other half of the cobalt

columns are round and brighter than the other columns. The origins of these

differences in shape and contrast are made clearer by STEM imaging down the
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Figure 5.2: Estimation of the Co valence states in CaCoO2 and CaCoO2.5 thin
films from the Co-L2,3 EELS edge using the white line ratio. (a) area-averaged
EEL spectra of the Co-L2,3 edge for the as-grown, 2.5, and reduced, CaCoO2,
films. (b) Plot of the intensity ratio IL3/IL2 of the Co-L3,2 edge for different
cobalt-containing compounds with varying oxidation states. The black line in-
dicates a polynomial fit curve for four compounds from [155] (CoCO3, CoSO4,
Co3O4, and CoSi4). IL3/IL2 measurements for the CaCoO2.5 and CaCoO2 films
are denoted with blue and red circles, respectively, and indicate a reduction in
oxidation state of Co of approximately +2.7 to +2.1.

[110]t zone axis in Figure 5.3c. Here, half of the cobalt and half of the calcium

columns are stretched in-plane to the extent that they are each split into two

columns. The distances separating the split cobalt and calcium columns were

measured using an atom tracking algorithm, showing enormous separations of

1.1 ± 0.1 Å and 0.86 ± 0.08 Å, respectively. Those measurements were used in

combination with the contrast from the [100]t zone axis images to deduce the

cation positions and symmetry of the unit cell. The cation positions are pre-

sented in Table 5.1. An atomic model based on those cation positions is shown

in Figure 5.3d in the [001]t, [100]t and [110]t projections. The observed cation

structure can be described by a tetragonal unit cell 2
√

2at × 2
√

2at × ct, in the

P4212 symmetry group, where at is the lattice parameter of the ideal infinite-

layer tetragonal unit cell. The oxygen positions shown in the model are those

of the ideal simple-tetragonal infinite layer structure. The cation model is also

overlaid on the images in Figure 5.3b and c.
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Figure 5.3: Cross-sectional HAADF-STEM imaging and measured cation model
of CaCoO2 thin films. (a) Image of the [100]t projection of a ∼ 31 nm thick
CaCoO2 film on a SrTiO3 (001) substrate. (b,c) Higher resolution images of the
[100]t and [110]t crystallographic projections, respectively. The measured sep-
aration between distorted cobalt and calcium columns as measured from the
[110]t projection are overlaid in panel c. (d) Cation model deduced from the
measured cation displacements shown in the [001]t, [100]t and [110]t projections.
The same model is overlaid in b and c, showing a good match in the contrast in
both cases.

It is clear the oxygen atoms would not be energetically stable in their ideal

infinite-layer positions surrounded by the highly distorted cations. They must

distort as well. To access these oxygen positions, an x-ray refinement was car-

ried out using synchrotron grazing incidence x-ray diffraction (GIXRD), utiliz-

ing the cation positions measured by STEM to reduce the phase space searched

over. X-ray diffraction was first simulated using the cation positions measured

from HAADF-STEM and the ideal infinite-layer oxygen positions, revealing

seven distinct in-plane superlattice peaks. These peaks were then measured

experimentally, and their positions and integrated intensities were used to per-

form a Rietveld refinement, again using the measured cation positions as an

initial guess. The refinement produced two possible structures, which are pre-

sented in Figure 5.4a and b and labeled x-ray refinements #1 and #2. The cation
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Table 5.1: Atomic coordinates for cations in CaCoO2 measured from cross-
sectional HAADF-STEM imaging.

positions changed very little from the initial positions determined by STEM

imaging. The main differences between the models are in the oxygen posi-

tions, particularly those delineated with black dashed boxes in Figure 5.4a and

b. While the goodness of fit, R, for refinement #1 is somewhat better than that

of refinement #2, the latter is perhaps more intuitive as it contains more cobalt

sites with traditional JT-distorted oxygen coordination environments. As the

experimental limit of synchrotron GIXRD measurements for these films had

been reached, further STEM measurements were needed to determine the cor-

rect structure.

I therefore attempted to assess the positions of the oxygen atoms in the

CaCoO2 structure using cross-sectional ABF-STEM imaging as shown in Figure

5.5a. The ABF contrast shows no sign of oxygen atoms in the calcium planes and

no sign of CoO2-plane oxygen atoms distorting out-of-plane, confirming that

CaCoO2 is indeed an infinite-layer structure. The ABF-STEM contrast does not,

however, clearly show the positions of the oxygen atoms in the CoO2 planes.

This is due in part to overlap with the highly distorted cobalt atoms and in part

to the SNR of the image, which is limited by beam and air sensitivity of the

sample. Figure 5.5b and c show multislice simulations of x-ray refined models

#1 and #2. It is clear even from the projected atomic models in Figure 5.4a and
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Figure 5.4: Prospective structure models for CaCoO2. (a,b) X-ray refined models
#1 and #2 shown for the [001]t, [100]t and [110]t projections. (c) Symmetry-based
model with cation positions measured from STEM and oxygen positions hy-
pothesized based on observed symmetry and ABF contrast shown in the same
three projections.

b that there are minimal differences in the oxygen positions for the [100]t and

[110]t projections. This is made clearer in the simulated images in Figure 5.5b

and c, which show only small differences in the contrast in the CoO2 planes.

Given that these simulations represent a nearly ideal case with only 1 µm spher-

ical aberration, and no defocus, detector noise, finite source size, crystal mistilt

etc., it would be very difficult to distinguish between the two structures with

experimental cross-sectional ABF-STEM contrast even if the sample was more

robust. Moving to plan-view imaging therefore presented the obvious next step

to identify the structure.

In plan-view, all the atomic positions are well separated, and there are clear

differences in the positions of some of the oxygen atoms, as shown in Figure 5.4a

and b. However, the same limitations of beam and air sensitivity of the sample

exist. Additionally, the preparation of plan-view focused ion beam (FIB) sam-
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Figure 5.5: Experimental and simulated cross-sectional ABF-STEM imaging of
[110]t-oriented CaCoO2. (a) Experimental ABF-STEM image. (b,c) Simulated
ABF-STEM images for x-ray refinements #1 and #2. The simulations were cal-
culated for 25 nm thick specimens, with a 120 kV electron probe, a 21.4 mrad
convergence angle, 0 nm of defocus, 1 µm of spherical aberration, and no other
aberrations. The associated atomic model is overlaid on each simulated image.

ples is quite challenging due to the thinness of the film. In order to unambigu-

ously identify oxygen positions, the sample needed to be quite thin (∼ 20 nm

or less), and the substrate needed to be completely removed in order to avoid

contributions of the oxygen atoms in the perovskite SrTiO3 substrate to the im-

age contrast. Details of the methods used to achieve this sample preparation are

included in Section 5.3.2.

Figure 5.6a presents a plan-view HAADF-STEM image where the contrast

is coming solely from the CaCoO2 film. This image once again confirms the

cation positions previously measured from cross-sectional STEM imaging as

demonstrated by the overlaid cation model. The vertical groups of three cobalt

columns are likely due to those columns sitting so close together, in combina-

tion with a slight mistilt of the crystal in this field of view. This effect is likely

due to mild out-of-plane buckling of the lattice that has been observed by strain

mapping in cross-sectional imaging and can be see in larger field-of-view plan-

view imaging as shown in Figure 5.7. In this image, there is a transition from

the cobalt column triplets appearing most obvious in the vertical direction on
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Figure 5.6: Plan-view HAADF- and ABF-STEM imaging of CaCoO2 films and
final refined structure model. (a) HAADF-STEM image showing good agree-
ment with the cation model based on cross-sectional imaging. (b-e) Unit cell
averaged ABF-STEM image with x-ray refined model 1, x-ray refined model 2,
the symmetry-based model, and the final refinement overlaid, respectively. (f)
[001]t, [100]t and [110]t projections of the final refined structure.

the left side of the image to appearing most obvious in the horizontal direction

on the right side of the image.

Figure 5.6b and c show a unit cell averaged ABF-STEM image from the same

region of crystal as Figure 5.6a. The image is repeated in each panel, and sub-

sets of the atomic models for x-ray refinement #1 and x-ray refinement #2 are

overlaid in panels b and c, respectively. Comparing the image contrast with the

oxygen atoms highlighted by the black dashed box in each model, it is clear that

x-ray refinement #1 (panel b) is the better match. The match is not perfect, how-

ever, as the corners of the dashed box appear slightly rotated with respect to the

actual oxygen contrast in the image.

Due to the large phase space of the x-ray refinement and the limited number

of measurable diffraction peaks, it is possible the calculation terminated in a lo-

cal minimum. Therefore, to further limit the available phase space, a model of

the oxygen positions was developed based on the ABF-STEM contrast and the
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Figure 5.7: Larger field-of-view plan-view HAADF-STEM image of CaCoO2.
The image shows a transition between the cobalt column triplet pattern appear-
ing more obvious in the vertical direction on the left side of the image to ap-
pearing more obvious in the horizontal direction on the right side of the image.
There is also an extended defect in the lattice visible through the center of the
image.

available phonon displacement modes for the observed symmetry group, P4212,

using the ISODISTORT software package (see Section 5.3.4 for details) [139, 22].

A subset of this model, shown in full in Figure 5.4c, is overlaid on the plan-view

ABF-STEM image in Figure 5.6d. The symmetry-based model was then used as

the starting structure in a refinement of the same x-ray data. The oxygen posi-

tions delineated by the blacked dashed boxes in Figure 5.4c were fixed to those

positions to further decrease the likelihood of the refinement terminating in a lo-

cal minimum. The final refined structure for CaCoO2 is presented in Figure 5.6f

and is overlaid on the unit cell averaged ABF-STEM image in Figure 5.6e. The

agreement with the ABF-STEM contrast is observably better than x-ray refine-

ment #1 for both the fixed and unfixed oxygen positions. Atomic coordinates

for the symmetry-based model and the final refined structure are presented in

Table 5.2.
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Table 5.2: Atomic coordinates for the initial (symmetry-based) structure model
and final refined structure of CaCoO2

The final refined structure contains three distinct cobalt coordination envi-

ronments: Co(1), Co(2), and Co(3) as depicted in blue, green, and orange respec-

tively in Figure 5.8a. The blue plaquette (Co(1)) is strongly JT-distorted, while the

orange plaquette (Co(2)) is trapezoidal and the green plaquette (Co(3)) is square.

It is surprising that only one quarter of the cobalt ions in the structure exhibit a

traditional JT-distortion. The mix of coordination environments can be under-

stood to originate from a competition between the JTE and geometric frustra-

tion induced by coupling between the CoO2 planes and the Ca planes, which

sit much closer than in the perovskite structure due to the lack of apical oxygen

atoms. As indicated by the dashed rectangles in Figure 5.8a, the JTE distorts

the Ca layer in addition to the Co(1)O4 plaquettes. The anisotropic distortions of

neighboring Ca sites are highly geometrically frustrated, leading to the complex

distortion pattern observed.

Analysis of the O-K and Ca-L2,3 EELS edges was undertaken to investigate

the electronic structure effects associated with the observed distortion pattern.

Figure 5.9a and b present area-averaged O-K edge and Ca-L2,3 edge spectra for

the brownmillerite CaCoO2.5 and distorted infinite-layer CaCoO2 films in blue
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Figure 5.8: Jahn-Teller effect and geometric frustration in the CaCoO2 lattice.
(a) [001]t projection of the final refined CaCoO2 structure. The three distinct
oxygen-coordinated Co sites, Co(1), Co(2), and Co(3), are highlighted in blue,
green, and orange, respectively. Each plaquette is shown on the right with the
coordinating oxygen sites labeled. (b) Energy level diagram of the JT-distorted
Co(1) sites from a ligand multiplet calculation. Light blue arrows indicate occu-
pation by half an electron. Adapted from [72].

and red, respectively. The Ca-L2,3 spectra show no significant change upon re-

duction, indicating as expected, that the valence state of Ca is not affected by

the process. On the other hand, there are two notable differences in the O-K

edge spectra. First, upon reduction of the CaCoO2.5 films to CaCoO2, I observe

a suppression of the distinct pre-peak (labeled a in Figure 5.9a) in the region of

the O-K edge associated with hybridization between O 2p and transition metal

3d orbitals, consistent with a nominal electronic transition from 3d6 to 3d7. This

is similar to the pre-peak suppression observed upon reduction from the per-

ovskite to the infinite-layer phase in the related nickelates [48]. At the same time,

a shoulder emerges in the CaCoO2 spectrum (labeled b in Figure 5.9a), which is

similar to a feature attributed to ligand hole states in doped infinite-layer nick-

elates [48]. This feature is also consistent with published spectra reported for

low oxygen-coordination layers of other reduced cobalt oxide compounds, for

example LaCoO2.67 and La0.5Sr0.5CoO2.25, as well as tetrahedrally coordinated Co
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Figure 5.9: EELS analysis of the O-K and Ca-L2,3 edges of CaCoO2.5 and
CaCoO2 thin films. (a) O-K edge and (b) Ca-L2,3 edge spectra for brownmil-
lerite CaCoO2.5 and CaCoO2 films shown in blue and red, respectively. Upon
reduction of the CaCoO2.5 films to CaCoO2, a suppression of the distinct pre-
peak (labeled a) was observed in the region of the O-K edge associated with
hybridization between O 2p and transition metal 3d orbitals consistent with a
nominal electronic transition from 3d6 to 3d7. The emergence of a shoulder in
the CaCoO2 spectrum (labeled b) was also observed and attributed to ligand
hole states similar to those observed in doped infinite-layer nickelates [48]. This
feature is also consistent with published spectra acquired from low oxygen-
coordination layers of other reduced cobalt oxide compounds, LaCoO2.67 and
La0.5Sr0.5CoO2.25, as well as tetrahedrally coordinated Co in CoO [51, 42, 169].
An O-K edge spectrum of the SrTiO3 substrate is included in black for com-
parison. All spectra are Gaussian filtered with an 8 energy channel standard
deviation for clarity. The unfiltered spectra are shown in Figure 5.10

in CoO [51, 42, 169].

In CaCoO2, the presence of a feature associated with ligand hole states sup-

ports the nominal electron energy level diagram presented in Figure 5.8b for

the JT-distorted Co(1) sites. In this diagram, the degeneracy of the 3dxz and 3dyz

orbitals has been lifted and a ligand hole state, L, has been introduced with an

electron shared between that state and the 3dx2−y2 states to form a 3d8L config-

uration. Details of additional density functional theory (DFT) + U calculations

and linearly polarized x-ray absorption spectroscopy (XAS) measurements that

support this picture of the origin and electronic structure of the distortion pat-

tern observed in CaCoO2 can be found in Reference [72].
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Figure 5.10: Unfiltered O-K edge EEL spectra. O-K edge spectra of CaCoO2 and
CaCoO2.5 in red and blue, respectively. The partially transparent, solid lines
indicate the raw, background subtracted data, and the dashed lines indicate the
Gaussian filtered spectra as shown in Figure 5.9a An O-K edge spectrum of the
SrTiO3 substrate is included in black for comparison.

In conclusion, CaCoO2 represents the first demonstration of the 2D JTE in

a metal oxide compound. The highly distorted structure was refined through

an iterative combination of HAADF- and ABF-STEM imaging and synchrotron

x-ray refinement. The complex distortion pattern was found to arise from a

combination of the JTE and geometric frustration due to interlayer coupling be-

tween the CoO2 and Ca layers. This competition results in three distinct oxygen-

coordinated cobalt sites, setting apart the JT-distorted infinite-layer structure

from other layered perovskite compounds which exhibit equivalent octahedral

distortions [17, 59, 1]. The understanding of the JTE developed through the

investigation of this system may have general implications for complex com-

pounds comprising 2D atomic layers where the JTE and interlayer coupling are

important.
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5.3 Methods

5.3.1 Thin film synthesis and characterization

Brownmillerite CaCoO2.5 thin films were deposited on perovskite SrTiO3 001

substrates by pulsed laser deposition (PLD). A 5 unit cell SrTiO3 capping layer

was added to each film to inhibit degradation during or after the film reduction

process. The as grown CaCoO2.5 films were then reduced via topotactic reduc-

tion to CaCoO2. Additional film deposition and reduction details are available

elsewhere [72].

Conventional XRD was performed using a monochromated Cu Kα1 source

(λ = 1.5406 Å). Synchrotron grazing incidence x-ray diffraction (GIXRD) mea-

surements were performed using the Huber six-circle diffractometer at the 3A

beamline of the Pohang Light Source-II in South Korea. The incident beam was

monochromated to 1.1078 Å. GIXRD data were acquired over a 2θ range from

0◦ to 75◦ with a step interval of 0.01◦.

GIXRD refinement was performed using the Reitveld method. Seven inde-

pendent (hkl) peaks were used for the refinement. The goodness of fit was char-

acterized by the R-factor R =
∑

i |I
obs
i −Icalc

i |∑
i Iobs

i
where Iobs

i and Icalc
i are the observed and

calculated integrated Bragg peak intensity of the ith (hkl) plane, respectively.

5.3.2 Cross-section and plan-view FIB lamella preparation

STEM specimens were prepared using a Thermo Fisher Scientific Helios G4 UX

focused ion beam (FIB). Total air exposure of the prepared STEM specimens was
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limited to less than 15 minutes to minimize possible degradation of the films.

Cross-section samples were prepared and thinned to electron transparency us-

ing standard lift out and thinning methods.

Plan-view samples were prepared by first using the standard lift out method

with the lamella width increased to 4 µm and then attaching to a half grid at a 90◦

angle to the standard orientation (i.e., with the grid cartridge lying flat across

two SEM pegs on the FIB stage). The grid cartridge was then reloaded in the

standard orientation for thinning. A layer of protective platinum was deposited

on the top edge of the lamella. A schematic view of the top (thinned) edge of

a plan-view lamella is shown in Figure 5.11a. The lamellas were thinned at the

indicated 3◦ angle to ensure that along the length of each lamella there was a

region containing only the film, with the substrate and protective carbon lay-

ers removed from each side. As high crystallinity was only achievable for films

thinner than 30 nm, this usable region was limited to ∼ 300 - 400 nm in width.

To ensure the contrast between platinum, carbon, and substrate layers was di-

rectly interpretable and not influenced by lamella thickness, the film side of the

lamella was thinned first, until transitions between all four layers were visible.

Note the film was too thin to produce reliable contrast in the electron beam

image. The substrate side was subsequently thinned to achieve electron trans-

parency. Figure 5.11b shows an SEM image of the film side of a final, thinned

lamella where the platinum, carbon, and substrate layers are distinguishable

across the length of the lamella. The region where the lamella is expected to

both contain only film and be sufficiently thin for ABF-STEM imaging is indi-

cated.
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Figure 5.11: Plan-view FIB lamella preparation. (a) Schematic representation
of top (thinned) edge of plan-view lamella showing the substrate on one side,
the thin film in red, and the protective layers of carbon and platinum on the
other side. The lamella is thinned at the 3◦ angle shown to ensure there exists
a region in the final thinned lamella with only the film left. This usable region
is shown in the blown up view. (b) SEM image of a final, thinned plan-view
lamella. From left to right, the contrast across the length of the lamella indicates
the layers of platinum, carbon and substrate. The usable region where only film
remains is indicated.

5.3.3 STEM and EELS measurements

HAADF- and ABF-STEM data were acquired using a Thermo Fisher Scientific

Spectra 300 X-CFEG operating at 120 or 300 kV with a convergence angle of 30

mrad. Inner and outer collection angles were approximately 60 and 200 mrad

respectively for HAADF and 15 and 30 mrad respectively for ABF imaging.

Samples were cleaned by baking for 10-12 hours at 100◦C under vacuum, en-

suring the sample would not be modified. Further, cryogenic cooling using

a liquid nitrogen holder was used to suppress the buildup of remaining car-

bon contamination on plan-view samples. To obtain high signal-to-noise-ratio

(SNR) images, many fast-acquisition images were acquired and subsequently

aligned using a rigid registration process optimized for noisy images [133]. The

displacements of cation positions were estimated from HAADF-STEM images
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of the [110]t zone axis by first fitting all atomic positions using a Gaussian fit-

ting algorithm in python and then extracting the distances separating cobalt

and calcium dumbbells. This was repeated for multiple images and the average

separations were tabulated, with the measurement error given as the standard

deviation over all distances measured for each atomic species. These [1̄10]t-

direction displacements were then used in combination with the contrast from

the [100]t zone axis imaging to deduce the cation positions.

Due to electron beam sensitivity of the sample, a probe current of less than

30 pA was used for all STEM data acquisitions. EELS measurements therefore

required total acquisition times of ∼ 5,000 seconds for each spectrum to achieve

sufficient SNR to distinguish differences in the EELS fine structure. The spec-

tra presented are aligned and summed series of several acquisitions. To ensure

stage stability sufficient for such long acquisitions, a Nion UltraSTEM operated

at 100 kV and equipped with a high stability stage, an Enfinium ER spectrom-

eter, and Quefina2 camera was used to acquire all EELS data. The effective en-

ergy resolution, measured by the full-width-at-half-maximum of the zero-loss

peak, was 0.34 eV. To ensure consistency, spectra from multiple regions of each

sample were acquired. The individual spectra for each edge were first aligned

with respect to each other and summed to produce high SNR measurements for

the as-grown and reduced films. Absolute energy alignments were then applied

to the Co-L3,2 and Ca-L3,2 edges and the O-K edges based on the Ti-L3,2 and O-

K edges of the SrTiO3 substrate, respectively, which serve as well studied and

consistent references. White line ratios were calculated from the Co-L3,2 edges

using the Pearson method [120, 127].
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5.3.4 Estimation of oxygen positions

The positions of oxygen atoms were estimated based on ABF-STEM contrast in

combination with the phonon displacement modes allowed by the measured

crystal symmetry. The available displacement modes were identified using the

ISODISTORT software package, part of the ISOTROPY suite, which outputs the

atomic displacement modes available given a parent structure transitioning to

a lower symmetry state [139, 22]. These displacement modes were then visu-

alized and manipulated using the application ISOVIZ, allowing me to identify

the combination of modes and associated oxygen positions that provided the

best qualitative match with the ABF-STEM contrast.

5.3.5 Multislice simulations

Annular bright-field (ABF) STEM image simulations were carried out using the

multislice method [27, 49, 75] implemented in the TEMSIM simulation package

[74]. For each simulation the probe was defined with a defocus of 0 nm, a spher-

ical aberration coefficient of 1 µm, and a convergence semi-angle of 21.4 mrad.

Supercells of x-ray refined structures #1 and #2 in the [100]t orientation were

defined with dimensions 26.1×30.5×250 Å. ABF-STEM images were simulated

using 1024 × 1024 pixel2 transmission and probe wave functions resulting in a

maximum scattering angle of 375 mrad. A scan step size of 0.1 Å and inner and

outer collection angles of 9 and 18 mrad, respectively, were used. Phonon effects

were not included in the simulations.

The work presented here is published in [72]
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