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With the advancement of information technology, the amount of textual content

written by inexperienced writers, in the form of comments, product reviews,

blog posts, etc., is steeply rising. While it is a valuable medium of communi-

cation that enables people of various backgrounds to share their experiences

and opinions, user generated text often consists of unclear argumentative struc-

tures and unsubstantiated claims, which renders it difficult for people to under-

stand, let alone evaluate. This hampers effective communication and discour-

ages productive discussion. It is especially problematic in eRulemaking, where

the claims of the citizens are meaningful for government officials, and other

citizens, only if they are adequately supported in a clear manner.

One approach to tackle this problem is to automatically extract and evaluate

argumentative structures in user comments. This in turn would allow assis-

tance at both ends of communication—guiding the writers to construct well-

structured arguments through real-time feedback and reducing the burden on

readers by means of summarization.

This thesis proposes a theoretical argumentation model to capture prevalent

support structures in user comments and presents computational tools to ex-

tract from them components of the model. Argumentative structures can then

be evaluated by comparing the expected type of support as defined in the model

to the actual support provided by the writer, if any, in the given text.
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CHAPTER 1

INTRODUCTION

In life, we often have to decide what to do, where the issue at hand can be as

momentous as settling on a course of actions to be taken for environmental sus-

tainability or as (relatively) insignificant as deciding whether to buy an iPhone

or a Samsung Galaxy. When faced with multiple options, we reach conclusions

from the knowledge available to us. The process of arriving at conclusions from

relevant knowledge, or premises, is called argumentation. Throughout the the-

sis, the term argumentation is mostly used in the monological sense as just de-

scribed, instead of the dialogical sense denoting the effort by multiple agents to

reach a consensus.

Argument is the primary outcome of argumentation. Besnard and Hunter [7]

define it as “a set of assumptions (i.e. information from which conclusions can

be drawn), together with a conclusion that can be obtained by one or more rea-

soning steps (i.e. steps of deduction).” Note the use of the word “assumptions”

to refer to the information from which the conclusions are derived. These as-

sumptions, so-called premises, are indeed assumptions. In other words, premises

are not guaranteed to be valid. Thus, they need to be properly evaluated before

correct conclusions can be inferred from them, and verifying the correctness of

the premises is a crucial step in evaluating an argument.

Evaluating arguments has become an indispensable part of modern life. Our

sources of information are no longer limited to books and articles produced by

field experts and professional writers—with the advancement of information

technology, the amount of textual content written by inexperienced writers, in

the form of comments, product reviews, blog posts, etc., is steeply rising. User
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generated text is a valuable medium of communication that enables people of

various backgrounds to share their experiences and opinions. However, it often

consists of unclear argumentative structures and unsubstantiated conclusions,

which renders it difficult for us to understand, let alone evaluate. Without prop-

erly evaluating the arguments, we cannot determine our stances toward them

nor can we build our own arguments based on them.

Unfortunately, the unwieldy amount of user generated text and unclear

structures of arguments in it thwart the process of evaluation. This is especially

problematic in eRulemaking, where citizens comment about rules proposed by

government agencies, which are then required to respond to major concerns

and criticisms, adjusting the final rule as necessary [47]. The claims in the com-

ments are seriously considered by the audience, government officials and other

citizens, only if they are properly supported in a clear manner. In contrast,

such a rigorous evaluation of arguments is not as important in many other do-

mains. It is because the decision to be made is not as complex—e.g. deciding

which product to buy vs. amending a rule in light of the concerns raised—nor

consequential—e.g. an individual or household vs. millions of lives. Because

of this, people can rely on statistical summaries of people’s arguments. For in-

stance, when you want to see a movie, it is easier, and arguably more effective,

to see the average ratings of the movies, instead of reading a select few com-

ments and evaluating the soundness of the arguments.

This thesis proposes an approach to deal with ill-structured arguments in

user comments in eRulemaking by automatically extracting and evaluating ar-

gumentative structures. This in turn would allow assistance at both ends of

communication—guiding the commenters to construct well-structured argu-

2



Figure 1.1: Overview of Argument Mining Process

The colored circles represent propositions that suggest courses of action

to be taken (yellow), present opinions or value judgments (orange),

state factual information (blue), or report personal testimony (green).

ments through real-time feedback and reducing the burden on the readers by

means of summarization.

Figure 1.1 shows how a comment would be processed in two stages: (A)

proposition classification and (B) support relation identification. The resulting

graph representation allows the argumentative structure to be evaluated via a

quick comparison to the well-formed argument (See Chapter 2). For instance,

Proposition 3 does not have an incoming edge, though it is a factual proposition

(denoted by blue) that requires factual evidence. In contrast, Propositions 1, 2,

4, and 5 are properly supported. Propositions 6 and 7 are testimony (denoted
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by green), which need not be supported according to the model.

1.1 Contributions

Because the goal of evaluating argumentative structures in online user com-

ments is novel, we aimed to make progress in both the theory and application.

Thus, the contributions of this work are threefold: development of a theoretical

argumentation model, implementation of computational tools, and construction

of publicly available corpora.

Argumentation Model. We propose a novel model of argumentation to cap-

ture and evaluate prevalent support structures in user generated text. We first

provide a summary of existing argumentation models that are relevant, yet not

suitable for our purpose, as part of the literature survey (Chapter 1.2). Then,

our model is described in detail (Chapter 2).

In argumentation theory, evaluation typically takes place in the presence of

multiple arguments, with the focus on modeling attacking patterns among con-

flicting arguments [21, 68]. In contrast, our model captures support relations

among components of arguments, i.e. various types of propositions serving the

function of premise and conclusion, and defines what it means for a practical

argument to be well-structured.

Computational Tools. We present computational tools to extract components

of our argumentation model from user generated text over several chapters:

proposition type classification for determining appropriate types of support for

each proposition (Chapter 4), support relation identification for mining support

relations among the propositions (Chapter 5), and discourse analysis covering

4



a broader range of relations among propositions (Chapter 6).

The goal of argumentation mining has been collecting information, just as in

similarly named fields, such as data mining and opinion mining. Thus, early

argumentation mining systems process news articles, parliamentary records

and legal documents, where the documents contain well-formed arguments,

i.e. propositions with supporting premises [51, 56, 92, 25, 1]. Even though user

generated text as a domain for argumentation mining has become more popu-

lar, the goal remains the same: information gathering. Thus only well-formed

arguments are targeted. However, our approach enables the identification of

any argument, even claims without any explicit premises, and provides ways to

evaluate the structure.

Corpora. We constructed several corpora to test the efficacy of our model with

real world data (Chapter 3). The corpora comprise the only large scale dataset

with user comments from the eRulemaking domain with argumentation-based

annotations.

1.2 Background

In this section, we present a survey of related work in argumentation theory

(Section 1.2.1), argumentation mining (Section 1.2.2), and eRulemaking, our ap-

plication domain (Section 1.2.3).
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1.2.1 Argumentation Theory

There are several models of argumentation that can be considered for modeling

argumentative structures in user generated text. However, they fall short of

capturing the prevalent support patterns in practical argumentation and do not

allow evaluation of the associated argumentative structures.

Structural Argumentation Models Argumentation modeling is an active area of

research that typically focuses on capturing the interaction of arguments via at-

tack and other relations [21, 4]. Among those, structural argumentation models

define practical models that can be applied to real text. Besnard and Hunter [6]

defines an argument as a pair < Φ, α >where the set of formulaeΦ is the support

and α is the consequent of the argument. Such distinction of the premises from

the conclusion has become quite a standard over the years. But for the purpose

of measuring the evaluability of comments and providing helpful feedback, the

interaction of multiple types of elementary units of argument via various sup-

port relations is desirable. Another popular model by Prakken [68] differen-

tiates strict from defeasible inference and defines three different attacks on an

argument: rebut, undercut, and undermine. However, we are currently focus-

ing on support relations for a single argument for the purpose of constructing

more evaluable comments.

The Toulmin Model Several researchers have proposed models of the internal

structure of arguments, including Toulmin [78], Farley and Freeman [26], and

Reed and Walton [83]. One of the most widely known argumentation models is

the Toulmin Model [78].

It models an argument as an interplay of 6 elements:

6



1. Claim (C): a proposition being argued for.

2. Data (D): objective evidence in support of a claim. The objective evidence

can come in various forms, including experiment data and personal testi-

mony.

3. Warrant (W): a justification for inferring the claim from the data.

4. Backing (B): objective evidence in support of a warrant.

5. Qualifier (Q): words or phrase showing the confidence level of the arguer

with respect to the claim being made.

6. Rebuttal (R): conditions under which the claim may not be true.

The first four elements are claimed to exist in any argument, either explicitly or

implicitly, whereas Qualifier and Rebuttal are optional [79].

As this model has been receiving much attention, many extensions have

been proposed. For instance, Bench-Capon [3] added an additional component

called “presupposition component” denoting a necessary assumption for the

argument that is to be taken without dispute, and Freeman [26] identified sub-

categories of Warrant to distinguish various types of warrants. One major issue

with the Toulmin Model is that it is underspecified in a few ways, and this is

problematic for implementation. Even the experts cannot agree on the correct

interpretation, especially about the Warrant. For instance, Hitchcock [30] con-

siders it an inference-license, not a premise, whereas Eemeren et al. [80] claim

that Warrant is indistinguishable from Data. In our model, we clearly define the

elementary units and their interactions.

Argumentation Schemes Argumentation schemes provide templates for

7



prominent patterns of arguments, defining specific premises and a set of crit-

ical questions for each scheme [83, 9, 85].

For example, Argument from Expert Opinion consists of 3 premises in support

of a conclusion, as well as 6 critical questions [84]:

1. Scheme

• Premise : E is an expert in D.

• Premise : E asserts that A is known to be true.

• Premise : A is within D.

• Conclusion : Therefore, A may plausibly be taken as true.

2. Critical Questions

• Expertise: How credible is E as an expert source?

• Field: Is E an expert in the field that A is in?

• Opinion: What did E assert that implies A?

• Trustworthiness: Is E personally reliable as a source?

• Consistency: Is A consistent with what other experts assert?

• Backup Evidence: Is E’s assertion based on evidence?

The critical questions make argumentation schemes useful for assessing the

validity or strength of arguments, and can provide a more detailed assistance

to commenters. However, given comments consisting of arguments with only a

few or no premises explicitly stated, it is practically impossible to decide which

argumentation scheme matches the commenters’ intentions, and this in turn
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means that we cannot easily identify relevant critical questions for given com-

ments. Thus, we need a new argumentation model for the purpose of evaluating

the internal structures of practical arguments.

1.2.2 Argumentation Mining

Argument Mining aims at developing methods and techniques for automatic

extraction of arguments from texts in natural language. An argument is a com-

plex discourse unit with boundaries easily recognisable by humans and yet

hard to determine by a computer. For this reason, argument mining is often

supported with rhetorical document structure, argument schemes or dialogical

relations.

This area of research began to attract attention over a decade ago. Argu-

mentative zoning [76, 77] looked at recognising argumentative discourse units

from unstructured scientific papers using rhetorical structure of a document.

The results varied from the highest, F-score of 0.86 for the recognition of parts

of papers in which an author refers to their own research to as low as F-score of

0.26 for the recognition of parts in which an author presents arguments against

other approaches. The authors point out that their solution is domain-specific

and works well for academic papers, as it relies on specifically tailored senten-

tial features.

Automated classification of sentences as either argument or non-argument

[52] on the material from discussion fora, legal judgements, newspapers, parlia-

mentary records and weekly magazines achieved an average accuracy of 70%

using maximum entropy and multinomial naive Bayes classifiers. In this study,
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the score for discussion fora (68.4%) was lower than for the newspaper articles

(73.22%). The authors suggest that discussion fora contain more ambiguous ar-

guments and are less well-formed texts compared to the news and legal texts.

Classification of sentences as argument or non-argument constitutes the first

step in argument mining, however it does not yet provide the information about

argumentative relations, such as reason-conclusion structure or conflict.

The relations between reason and conclusion in legal texts are explored in

[57]. The first step in the argument detection task was the usage of Naive Bayes

as a statistical classifier, achieving 73% accuracy on the Araucaria corpus and

80% on the ECHR corpus (a corpus of texts issued by the European Court of

Human Rights). The next step was to classify extracted propositions by their

argumentative function. Automatic marking of clauses as either premises or

conclusions reached close to 70% accuracy. In the third step, to determine the

global argumentative structure a set of manually crafted rules was used, which

created a context-free grammar. In this task 60% accuracy was obtained.

Since 2014, the area of argument mining has been witnessing a rapidly in-

creasing interest. Analysis of support and attack relations in the corpus of Ger-

man argumentative microtexts [63] provided a highest achieved F-score of 0.7.

Automated extraction of counter-consideration is explored in [64]. A speaker

may provide counter-consideration to her own statement in anticipation of

the critique. This study provides evidence that lexical indicators (especially

“but”, also “however” and “although”) perform well as predictors of counter-

considerations.

A new field of Argument Mining is mining arguments from dialogue [12]

which explores how argumentative structures are built upon dialogical struc-
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tures in interaction. Previous analysis of the structure of dialogues (for example

of ad hominem dialogues [13]) led to the description of argument structure in

dialogue protocol. This allowed for the theoretical foundations for argument

mining in dialogue as well as its initial implementations described in [11]. Ar-

gument mining from dialogue is of particular importance for the automated

extraction of conflict and controversy, as we believe that those can only emerge

through interaction and are inherently related to dialogical structures.

1.2.3 eRulemaking

While user generated text appears in many platforms, from tweets to product

reviews, we focus on user comments from a particular domain, eRulemaking.

The reason is that presenting well structured arguments with adequately sup-

ported claims is especially important for the targeted audience of the domain.

Rulemaking is a multi-step process that federal agencies use to develop new

regulations on health and safety, finance, and other complex topics. From its

inception, rulemaking was designed to be a participatory process for making

policy, as opposed to a purely bureaucratic one [24]. To ensure public aware-

ness of proposed regulations, federal agencies are required to publish materials

describing the legal basis, factual and technical support, policy rationale, and

costs and benefits of a proposal. Agencies must specify a comment period, usu-

ally 60 to 90 days, during which anyone may send the agency comments. Fur-

ther, agencies are required to respond to information, arguments, and criticisms

presented by the public as part of its final rule [47].

This process gives citizens notice of proposed regulations that could affect

11



them, and provides them with an opportunity to meaningfully influence the

content of that regulation. However, the participants most involved in the

rulemaking process have traditionally been sophisticated citizens — those well-

resourced members of industry and large advocacy or lobbying organizations

who know how the process works and understand how to present their data

and arguments persuasively in a comment to the agency. These citizens have

the organizational capacity, economic or political interest, and proximity to pol-

icymakers to learn about upcoming rulemakings and respond point-by-point to

an agency’s proposal.

The comparatively low engagement of non-expert (or, at least, less well-

resourced) citizens—individuals, including small business owners, state and

local government entities, and non-governmental organizations—has presented

problems for the participatory nature of rulemaking [62]. Moreover, the notice-

and-comment rulemaking process cannot fully meet the goal of developing reg-

ulations that are as tailored and effective as possible when many interested cit-

izens do not know about the rulemaking process, much less how to effectively

engage in it.

eRulemaking leverages information technology to increase public awareness

of and participation in federal rulemaking—a multi-step process that federal

agencies use to develop new rules, incorporating the feedback from citizens di-

rectly affected by the proposed rules [47]. Immediate access to materials about

a proposed rule, as well as the ability to share them widely and instantaneously,

should increase awareness and participation among citizens who have been

missing from the off-line process. One would also expect that the flexibility

of time to read, reflect on, and respond to an agency proposal should simulta-
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neously increase the quality of that participation.

Yet, experience demonstrates that merely putting proposed rules and their

supplemental materials online has not been enough to overcome the barriers

that non-expert citizens face when trying to participate in what is often a highly

technocratic process [17]. Without knowing the expectations for participating

in rulemaking, non-experts often default to “voting and venting” behaviors—

expressing their outcome preferences or identifying problems but not provid-

ing additional data, information, arguments, or reasons that could substantiate

their positions [24]. Because rulemaking is a reasoned decision-making process,

and agencies are required to weigh reasoning and evidence, arguments that do

not explicitly state reasons or neglect to provide objective evidence for factual

claims are not influential. Such arguments prevent effective communication

with other participants, as well.

One approach to make the comments more suitable is to introduce human

moderation: Cornell eRulemaking Initiative (CeRI) partners with federal agen-

cies to host online discussions of ongoing rulemakings on its civic engagement

platform, regulationroom.org, with active moderators interacting with the com-

menters. A key role of the moderators is to prompt commenters to better sup-

port the propositions they make, asking for either a reason or evidence. Though

human moderation can be effective, hiring and training human moderators can

be cost intensive. Also, quicker moderation is desirable: A majority of the com-

menters are one-time visitors who never return to the website1, thus, the mod-

eration that takes place after the commenters leave can be ineffective.

As an alternative, automated extraction of arguments is proposed in this

1Of the 12,665 total visits to regulationroom.org to discuss a proposed Home Mortgage Consumer
Protection rule, 8,908 corresponded to unique visitors.

13



thesis. In the subsequent chapters, we first define the theoretical model of

argumentation to capture prevalent support structures in user generated text

(Chapter 2). This model defines the structure of a well-structured argument,

while being flexible enough to capture practical arguments consisting of claims

with a subset or all of their premises missing. After a survey of corpora created

for the experiments (Chapter 3), software implementations to automatically ex-

tract the components of the model are presented: proposition type classification

for determining appropriate types of support for each proposition (Chapter 4),

support relation identification for mining support relations (Chapter 5), and

discourse analysis covering a broader range of relations among propositions

(Chapter 6).
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CHAPTER 2

ARGUMENTATION MODEL OF EVALUABILITY

eRulemaking is an ongoing effort to use online tools to foster broader and

better public participation in rulemaking — the multi-step process that federal

agencies use to develop new health, safety, and economic regulations. The in-

creasing participation of non-expert citizens, however, has led to a growth in

the amount of arguments whose validity or strength are difficult to evaluate,

both by the government agencies and fellow citizens. Such arguments typically

neglect to provide reasons for their conclusions and objective evidence for the

factual claims upon which the arguments are based. In this chapter, we propose

a novel argumentation model for capturing the evaluability—the ability to be

evaluated—of user comments in eRulemaking. More specifically, an argument

is evaluable if its conclusion is supported with at least one explicit premise of an

appropriate type defined in the model.1 This model is intended to be used for

implementing automated systems to assist users in constructing evaluable argu-

ments in an online commenting environment for the benefit of quick feedback

at a low cost.

2.1 Background

eRulemaking leverages information technology to increase public awareness of

and participation in federal rulemaking—a multi-step process that federal agen-

cies use to develop new rules, incorporating the feedback from citizens directly

affected by the proposed rules [47]. Immediate access to materials about a pro-

1The underlying assumption is that if at least one premise of the right type is explicitly stated,
the readers can see the writer’s general approach to support their claim. Requiring further
support would be ideal, but too rigorous for practical argumentation.
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posed rule, as well as the ability to share them widely and instantaneously,

should increase awareness and participation among citizens who have been

missing from the off-line process. One would also expect that the flexibility

of time to read, reflect on, and respond to an agency proposal should simulta-

neously increase the quality of that participation.

Yet, experience demonstrates that merely putting proposed rules and their

supplemental materials online has not been enough to overcome the barriers

that non-expert citizens face when trying to participate in what is often a highly

technocratic process [17]. Without knowing the expectations for participating

in rulemaking, non-experts often default to “voting and venting” behaviors—

expressing their outcome preferences or identifying problems but not provid-

ing additional data, information, arguments, or reasons that could substantiate

their positions [24]. Because rulemaking is a reasoned decision-making process,

and agencies are required to weigh reasoning and evidence, arguments that do

not explicitly state reasons or neglect to provide objective evidence for factual

claims are not influential. Such arguments prevent an effective communication

with other participants, as well.

To better understand the problem, let’s consider short snippets of user com-

ments about an Airline Passenger Rights rule by Department of Transportation

collected from an eRulemaking platform, regulationroom.org:

(1) All airfare costs should include the passenger’s right to check

at least one standard piece of baggage.A All fees should be fully dis-

closed at the time of airfare purchase, regardless of nature (i.e. op-

tional or mandatory).B Any changes in fees should be identified by

air carriers at least 6 months prior to taking effect.C
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Because this comment consists purely of claims without any support, it is

difficult to evaluate its strength, making it neither influential nor useful for the

lawmakers. (In argumentation terminology, there are three seemingly indepen-

dent arguments, each consisting of a conclusion without any explicit premises.)

This is unfortunate, as the commenter already took the time and effort to par-

ticipate in eRulemaking process, yet hardly any benefit was produced. Had the

commenter made the supporting premises explicit, the arguments would have

been better assessed and more valuable for the lawmakers.

(2) I would support a full ban of peanut products on any airline.A

Peanut reactions can be life threatening.B An individual doesn’t have

to consume the product to have a life threatening reaction.C They can

have contact or inhalation reactions.D Restricting to certain flights is

not enough to protect the passengers,E as residue can be rampant.F

This comment is much more evaluable, as the premises for the conclusion to

fully ban peanut products on airlines are clearly stated. (There are conclusions

from sub-arguments, as well, but we will discuss them in more detail when

we revisit this example.) To fully assess the argument, however, the readers

will need to verify the factual claims such as 2.F, and perhaps 2.B, depending

on the reader’s background knowledge. Thus, providing evidence, such as a

URL or a citation of an accredited source, for those claims would have made the

evaluation process easier.

(3) There should definitely be a cap and not this hideous amount

between $800 and $1200.A $400 is enough compensation,B as it can

cover a one-way fare across the US.C I checked in a passenger on a

$98.00 fare from east coast to Las Vegas the other day.D
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The is a clearly written comment that can be adequately evaluated as it is. One

thing that can be added is, perhaps, evidence for 3.D.

One approach for making the comments more suitable for assessment is to

introduce human moderation: Cornell eRulemaking Initiative (CeRI) partners

with federal agencies to host online discussions of ongoing rulemakings on its

civic engagement platform, regulationroom.org, with active moderators interact-

ing with the commenters. A key role of the moderators is to prompt commenters

to better support the proposition they make, asking for either a reason or evi-

dence. Though human moderation can be effective, hiring and training human

moderators can be cost intensive. Also, a quicker moderation is desirable: A

majority of the commenters are one-time visitors who never return to the web-

site2, and thus, the moderation that takes place after the commenters leave can

be ineffective.

In this section, we propose an argumentation model capturing the evalua-

bility of arguments. This model is intended to be used for implementing auto-

mated systems to assist users in constructing evaluable arguments under online

commenting environment for the benefit of quick feedback at a low cost.

As discussed in Section 1.2.1, some of the existing argumentation models are

relevant for this purpose, yet none is sufficient. To summarize the issues, argu-

mentation models in general model conflicts among multiple arguments. Even

though structural argumentation models model the inner structure of each ar-

gument, they are too simple, e.g. the only elementary unit types are premise

and claim, to capture the evaluability of the argumentative structures. While the

Toulmin Model contains a more diverse set of elementary units [78, 79], the ele-

2Of the 12,665 total visits to regulationroom.org to discuss a proposed Home Mortgage Consumer
Protection rule, 8,908 corresponded to unique visitors.
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mentary units cannot be clearly distinguished from one another [80, 30]. Lastly,

argumentation schemes do define detailed argumentative structures. However,

identifying the scheme in use is difficult due to many implicit premises com-

prising practical arguments, especially in user comments.

We now present an argumentation model capturing the evaluability of argu-

ments in user comments with various elementary units and support relations.

2.2 Elementary Units

We adopt and modify results from argumentation research that classifies differ-

ent types of claims in order to study their characteristics [32, 91]. Hollihan and

Baaske, for instance, distinguish three types of claims: fact, value and policy.

Simply put, fact claims are verifiable with objective evidence, value claims ex-

press preference, interpretation or judgment, and policy claims assert a course

of action to be taken. (As we describe each type of elementary units, please refer

to examples from Table 2.1.)

For our purpose, however, we distinguish fact claims about personal state

or experience and non-experiential ones and accept the former as a form of evi-

dence and thus not require any further support. The reasons are threefold: (1) it

is often practically impossible for the commenters to provide evidence for fact

claims about personal state or experience. One reason is that people normally

do not have evidence for what they experience (See TESTIMONY 3, for exam-

ple). This is especially true if we restrict the eRulemaking interface to a typical

online commenting environment, where only textual inputs are accepted. Thus,

even if one had a picture of leftover peanuts on their seat, they cannot upload
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# Example

P
O

L
IC

Y

R
E

A
SO

N

1 Peanuts should be banned from all airlines.
2 Do not force passengers to risk their health.
3 Government needs to protect their citizens.

V
A

L
U

E

1 Global warming is more important than any other pressing issues
we are facing.

2 They will lose business eventually.
3 I am not happy with my new pet.

FA
C

T

E
V

ID
E

N
C

E 1 Food allergies are seen in less than 20% of the population
2 The report states that peanut can cause severe reactions.
3 The governor said that the economy will recover soon.

T
E

ST
IM

O
N

Y

E
V

ID
E

N
C

E
* 1 I’ve been a physician for 20 years.

2 My son has hypolycemia.
3 There were leftover peanuts from the previous flight on my seat.

R
E

F
E

R
E

N
C

E

N
O

N
E

1 http://www.someurl.com/somewebpage.html
2 J. Doe 2014
3 J. Doe 2014. Paper Title. In Proceedings of Conference Name.

Pages 12-25

Table 2.1: Appropriate Support Type and Examples of Each Elementary
Unit Type

*Optional Evidence

it as evidence for TESTIMONY 3. Another reason is that a sufficient evidence

may violate privacy, as in the case of TESTIMONY 1 and 2. (2) In eRulemaking,

lawmakers accept a wide variety of comments from citizens, including accounts

of personal experience relevant for proposed rules. Arguments based on such

anecdotal evidence are exactly the type of information that is valuable, yet can-

not be obtained through the lawmakers’ usual channel of communication with

domain experts. If these accounts are relevant and plausible, the agencies may

use them, even if they are not substantiated with evidence. (3) Toulmin and

Hitchcock classifies them as justified grounds, as well (See Table 2.2).

Note that, because a policy claim expresses a specific type of judgment—
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Justified Grounds from [31] Type Justified Grounds from [79] Type
Direct observation * Experimental observations REFERENCE

Written records of direct ob-
servation

REFERENCE Matters of common knowl-
edge

FACT***

Memory of what one has
previous observed

* Statistical data REFERENCE

Personal testimony TESTIMONY Personal testimony TESTIMONY

Previous good reasoning or
argument

Any Previously established
claims

Any

Expert opinion ** Other comparable ”factual
data”

REFERENCE

Appeal to an authoritative
reference source

REFERENCE

Table 2.2: Elementary Unit Types of Justified Grounds (Evidence)

* This cannot be part of an argument. The moment you state your observation, it

becomes a testimony, not a memory. Thus, testimony can be part of an argument,

but memory cannot be.

** If there is a written record, which should be the case for established expert

opinions, it is REFERENCE. If a local expert expressed an opinion to the arguer,

or he is an expert himself, it is TESTIMONY.

*** As there is no knowledge base of common knowledge, factual propositions

about a common knowledge cannot be distinguished from the rest. Thus, FACT

is not considered as evidence in the automated system.

the one that asserts what should be done—it can be considered a type of value

claim. Then, we have a good match between the claim types and appropriate

support relations: Since fact claims are verifiable, the best form of support is

evidence, in the form of a reference to an accredited source, showing the claim

is truthful. On the other hand, no such evidence exist for value and policy claims

as they are unverifiable by definition. Thus, an appropriate support is a reason
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Figure 2.1: Elementary Units

from which the claim can be inferred3.

Lastly, we add a type called REFERENCE to encompass URLs and citations

of published articles, as most factual evidence in online comments is provided

in this form. REFERENCE and TESTIMONY are the only elementary units that

qualify as evidence. And this completes the set of five elementary units for our

model as follows: (A flowchart for deriving of elementary units is shown in

Figure 2.1.)

Proposition of Non-Experiential Fact (FACT) : A proposition of fact is an

objective proposition where objective means “expressing or dealing with facts or

3Even though the appropriate support type for both policy and value claims is reason, their
distinction is retained for a possible extension of the system: The system can guide commenters
to explicitly suggest a course of action, instead of simply making a value judgment on the pro-
posed rules. However, this may not be necessary, as value claims made about different aspects
of proposed rules typically make it obvious what course of action the commenter prefers.
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conditions as perceived without distortion by personal feelings, prejudices, or

interpretations.”4 By definition a FACT has truth values that can be verified with

objective evidence. We restrict the notion of verifiability to the evidence poten-

tially being available at the present time. Thus, predictions about the future are

considered unverifiable. The examples show various types of propositions that

can be proved with direct objective evidence5. Note that, FACT 3 is considered

a FACT because whether or not the governor said, “The economy will recover

soon.” can be verified with objective evidence, even though his speech itself

contains a value judgment.

Proposition of Experiential Fact (TESTIMONY6) : Objective proposition

about the author’s personal state or experience. One major characteristic of this

type of objective propositions, as opposed to the non-experiential ones classified

as FACT, is that it is often practically impossible to provide objective evidence

proving them: It is unrealistic to expect an objective evidence for a personal ex-

perience to exist in the public domain, and thus, one often does not have the

evidence. For instance, you would not expect there to be any evidence for TES-

TIMONY 3. Also, the author may not want to reveal the evidence for privacy

reasons (See TESTIMONY 1 and 2).

Proposition of Value (VALUE) : Proposition containing value judgements with-

out making specific claims about what should be done (If so, then it is a POL-

ICY.). Because of the subjectivity of value judgements, a VALUE cannot be

proved directly with objective evidence; however, providing a reason as sup-

port is feasible and appropriate. Consider VALUE 1, for instance. There is no

4http://www.merriam-webster.com/
5See Section 2.3 for what constitute objective evidence.
6Technically a better term would be OBJECTIVE TESTIMONY, but we use TESTIMONY for the

ease of use.
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objective evidence that can directly prove the proposition, because even if you

were to provide objective evidence showing negative effects of global warming,

subjective judgment must be made to reach the conclusion that it is the most

important issue. VALUE 2 is considered unverifiable, because as discussed in

the FACT paragraph, objective evidence need to be able to exist at the present

time. For VALUE 2 the objective evidence will be available only in the future.

An expression of private state, such as VALUE 3, is similar to propositions of

value in this respect, thus are categorized as VALUE includes opinions as well

as proposition of value7.

Proposition of Policy (POLICY) : Assertion that a specific course of action

should be taken. It almost always contains modal verbs like “should” and

“ought to.” Just like VALUE, a POLICY cannot be directly proved with objec-

tive evidence, and a proper type of support is a logical reason from which the

proposition can be inferred. You can present objective evidence about a similar

event that has taken place to make an analogy, but it is still not a direct proof

that the same thing will happen again. In other words, the existence of a similar

event can only be an indirect evidence for the assertion insufficient on its own,

not a direct proof for it.

Reference to a Resource (REFERENCE) : reference to a source of objective evi-

dence. In online comments, a REFERENCE is typically a citation of a published

work or a URL for online documents. Quotes or paraphrase of a reference such

as FACT 2 or 3 are not REFERENCE, as whether the given resource contains the

claimed content is a factual statement that can be verified. REFERENCE could

also be an attachment if the commenting interface allows it. As it is shown in

7The motivation for the classification of propositions is to determine the desirable types of
support: If the desirable types of support are the same, they should be classified into the same
category.
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Table 2.2, REFERENCE is the elementary unit category for the most types of jus-

tified grounds.

2.3 Support Relations

As discussed in the previous section, the elementary units are distinguished

with the following types of support in mind.

Reason: An elementary unit X is a reason for proposition Y if Y explains why

X is true. For example, FACT 2 can be a reason for POLICY 1. To show a FACT

proposition is true, the strongest form of support is objective evidence showing

that the claim is true, not a reason explaining why the conclusion is true, as such

inferences in practical reasoning are often defeasible.

Evidence: X, a set of elementary units of type TESTIMONY or REFERENCE, is

evidence for a proposition Y if it confirms that proposition Y is valid or not. For

example, evidence for FACT 1 can be a citation or link to a medical research

showing the percentage of the population with food allergies is less than 20%.

The possible types of evidence are limited to TESTIMONY or REFERENCE based

on previous studies on what constitute justified grounds [79, 31]. See Table 2.2

for how the list of justified grounds map to our classification of elementary units

of argument.
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2.4 Formalization

Let Proposition = {POLICY, VALUE, FACT, TESTIMONY}, Evidence = {TESTIMONY,

REFERENCE}, and Type() a function that maps argumentative propositions8 to

the set of elementary units.

Definition 2.4.1 An argument is a set {R, E, c} where:

1. c is the conclusion such that Type(c) ∈ Proposition.

2. R is a set of reasons explaining that c is true, such that ∀r ∈ R, Type(r) ∈

Proposition.

3. E is a set of evidence confirming that c is true, such that ∀e ∈ E, Type(e) ∈

Evidence.

Definition 2.4.2 Let A={R, E, c} be an argument. The set of sub-arguments of A

is defined recursively as the union of {R′i , E′i , ri} for ∀ri ∈ R, such that Type(ri) ∈

Proposition, and each of their sub-arguments.

Definition 2.4.3 An evaluable argument A is an argument {R, E, c} where at least

one of the following is true for A and all its sub-arguments:

1. Type(c) = TESTIMONY

2. Type(c) ∈ {POLICY, VALUE}, and R , ∅, such that ∀r ∈ R, Type(r) ∈

Proposition

3. Type(c) = FACT, and R , ∅, such that ∀r ∈ R, Type(r) ∈ FACT

4. Type(c) = FACT, and E , ∅, such that ∀e ∈ E, Type(e) ∈ Evidence
8An argumentative proposition is a proposition that is part of an argument.
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In other words, an argument can consist of zero or more number of reasons

and pieces of evidence, but there are a few restrictions that must be met in order

for it to be properly assessed. When the conclusion is a TESTIMONY, explicit

premises need not be provided in order for the argument to be assessed. (As

discussed, we take TESTIMONY as a type of objective evidence.) Conclusions of

all other types need at least one type of support: POLICY and VALUE require

an explicit premise as support, and FACT can be supported with evidence or

another FACT. (See Example 2.C and D.) The underlying assumption is that if

each proposition has at least one supporting reason or evidence, understanding

the argument and assessing it is much more feasible than the case in which no

explicit premise or evidence is given.

Table 2.3 shows how the comment examples from Section 2.1 are processed

according to the argumentation model. The last column lists what additional

support is needed to make the argument evaluable as defined. All three conclu-

sions in Comment 1 need support in the form of reason, and providing evidence

or reason for three conclusions from Comment 2 will make the argument more

evaluable. Comment 3 is a well written comment that can benefit from adding

evidence for Proposition D, but it is only optional.

2.5 Conclusions

eRulemaking is an ongoing effort to use online tools to foster broader and better

public participation in rulemaking. The increasing participation of non-expert

citizens, however, has led to a growth in the amount of arguments whose va-

lidity or strength are difficult to evaluate, both by the government agencies and
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c Type Appropriate Existing Support Needed
Support P E Support

Example Comment 1
A POLICY P ∅ ∅ P*
B POLICY P ∅ ∅ P*
C POLICY P ∅ ∅ P*

Example Comment 2
A POLICY P {B,C,E} ∅
B FACT E or P ∅ ∅ E or P**
C FACT E or P {D} ∅
D FACT E or P ∅ ∅ E or P**
E FACT E or P {F} ∅
F FACT E or P ∅ ∅ E or P**

Example Comment 3
A POLICY P {B} ∅
B FACT E or P {C} ∅
C FACT E or P ∅ {D}
D TESTIMONY (E)*** ∅ ∅ (E)***

Table 2.3: Comment Examples Processed According to the Argumentation Model

* POLICY, VALUE, FACT or TESTIMONY

** If E: TESTIMONY or REFERENCE, If P: FACT

*** Optional

fellow citizens. To support the implementation of automated systems to assist

users in constructing evaluable arguments under online commenting environ-

ment for the benefit of quick feedback at a low cost, we propose an argumen-

tation model capturing the evaluability of arguments. For future extensions of

our system, considering the potential attacks to help users construct arguments

that are harder to defeat can be interesting.
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CHAPTER 3

CORPORA

Since we tackle novel tasks based on a new model of argumentation we

propose, a significant effort was put into building various corpora. All of the

experiments were done with these corpora, except for the results presented in

Chapter 6 in which we use an existing dataset for a fair comparison with ex-

isting literature. The corpora are summarized in Table 3.1, and each corpus is

described in detail in the following sections.

Corpus Cornell eRulemaking Corpus - APR & MS
Rule Airline Passenger Rights, Mortgage Services
Annotation Proposition Types : Unverifiable, Verifiable-Experiential, and

Verifiable-Nonexperiential
Publications Park and Cardie [60], Park et al. [61]
URL http://www.joonsuk.org
Corpus Cornell eRulemaking Corpus - CDCP
Rule Consumer Debt Collection Practices

Annotation Proposition Types : Policy, Value, Fact, Testimony, and Reference
Intra-comment Support Relations

Publications Under Preparation
URL N/A
Corpus eRulemaking Controversy Corpus
Rule Airline Passenger Rights
Annotation Intra-comment Support Relations, Inter-comment Conflict Relations
Publications Konat et al. [39], Under Review

URL http://arg.tech/ercctrain
http://arg.tech/ercctest

Table 3.1: Summary of Corpora
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3.1 Cornell eRulemaking Corpus - APR & MS

For Step A in Figure 1.1, we have collected and manually annotated statements

from user comments extracted from an eRulemaking website, Regulation Room1.

Regulation Room is an experimental website operated by Cornell eRulemak-

ing Initiative (CeRI)2 to promote public participation in the rulemaking process,

help users write more informative comments and build collective knowledge

via active discussions guided by human moderators. Regulation Room hosts

actual regulations from government agencies, such as the U.S. Department of

Transportation.

For our research, we collected and manually annotated 9,476 statements

from 1,047 user comments from two recent rules: Airline Passenger Rights (tar-

mac delay contingency plan, oversales of tickets, baggage fees and other airline

traveller rights) and Home Mortgage Consumer Protection (loss mitigation, ac-

counting error resolution, etc.).

To start, we collected 1,147 comments and randomly selected 100 of them

to devise an annotation scheme for identifying appropriate types of support

for statements and to train annotators. Initially, we allowed the annotators

to define the span for a “statement”, leading to various complications and a

low inter-annotator reliability. Thus, we introduced an additional step in which

comments were manually sliced into “statements” before being given to the an-

notators. “Statements” were determined using line breaks and punctuation as

guides. A “statement” found this way was split further if it consisted of two

or more independent clauses. The sliced comments were then coded by two

1http://www.regulationroom.org
2http://www.lawschool.cornell.edu/ceri/
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annotators into the following four disjoint classes:

# Statement

V
E

R
IF

E
X

P
1 I’ve been a physician for 20 years.
2 My son has hypolycemia.
3 They flew me to NY in February.
4 The flight attendant yelled at the passengers.

V
E

R
IF

N
O

N

5 They can have inhalation reactions.
6 since they serve them to the whole plane.
7 Peanuts do not kill people.
8 Clearly, peanuts do not kill people.
9 I believe peanuts do not kill people.
10 The governor said that he enjoyed it.
11 food allergies are rare
12 food allergies are seen in less than 20% of the population

U
N

V
E

R
IF

13 Again, keep it simple.
14 Banning peanuts will reduce deaths.
15 I enjoy having peanuts on the plane.
16 others are of uncertain significance
17 banning peanuts is a slippery slope

O
T

H
E

R

18 Who is in charge of this?
19 I have two comments
20 http://www.someurl.com
21 Thanks for allowing me to comment.
22 - Mike

Table 3.2: Example Sentences.

* Italics is used to illustrate core clause.

Verifiable Statement [Experiential(VERIFEXP) and Non-experiential(VERIFNON)].

A statement is verifiable if it contains an objective assertion, where objective

means “expressing or dealing with facts or conditions as perceived without

distortion by personal feelings, prejudices, or interpretations.”3 Such assertions

have truth values that can be proved or disproved with objective evidence4:

Consider the examples from Table 3.2. Statements 1 through 7 are clearly

verifiable because they only contain objective assertions. Statements 8 and 9

show that adding subjective expressions such as “Clearly” (e.g. statement 8)
3http://www.merriam-webster.com/
4The correctness of the assertion or the availability of the objective evidence does not matter.
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or “I believe that” (e.g. statement 9) to an objectively verifiable statement (e.g.

statement 7) does not affect the verifiability of the statement. Statement 10 is

considered verifiable because whether or not the governor said “he enjoyed the

peanuts” can be verified with objective evidence, even though whether he really

did or not cannot be verified.

For the purpose of identifying an appropriate type of support, we employ a

rather lenient notion of objectivity: an assertion is objectively verifiable if the do-

main of comparison is free of interpretation. For instance, statement 11 is regarded

as objectively verifiable, because it is clear, i.e. it is not open for interpretation,

that percentage of the population is the metric under comparison even though the

threshold is purely subjective5. The rationale is that this type of statement can

be sufficiently substantiated with objective evidence (e.g. published statistics

showing the percentage of people suffering from food allergies). Another way

to think about it is that statement 11 is a loose way of saying a (more obviously)

verifiable statement 12, where the commenter neglected to mention the thresh-

old. This is fundamentally different from statements 13 through 16 for which

objective evidence cannot exist6.

A verifiable statement can further be distinguished as experiential or not,

depending on whether the statement is about the writer’s personal state or ex-

perience (VERIFEXP) or is a more general statement (VERIFNON). This difference

determines whether objective evidence is mandatory or optional with respect

to the credibility of the comment. Evidence is optional when the evidence con-

tains private information or is practically impossible to be provided: While

5One may think anything less frequent than the average is rare and another may have more
stricter notion.

6Objective evidence may exist for statements that provide reasons for statements 13 through
16.
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statements 1 through 3 can be proved with pictures of official documents, for

instance, the commenters may not want to provide them for privacy reasons.

Also, the website interface may not allow pictures to be uploaded in comment

section, which is the case with most websites. Statement 4 is practically impos-

sible to prove unless the commenter happened to have recorded the conversa-

tion, and the website interface allows multimedia files to be uploaded. This is

different from statements 5 through 12, which should be (if valid, that is) based

on non-experiential knowledge the commenter acquired through objective evi-

dence available to the public.

In certain domains, VERIFEXP statements—sometimes referred to as anectotal

evidence—provide the novel knowledge that readers are seeking. In eRulemak-

ing, for instance, agencies accept a wide variety of comments from the public,

including accounts of personal experience with the problems or conditions the

new regulation proposes to address. If these accounts are relevant and plausi-

ble, the agencies may use them, even if they include no independent substanti-

ation. Taking it to an extreme, even if the “experience” is fake, the “experience”

and opinions based on them are valuable to the agencies as long as the “experi-

ence” is realistic.

Unverifiable Statement (UNVERIF). A statement is unverifiable if it cannot be

proved with objective evidence. UNVERIF statements are typically opinions,

suggestions, judgements, or assertions about what will happen in the future.

(See statements 13 through 17.) Assertions about the future are typically unver-

ifiable, because there is no direct evidence that something will happen. A very

prominent exception is a prediction based on a policy of organizations, i.e. “The

store will be open this Sunday.” where the policy serves as a direct evidence.
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Other Statement (OTHER). A statement is in this category if it does not belong

to any of the aforementioned categories, i.e. it cannot be verified with objective

evidence and no supporting reason is required for the purpose of improving the

comment quality. Examples include question, greeting, citation, and URL. (See

statements 18 through 21.)

The resulting distribution of classes is shown in Table 3.3. Note that even

though we employed a rather lenient definition of objective statements, the dis-

tribution is highly skewed towards UNVERIF statements. This is expected be-

cause the comments are written by people who want to express their opinions

about a regulation. Also, OTHER statements comprise about 7% of the data,

suggesting that most comment statements are argumentative. Such a high per-

centage of argumentative propositions is a result of considering unsupported

claims as argumentative. Since our goal is to evaluate argumentative structures,

it is important to consider such “ill-structured” arguments as arguments. This

is rarely done in argumentation mining, where the goal is to gather claims and

their respective support.

The inter-coder reliability checked on 30% of the data is moderate, yielding

an Unweighted Cohen’s κ of 0.73. Most of the disagreement occurred in state-

ments like “Airlines have to provide compensation for both fees and lost bags”

in which it is not clear from the context whether it is an opinion (UNVERIF) or

a law (VERIFNON). Also, opinions that may be verifiable (e.g. “The problems

with passenger experience are not dependant on aircraft size!”) seem to cause

disagreement among annotators.
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Regulation VERIFNON VERIFEXP UNVERIF Subtotal OTHER Total # of Comments
APR 1106 851 4413 6370 522 6892 820

HMCP 251 416 1733 2400 186 2586 227
Total 1357 1267 6146 8770 708 9476 1047

Table 3.3: Class Distribution Over Statements

3.2 Cornell eRulemaking Corpus - CDCP

For Step A and B in Figure 1.1, we have annotated comments about Consumer

Debt Collection Practices rule. The annotation scheme is described in detail in

Chapter 2.

The data consists of user comments (about the consumer rights

in receiving financial services) crawled from an eRulemaking website,

http://www.regulationroom.org, after the commenting period was closed.

(Ex 1) [Knowingly calling third parties should be prohibited across the

board.]claim [It is no one else’s business what goes on between creditors and

their debtors.]premise

(Ex 2) [[Someone who lived at my address, more than 30 years ago had

a debt with Household Finance.]1 [We get letters that we return “Ad-

dressee Unknown” and phone calls.]2 [Finally I called one number back

and told them that the person they looked for wasn’t there.]3 [That law

firm stopped robo-calling]4 [but a few months later a new one started

up.]5]premise [Records should convey when debts are sold from collection

agency to collection agency.]claim

The annotators identified and annotated proposition boundaries as well as
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support relations between the propositions. Here, a proposition may be a full

sentence, like the premise in (Ex 1), or a clause, like proposition 5 in (Ex 2). The

annotation was conducted with the GATE7 annotation tool [19].

Each comment was annotated by two annotators, then a third annotator

manually resolved the conflicts to produce the final set of annotations. The

inter-annotator agreement was measured by taking the average of the accuracy

with respect to annotator A’s annotations (i.e. percentage of annotator A’s an-

notations that matches an annotation by annotator B) and that with respect to

annotator B’s annotations. Since annotators can designate a set of proposition

as support, we report two agreement measures: one for exact match and an-

other for span overlap, in which a partial or full overlap of support span is re-

garded as matching. For exact match, the agreement is 57.2%, and span overlap,

75.5%. The difference is mostly due to disagreements regarding the minimal set

of propositions that collectively constitute a premise. In some cases, the annota-

tors disagree on whether a set of propositions support a given claim collectively

or individually. In the former case, a single support relation is annotated with

a support spanning multiple propositions, whereas in the latter case, multiple

support relations are annotated, each with a single proposition as the support.

The resulting dataset consists of 731 comments, 4943 propositions, and 1282

support relations.

7http://gate.ac.uk
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3.3 eRulemaking Controversy Corpus v1.0

For Step B in Figure 1.1, after loosening the requirement that support for a given

claim has to appear in the same comment, we annotate support relations that

exist in an entire thread of comments, where a thread is defined as a set of com-

ments that is written in response to one another.

The corpus is comprised of user comments extracted from Regulation-

Room.org. First, we transferred part of the annotated data from Airline Passenger

Rights (APR) rule – a subset of a yet unpublished corpus collected at Cornell

containing the relation labels of pro-arguments, or support relations.8 The APR-

Cornell dataset consists of 923 comments and 8,320 propositions (segments).

In the next step, we selected only those comments which had dialogical na-

ture, i.e. which attracted at least one reply. This dataset was called Regula-

tion Room Divisiveness (RRD). It consists of 209 comments, which in this case

constitute turns in the dialogical exchange, and 70 maps which are graphs rep-

resenting argument networks. The annotation was extended by adding more

pro-arguments (using more fine-grained criteria) and con-arguments which are

inherently dialogical (see Table 3.4 for the size of language resources used in this

study).

Regulation Room Divisiveness Corpus

The annotation was performed using the OVA+ annotation tool [35]9 marking

three types of relations between propositional contents of comments (see Table
8Airline Passenger Rights is one of the several rules comprising the corpus. See Park et al. [58]

for the descriptions of the pro- relations.
9Available at http://ova.arg-tech.org
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Table 3.4: Summary of the language resources: Cornell corpus for Airline
Passenger Rights (APR) discussion; and the Regulation Room Di-
visiveness (RRD) corpus.

Words Segments Comments Maps

APR 118,789 8,320 923 -

RRD 23,682 1,657 209 70

3.5): pro-arguments (Default Inference, RA); con-arguments (Default Conflict,

CA); and the relation of Rephrase (Default Rephrase, MA), which captures sit-

uations when people give the same comment, but use a different linguistic sur-

face.

In the annotation, the argumentative function is understood as the rela-

tion between two propositions, not as the property of one span of text. In the

OVA+ tool, these relations are marked as edges connecting information nodes

(I-nodes) which contain propositions (see Fig. 3.1). To convert the raw text into

an argument map, the analyst needs to paste the text into the left hand panel

and then click on the right hand panel to create an I-node. Edges can be created

by clicking the “Add edge” button and dragging the mouse between I-nodes.

After the annotation, the map can be saved to the AIFdb database10 [41] and

later downloaded in various file formats (including .json and .pl). The tool is a

web-based application, freely available to use for annotation of argument dia-

grams.

Default Inference holds between two propositions when one proposition pro-

vides a reason to accept another proposition. In other words, a supporting claim

can be used to answer the question “why p?”. In the example (1) from the map

10Available at http://aifdb.org
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Figure 3.1: OVA+ – Online Visualisation of Arguments tool: annotation
window.

RRD:#4900, (1-a) provides support for (1-b). If the propositional content of (1-a)

was challenged in a dialogical situation with the question “why?”, proposition

(1-b) could be used as an answer to this question. In this example the user

“SBARB95” is arguing that the suggested regulation (obligating airlines to in-

form passengers about delays longer than 30 minutes) should not be introduced.

As the reason for this claim, the user “SBARB95” provides the statement that it

usually takes longer than 30 minutes to travel to the airport.

(1) a. SBARB95: In my experience it usually takes about 30 minutes to get to major airports

b. SBARB95: I wonder if delays of 30 minutes would actually affect passenger behavior

Default Conflict holds between two propositions which cannot be both true at

the same time. Speakers use conflicting propositions to attack another speaker’s

claims, by means of providing counter-claims. Example (2) from the map

RRD:#4891 presents the situation in which the claim (2-a) provided by one user
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is attacked with the claim (2-b) by another user. In the example, user “AK-

TRAVELLER” suggests a new regulation, according to which the airlines should

inform passengers in advance about possible delays or cancellations. This state-

ment is attacked by the user “SOFIEM”, who is providing a counter-claim, say-

ing that the solution is not possible.

(2) a. AKTRAVELLER: The airline could call in advance and give the passenger their options

b. SOFIEM: Unfortunately, there’s no way to give advance notice

Default Rephrase holds between two propositions with the same or similar

content expressed with different linguistic surface. Our concept of Rephrase is

quite broad and covers all propositions serving the same argumentative func-

tion (e.g. repeated conclusions or premises) even in cases where the meaning

equivalence of the propositions is not complete. We decided to annotate the re-

lation of Rephrase to capture the fact that rephrased content does not constitute

additional support (i.e. one propositional content repeated three times should

not be counted as three separate supports for a claim). In the example (3) from

the map RRD:#5411) one speaker is rephrasing their own conclusion (3-a) by re-

stating similar propositional content in (3-b). The user “DBERGER” repeats and

reformulates their opinion concerning regulation on peanuts being consumed

on the planes.

(3) a. DBERGER: There must be a complete ban on tree nuts and peanuts on planes

b. DBERGER: Again all nuts should be banned from airplanes

These binary annotations of relations between propositions create the
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Figure 3.2: Relations of Inference, Conflict and Rephrase as building
blocks of argument networks.

“building blocks” of argument networks. Results of simple annotations of ex-

amples (1), (2), (3) are presented in Fig. 3.2.

Table 3.5: Occurrences of relations between contents of comments in the
annotated corpus of argument networks.

Relation type Number

Inference (RA) 671

Conflict (CA) 97

Rephrase (MA) 14

Total 782

Table 3.5 presents a summary of relations of Inference, Conflict and Rephrase

in the RRD corpus. The Regulation Room Divisiveness corpus is freely available

at http://arg.tech/rrd. The corpus uses the open Argument Interchange Format

(AIF) standard for argument representation [70] and constitutes a part of the

AIFdb database.

In this chapter, we have presented the corpora that were built based on our

theoretical model for the experiments described in the subsequent chapters.
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CHAPTER 4

IDENTIFYING ELEMENTARY UNITS

In this chapter, we consider Step A in Figure 1.1. The ability to analyze the

adequacy of supporting information is necessary for determining the trustwor-

thiness of an argument.1 This is especially the case for online user comments,

which often consist of arguments lacking proper substantiation and reasoning.

Thus, we develop a framework for automatically classifying each statement

as UNVERIFIABLE, VERIFIABLE NONEXPERIENTIAL, or VERIFIABLE EXPERIEN-

TIAL2, where the appropriate type of support is reason, evidence, and optional

evidence, respectively. Once the existing support relations among statements are

identified, this classification can provide an estimate of how well the claims are

supported. We use the Cornell eRulemaking - APR & MS—a dataset of 9,476

statements from 1,047 comments submitted to an eRulemaking platform (See

Chapter 3—and find that Support Vector Machine (SVM) classifiers trained with

n-grams and additional features capturing the verifiability and experientiality

exhibit statistically significant improvement over the unigram baseline, achiev-

ing a macro-averaged F1 score of 68.99%.

4.1 Background

Argumentation mining is a relatively new field focusing on identifying and ex-

tracting argumentative structures in documents. An argument is typically de-

fined as a conclusion with supporting premises, which can be conclusions of

1In this work, even unsupported claims are considered part of an argument. This allows us
to discuss the types of support that can further be provided to strengthen the argument, as a
form of assessment.

2Verifiable Experiential statements are verifiable statements about personal state or experi-
ence. See Table 2.1 for examples.

42



other arguments themselves [78, 79, 67]. To date, much of the argumentation

mining research has been conducted on domains like news articles, parliamen-

tary records and legal documents, where the documents contain well-formed

arguments, i.e. claims with supporting reasons and evidence [51, 56, 92, 25, 1].

Unlike documents written by professionals, online user comments often con-

tain claims with inappropriate or missing justification. One way to deal with

such “incomplete” arguments is to simply disregard them and focus on extract-

ing arguments containing proper support [82, 14]. However, recognizing such

statements as part of an argument,3 and determining the appropriate types of

support can be useful for assessing the adequacy of the supporting information,

and in turn, the trustworthiness of the whole argument. Consider the following

examples:

How much does a small carton of milk cost?1 More children should drink

milk2, because children who drink milk everyday are taller than those who

don’t3. Children would want to drink milk, anyway4.

Firstly, Statement 1 does not need any support, nor is it part of an argument.

Next, Statement 2 is an unverifiable claim because it cannot be proved with objec-

tive evidence. Instead, it can be supported by a reason, as is the case in this ex-

ample. If the reason, Statement 3, were not true, the whole argument would fall

apart, giving little weight to Statement 2. Thus, an objective evidence support-

ing Statement 3, which is a verifiable statement, could be provided to strengthen

the argument. Lastly, as Statement 4 is unverifiable, we cannot expect an objec-

tive evidence that proves it, but a reason as its support. Note that providing

3Not all statements in user comments are part of an argument, e.g. questions and greetings.
We address this in Section 4.4.
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a reason why Statement 3 might be true is not as effective as substantiating it

with a proof, but is still better than having no support. This shows that not only

the presence, but also the type of supporting information affects the strength of

the argument.

Examining each statement in this way, i.e. with respect to its verifiability,

provides a means to determine the desirable types of support, if any, and en-

ables the analysis of the arguments in terms of the adequacy of their support.

Thus, we propose the task of classifying each statement (the elementary unit

of argumentation in this work) in an argument as UNVERIFIABLE, VERIFIABLE

NONEXPERIENTIAL, or VERIFIABLE EXPERIENTIAL, where the appropriate type

of support is reason, evidence, and optional evidence, respectively. To perform the

experiments, we annotate 9,476 statements from 1,047 comments extracted from

an eRulemaking platform.

4.2 Learning Algorithm

To classify each statement in an argument as VERIFNON , VERIFEXP, or UNVERIF,

we train multiclass Support Vector Machines (SVM) as formulated by Cram-

mer and Singer [18], and later extended by Keerthi et al.[37]. We use the Lib-

Linear [23] implementation. We experimented with other multiclass SVM ap-

proaches such as 1-vs-all and 1-vs-1 (all-vs-all), but the differences were statis-

tically insignificant, consistent with Hsu and Lin’s [34] empirical comparison

of these methods. Thus, we only report the performance of the Crammer and

Singer version of Multiclass SVM.

We also formulate the classification task as a sequence labeling problem.
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Each user comment consists of a sequence of propositions (in the form of sen-

tences or clauses), and each proposition is classified based on its appropriate

support type. Instead of predicting the labels individually, we jointly optimize

for the sequence of labels for each comment.

Thus, we apply Conditional Random Fields (CRFs) [40] to the task. Typi-

cally, CRFs are trained in a supervised fashion. However, as labeled data is very

difficult to obtain for the task of support identification, it is important to ex-

ploit distant supervision in the data to assist learning. Therefore, we investigate

semi-supervised CRFs which train on both labeled and unlabeled data by using

the posterior regularization (PR) framework [28]. PR has been successfully ap-

plied to many structured NLP tasks such as dependency parsing, information

extraction and sentiment analysis tasks [27, 2, 93].

The training objective for semi-supervised CRFs augments the standard CRF

objective with a posterior regularizer:

max
θ
L(θ) −min

q∈Q
{KL(q(Y)||pθ(Y|X))

+ β||Eq[ϕ(X,Y)] − b||22}
(4.1)

The idea is to find an optimal auxiliary distribution q that is close to the model

distribution pθ(Y|X) (measured by KL divergence) which satisfies a set of pos-

terior constraints. We consider equality constraints which are in the form of

Eq[ϕ(X,Y)] = b, where b is set based on domain knowledge. We can also con-

sider these constraints as features, which encode indicative patterns for a given

support type label and prior beliefs on the correlations between the patterns and

the true labels.

In this work, we consider two ways of generating constraints. One approach

is to manually define constraints, leveraging on our domain knowledge. For
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instance, the unigram “should” is usually used as part of imperative, mean-

ing it is tightly associated with the UNVERIF class. Similarly, having 2 or more

occurrences of a strong subjective token is also a distinguishing feature for UN-

VERIF. We manually define 10 constraints in this way. The other approach is

to automatically extract constraints from the given labeled training data using

information gain with respect to the classes as a guide.

4.3 Features

The features are binary-valued, and the feature vector for each data point is

normalized to have the unit length: “Presence” features are binary features in-

dicating whether the given feature is present in the statement or not; “Count”

features are numeric counts of the occurrence of each feature is converted to a

set of three binary features each denoting 0, 1 and 2 or more occurrences. We

first tried a binning method with each digit as its own interval, resulting in bi-

nary features of the form featCntn, but the three-interval approach proved to be

better empirically, and is consistent with the approach by Riloff and Shoen [72].

The features can be grouped into three categories by purpose: Verifiability-

specific (VER), Experientiality-specific (EXP) and Basic Features, each designed

to capture the given statement’s verifiability, experientiality, and both, respec-

tively. Now we discuss the features in more detail.
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Basic Features

N-gram Presence A set of binary features denote whether a given unigram or

bigram occurs in the statement. The intuition is that by examining the occur-

rence of words or phrases in VERIFNON , VERIFEXP, and UNVERIF statements, the

classes that have close ties to certain words and phrases can be identified. For

instance, when a statement contains the word happy, the statement tends to be

UNVERIF. From this observation, we can speculate that happy is highly associ-

ated with UNVERIF, and went, VERIFEXP. n-gram presence, rather than the raw

or normalized frequency is chosen for its superior performance [55].

Core Clause Tag (CCT) To correctly classify statements with main or subordi-

nate clauses that do not affect the verifiability of the statement (e.g. statements

8 through 10 in Table 2.1, respectively), it is necessary to distinguish features

that appear in the main clause from those that appear in the subordinate clause.

Thus, we employ an auxiliary feature that adds clausal information to other

features by tagging them as either core or accessory clause.

Let’s consider statements 7, 9 and 10 in Table 2.1:

To realize this intuition, we use syntactic parse trees generated by the Stan-

ford Parser [20]. In particular, Penn Treebank 2 Tags contain a clause-level tag

SBAR denoting a “clause introduced by a subordinating conjunction” [49]. The

“that” clause in statement 10 spans a subtree rooted by SBAR, whose left-most

child has a lexical value “that.” Similarly, the subordinate (non-italicized) clause

in statement 9 falls in a subtree rooted by SBAR, whose only child is S. Once the

main clause of a given statement is identified, all features set off by the clause

are tagged as “core” and the rest are tagged as ”accessory.” If a speech event is
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present, the tags are flipped.

Verifiability-specific Features (VER)

Parts-of-Speech (POS) Count Rayson et al. [71] have shown that the POS distri-

bution is distinct in imaginative vs. informative writing. We expect this feature

to distinguish UNVERIF statements from the rest.

Sentiment Clue Count Wilson et al. [88] provides a subjectivity clue lexicon,

which is a list of words with sentiment strength tags, either strong or weak,

along with additional information, such as the sentiment polarity, Part-of-Speech

Count (POS), etc. We suspect that statements containing more sentiment words

is more likely to be UNVERIF.

Speech Event Count We use the 50 most frequent Objective-speech-event text an-

chors crawled from the MPQA 2.0 corpus [89] as a speech event lexicon. The

speech event text anchors refer to words like “stated” and “wrote” that intro-

duce written or spoken statements attributed to a source. Statements contain-

ing speech events such as statement 10 in Table 2.1 are generally VERIFNON or

VERIFEXP, since whether the attributed source has indeed made the statement

he allegedly made is objectively verifiable regardless of the subjectivity of the

statement itself.

Imperative Expression Count Imperatives, i.e. commands, are generally UN-

VERIF (e.g. “Do the homework now!” that is, we expect there to be no objective

evidence proving that the homework should be done right away.), unless the

sentence is a law or general procedure (e.g. “The library should allow you to

check out books.” where the context makes it clear that the writer is claiming
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that the libary lends out books.) This feature denotes whether the statement be-

gins with a verb or contains the following: must, should, need to, have to, ought

to.

Emotion Expression Count These features target specific tokens “!”, and “...”

as well as fully capitalized word tokens to capture the emotion in text. The

rationale is that expression of emotion is likely to be more prevalent in UNVERIF

statements.

Experientiality-specific Features (EXP)

Tense Count Statements written in past tense are rarely VERIFNON , because even

in the case that the statment is verifiable, they are likely to be the commenter’s

past experience, i.e. VERIFEXP. Future tense are typically UNVERIF because

claims about what will happen in the future are often unverifiable with objective

evidence, with exception being statements like predictions based on policy of

organizations, i.e. “Fedex will deliver on Sunday.” To take advantage of these

observations, three binary features capture each of three tenses: past, present,

and future.

Person Count First person narratives can suggest that the statement is UNVERIF

or VERIFEXP, except for rare cases like “We, the passengers,...” in which the first

person pronoun refers to a large body of individuals. This intuition is captured

by having binary features for: 1st, 2nd and 3rd person.
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Regulation VERIFNON VERIFEXP UNVERIF Subtotal OTHER Total # of Comments
APR 1106 851 4413 6370 522 6892 820

HMCP 251 416 1733 2400 186 2586 227
Total 1357 1267 6146 8770 708 9476 1047

Table 4.1: Class Distribution Over Statements

4.4 Experimental Setup

A Note on Argument Detection A natural first step in argumentation mining

is to determine which portions of the given document comprise an argument.

It can also be framed as a binary classification task in which each statement in

the document needs to be classified as either argumentative or not. Some au-

thors choose to skip this step [25], while others make use of various classifiers to

achieve high level of accuracy, as Palau and Moens achieved over 70% accuracy

on Araucaria and ECHR corpus [16, 56].

Our setup is a bit unique in that we have a notion of an “incomplete” ar-

gument, where a claim or opinion that is or could be supported with evidence

or reason are considered argumentative. As a result, only about 7% ( OTHER
TOTAL

in

Table 4.1) of our entire dataset is marked as non-argumentative, most of which

consists of questions and greetings. By simply searching for specific unigrams,

such as “?” and “thank”, we achieve over 99% F1 score in determining which

statements are part of an argument.

The remaining experiments were done without non-argumentative state-

ments, i.e. OTHER in Table 4.1.

Setup We first randomly selected 292 comments as held-out test set, resulting

in the distribution shown in Table 4.2. Then, VERIFNON and VERIFEXP in the
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training set were oversampled so that the classes are equally distributed. Dur-

ing training, five fold cross-validation was done on the training set to tune the

C parameter to 32. Because the micro-averaged F1 score can be easily boosted

on datasets with highly skewed class distribution, we optimize for the macro-

averaged F1 score.

Preprocessing was kept at a minimal level: capital letters were lowercased

after counting fully capitalized words, and numbers were converted to a NUM

token.

4.5 Results & Analysis

4.5.1 Multiclass-SVM

Table 4.3 shows a summary of the classification results. The best overall per-

formance is achieved by combining all features (UNI+BI+VER+EXP), yielding

68.99% macro-averaged F1, where the gain over the baseline is statistically sig-

nificant according to the bootstrap method with 10,000 samples [22, 5].

Core Clause Tag (CCT) We do not report the performance of employing fea-

ture sets with Core Clause Tag (CCT) in Table 4.3, because the effect of CCT on

VERIFNON VERIFEXP UNVERIF Total
Train 987 900 4459 6346
Test 370 367 1687 2424
Total 1357 1267 6146 8770

Table 4.2: # of Statements in Train and Test Set
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Features UNVERIF vs All VERIFNON vs All VERIFEXP vs All Average F1
Pre. Rec. F1 Pre. Rec. F1 Pre. Rec. F1 Macro Micro

UNI(base) 85.24 79.43 82.23 42.57 51.89 46.77 61.10 66.76 63.80 64.27 73.31
UNI+BI 82.14 89.69* 85.75* 51.67* 37.57 43.51 73.48* 62.67 67.65* 65.63 77.64*

VER 88.52* 52.10 65.60 28.41 61.35* 38.84 42.41 73.02* 53.65 52.70 56.68
EXP 82.42 4.45 8.44 20.92 76.49* 32.85 31.02 82.83* 45.14 28.81 27.31

VER+EXP 89.40* 49.50 63.72 29.25 71.62* 41.54 50.00 79.56* 61.41 55.55 57.43
UNI+BI+

VER+EXP
86.86* 83.05* 84.91* 49.88* 55.14 52.37* 66.67* 73.02* 69.70* 68.99* 77.27*

Table 4.3: Three class classification results in % (Crammer & Singer’s Multiclass
SVMs)

Precision, recall, and F1 scores are computed with respect to each one-vs-all classifica-

tion problem for evaluation purposes, though a single machine is built for the multi-

class classification problem, instead of 3 one-vs-all classifiers. The star (*) indicates that

the given result is statistically significantly better than the unigram baseline.

each of the six sets of features is statistically insignificant. This is surprising at

first, given the strong motivation for distinguishing the core clause from aux-

iliary clause, as addressed in the previous section: Subordinate clauses like “I

believe” should not cause the entire statement to be classified as UNVERIF, and

clauses like “He said” should serve as a queue for VERIFNON or VERIFEXP, even if

an unverifiable clause follows it. Our conjecture turned out to be wrong, mainly

because such distinction can be made for only a small subset of the data: For in-

stance, over 83% of the unigrams are tagged as core in the UNI feature set. Thus,

most of the important features for feature sets with CCT end up being features

with core tag, and the important features for feature sets with and without CCT

are practically the same, as shown in Table 4.4, resulting in statistically insignif-

icant performance differences.

Informative Features The most informative features reported in Table 4.5 ex-

hibit interesting differences among the three classes: Sentiment bearing words,
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Feats UNI UNICCT

U
N

V
E

R
IF + should, whatever, responsibility shouldC , shouldA, understandC

- previous, solve, florida, exposed, re-
acted, reply, kinds

exposedC , solveC , NUMC , floridaC ,
reactedC , poolC , owedC

V
E

R
IF

N
O

N + impacted, NUM, solve, cars, pull,
kinds, congress

impactedC , solveC , carsC , NUMC ,
poolC , writingC , deathC , linkC

- should, seems, comments shouldC , commentsC

V
E

R
IF

E
X

P + owed, consumed, saw, expert, inter-
esting, him, reacted, refinance

owedC , consumedC , expertC ,
reactedC , happenedC , interestingC

- impacted, wo impactedC , woC , concernC , diedC

Table 4.4: Most Informative Features for UNI and UNICCT

10 Unigrams with the largest weight (magnitude) with respect to each class ( + :
positive weight / - : negative weight).

Feature Set UNI+BI+VER+EXP

UNVERIF
+ should,StrSentClue>2, VB>2
- StrSentClue0, VBD>2, air, since, no one, allergic, not an

VERIFNON
+ die, death, reaction, person, allergen, airborne, no one, allergies
- PER1st, should

VERIFEXP
+ VBD>2, PER1st, i have, his, he, him, time !
- VBZ>2, PER2nd

Table 4.5: Most Informative Features for UNI+BI+VER+EXP

10 Features with the largest weight (magnitude) with respect to each class ( + :
positive weight / - : negative weight).

i.e. “should” and strong sentiment clues, are good indicators of UNVERIF,

whereas person and tense information is crucial for VERIFEXP. As expected,

the strong indicators of UNVERIF and VERIFEXP, namely “should” and PER1st

are negatively associated with VERIFNON . It is intriguing to see that the heavily

weighted features of VERIFNON are non-verb content words, unlike those of the

other classes. One explanation for this is that VERIFNON are rarely indicated by

specific cues; instead, a good sign of VERIFNON is the absences of cues for the

other classes, which are often function words and verbs. What is remaining,

then, are non-verb content words. Also, certain content words are more likely

to bring about factual discussions. For instance, technical terms like“allergen”
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and “airborne,” appear in verifiable non-experiential statements as “The FDA

requires labeling for the following 8 allergens.”

Non-n-gram Features Table 4.3 clearly shows that the three non-n-gram fea-

tures, VER, EXP, and VER+EXP, do not perform as well as the n-gram features.

But still, the performance is impressive, given the drastic difference in the di-

mensionality of the features: Even the combined feature set, VER+EXP, consists

of only about 100 features, when there are over 8,000 unigrams and close to

70,000 bigrams. In other words, the non-n-gram features are effectively captur-

ing characteristics of each class. This is very promising, since this shows that

a better understanding of the types of statement can potentially lead to a more

concise set of features with equal, or even better, performance.

Also notice that VER outperforms EXP for the most part, even with respect

to VERIFNON vs All and VERIFEXP vs All, except for recall. This is intriguing, be-

cause VER are mostly from subjectivity detection domain, intended to capture

the subjectivity of words in the statements leveraging on pre-built lexia. Simply

considering subjectivity of words should provide no means of distinguishing

VERIFNON from VERIFEXP. One of the reasons for VER’s superior performance

over EXP is that EXP by itself is inadequate for the classification task: EXP

consists of only 6 (or 12 with CCT) features denoting the person and tense infor-

mation. Another reason is that VER, in a limited fashion, does encode experien-

tiality: For instance, past tense statements can be identified with the existence

of VBD(verb, past tense) and VBN(verb, past participle).

Word pairs as features. Starting with earlier works that proposed them as fea-

tures [48], some form of word pairs has generally been part of feature sets for im-

plicit discourse relation recognition. According to our research, however, these
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features provide little or no additional gain, once other features are employed.

This seems sensible, since we now have a clearer idea of the types of informa-

tion important for the task and have developed a variety of feature types, each

of which aims to represent these specific aspects of the discourse relation argu-

ments. Thus, general features like word pairs may no longer have a role to play

for implicit discourse relation identification.

Preprocessing. Preprocessing turned out to impact the classifier performance

immensely, especially for features like polarity and inquirer tags that rely on in-

formation retrieved from a lexicon. For these features, if a match for a given

word is not found in the lexicon, no information is passed on to the classifier.

As an example, consider the General Inquirer lexicon. Most of its verb en-

tries are present tense singular in form; thus, without stemming, dictionary look

up fails for a large portion of the verbs. In our case, the F1-score increases by

roughly 10% after stemming.

Further tuning is possible by a few hand-written rules to guide lexicon

lookup. The word supplied, for instance, becomes suppli after stemming, which

still fails to match the lexicon entry supply, unless adjusted accordingly.

Binning. An additional finding regards features that capture numeric, rather

than binary, information, such as polarity. Since this feature encodes the counts

of each type of sentiment words (with respect to each argument and their cross

product), and Naive Bayes can only interpret binary features, we first employed

binning mechanism with each bin covering a single value. For instance, if arg1

consists of three positive words, we included arg1pos1, arg1pos2 and arg1pos3 as

features instead of just arg1pos3.
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The rationale behind binning is that it captures the proximity of related in-

stances. Imagine having three instances each with one, two, and three positive

words in arg1, respectively. Without binning, the features added are simply

arg1pos1, arg1pos2, arg1pos3, respectively. From the perspective of the classifier,

the third instance is no more similar to the second instance than it is to the first

instance, even though having three positive words is clearly closer to having

two positive words than having one positive word. With binning, this proxim-

ity is captured by the fact that the first instance has just one feature in common

with the third instance, whereas the second instance has two.

Binning, however, results in single digit F1-scores on most of the classifica-

tion tasks. Without binning, the performance increases significantly. One possi-

ble explanation is that these features function as an abstraction of certain lexical

patterns, rather than directly capturing similarities among the instances of the

same class.

4.5.2 CRF

Method UNVERIF vs All VERIFNON vs All VERIFEXP vs All F1
Pre. Rec. F1 Pre. Rec. F1 Pre. Rec. F1 (Macro-Ave.)

Multi-SVM (P&C) 86.86 83.05 84.91 49.88 55.14 52.37 66.67 73.02 69.70 68.99
Super-CRF 100% 80.35 93.30 86.34 60.34 28.38 38.60 74.57 59.13 65.96 63.63

Table 4.6: Multi-SVM vs Supervised CRF Classification Results

CRF vs Multiclass SVM As shown in Table 4.6, the multiclass SVM classifier

performs better overall. But at the same time, a clear trend can be observed:

With CRF, the precision makes a significant gain at the cost of the recall for both

VERIFNON and VERIFEXP. And the opposite is the case for VERIF.
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Method UNVERIF vs All VERIFNON vs All VERIFEXP vs All F1
Pre. Rec. F1 Pre. Rec. F1 Pre. Rec. F1 (Macro-Ave.)

Super-CRF 100% 80.35 93.30 86.34 60.34 28.38 38.60 74.57 59.13 65.96 63.63
Super-CRF 75% 79.57 92.59 85.59 54.33 30.54 39.10 77.08 53.13 62.90 62.53
CRF-PRH 75% 79.42 93.12 85.73 57.14 31.35 40.49 79.01 52.32 62.95 63.06
CRF-PRH+IG 75% 79.72 94.37 86.43 63.58 27.84 38.72 76.6 55.31 64.24 63.13
Super-CRF 50% 79.16 93.01 85.53 51.92 21.89 30.82 71.68 55.86 62.79 59.71
CRF-PRH 50% 79.28 92.12 85.17 55.68 26.49 35.92 69.23 53.95 60.64 60.57
CRF-PRH+IG 50% 79.23 92.23 85.24 55.37 26.49 35.83 70.32 54.22 61.23 60.77
Super-CRF 25% 75.93 96.86 85.13 57.89 5.95 10.78 79.06 50.41 61.56 52.49
CRF-PRH 25% 76.27 96.03 85.02 41.54 7.30 12.41 79.15 50.68 61.79 53.07
CRF-PRH+IG 25% 75.83 96.32 84.86 38.78 5.14 9.07 79.31 50.14 61.44 51.79

Table 4.7: Supervised vs Semi-Supervised CRF Classification Results

*The percentages refer to the percentages of the labeled data in the training set.

*The methods are as follows: Super-CRF = supervised approach only using the

labeled data, CRF-PRH = CRF with posterior regularization using constraints that

are manually selected, CRF-PRH+IG = CRF with posterior regularization using con-

straints that are manually written and automatically generated using information

gain.

*Precision, recall, and F1 scores are computed with respect to each one-vs-all clas-

sification problem for evaluation purposes, though a single model is built for the

multi-class classification problem.

One cause for this is the heavy skew in the dataset that can be better handled

in SVMs; As mentioned before, the majority class (UNVERIF) comprises about

70% of the dataset. When training the multiclass SVM, it is relatively straight

forward to balance the class distribution in the training set, as each proposition

is assumed to be independent of others. Thus, we randomly oversample the

instances of non-majority classes to construct a balanced trained set. The situ-

ation is different for CRF, since the entire sequence of propositions comprising

a comment is classified together. Further investigation in resolving this issue is

desirable.
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Semi-supervised CRF Table 4.7 reports the average performance of CRFs

trained on 25%, 50%, 75% and 100% labeled training data (the same dataset),

using various supervised and semi-supervised approaches over 5 rounds.

Though, the amount is small, incorporating semi-supervised approaches con-

sistently boosts the performance for the most part. The limited gain in perfor-

mance is due to the small set of accurate constraints.

One crucial component of training CRFs with Posterior Regularization is

designing constraints on features. For a given feature, a respective constraint

defines a probability distribution over the possible classes. For the best perfor-

mance, the distribution needs to be accurate, and the constrained features occur

in the unlabeled training set frequently.

Our manual approach resulted in a small set of about 10 constraints on fea-

tures that are tightly coupled with a class. Examples include the word “should”,

large number of strong subjective expressions, and imperatives, which are all

highly correlated with the UNVERIF. While the constraints are accurate, the

coverage is too small to boost the performance. However, it is quite difficult to

generate a large set of constraints, because there are not that many features that

are indicative of a single class. Also, given that UNVERIF comprises a large per-

centage of the dataset, and the nature of verifiability4, it is even more difficult

to identify features tightly coupled with VERIFNON and VERIFEXP class. One is-

sue with automatically generated constraints, based on information gain, is that

they tend to be inaccurate.

4Verifiability does not have many characterizing features, but the lack of any of the charac-
teristics of unverifiability, such as sentiment bearing words, is indicative of verifiability.
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4.6 Conclusions

We have proposed a novel task of automatically classifying each statement

as UNVERIFIABLE, VERIFIABLE NONEXPERIENTIAL, or VERIFIABLE EXPERIEN-

TIAL, where the appropriate type of support is reason, evidence, and optional evi-

dence, respectively. This classification, once the existing support relations among

statements are identified, can provide an estimate of how well the claims are

supported. We find that SVMs trained with n-grams and other features to cap-

ture the verifiability and experientiality exhibit statistically significant improve-

ment over the unigram baseline, achieving a macro-averaged F1 score of 68.99%.

While the overall performance is reduced, we find that CRFs improves the F1

score with respect to the UNVERIF class. Also, semi-supervised CRFs with pos-

terior regularization trained on 75% labeled training data can closely match the

performance of a supervised CRF trained on the same training data with the

remaining 25% labeled as well.

One avenue for future work is to incorporate the identification of relations

among the statements in an argument to the system to analyze the adequacy of

the supporting information in the argument. This can be used to recommend

comments to readers and provide feedback to writers so that they can construct

better arguments. An efficient way to handle the skewed distribution of classes

in the training set is needed to boost the performance of CRFs. And a set of

efficient constraints is necessary for better performing semi-supervised CRFs

with posterior regularization.

In the next chapter, we present how support relations among the elementary

units can be automatically identified.
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CHAPTER 5

IDENTIFYING SUPPORT RELATIONS

In this chapter, we consider Step B in Figure 1.1, after loosening the require-

ment that support for a given claim needs to be found within the comment.

More specifically, we consider support relations that exist in an entire thread of

comments, where a thread is defined as a set of comments that are written in

response to one another.

5.1 Background

In the age of vast amounts of information being communicated through the In-

ternet, it is not surprising that political dialogue is increasingly taking place on-

line too. Governments around the world are increasingly utilising online plat-

forms and social media in order to engage with, and ascertain the opinions of,

their citizens [33, 53]. Whilst policy makers could potentially benefit from such

feedback from society, they first face the challenge of making sense out of the

large volumes of data produced. Identifying those issues which are key to the

debate, those which are the most controversial, those which were successfully

resolved, and those which should be further handled to achieve consensus and

mutual understanding, is a skilled and time-consuming task in real-life discus-

sions.

Our goal here is to combine a variety of techniques, some based on general

linguistic features, others on features that are specific to argumentation, in order

to automate the task of identifying the structure of the arguments and how they

interconnect in a broader discussion. Though this task is extremely demand-
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ing for current text mining and computational linguistics techniques, our final

target is not the argumentative structures themselves, but rather argumentative

structures which are sufficiently accurate to develop an interpretative step that

gives decision-makers some insight into the discussion. Here we use the simple

metric of centrality, and show that even with modest performance on the task of

extracting the argument network, it is possible to generate rather high reliability

in identifying central issues to the discussion.

In the remainder of the chapter, we look at automating the argument anal-

ysis task. More specifically, we build classifiers to distinguish propositions in

support relation from those that are not. The task is formulated as identify-

ing proposition pairs (ordered) in support relation from all possible ordered

pairs of propositions in a given thread. By using argument mining techniques

to produce the kind of argumentative structures which we are able to obtain

manually, it would be possible to give a real time overview of the state of a

particular debate, and thus allowing for interactions with the debate in order to

resolve controversial issues, or pursue topics that are central, as they arise. Start-

ing with manually segmented text, we then consider three techniques: firstly,

we use topical similarity in order to reduce the possible search space of con-

nected propositions, we then look at identifying discourse indicators, strong

lexical cues indicating the role of a proposition in the dialogue, and finally, we

apply computational discourse analysis techniques to identify the connections

between propositions.
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5.2 Reducing the Search Space

Our corpus (See Chapter 3 contains over 1,500 segments across 70 nodesets,

corresponding to individual threads in the dialogue, resulting in over 20,000

potential connections between segments in the same nodeset. Our first step is

to reduce the size of the search space. We do this using semantic similarity to

determine those propositions which are discussing similar topics. This method

is similar to that presented in [43], where it is assumed firstly that the argument

structure to be determined can be represented as a tree, and secondly, that this

tree is presented depth first. That is, the conclusion is given first and then a line

of reasoning is followed supporting this conclusion. Once that line of reasoning

is exhausted, the argument moves back up the tree to one of the previously

made points.

Based on these assumptions it is possible to determine connections by look-

ing at how semantically similar each proposition is to its predecessor. If they are

similar, then we assume that they are connected and the current line of reason-

ing is being followed. If they are not sufficiently similar, then we first consider

whether we are moving back up the tree, and compare the current proposition

to all of those made previously and, if the most similar previous point is above a

set threshold, we connect them. Finally, if the current point is not related to any

of those made previously, then it is assumed that a new topic is being discussed,

and the proposition is left, unconnected, as the root of this new argument.

We exploit the dialogical structure of our data by discounting any possi-

ble connections between propositions which are not in the same thread of the

dialogue. The way that a connection is determined also gives precedence to

62



connections between adjacent propositions in the same comment. Two differ-

ent thresholds are used, a lower threshold for sequential propositions which are

more likely to be connected, and a higher threshold for non-sequential proposi-

tions. In all cases, the threshold values were selected to maximise recall, whilst

keeping precision at a reasonable level. This trade-off was made as our goal is

to narrow the search space, reducing the number of possible pairs as much as

possible whilst losing a minimum number of connected pairs.

The first approach which we consider uses WordNet1 to determine the sim-

ilarity between the synsets of each word in the first proposition and each word

in the second. This relatedness score is inversely proportional to the number of

nodes along the shortest path between the synsets. The shortest possible path

occurs when the two synsets are the same, in which case the length is 1, and

thus, the maximum relatedness value is 1. We then look at the maximum of

these values in order to pair a word in the first proposition to one in the sec-

ond. From here we then considered a range of different methods to determine

whether the two propositions are connected:

1. Average score: takes the sum of the scores for each pairing and divides by

the total number of paired words.

2. Maximum score: looks only at the pairing with the greatest score.

3. Average of top two scores: takes the average of the scores for the two most

similar words.

4. Average of top three scores: takes the average of the scores for the three

most similar words.
1http://wordnet.princeton.edu/
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5. Weighted average score: takes the average score for each pairing, giving

a higher weight to the most similar, and then reducing this weighting as

the similarity decreases.

The average precision, recall and F-score obtained using each of these possi-

ble methods is shown in Table 5.1.

We also implemented two further methods of determining connectedness

using semantic similarity. The first of these approaches uses word2vec [50] to

train each word as a vector with 200 dimensions. Each proposition can then be

represented as a set of vectors corresponding to the words in the proposition:

Wi = (wt,wt+1, ...wt+k)

where wt is a word vector, and Wi is the vector set representing a proposition.

The vector sets of two propositions, Wi and W j, can then be used form a matrix

Mi, j:

Mi, j = WiWT
j =


wtwv · · · wtwv+l

...
. . .

...

wt+kwv · · · wt+kwv+l


where (wtwv) is the cosine similarity of wt and wv. We are then able to calculate

the similarity of propositioni and proposition j as follows:

S imi, j =

∑
m=i,n= j max(Mm,n)√

lengthilength j
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Again we used a threshold of similarity values chosen to maximise recall,

and the results obtained can be seen in Table 5.1.

The final approach which we implemented used doc2vec [44] to represent

every proposition as a vector with 200 dimensions, and then calculated the co-

sine similarity between vectors to represent the proposition similarity.

In each case, as our aim here is simply to reduce the search space, the thresh-

old values were lowered to maximise recall and so reduce the number of pos-

sible connections whilst retaining the greatest number of those propositions

which had been identified as connected in the manual analysis. These results

can be seen in Table 5.1, compared to a baseline obtained by assuming that each

sequential proposition is connected. Despite the approaches tested giving over-

all lower accuracy than the baseline, we were able, in each case, to obtain a

higher value for the recall. Although each method resulted in a similar level of

accuracy, the average score performed best, as such we used the pairs of con-

nected propositions obtained by this method as input to the classifiers described

in Section 5.4, reducing the number of possible connections by 17.5%.

5.3 Determining Discourse Indicators

Discourse indicators are words which serve as a clue for the argumentative

function of the proposition. They can either connect two propositions (inter-

proposition indicators) or constitute part of the proposition (intra-proposition

indicators). Certain indicators have been listed in the literature (see Table 5.6

for an aggregate list). In order to further broaden this list, we used keyword

method in certain sub-sets of eRCC corpus. The indicators discovered in this
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Table 5.1: Comparison of different methods for reducing the search space by de-
termining connectedness using semantic similarity, optimised for max-
imum recall

Method Precision Recall F1

Average score 0.17 0.92 0.29

Maximum score 0.17 0.90 0.29

Average of top two scores 0.17 0.90 0.29

Average of top three scores 0.17 0.89 0.28

Weighted average score 0.18 0.88 0.30

word2vec 0.15 0.83 0.25

doc2vec 0.12 0.85 0.21

Sequential Baseline 0.38 0.65 0.48

step were then used as features for the classifier discussed in Section 5.4.

A keyword is a word which has much higher frequency in one corpus than

in other and the keyness of a given word indicates its overuse in one corpus

as compared to other corpus [74]. The corpus for which the overuse is deter-

mined (source corpus) is compared with the reference corpus. We created 12

sub-corpora of propositions holding certain argumentative function2. By look-

ing at these subcorpora separately, we are able to determine those words which,

for example, are more commonly found in an Attacking proposition than in a

proposition which does not attack any of the others.

For each of the sub-corpora, keywords were extracted using Log Likelihood

method (threshold of critical value = 3.84, p <0.05). This allowed for the de-

termination of the list of words overused in propositions holding certain ar-

2Supporting, Supported, Attacking, Attacked, ERExample Prem, ERExample Concl, ER-
ExpertOpinion Prem, ERExpertOpinion Concl, ERPracticalReason Prem, ERPracticalReason
Concl, ERAdHominem Attacking, ERAdHominem Attacked
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gumentative function. From the list of obtained keywords, words which were

topic-specific (such as “allergy”, “children”, “airplane”) were removed. From

the total of 12 corpora comparison, only 6 brought relevant results (i.e. results

both statistically significant and topic-independent). The resulting list of key-

words (presented in Table 5.6) indicates words specific for this type of discourse

(online comments on legal regulations) which indicate propositions with cer-

tain argumentative functions. The rationale for the choice of these words is as

follows:

1. Indicating Attacking:

• argument: the users of the forum use the word “argument” in at-

tacking, rather than in any other argumentative move, as a meta-

discourse marker, in some ways announcing that they are about to

attack someone’s argument, as in examples:“This slippery slope ar-

gument is a false one”, ”Your argument is a strawman”.

• you, your: are specific for attacking moves, due to the personal en-

gagement and AdHominem nature of many attacks, as in example:

“If you have a problem, it is up to you to have the solution”

• negative words (funeral, death): due to the emotional nature of the fo-

rum discussion, users refer to negative consequences and use hyper-

bole to make their attack look stronger: “But some of the people on

this board calling for funerals before advancing the discussion give

new meaning to the Founders’ fears of the tyranny of the majority”

2. Indicating Supported

• should: due to the nature of the discussion (proposition of new le-

gal regulations), propositions expressed in deontic modality were ex-
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pressed by users, and were more often used as premises (in our anno-

tation: supported) than conclusions: “A similar problem, that should

also be addressed, along with the peanut allergy problem, is the case

of allowing small domestic pets in the cabin of a aircraft.”

• I think: this bigram is used as a hedge, lowering the level of confi-

dence the speaker ascribes to the truth of the proposition; taken into

account that in argument, asserting the truth of the conclusion cannot

be stronger than asserting the truth of its weakest premises, it is not

surprising that users of the forum were hedging conclusions but not

premises: “I think a ban of all peanuts and nuts (or at least peanuts)

would be the safest route for those with peanut allergies.”

In our new approach to the indicators, we broaden the concept of lexical in-

dicators. We assume not only connectives between propositions but also specific

lexical items (unigrams, bigrams) which appear inside the phrase. It could be

hard to indicate certain and not topic-specific lexical indicators or constructions

for argument structure in general, but it is possible to show specific lexical fea-

tures of certain argumentative schemes. For example, in ERExample speakers

use I/me and action verbs and in ERExpertOpinion we can expect a Named En-

tity to be present. A full list of intra-proposition discourse indicators can be seen

in Table 5.6. Some of those identified are probably genre-specific (and specific

for American English), but, we expect not topic-specific.

Intra-proposition discourse markers work not only for consecutive propo-

sitions but also for any propositions which are topically related (e.g. Ad

Hominem attack may refer to the proposition of a person speaking many turns

before).
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In order to determine the validity of the identified indicators, we performed

classification of propositions based on their presence, obtaining a precision of

0.82, recall of 0.19 for support relations and precision of 0.73, recall of 0.14 for

attack relations. Although in both cases, the precision is high, the fact that these

types of indicators are often omitted means that they do not give a good indi-

cation of the argumentative structure on their own. However, when they do

occur, they give a very strong indication of the role that a proposition is playing

in the dialogue, and, as such, provide a useful feature for the machine learning

technique discussed in the next section.

5.4 Classifying Relations Between Propositions

This component is the final step of the automation process in which proposi-

tions in support relations are identified. As previously mentioned, the task is

formulated as identifying ordered propositions pairs in support relation, i.e.

the first proposition in the pair supports the second. The number of all possible

ordered pairs of propositions is quadratic to the number of propositions in a

given thread. Since the vast majority of them are not in support relation there

is a significant imbalance in the class distribution. Thus, we only consider the

proposition pairs that are classified as topically similar during search space re-

duction described in section 5.2. This precisely why the search space reduction

was optimised for recall.

Setup. We adopt a general approach in computational discourse analysis where

classification algorithms, such as Support Vector Machines (SVM) and Naive
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Bayes, are used with various lexical and syntactic features [59].3 The main dif-

ference is that traditional discourse analysis in NLP focuses on a broader set of

relations, such as contingency, comparison, expansion, and temporal, whereas

only support relation is targeted in this work. Also, in previous work using

Penn Discourse Treebank [69], only adjacent text spans are considered, while

we aim to deal with relations between propositions that may not be adjacent to

each other. Because of this difference, the most informative features for this task

are dissimilar to those for discourse analysis, though all the features have previ-

ously been employed in discourse analysis. In addition to the machine learning

approach, we also report results using hand-coded rule-based classifier that re-

turns true if the given pair of propositions are adjacent and contain at least 1

discourse marker, and returns false, otherwise.

Below are brief descriptions of features whose efficacy have been empirically

determined in prior work4, along with the rationale behind them:

• Word Pairs is the Cartesian product of the unigrams from proposition 1

with those from proposition 2. Word pairs can potentially capture se-

mantic support relations, e.g. between “rain” and “wet.” To elaborate,

with enough occurrences of proposition pairs annotated as support where

“rain” appears in the first and “wet” appears in the second, the model

will learn that there is a support relation between “rain” and “wet.” More

generally, the intuition is that indicators of support relation should exist

in both propositions under consideration, since we also consider proposi-

tions that are not adjacent to each other. And word pairs is an extension

3Laplacian Smoothing was used for Naive Bayes, and SVM was training with linear kernel
where the hyper-parameters were tuned through cross-validation.

4Word Pairs [48], First-Last-First3 [87], Verbs [65], and Production Rules [45].
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of unigrams to tasks involving pairs of propositions. Note that, while dis-

course connectives, such as “because,” are strong indicators of support

relations, they are only applicable to proposition pairs that are adjacent.

• First-Last-First3 is the first, last, and first three words of proposition 1 and

those of 2. The goal is to capture discourse indicators, or expressions that

function as discourse indicators. Even when a known list of discourse

indicators, such as because, since, and therefore is used as a feature, First-

Last-First3 can be useful, as it also captures multiword expressions such

as “as a result.”

• Verbs is the count of pairs of verbs from proposition 1 and proposition 2

belonging to the same Levin English Verb Class [54]; the average lengths

of verb phrases as well as their Cartesian product; and lastly, the part of

speech of the main verb from each argument. Levin Verb classes provide

a means of clustering verbs according to their meanings and behaviors.

Also, longer verb phrases may indicate support in the form of justification.

• Production Rules refers to three features denoting the use of syntactic pro-

duction rules in proposition 1, proposition 2 or both. The syntactic struc-

ture of an argument can influence that of the other argument as well as its

relation type. We take the smallest units of the syntactic parse trees, i.e.

production rules, as features to minimise the sparsity problem. A parse

tree consists of applications of production rules, such as “[noun phrase]→

[[determiner] [noun]].”

• Discourse Indicators are words that capture discourse relations among

propositions, such as because and therefore. While most of them are mean-

ingful in the cases where the propositions under consideration appear con-

secutively, a few of them are free from this restriction, as long as they share
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the same topic. See Table 5.6 for the full list of discourse indicators.

Results. Table 5.2 summarises performances of each classifier on the test set un-

der two different settings: Scope denotes whether all proposition pairs (Global)

or only the pairs that are 2 propositions apart at most (Local) were used in the

experiments. Both SVM and Naive Bayes classifiers were trained on the training

set, whereas the rule-based classifier did not involve any training.

Table 5.2: Support vs no-relation classification results for ordered proposi-
tion pairs

Naive Bayes and SVM results are averages of 10 rounds of experiments with ran-

domly downsampled training set to balance the class distribution. (For SVM, this

approach led to better results than introducing class weights.)

Scope Algorithm Precision Recall F1 Accuracy

Global

Naive Bayes 0.02 0.94 0.05 0.16

SVM 0.04 0.54 0.08 0.73

Rule-based 1.00 0.42 0.59 0.99

Local

Naive Bayes 0.16 0.91 0.28 0.30

SVM 0.24 0.49 0.32 0.69

Rule-based 0.17 0.58 0.26 0.52

Both SVM and Naive Bayes perform poorly in the global scope, but much

better in the local scope. While the global scope is a better representation of the

real scenario, in which a given proposition can support any proposition in the

thread, the class imbalance makes it a challenging learning problem. The nega-

tive instances, or ordered pairs in no-support relation, are more than 100 times

the number of positive instances even after the preprocessing step. We tried to
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remedy the problem by introducing class waits in SVM and downsampling the

negative instances to balance the training set, but the approaches were not too

effective.

Table 5.3 shows a clear difference in the set of most important features for

SVM and Naive Bayes classifiers. Naive Bayes tends to put more weights to

word pair features, whereas production rules are more important for SVM.

Table 5.3: Most Informative Features

Features listed in “+” and “-” rows are the most informative features associated with ordered

proposition pairs in support and no support relation, respectively. Parenthesised features are

word pair features, and features with arrows are production rules. Lastly, “[p]” means

the given feature appears in the supporting proposition (premise), and “[c]” the supported

proposition (conclusion).

Scope Algorithm Most Informative Features

Global

Naive Bayes
+ (i,be), (a,ban), (be,should), (only,the), (not,of)

- (be,do), whadjp→wrb jj [c], (?,?), (a,their), last token: ‘?’ [p,c]

SVM
+ s→ np vp . [c], (you,you), vp→ vbp adjp [p], s→ np vp . [p]

- s→ np vp [c], advp→ rb [c], np→ nn [c], np→ nns [p]

Local

Naive Bayes
+ (flight,be), (the,must), (peanuts,peanuts), (peanuts,be)

- (to,just), frag→ sbar . [c], (that,just), adjp→ jj sbar [p]

SVM
+ vp→ vb adjp [p], root→ s [c], (are,you), s→ np advp vp . [c]

- np→ nns [p], sbar→ in s [c], np→ prp [p], vp→ vbp pp [p]

Word pairs “(peanuts, peanuts)” is correlated with support relation and

“(?,?)” with no-support relation. The former suggests that propositions that

share the same topic are more likely to be in support relation, and the latter

shows that a question is unlikely to support another question. The most impor-

tant feature for SVM in the local scope is having a verb phrase consisting of a
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verb and adjective phrase in the supporting proposition. This could be hinting

that supporting propositions often contain a detailed description.

The rule-based classifier5, performs quite well in the global scope. A quick

look at the confusion matrix (Table 5.4) reveals that this performance was made

possible by the search space reduction step—all consecutive proposition pairs

that are not in support relation were filtered out. We do not see the same effect

in the local scope, however, resulting in a much lower precision.

Table 5.4: Confusion matrix for the classification results of the rule-based
classifier (Global Scope)

Predicted

Support No-support

Actual
Support 161 116

No-Support 0 12175

5.5 Taking an Interpretative Step

No matter how successful automatic mining of argument structure might be,

the key challenge is then to provide information that allows sense to be made

of the potentially very large datasets. A first example of such an interpretative

step that offers end-users an insight into a debate is the notion of centrality. To

pin down what we mean by centrality in this context, beyond mere intuition,

we specify a calculation of an argument network structure. We construe that

structure as a directed graph, G = (V, E), in which vertices (V) are propositions

5As previously mentioned, the rule-based classifier simply returns “true” only when a given
pair of propositions are consecutive and contain one or more discourse indicator.
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or relations between propositions, and those relations are either support (pro

arguments) or conflict (con arguments), captured by a function R which maps

V 7→ {prop, support, con f lict} and edges exist between them E ⊂ V × V . Every

relation may be further subtyped (i.e. classifying different types of support or

conflict, etc.), but to keep the notation uncluttered we use a separate set of func-

tions Rsupport,Rcon f lict (abbreviated Rs and Rc) to encapsulate these taxonomies.

For syntactic convenience, we refer to the number of edges at (i.e. the order of)

a vertex v as |v| and add a superscript to indicate whether we are interested in the

number of incoming or outgoing edges, and a subscript to indicate constraints

on the values of R(v′) of the vertex v′to which v is connected in each case. Thus,

e.g. |v|inR(v′)=support is the number of edges incoming to v originating at vertices of

type support. With this notation we can define centrality thus:

Central(v) = |v|in +
∑

vis.t.(vi,v)∈E
Central(vi) (5.1)

That is, the centrality of a node v is simply the sum of the number of nodes

rooted at v in the directed graph corresponding to the argument structure.

From the output of the classifier presented in Section 5.4, we are able to auto-

matically generate argument maps corresponding to those in the manually an-

notated test corpus (an example is shown in Figure 5.1). We can then compare

the calculated central issues for both manually and automatically annotated ar-

guments. Those issues with a centrality score of 6 or greater are listed below:

Top central issues from the manually anno-

tated corpus

1. but not restrictions on what people may

choose to eat.

2. An outright ban should be in place.
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3. The confined space and recycling of the

air in a plane is a peanut allergy suffer-

ers nightmare.

4. I am utterly amazed at the ignorance

displayed by some of those comment-

ing here.

5. but banning peanuts from flights via a

DOT regulation seems to go too far.

6. treat your customers with disdain and

make it as inconvenient as possible for

them to use your product.

7. If the airline would normally have food

for the passengers on that flight it seems

silly to deny access to anything more

than a bag of peanuts and a glass of wa-

ter.

Top central issues from the automatic classi-

fication

1. An outright ban should be in place.

2. so perhaps those earlier rules should be

revisited.

3. One item which should be addressed is

food and drink.

4. but banning peanuts from flights via a

DOT regulation seems to go too far.

5. but not restrictions on what people may

choose to eat.

6. If the airline would normally have food

for the passengers on that flight it seems

silly to deny access to anything more

than a bag of peanuts and a glass of wa-

ter.

7. I am utterly amazed at the ignorance

displayed by some of those comment-

ing here.

Finally, we compare the complete ranking of issues by their centrality scores.

To do this, we calculate two measures of distance between the rankings, the

Euclidean Distance and the Manhattan Distance. The results as compared to a

random baseline can be seen in Table 5.5.
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The rules definitely need to

be spelled out as specifically

as possible

and should apply to all

airlines

I don't trust the airlines to

develop and enforce their own

policy.

Default Inference

Previous experience with

getting bumped off a flight (I

was using miles) and the

airline refused to put me on

another carrier's flight

ERExample

instead I had a flight that

was six hours later with

absolutely no compensation.

Basically the customer servie

rep's attitude was "It's

not my problem and you're

using miles so we owe you

nothing."

That's ridiculous.

Default Inference

I agree that there needs to be

some compensation for those

who use miles.

ERPracticalReasoning

Also, airlines' refusal to

put people on other airlines'

flights has long annoyed me.

I have no problem with

airlines developing their own

policies vice a mandated

government requirement

ERPracticalReasoning

but whatever those policies

are they need to be easy to

find, easy to read and

understandable by your

"average" person before

someone books and pays for a

flight.

If you want to regulate this

then insist that all policies

related to overbooking,

rebooking, rerouting,

basically any changes to the

originally contracted flight

must be made available in a

format that is easily

accessible and understandable

to the general public.

Figure 5.1: Argument map comparing manual and automatically identi-
fied connections. Correctly identified connections are in bold,
false positives are dashed lines, and the single false negative is
represented by dotted lines.

Table 5.5: The distance between the rankings of centrality scores for automatic
annotation as compared to a random baseline

Euclidean Distance Manhattan Distance

Automatic Annotation 3,845.08 76,696

Random Baseline 5434.95 137,816

5.6 Conclusions

We have shown that, despite the challenges faced in understanding and sum-

marising the large volumes of data that can be produced from online citizen

dialogue, by analysing the argumentative structure contained within such a dis-

cussion we are able to obtain a deeper understanding of the issues being raised

than by using existing techniques. Using the Argument Interchange Format

to represent the argumentative structure, we are able to see not just points of

agreement and disagreement, but to understand why those views are held and

the expression of opinions both in support and in conflict with them.
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We have highlighted several possible measures that can be determined from

these structures, giving a clear insight into the topic and providing policy mak-

ers with tools to understand and interpret citizen dialogues. These include ar-

eas on which people generally agree and those areas which are central to the

debate. We have selected a simple metric, centrality, to use as our exemplar and

shown how even modest performance on the recovery of the argument network

expressed in the discussion can yield robust results for this metric. The chap-

ter has shown how a pipeline running through various computational linguis-

tics techniques through analytical processes can be connected together. Though

evaluation with users remains future work, the results in this chapter demon-

strate for the first time that the state of the art in argument mining is already

sufficient to start to offer real value to decision-makers and those responsible

for public policy in interpreting and gaining insight into large-scale, complex

debates.

In the following chapter, we present how a broader set of relations can be

identified.
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Table 5.6: Discourse indicators overview

From literature

List Indicates Source - reference

Inter

because,therefore, after, for, since, when,

assuming, so, accordingly, thus, hence,

then, consequently

Support [42]

however, but, though, except, not, never, no,

whereas, nonetheless, yet,despite
Conflict [42]

as aresult Conclusion [86]

reference to the first person in the covering

sentence of an argument component:

I,me, my, mine, and myself

Major claim [73]

while,whereas, whereas normally,

whereas otherwise, not even, and yet

complementary

coordinative argumentation
[81]

Intra

cause, effect, means, end, makes that,

leads to (and other expression which

refer to causality only implicitly:

cultivate, suddenly, in one blow,

will yield, is, guarantee for, necessarily)

causal argument [81]

From eRulemaking training corpus

List Indicates Source - corpus

Intra

argument indicates attacking
all attacking

vs. all non-attacking

you, your weakly indicates attacking
all attacking

vs. all non-attacking

negative words (‘funeral’,‘death’) weakly indicates attacking
all attacking

vs. all non-attacking

should strongly indicates supported
all supported

vs. all non-supported

I think indicates supported
all supported

vs. all non-supported

you
strongly indicates

ERAdhominem-attacking

all ERAdh-attacking

vs. all non-ERAdh-attacking

Personal pronouns (including possessive)

, in order of keyness: him,his, he, our, my

strongly indicates

ERExample-prem

all ERExample-prem

vs. all non-ERExample-prem

‘association,(s)‘, ‘cite‘, ‘journal(s)‘, ‘pages‘,

‘published‘, ‘studies‘, ‘www‘, ‘http‘,

‘academy‘, ‘college‘, ‘reported‘, ‘institute‘:

strongly indicates

ERExpertOp-prem

all ERExpertOp-prem vs.

all non-ERExpertOp-prem

should
weakly indicates

ERPractReas-concl

all ERPractReas-concl vs.

all non-ERPractReas-concl
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CHAPTER 6

IDENTIFYING A BROADER SET OF RELATIONS

In this chapter, we consider Step B in Figure 1.1 with a broader set of re-

lations among propositions: Support is just one way in which propositions in

a document can be related. There are many others, such as comparison and

temporal.

We provide a systematic study of previously proposed features for implicit

discourse relation identification, identifying new feature combinations that optimize

F1-score. The resulting classifiers achieve the best F1-scores to date for the four

top-level discourse relation classes of the Penn Discourse Tree Bank: COMPAR-

ISON, CONTINGENCY, EXPANSION, and TEMPORAL. We further identify

factors for feature extraction that can have a major impact on the performance

and determine that some features originally proposed for the task no longer pro-

vide performance gains in light of more powerful, recently discovered features.

When originally published [59], our results constituted a new set of baselines

for future studies of implicit discourse relation identification.

6.1 Background

The ability to recognize the discourse relations that exist between arbitrary text

spans is crucial for understanding a given text. Indeed, a number of natural

language processing (NLP) applications rely on it — e.g. question answering,

text summarization, and textual entailment. Fortunately, explicit discourse rela-

tions — discourse relations marked by explicit connectives — have been shown

to be easily identified by automatic means [66]: each such connective is gener-
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ally strongly coupled with a particular relation. The connective “because”, for

example, serves as a prominent cue for the CONTINGENCY relation.

The identification of implicit discourse relations — where such connectives are

absent — is much harder. It has been the subject of much recent research since

the release of the Penn Discourse Treebank 2.0 (PDTB) [69], which annotates re-

lations between adjacent text spans in Wall Street Journal (WSJ) articles, while

clearly distinguishing implicit from explicit discourse relations.1 Recent studies,

for example, explored the utility of various classes of features for the task, in-

cluding linguistically informed features, context, constituent and dependency

parse features, and features that encode entity information or rely on language

models [65, 45, 46, 94].

To date, however, there has not been a systematic study of combinations

of these features for implicit discourse relation identification. In addition, the

results of existing studies are often difficult to compare because of differences

in data set creation, feature set choice, or experimental methodology. Hugo et

al. [29], for example, explore the use of a new learning framework for the task

(semi-supervised structural learning) using a single subset of known features

rather than a subset chosen to duplicate previous studies or chosen on a per-

relation basis.

This chapter provides a systematic study of previously proposed features

for implicit discourse relation identification and identifies feature combinations

that optimize F1-score using greedy forward stepwise feature selection [15, 36].

We report the performance of our binary (one vs. rest) classifiers on the PDTB

1Research on implicit discourse relation recognition prior to the release of the PDTB instead
relied on synthetic data created by removing explicit connectives from explicit discourse relation
instances [48], but the trained classifiers do not perform as well on real-world data [10].
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data set for its four top-level discourse relation classes: COMPARISON, CON-

TINGENCY, EXPANSION, and TEMPORAL. In each case, the resulting classifiers

achieve the best F1-scores for the PDTB to date. We further identify factors

for feature extraction that can have a major impact on performance, including

stemming and lexicon look-up. Finally, by documenting an easily replicable ex-

perimental methodology and making public the code for feature extraction2, we

hope to provide a new set of baselines for future studies of implicit discourse

relation identification.

6.2 Data

The experiments are conducted on the PDTB [69], which provides discourse

relation annotations between adjacent text spans in WSJ articles. Each training

and test instance represents one such pair of text spans and is classified in the

PDTB w.r.t. its relation type and relation sense.

In the work reported here, we use the relation type to distinguish examples

of explicit vs. implicit discourse relations. In particular, we consider all instances

with a relation type other than explicit as implicit relations since they lack an ex-

plicit connective between the text spans. The relation sense determines the re-

lation that exists between its text span arguments as one of: COMPARISON, CON-

TINGENCY, EXPANSION, and TEMPORAL. For example, the following shows

an explicit CONTINGENCY relation between argument1 (arg1) and argument2

(arg2), denoted via the connective “because”:

The federal government suspended sales of U.S. savings bonds because Congress

2These are available from http://removed.for.anonymity.
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hasn’t listed the ceiling on government debt.

The four relation senses comprise the target classes for our classifiers.

A notable feature of the PDTB is that the annotation is done on the same cor-

pus as Penn Treebank [49], which provides parse trees and part-of-speech (POS)

tags. This enables the use of gold standard parse information for some features,

e.g. the production rules feature, one of the most effective features proposed to

date.

6.3 Features

Below are brief descriptions of features whose efficacy has been empirically de-

termined in prior work3, along with the rationales behind them:

Word Pairs (cross product of unigrams: arg1 × arg2) — A few of these word

pairs may capture information revealing the discourse relation of the target

spans. For instance, rain-wet can hint at CONTINGENCY.

First-Last-First3 (the first, last, and first three words of each argument) — The

words in this range may be expressions that function as connectives for certain

relations.

Polarity (the count of words in arg1 and arg2, respectively, that hold negated vs.

non-negated positive, negative, and neutral sentiment) according to the MPQA

corpus [90]) — The change in sentiment from arg1 to arg2 could be a good indi-

3Word Pairs [48]. First-Last-First3 [87]. Polarity, Verbs, Inquirer Tags, Modality, Context [65].
Production Rules [45].
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cation of COMPARISON.

Inquirer Tags (negated and non-negated fine-grained semantic classification

tags for the verbs in each argument and their cross product) — The tags are

drawn from the General Inquirer Lexicon [75] which provides word level re-

lations that might be propagated to the target spans’ discourse relation, e.g.

rise:fall.

Verbs (count of pairs of verbs from arg1 and arg2 belonging to the same Levin

English Verb Class [54]; the average lengths of verb phrases as well as their cross

product; and lastly, the POS of the main verb from each argument) — Levine

Verb classes provide a means of clustering verbs according to their meanings

and behaviors. Also, longer verb phrases might correlate with CONTINGENCY,

indicating a justification.

Modality (three features denoting the presence of modal verbs in arg1, arg2, or

both) — Modal verbs often appear in CONTINGENCY relations.

Context (the connective; the discourse relation senses for the immediately pre-

ceding and following relations if they are explicit relations; the location of the

arguments within the paragraph) — Certain relations co-occur.

Production Rules (three features denoting the presence of syntactic productions

in arg1, arg2 or both, based on all pairs of parent-children nodes in the argument

parse trees) — The syntactic structure of an argument can influence that of the

other argument as well as its relation type.
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6.4 Experimental Setup

We aim to identify the optimal subsets of the aforementioned features for each

of the four top-level PDTB discourse relation senses: COMPARISON, CONTIN-

GENCY, EXPANSION, and TEMPORAL. In order to provide a meaningful com-

parison with existing work, we carefully follow the experiment setup of Pitler

et al. [65], the origin of the majority of the features under consideration:

First, sections 0-2 and 21-22 of the PDTB are used as the validation and test

set, respectively. Then, we randomly down-sample sections 2-20 to construct

training sets for each of the classifiers, where each set has the same number of

positive and negative instances with respect to the target relation. Since the

composition of the corresponding training set has a noticeable impact on the

classifier performances, we select a down-sampled training set for each classifier

through cross validation. All instances of non-explicit relation senses are used;

the ENTREL type is considered as having the EXPANSION sense.4

Second, Naive Bayes is used not only to duplicate the Pitler et al. [65] setting,

but also because it equaled or outperformed other learning algorithms, such as

SVM and MaxEnt, in preliminary experiments, while requiring a significantly

shorter training time.5

Prior to the feature selection experiments, the best preprocessing methods

for feature extraction are determined through cross validation. We consider sim-

ple lowercasing, Porter Stemming, PTB-style tokenization6, and hand-crafted

rules for matching tokens to entries in the polarity and General Inquirer lexi-

4Some prior work uses a different experimental setting. For instance, Zhou et al. [94] only
considers two of the non-explicit relations, namely Implicit and NoRel.

5We use classifiers from the nltk package [8].
6Stanford Parser [38].
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cons.

Then, feature selection is performed via forward stepwise regression, in

which we start with the single best-performing feature and, in each iteration,

add the feature that improves the F1-score the most, until no significant im-

provement can be made. Once the optimal feature set for each relation sense is

determined by testing on the validation set, we retrain each classifier using the

entire training set and report final performance on the test set.

6.5 Results & Analysis

Feature Types COMP. vs Rest CONT. vs Rest EXP. vs Rest TEMP. vs Rest
F1 Acc. F1 Acc. F1 Acc. F1 Acc.

1. Polarity 16.49 46.82 28.47 61.39 64.20 56.80 13.58 50.69
2. First-Last-First3 22.54 53.05 37.64 66.71 62.27 56.40 15.24 51.81
3. Inquirer Tags 18.07 82.14 34.88 69.60 77.76 66.38 21.65 80.04
4. Verbs 18.05 55.29 23.61 78.33 68.33 58.37 18.11 58.44
5. Production Rules 30.04 75.84 47.80 71.90 77.64 69.60 20.96 63.36

Best Combination 2 & 4 & 5 2 & 4 & 5 1 & 3 & 4 & 5 1 & 3 & 5
31.32 74.66 49.82 72.09 79.22 69.14 26.57 79.32

Pitler ’09 (Best) 21.96 56.59 47.13 67.30 76.42 63.62 16.76 63.49
Zhou ’10 (Best)* 31.79 58.22 47.16 48.96 70.11 54.54 20.30 55.48

* The experiments are conducted under a slightly different setting, as described in
Section 6.4.

Table 6.1: Summary of Classifier Performances

Table 6.5 indicates the performance achieved by employing the feature set

found to be optimal for each relation sense via forward stepwise regression,

along with the performance of the individual features that constitute the ideal

subset. The two bottom rows show the results reported in two previous papers

with the most similar experiment methodology. The notable efficacy of produc-
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tion rules feature, yiedling the best or the second best result across all relation

senses w.r.t. both F1-score and accuracy, confirms the finding of Zhou et al.

[94]. In contrast to their work, however, combining existing features enhances

the performance. Below, we discuss the primary observations gleaned from the

experiments.

Word pairs as features. Starting with earlier works that proposed them as fea-

tures [48], some form of word pairs has generally been part of feature sets for im-

plicit discourse relation recognition. According to our research, however, these

features provide little or no additional gain, once other features are employed.

This seems sensible, since we now have a clearer idea of the types of informa-

tion important for the task and have developed a variety of feature types, each

of which aims to represent these specific aspects of the discourse relation argu-

ments. Thus, general features like word pairs may no longer have a role to play

for implicit discourse relation identification.

Preprocessing. Preprocessing turned out to impact the classifier performance

immensely, especially for features like polarity and inquirer tags that rely on in-

formation retrieved from a lexicon. For these features, if a match for a given

word is not found in the lexicon, no information is passed on to the classifier.

As an example, consider the General Inquirer lexicon. Most of its verb en-

tries are present tense singular in form; thus, without stemming, dictionary look

up fails for a large portion of the verbs. In our case, the F1-score increases by

roughly 10% after stemming.

Further tuning is possible by a few hand-written rules to guide lexicon

lookup. The word supplied, for instance, becomes suppli after stemming, which
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still fails to match the lexicon entry supply, unless adjusted accordingly.

Binning. An additional finding regards features that capture numeric, rather

than binary, information, such as polarity. Since this feature encodes the counts

of each type of sentiment words (with respect to each argument and their cross

product), and Naive Bayes can only interpret binary features, we first employed

a binning mechanism with each bin covering a single value. For instance, if arg1

consists of three positive words, we included arg1pos1, arg1pos2 and arg1pos3 as

features instead of just arg1pos3.

The rationale behind binning is that it captures the proximity of related in-

stances. Imagine having three instances each with one, two, and three positive

words in arg1, respectively. Without binning, the features added are simply

arg1pos1, arg1pos2, arg1pos3, respectively. From the perspective of the classifier,

the third instance is no more similar to the second instance than it is to the first

instance, even though having three positive words is clearly closer to having

two positive words than having one positive word. With binning, this proxim-

ity is captured by the fact that the first instance has just one feature in common

with the third instance, whereas the second instance has two.

Binning, however, results in single digit F1-scores on most of the classifica-

tion tasks. Without binning, the performance increases significantly. One possi-

ble explanation is that these features function as an abstraction of certain lexical

patterns, rather than directly capturing similarities among the instances of the

same class.
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6.6 Conclusions

We explored a simple greedy feature selection approach to identify subsets of

known features for implicit discourse relation identification that yield the best

performance to date w.r.t. F1-score on the PDTB data set. We also identified as-

pects of feature set extraction and representation that are crucial for obtaining

state-of-the-art performance. Possible future work includes evaluating the per-

formance without using the gold standard parses. This will give a better idea

of how the features that rely on parser output will perform on real-world data

where no gold standard parsing information is available. In this way, we can

ensure that findings in this area of research bring practical gains to the commu-

nity.
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CHAPTER 7

CONCLUSIONS

Evaluating arguments has become an indispensable part of modern life. Our

sources of information are no longer limited to books and articles produced by

field experts and professional writers—With the advancement of information

technology, the amount of textual content written by inexperienced writers, in

the form of comments, product reviews, blog posts, etc., is steeply rising. The

escalation of the amount of user generated text containing unclear argumen-

tative structures and unsubstantiated claims is hampering effective communi-

cation among people. In commercial domains, this prevents individuals from

conveying or acquiring useful information. In eRulemaking, this results in lost

opportunities to share ideas and collectively solve critical problems the society

is facing.

To remedy the issue, this thesis proposed automatic extraction and eval-

uation of argumentative structures in user comments in eRulemaking. More

specifically, we leverage ideas from argumentation theory to formulate a model

of argument to capture various types of propositions and their relations, syn-

thesize NLP techniques to develop an argumentation mining tools to classify

each argumentative proposition based on the type of appropriate support and

recognize support relations among the propositions. The resulting abstraction

of arguments can be evaluated via a quick comparison to the evaluable argument

structure defined in the model. We have also constructed publicly available cor-
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pora for the research community.

7.1 Future Work

Our vision is to facilitate discussion and debate among people through clear

communication. There are many exciting opportunities that will collectively

realize the vision by assisting people at both ends of communication. In this

section, we discuss two applications of my dissertation work to help the writers

and one to help the readers.

Machine-assisted Argument Construction: Amateur writers often make

unsubstantiated claims. According to the human moderated online comment-

ing project done at Cornell eRulemaking Initiative (CeRI), people typically have

reasons, and even objective evidence at times, supporting the claims they make.

The problem is that they either do not realize the significance of providing sup-

port or simply forget to provide them. Through argument structure analysis,

systems can identify unsupported claims and appropriate types of support for

them. In online commenting setting, this can be implemented as part of the

comment submission process—when a writer clicks the [submit] button, the

system can notify the writer of unsupported statements to elicit reason or evi-

dence, based on the type of the claim. This sort of feedback has an educational

value as well, which is discussed below.

Writing Education: Education is essential for training individuals who can

clearly communicate information and ideas through text. To make large scale
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writing education and assessment feasible, there has been active research in au-

tomated essay grading for decades. However, state-of-the-art systems still use

shallow NLP features like n-grams and sentence length. Incorporating argu-

ment structure analysis is likely to improve the performance of the systems, as

it is one of the aspects mostly neglected by currently employed features. More

importantly, this is a step beyond simply providing a grade to the students—

feedback about argument structures, such as the statements that need further

support, will better assist students in developing their writing skills.

Automated Document Summarization: Automatic summarization is a way

to handle the overflow of textual content. Currently, active automatic summa-

rization research is being conducted in various domains, such as legal, medical,

and political documents. Modern summarization systems typically extract sen-

tences from a given text to construct a summary, rather than generating their

own sentences. Argument structure analysis can be incorporated into extrac-

tive summary approaches in several ways. One is to build a forest of argument

trees. Collecting the root of each tree will result in a comprehensive extractive

summary of the document. Better yet, we can build a hierarchical summary in

which the user can expand the trees level by level for more details as neces-

sary. Another potentially effective approach is to build the trees on the output

of existing summarization systems. In that case, the goal would be to identify

sentences that support other sentences in the summary. Such sentences can be

excluded from the summary to produce a shorter summary with an equal or

comparable coverage.
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