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Each chapter of this thesis is represented as a metaphorical meeting between mathemati-

cians and their ideas: Stieltjes meet Gauss; Berg meet Urbanik; Dynkin meet Jacobi;

Dynkin meet Villani. In the “Stieltjes meet Gauss” part we provide some new criteria for

the determinacy problem of the Stieltjes moment problem, starting with a Tauberian type

criterion for indeterminacy that is expressed purely in terms of the asymptotic behavior

of the moment sequence (and its extension to imaginary lines). Under an additional

assumption this provides a converse to the classical Carleman’s criterion, thus yielding

an equivalent condition for determinacy. We also provide a criterion for determinacy

that only involves the large asymptotic behavior of the distribution (or of the density if it

exists), which can be thought of as an Abelian counterpart to the previous Tauberian type

result. This latter criterion generalizes Hardy’s condition for determinacy, and under

some further assumptions yields a converse to Pedersen’s refinement of Krein’s cele-

brated theorem. The proofs utilize non-classical Tauberian results for moment sequences

that are analogues of the ones developed by Feigin and Yaschin and Balkema et al. for

the bi-lateral Laplace transform in the context of asymptotically parabolic functions,

which generalize the classical Gaussian setting. We illustrate these results by studying

the time-dependent moment problem for the law of a process whose logarithm is a Lévy

process, which is a generalization of the log-normal distribution. Along the way, we

derive the large asymptotic behavior of the density of spectrally-negative Lévy processes

having a Gaussian component, which may be of independent interest. We continue the



study of this time-dependent moment problem in the “Berg meet Urbanik” part where we

focus on Berg-Urbanik semigroups, a class of multiplicative convolution semigroups on

R+ that is in bijection with the set of Bernstein functions. Berg and Durán proved that the

law of such semigroups is determinate (at least) up to time t = 2, and for the Bernstein

function φ(u) = u Berg made the striking observation that for time t > 2 the law of this

semigroup is indeterminate. We extend these works by estimating the threshold time

Tφ ∈ [2,∞] that it takes for the law of such Berg-Urbanik semigroups to transition from

determinacy to indeterminacy in terms of simple properties of the underlying Bernstein

function φ, such as its Blumenthal-Getoor index. In particular, we show that Tφ = 2 for

any Bernstein function φ with a drift component, thereby generalizing Berg’s result to

this entire class. One of the several strategies we implement to deal with the different

cases relies on the non-classical Abelian type criterion mentioned above. To implement

this approach we provide detailed information regarding distributional properties of the

semigroup such as existence and smoothness of a density, and, the large asymptotic be-

havior for all t > 0 of this density alongwith its successive derivatives, which are original

results in the Lévy process literature. In the “Dynkin meet Jacobi” part we introduce and

study non-local Jacobi operators, which generalize the classical (local) Jacobi operator.

We show that these operators extend to the generator of an ergodic Markov semigroup

with an invariant probability measure and study its spectral and convergence properties.

In particular, we give a series expansion of the semigroup in terms of explicitly defined

polynomials, which are counterparts of the classical Jacobi orthogonal polynomials. In

addition, we give a complete characterization of the spectrum of the non-self-adjoint gen-

erator and semigroup. We show that the variance decay of the semigroup is hypocoercive

in the sense of Villani, with explicit constants, which provides a natural generalization

of the spectral gap estimate. After a random warm-up time the semigroup also decays

exponentially in entropy, and is both hypercontractive and ultracontractive. Our proofs



hinge on the development of intertwining relations—a notion for Markov semigroups

introduced by Dynkin—between local and non-local Jacobi operators/semigroups, with

the local Jacobi operator/semigroup serving as a reference object for transferring proper-

ties to the non-local ones. Finally, in the “Dynkin meet Villani” part, we offer an original

and comprehensive spectral theoretical approach to the study of convergence to equilib-

rium, and in particular of the hypocoercivity phenomenon, for contraction semigroups

in Hilbert spaces. Here we utilize intertwining to transfer spectral information from a

known, reference semigroup P̃ = (e−tÃ)t>0 to a target semigroup P that is the object

of study. This allows us to obtain conditions under which P satisfies a hypocoercive

estimate with exponential decay rate given by the spectral gap of Ã. Along the way we

also develop a functional calculus involving the non-self-adjoint resolution of identity

induced by the intertwining relations. We apply these results to degenerate, hypoellip-

tic Ornstein-Uhlenbeck semigroups on Rd , and non-local Jacobi semigroups on [0, 1]d;

in both cases we obtain hypocoercive estimates and are able to explicitly identify the

hypocoercive constants.

All work in this thesis was done in collaboration with P. Patie, and the work in

Chapter 4 was done with the additional collaboration of P. Cheridito and A. Srapionyan.

The contents of Chapters 2–5 have been submitted to peer-reviewed journals as follows:

• Non-classical Tauberian and Abelian type criteria for the moment problem,

arXiv:1804.10721 [math.PR], 19pp., 2018;

• The log-Lévy moment problem via Berg-Urbanik semigroups, Studia Math., ac-

cepted, 41pp., 2019;

• On non-local ergodic Jacobi semigroups: spectral theory, convergence-to-

equilibrium and contractivity, arXiv:1905.07832 [math.PR], 40pp., 2019;

• A spectral theoretical approach for hypocoercivity applied to some degenerate

hypoelliptic, and non-local operators, arXiv:1905.07042 [math.PR], 22pp., 2019.
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CHAPTER 1

INTRODUCTION

This thesis is split into two parts, consisting of two chapters each, and each of these

chapters represents a metaphorical meeting between mathematicians and their ideas:

Stieltjes meet Gauss; Berg meet Urbanik; Dynkin meet Jacobi; Dynkin meet Villani.

In the first half we investigate the determinacy problem of the Stieltjes moment

problem, which asks under what conditions a probability measure ν supported on [0,∞)

ismoment determinate, i.e. uniquely determinedwithin the space of probabilitymeasures

supported on [0,∞) by its sequence of moments given, for any integer n > 0, by∫ ∞

0
xnν(dx) < ∞.

The two most widely used critera for establishing moment determinacy and moment

indeterminacy are, respectively, Carleman’s summability criterion on the moment se-

quence [32], and Pedersen’s refinement of Krein’s integrability criterion [103] for the

density, when it exists, of the probability measure itself. However, neither of these crite-

ria are, in general, equivalent to moment determinacy and indeterminacy, respectively,

and are complementary in the sense that the former involves conditions on the moment

sequence, while the latter involves conditions on the measure itself. Thus, investigating

new criteria for moment determinacy and indeterminacy has remained an active area

of research for several decades, with deep connections to, and implications for, other

branches of mathematics, see for instance the recent survey by Schmüdgen, [110]

In Chapter 2we develop some new criteria for bothmoment determinacy andmoment

indeterminacy. Our first result is a criterion for moment indeterminacy that is expressed

in terms of the large asymptotic behavior of the moment sequence (and its extension to

imaginary lines), and under an additional assumption this criterion provides a converse to

1



the classicalCarleman’s criterion, thus upgrading it to a necessary and sufficient condition

in this context. We also provide a criterion for moment determinacy that only involves

the large asymptotic behavior of the distribution (or of the density if it exists), which

can be thought of as an Abelian counterpart to the previous Tauberian type result. This

latter criterion generalizes Hardy’s condition for determinacy, and under some further

assumptions yields a converse to the Pedersen’s refinement of the celebrated Krein’s

theorem. The proofs utilize non-classical Tauberian results for moment sequences that

are analogues of the ones developed by Feigin and Yaschin [51] and Balkema et al. [11]

for the bi-lateral Laplace transforms in the context of asymptotically parabolic functions;

as the Tauberian results in [51, 11] generalize the classical Gaussian setting we term this

part “Stieltjes meet Gauss”. We illustrate these results by studying the time-dependent

Stieltjes moment determinacy for multiplicative convolution semigroups (νt)t>0, that is

semigroups satisfying, for n, t > 0,∫ ∞

0
xnνt(dx) =

∫ ∞

−∞

enyP(Yt ∈ dy) = etΨ(n),

where (Yt)t>0 is a one-dimensional Lévy process such that E[enYt ] < ∞, for all n, t > 0. If

(Yt)t>0 has a Gaussian component then νt is indeterminate for all t > 0, which generalizes

the famous result that the log-normal distribution is indeterminate. Along the way, we

also derive the large asymptotic behavior of the density of spectrally-negative Lévy

processes having a Gaussian component, which may be of independent interest in the

Lévy process literature. We also provide an example of a Lévy process for which νt is

moment determinate if and only if t 6 2.

In Chapter 3, the “Berg meet Urbanik” part, we continue our study of this time-

dependent moment problem via Berg-Urbanik semigroups, which are multiplicative

convolution semigroups (νt)t>0 such that∫ ∞

0
xnνt(dx) =

(
n∏

k=1
φ(k)

) t

,

2



where φ is a Bernstein function. In [19], Berg and Durán proved that the law of such

semigroups is moment determinate (at least) up to time t = 2, and for the Bernstein

function φ(u) = u Berg [16] made the striking observation that for time t > 2 the law

of this semigroup is moment indeterminate. We extend these works by estimating the

threshold time Tφ ∈ [2,∞] that it takes for the law of such Berg-Urbanik semigroups

to transition from moment determinacy to moment indeterminacy in terms of simple

properties of the underlying Bernstein function φ, such as its Blumenthal-Getoor index.

In particular, we show that Tφ = 2 for any Bernstein function φ with a drift component,

thereby generalizing Berg’s result to this entire class. One of the several strategies

we implement to deal with the different cases relies on the non-classical Abelian type

criterion mentioned above. To implement this approach we provide detailed information

regarding distributional properties of the semigroup such as existence and smoothness of

a density, and, the large asymptotic behavior for all t > 0 of this density along with all of

its successive derivatives. In particular, these results are original in the Lévy processes

literature and also may be of independent interest.

The theme for the second half of this thesis is intertwining of Markov semigroups,

a notion that was introduced by Dynkin [48] while investigating the question of when

functions of a Markov process remain Markovian. Informally, an intertwining is a

commutation relationship of the form

PtΛ = ΛP̃t

where P = (Pt)t>0 and P̃ = (P̃t)t>0 are suitable (e.g. Markov) semigroups of linear

operators and Λ is a linear operator. As the investigations below reveal, it is desirable

to establish an intertwining on the space L2(ν̃), where ν̃ is the invariant probability

measure for P̃, however, in practice it is often easier to establish such an identity on a

more convenient function space, such as the space of polynomials P. The extension of

the intertwining to L2(ν̃) then requires that P be a dense subspace of L2(ν̃), a fact that

3



is guaranteed when the probability measure ν̃ is moment determinate. This connection

between the density of P in L2(ν̃) and the moment determinacy of ν̃ is what bridges the

two halves of this thesis.

In Chapter 4 we introduce and study, via intertwining relations, non-local Jacobi

operators, which generalize the classical (local) Jacobi operator on [0, 1]; hence “Dynkin

meet Jacobi”. We show that these operators extend to the generator of an ergodicMarkov

semigroup with an invariant probability measure, very much in the spirit of Dynkin’s

original work, and study the spectral and convergence properties of this semigroup. In

particular, we give a series expansion of the semigroup in terms of explicitly defined

polynomials, which are counterparts of the classical Jacobi orthogonal polynomials. In

addition, we give a complete characterization of the spectrum of the non-self-adjoint gen-

erator and semigroup. We show that the variance decay of the semigroup is hypocoercive

in the sense of Villani, with explicit constants, which provides a natural generalization

of the spectral gap estimate. After a random warm-up time the semigroup also decays

exponentially in entropy and is both hypercontractive and ultracontractive. Our proofs

hinge on the development of intertwining relations between local and non-local Jacobi

operators/semigroups, with the local Jacobi operator/semigroup serving as a reference

object for transferring properties to the non-local ones.

The aim of Chapter 5 is to offer an original and comprehensive spectral theoretical

approach to the study of convergence to equilibrium, and in particular of the hypocoer-

civity phenomenon, for contraction semigroups in Hilbert spaces. Again, our approach

rests on exploiting intertwining relationships and thus “Dynkin meet Villani” for this

part. We utilize intertwining to transfer spectral information from a known, reference

semigroup P̃ = (e−tÃ)t>0 to a target semigroup P, which is the object of study. This

allows us to obtain conditions under which P satisfies a hypocoercive estimate with

4



exponential decay rate given by the spectral gap of Ã. Along the way we also develop

a functional calculus involving the non-self-adjoint resolution of identity induced by the

intertwining relations. We apply these results in a general Hilbert space setting to two

cases: degenerate, hypoelliptic Ornstein-Uhlenbeck semigroups on Rd , and non-local

Jacobi semigroups on [0, 1]d , which were introduced and studied for d = 1 in Chapter 4.

In both cases we obtain hypocoercive estimates and are able to explicitly identify the

hypocoercive constants.

5



CHAPTER 2

NON-CLASSICAL TAUBERIAN AND ABELIAN TYPE CRITERIA FOR THE

MOMENT PROBLEM

In this chapter we provide some new criteria for the determinacy problem of the

Stieltjes moment problem. We first give a Tauberian type criterion for moment inde-

terminacy that is expressed purely in terms of the asymptotic behavior of the moment

sequence (and its extension to imaginary lines). Under an additional assumption this

provides a converse to the classical Carleman’s criterion, thus yielding an equivalent

condition for moment determinacy. We also provide a criterion for moment determinacy

that only involves the large asymptotic behavior of the distribution (or of the density if it

exists), which can be thought of as an Abelian counterpart to the previous Tauberian type

result. This latter criterion generalizes Hardy’s condition for determinacy, and under

some further assumptions yields a converse to the Pedersen’s refinement of the cele-

brated Krein’s theorem. The proofs utilize non-classical Tauberian results for moment

sequences that are analogues to the ones developed in [51] and [11] for the bi-lateral

Laplace transforms in the context of asymptotically parabolic functions. We illustrate

our results by studying the time-dependent moment problem for the law of log-Lévy

processes viewed as a generalization of the log-normal distribution. Along the way, we

derive the large asymptotic behavior of the density of spectrally-negative Lévy processes

having a Gaussian component, which may be of independent interest.

2.1 Introduction and main results

The determinacy problem for the Stieltjes moment problem asks under what conditions

a measure ν supported on [0,∞) can be uniquely determined by its sequence of moments

6



Mν = (Mν(n))n>0 where, for any n > 0,

Mν(n) =
∫ ∞

0
xnν(dx) < ∞.

When a measure is uniquely determined by its moments we say it is moment determi-

nate, otherwise it is moment indeterminate. Note that we consider only measures with

unbounded support since otherwise the problem is trivial. For references on the moment

problem see the classic monographs [2] and [111], the comprehensive exposition [112],

and the more recent monograph [110], where the interested reader will find a nice de-

scription of its connections and interplay with many branches of mathematics, as well

as its broad range of applications.

2.1.1 A Tauberian type moment condition for indeterminacy, and a

converse for Carleman’s criterion

One of the most widely used criteria for determinacy is Carleman’s criterion, which

states that if
∞∑
M
− 1

2n
ν (n) = ∞,

then ν is moment determinate, where for a sequence (an)n>0 of real numbers
∑∞ an = ∞

denotes
∑∞

n0 an = ∞ for some index n0 > 1 whose choice does not impact the divergence

property (the same notation holds for integrals of functions). However, it is well-known

that the divergence of this series is not a necessary condition for moment determinacy,

see e.g. Heyde [65] for an example. The main result in this section is a condition

for indeterminacy that is entirely expressed in terms of the moment transform (and its

extension to imaginary lines) of the measure, which under an additional assumption

yields a converse to Carleman’s criterion. In order to state this criterion we need to

introduce some notation.
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Let C2
+(I) denote the set of twice differentiable functions on an interval I ⊆ R whose

second derivative is strictly positive on I. We define the setA of asymptotically parabolic

functions, a notion which traces its origins to [10, 11], as{
G ∈ C2

+((a,∞)), a > −∞; G′′
(
u + w(G′′(u))−

1
2

)
∞
∼ G′′(u), loc. unif. in w ∈ R

}
, (2.1)

where f (u) ∞∼ g(u)means that limu→∞
f (u)
g(u) = 1. We are now ready to state our Tauberian

type criterion for the Stieltjes moment problem.

Theorem 2.1.1. LetMν be the Stieltjes moment sequence of a measure ν and assume

that the following two conditions hold.

(a) There exists G ∈ A such that

Mν(n)
∞
∼ eG(n).

(b) There exists n0 ∈ [0,∞) such that for n > n0, writing η2(n) = (logMν(n))′′, the

functions

y 7→

�������
Mν

(
n + i y

η(n)

)
Mν(n)

������� (2.2)

are uniformly (in n) dominated by a function in L1(R).

(1) Then, the condition∫ ∞

(uG′(u)−G(u))G′′(u)e−
G′(u)

2 du < ∞ =⇒ ν is moment indeterminate. (2.3)

(2) If in addition limu→∞ ue−
G′(u)

2 < ∞ then

ν is moment determinate ⇐⇒
∫ ∞

(uG′(u) − G(u))G′′(u)e−
G′(u)

2 du = ∞

⇐⇒

∫ ∞

e−
G′(u)

2 du = ∞

⇐⇒

∞∑
M
− 1

2n
ν (n) = ∞. (2.4)
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This Theorem is proved in Section 2.3.1. We call it a Tauberian type result since

assumptions on the moment transform alone give sufficient information regarding the

measure for concluding indeterminacy. In Section 2.2.1 below we shall provide an

application of this criterion to the time-dependent moment problem for the law of log-

Lévy processes. Invoking now a useful result from Berg and Durán [19, Lemma 2.2

and Remark 2.3] regarding factorization of moment sequences in relation to the moment

problem, we deduce the following corollary of Theorem 2.1.1(1).

Corollary 2.1.1. LetMV be the Stieltjes moment sequence of a measureV and suppose

that, for n > 0,

MV(n) =Mν(n)m(n),

whereMν is a Stieltjes moment sequence that satisfies the assumptions of Theorem 2.1.1,

and (m(n))n>0 is a non-vanishing Stieltjes moment sequence. Then,∫ ∞

(uG′(u) − G(u))G′′(u)e−
G′(u)

2 du < ∞ =⇒ V is moment indeterminate.

We proceed by offering a few remarks regarding our criterion in relation to the recent

literature on the moment problem. In Theorem 2.1.1(1) we provide a checkable criterion

for indeterminacy based solely on properties of the moment transform, which seems

to be new in the context of the moment problem. For example, the assumption that

Mν(n) > cn(2+ε)n for some constants c, ε > 0 and n large enough, together with

lim
x→∞

xν′(x)
ν(x)

= −∞, (2.5)

where ν(dx) = ν(x)dx, allows one to conclude indeterminacy, see Theorem 5 in the

nice survey [80]. The condition expressed by (2.5), which goes back to [78], is called

Lin’s condition in the literature, and involves the a priori assumption of the existence

and differentiability of the density on a neighborhood of infinity.
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In the same spirit, the integrability condition in Theorem 2.1.1(b) can be replaced by

(but is not equivalent to) the assumption that ν(dx) = ν(x)dx is such that

x 7→ − log ν(ex) is convex, for x large enough. (2.6)

Under the assumption in (2.6), Pakes proved in [94] that Carleman’s criterion becomes

an equivalent condition for moment determinacy. However, as with Lin’s condition,

this involves assumptions on both the moment sequence and the density, and is a rather

strong geometric requirement on the density itself. We point out that, as by-product of

Theorem 2.1.1, we have ν(dx) = ν(x)dx, x > 0, and that ν(ex) satisfies a less stringent

asymptotic condition, which is in fact implied by (2.6), see [11, Theorem 2.2 and

Equation (4.5)].

In Theorem 2.1.1(2) we are able to show, under a further mild assumption on G, that

Carleman’s criterion becomes necessary and sufficient for determinacy. The additional

assumption on G is what allows us to connect the condition in (2.3) to the finiteness of

the sum in (2.4), which is the harder of the two implications to prove. While both Lin’s

condition in (2.5) and Pakes’ condition (2.6) yield converses to Carleman’s criterion, we

avoid having to make distinct assumptions on the moment transform and the density.

2.1.2 An Abelian type tail condition for determinacy, and a converse

for Krein’s criterion

The celebrated Krein’s criterion, refined by Pedersen [103], states that if ν(dx) = ν(x)dx

and, for some x0 > 0, ∫ ∞

x0

− log ν(x2)

1 + x2 dx < ∞,
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then ν is moment indeterminate (the case x0 = 0 yields the original version of Krein’s

theorem). It is also well-known that this condition is not necessary for moment inde-

terminacy, see the counterexample in [103]. In this section we provide conditions for

moment determinacy that are stated in terms of the measure directly, which under some

additional assumptions yields a converse to the refined Krein’s criterion.

To state our result we define the set of admissible asymptotically parabolic functions

as

AD =

{
G∗ ∈ A; lim

x→∞

G∗(x)
x
= ∞

}
,

and note that not all asymptotically parabolic functions are admissible, see e.g. the last

row of Table 2.1 in Section 2.2.2. The admissibility condition is equivalent to the

condition that, for large enough x, the function x 7→ eG∗(log x) grows faster than any

polynomial. Hence our reason for assuming admissibility is to avoid trivial situations in

terms of the moment problem. We suggestively write G∗ as it will turn out that G∗ will

be the Legendre transform of a function G ∈ A, see the beginning of Section 2.3 and in

particular Lemma 2.3.2 for further details.

Next, we write, for suitable functions f and g, f (x) ∞= O(g(x)) if limx→∞

��� f (x)
g(x)

��� < ∞
and f (x)

∞
� g(x) if f ∞= O(g(x)) and g(x) ∞= O( f (x)). We also write ν(x) =

∫ ∞
x ν(dx)

for the tail of a probability measure ν. The following result may be thought of as the

Abelian counterpart to the Tauberian type result in Theorem 2.1.1.

Theorem 2.1.2. Let ν be a probability measure with all positive moments finite.

(1) Suppose that there exists G∗ ∈ AD such that either

ν(x) ∞= O(e−G∗(log x)), (2.7)

or, if ν(dx) = ν(x)dx, that

ν(x) ∞= O(e−G∗(log x)). (2.8)
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Then, writing γ for the inverse of the continuous, increasing function G′∗,

∞∑
e−

γ(n)
2 = ∞ =⇒ ν is moment determinate. (2.9)

(2) If in addition

ν(x)
∞
� e−G∗(log x),

and limx→∞G′∗(x)e
− x

2 < ∞, then

ν is moment indeterminate ⇐⇒
∞∑

e−
γ(n)

2 < ∞

⇐⇒

∫ ∞

G∗(x)e−
x
2 dx < ∞

⇐⇒

∫ ∞ − log ν(x2)

1 + x2 dx < ∞.

This Theorem is proved in Section 2.3.2. It leads to a generalization of Hardy’s

condition for moment determinacy, which was proved by Hardy in a series of papers [63,

64] and seemed to have gone unnoticed in the probabilistic/moment problem literature

until the recent exposition by Stoyanov and Lin [114], see also [80]. The criterion states

that if ∫ ∞

0
ec
√

xν(dx) < ∞, for some c > 0, (2.10)

then ν is determinate.

Corollary 2.1.2. Let ν be a probability measure with all positive moments finite.

(1) Hardy’s condition is satisfied, i.e. (2.10) holds, if and only if

ν(x) ∞= O(e−c
√

x− 1
2 log x).

Consequently Hardy’s condition implies that (2.7) and (2.9) of Theorem 2.1.2(1)

are satisfied, with x 7→ G∗(x) = ce
x
2 + 1

2 x ∈ AD.
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(2) If

ν(x)
∞
� e−

α
√
x

log x (2.11)

then ν does not satisfy Hardy’s criterion, i.e.∫ ∞

0
ec
√

xν(x)dx = ∞, ∀c > 0,

yet ν is moment determinate for all α > 0.

ThisCorollary is proved in Section 2.3.3, andwe proceedwith some remarks concern-

ing it as well as Theorem 2.1.2. The fact that Theorem 2.1.2(1) leads to a generalization

of Hardy’s condition shows that the assumptions we make are rather weak yet still yield

the moment determinacy of ν. Note that the requirement in (2.7) or in (2.8) does not

trivially imply moment determinacy since a function G∗ ∈ AD may be sublinear at the

log-scale, e.g. G∗(log x) = xα for α > 0.

It was shown in Stoyanov and Lin [114] that Hardy’s condition implies Carleman’s

criterion, so that the same argument that disproves the necessity of Carleman’s criterion

also shows that Hardy’s condition is not necessary for moment determinacy. This

argument, which goes back to Heyde [65], involves the subtle manipulation of point mass

at the origin. In Corollary 2.1.2(2) we are able to give explicit examples of densities,

characterized only by their large asymptotic behavior, for which Hardy’s condition fails

yet, by Theorem 2.1.2(2), Carleman’s criterion holds.

In Theorem 2.1.2(2) we give necessary and sufficient conditions on the density ν

for moment indeterminacy, and also show that Krein’s criterion becomes necessary and

sufficient in our context. The existing criteria in the literature that give converses to

Krein’s theorem require either the differentiability of the density, such as Lin’s condition

in (2.5), or an exact representation for the density, e.g. [94, Theorem 4], neither of which

we suppose.
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Finally, we mention that we apply Theorem 2.1.2 to study the log-Lévy moment

problem for so-called Berg-Urbanik semigroups in Chapter 3.

2.2 Applications

2.2.1 The log-Lévy moment problem

One of the most famous indeterminate measures is the log-normal distribution, and

the indeterminacy of this measure has the consequence that the random variable eBt is

moment indeterminate for all t > 0, where B = (Bt)t>0 is a standard Brownian motion.

In this section we apply Theorem 2.1.1 to study this time-dependent moment problem

when B is replaced by a Lévy process (admitting all exponential moments), which we

call the log-Lévy moment problem.

We recall that a (one-dimensional) Lévy process Y = (Yt)t>0 is a R-valued stochastic

process with stationary and independent increments, that is continuous in probability,

and such that Y0 = 0 a.s. Such processes are fully characterized by the law of Y1, which

is known to be infinitely divisible, and whose characteristic exponent is given by

Ψ(u) = bu +
1
2
σ2u2 +

∫ ∞

−∞

(
eur − 1 − ur1{|r |61}

)
Π(dr), u ∈ iR, (2.12)

with b ∈ R, σ > 0, and Π a σ-finite, positive measure satisfying Π({0}) = 0 and the

integrability condition ∫ ∞

−∞

min(1, r2) Π(dr) < ∞.

As we are interested in the log-Lévy moment problem we only consider Lévy processes

admitting all positive exponential moments, i.e. E[euYt ] < ∞ for all u, t > 0. This

condition is equivalent toΨ admitting an analytical extension to the right-half plane, still
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denoted by Ψ, which in terms of the Lévy measure can be expressed as∫ ∞

1
eur
Π(dr) < ∞, u > 0,

see [108, Theorem 25.3 and Lemma 25.7]. In this case we have that

E[euYt ] = etΨ(u), u > 0.

Theorem 2.2.1. Let Y = (Yt)t>0 be a Lévy process admitting all exponential moments.

(1) If in (2.12) σ2 > 0, then the random variable eYt is moment indeterminate for any

t > 0.

(2) If Ψ(u) = u log(u + 1), u > 0, then the random variable eYt is moment determinate

if and only if t 6 2.

This Theorem is proved in Section 2.3.4. In Theorem 2.2.1(2) we provide an example

of a Lévy exponent such that the log-Lévy moment problem is determinate up to a

threshold time, and then indeterminate afterwards. This phenomenon has been observed

in the literature byBerg in [16] for the so-calledUrbanik semigroup and in the next chapter

we extend Berg’s result to a large class of multiplicative convolution semigroups, which

do not have a log-normal component. We also mention that we prove Theorem 2.2.1(2)

also via an application of Theorem 2.1.1 and interestingly, the additional condition in

Item (2) of Theorem 2.1.1 is only fulfilled for t > 2.

We point out that, as a by-product of the proof of Theorem 2.2.1(1), in the case

of spectrally-negative Lévy processes, we get the following large asymptotic behavior

of their densities, valid for all t > 0, which seems to be new in the Lévy literature.

Note that, from [108, Ex. 29.14, p. 194], we have, for σ2 > 0 and any fixed t > 0,

P(Yt ∈ dy) = ft(y)dy, y ∈ R, where y 7→ ft(y) ∈ C∞(R), all derivatives of which tend to
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0 as |y | → ∞, and where C∞(R) stands for the space of infinitely differentiable functions

on R.

Corollary 2.2.1. Assume that, in (2.12), σ2 > 0 and Π(0) = Π(0,∞) = 0. Then, for any

fixed t > 0, we have the following large asymptotic behavior of the density

ft(tΨ′(y))
∞
∼

1
√

2πσ2t
e−

1
2 tσ2y2+ty2

∫ 0
−∞

eyrrΠ(−∞,r)dr . (2.13)

The proof of this Corollary is given in Section 2.3.5. WhenΠ ≡ 0 then one can easily

invertΨ′ in (2.13) to reveal the classical asymptotic for the density of a Brownian motion

with drift. We point out that if Π(dr) = α |r |−α−1dr, r < 0, 0 < α < 2, that is the Lévy

measure of a spectrally-negative α-stable Lévy process, then
∫ 0
−∞

eyrrΠ(−∞, r)dr =

−Γ(2 − α)yα−2. As an illustration, when α = 3
2 and we choose Ψ(u) = 1

2σ
2u2 + 2

3u
3
2 , a

straightforward computation allows one to get that, for t > 0,

ft(y)
∞
∼

1
√

2πσ2t
e−

y2

2σ2t
−H(y,t)

,

where H is given by

H(y, t) =

(
y + 1

2σ2

) √
y + 1

4σ2

σ3t
+

(
y + 1

σ2 −

√
y

σ2 +
1

4σ2

) 3
2

3σ3
√

t
.

Note that, for fixed t,

H(y, t) ∞∼
y

3
2

σ3t

(
1 +
√

t
3

)
,

and that the two terms in the above asymptotic scale differently in t.

16



2.2.2 Some new and classical examples of asymptotic behavior for

densities

In the following table we list some further examples of functions G∗ ∈ A, and state

whether or not any probability density ν satisfying

ν(x)
∞
� e−G∗(log x)

admits all moments, and if so, whether it is moment determinate, possibly as a function

of some parameter.

ν(x)
∞
� e−G∗(log x) Mν(n) < +∞ parameter moment (in)determinacy

exp
(
−
α
√

x
log x

)
n ∈ N α > 0 determinate ∀α > 0

exp
(
−xβ

)
n ∈ N β > 0 determinate ⇐⇒ β > 1

2

exp
(
−(log x)δ

)
n ∈ N δ > 1 indeterminate ∀δ > 1

exp (−κ(log x) log(log x)) n ∈ N κ > 0 indeterminate ∀κ > 0

exp
(
−(log x)λ + log x

)
n 6 1 λ ∈ (0, 1)

Table 2.1: Examples of asymptotically parabolic functions and moment (in)determinacy
of ν.

The first row corresponds to (2.11) of Corollary 2.1.2. The example from the second

row of Table 2.1 is well-known in the literature. The authors in [114] use it to illustrate

that the exponent 1/2 (i.e. square root) in Hardy’s condition cannot be improved, and in

this sense Hardy’s condition is the optimal version of Cramer’s condition for moment

determinacy. As can be readily checked, the function x 7→ eβx ∈ AD, for all β > 0,

and the condition in (2.9) of Theorem 2.1.2(2) organically reveals the threshold value of

β = 1
2 .

This example also illustrates how a natural transformation of functions G∗ ∈ A

influences the moment determinacy of ν(x) ∞� e−G∗(log x). For c > 0 let dc denote the
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dilation operator, acting on functions f : R+ → R via

dc f (x) = f (cx).

From the fact that A is a convex cone, we get that, for any c > 0 and G∗ ∈ A, cG∗ ∈ A.

However, we also have, for any c > 0 and G∗ ∈ A, that dc G∗ ∈ A since

(dc G∗)′′ (x) = c2G′′∗ (cx)

and hence the defining properties of G∗ in (2.1) carry over to dc G∗. Now let G∗(x) = eβx

and consider ν(x) ∞� exp(−xβ). Then taking cG∗ leads to ν(x)
∞
� exp(−cxβ), which is

moment determinate if and only if β > 1
2 , independently of c > 0, while taking dc G∗

leads to ν(x) ∞� exp(−xcβ), which is moment determinate if and only if cβ > 1
2 .

2.3 Proofs

Before we begin with the proofs of the main results we introduce some notation, then

state and prove some preliminary lemmas that will be useful below. For a > −∞, we say

that a function s : (a,∞) → (0,∞) is self-neglecting if

lim
u→∞

s(u + ws(u))
s(u)

= 1 locally uniformly in w ∈ R.

Hence a function G ∈ A if and only if G ∈ C2
+((a,∞)) and its scale function

sG(u) = (G′′(u))−
1
2 is self-neglecting. Note that the self-neglecting property is closed

under asymptotic equivalence, that is if s(u) ∞∼ p(u) and s is self-neglecting then p

is self-neglecting. We refer to [22, Section 2.11] for further information regarding

self-neglecting functions. Next, a function b is said to be flat with respect to G ∈ A if

lim
u→∞

b(u + wsG(u))
b(u)

= 1 locally uniformly in w ∈ R,
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where sG is the scale function of G. It is immediate from the definition that both sG

and 1/sG are flat with respect to G. In the following lemma we collect some results

regarding self-neglecting and flat functions. They are essentially known in the literature,

however we provide proofs for completeness sake. For two functions f and g we write

f (u) ∞= o(g(u)) if limu→∞

��� f (u)
g(u)

��� = 0.

Lemma 2.3.1.

(1) Let s : (a,∞) → (0,∞), a > −∞, be self-neglecting. Then s(u) ∞= o(u).

(2) Let b be flat with respect to G ∈ A. Then,

lim
u→∞

log b(u)
G(u)

= 0.

Proof. The representation theorem for self-neglecting functions, see [22, Theorem

2.11.3], states that

s(u) = c(u)
∫ u

0
g(y)dy, (2.14)

where c is measurable and limu→∞ c(u) = γ ∈ (0,∞), and g ∈ C∞(R) is such that

limy→∞ g(y) = 0. Now let k > 0 be fixed. From (2.14) we get

s(u)
uc(u)

=
1
u

∫ u

0
g(y)dy 6

k
u

sup
y∈[0,u]

|g(y)| +
u − k

u
sup

y∈[k,u]
|g(y)|

and thus we deduce that

lim
u→∞

s(u)
u
6 γ sup

y>k
|g(y)|.

Since k > 0 was arbitrary and limy→∞ g(y) = 0 the conclusion of Lemma 2.3.1(1) then

follows. For the next claim, we invoke [10, Proposition 3.2] to get that, on the one hand,

there exists a C∞(R)-function β such that b(u) ∞∼ β(u) and

lim
u→∞

sG(u)β′(u)
β(u)

= 0.
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On the other hand, Proposition 5.8 from the same paper yields

lim
u→∞

1
sG(u)G′(u)

= 0.

Then, by L’Hospital’s Rule,

lim
u→∞

log β(u)
G(u)

= lim
u→∞

β′(u)
β(u)G′(u)

= lim
u→∞

sG(u)β′(u)
β(u)

1
sG(u)G′(u)

= 0,

and the claim follows from b(u) ∞∼ β(u) together with limu→∞G(u) = ∞, see [10,

Theorem 5.4]. �

For the next lemma we recall that the Legendre transform of a convex function G is

G∗(x) = sup
u∈R
{xu − G(u)}.

When G is differentiable the supremum is attained at the unique point u = G′−1(x),

where G′−1 stands for the inverse of the continuous increasing function G′, so that the

Legendre transform is given by

G∗(x) = xG′−1(x) − G(G′−1(x)). (2.15)

The function G∗ is always convex, and the Legendre transform is an involution on the

space of convex functions, i.e. for G convex one has (G∗)∗ = G. In the next lemma we

prove another closure property regarding the Legendre transform, pertaining to the set

AD.

Lemma 2.3.2. The set of admissible asymptotically parabolic functions is closed under

Legendre transform, that is if G∗ ∈ AD then (G∗)∗ = G ∈ AD. Consequently if G∗ ∈ AD

then limx→∞G′∗(x) = limu→∞G′(u) = ∞.

Proof. Let G∗ ∈ AD. Since G∗ : (a,∞) → R, for some a ∈ [−∞,∞), and G∗ is convex

we have the standard inequality

G∗(x) − G∗(y) 6 G′∗(x)(x − y),
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for all x, y ∈ (a,∞). Fixing y and letting x → ∞ we see that the admissibility property

implies limx→∞G′∗(x) = ∞. In [10] it was shown that the set of asymptotically parabolic

functions is closed under Legendre transform, in the sense that the restriction of (G∗)∗ =

G to the image of (a,∞) under G′∗ is asymptotically parabolic. Since, the image of

(a,∞) under G′∗ is (b,∞) for some b ∈ [−∞,∞), it follows that G restricted to (b,∞) is

asymptotically parabolic. Hence it remains to show that G is admissible. To this end,

we consider the function

f (x) = e−G∗(x)1{x>a} .

The admissibility of G∗ implies that, for any n > 1,

lim
x→∞

f (x)enx = lim
x→∞

enx−G∗(x)1{x>0} = 0

i.e. that f has a Gaussian tail in the sense of [11]. This in turn yields that, for any n > 1,

lim
u→∞

enu(1 − F(u)) = lim
u→∞

enu
∫ ∞

u
f (x)dx = 0

which is equivalent to

lim
u→∞

e−nu
∫ ∞

−∞

eux f (x)dx = ∞, (2.16)

see e.g. the discussion after [11, Theorem C]. However, the Gaussian tail property of f

allows us to invoke the same result to conclude that∫ ∞

−∞

eux f (x)dx ∞∼

√
2π

sG(u)
eG(u).

This asymptotic, combined with log sG(u)
∞
= o(G(u)) from Lemma 2.3.1(2) and the

property in (2.16), allows us to conclude thatG is admissible, fromwhich limu→∞G′(u) =

∞ follows as before. �

In the following we provide a Tauberian result on the moment transform which is an

analogue to the one obtained for the bi-lateral Laplace transform, originally by Feigin

and Yaschin, see [51, Theorem 3].
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Proposition 2.3.1. LetMν be the Stieltjes moment sequence of a measure ν, and suppose

that the conditions in Theorem 2.1.1 are satisfied. Then, ν is absolutely continuous with

respect to Lebesgue measure and its density ν(dx) = ν(x)dx, x > 0, satisfies

ν(x) ∞∼
1
√

2π
e−G∗(log x)

xsG∗(log x)
,

where G∗ is the Legendre transform of G and sG∗ is its own scale function. Furthermore,

G∗ ∈ AD.

Proof. Let µ be the pushforward of the measure ν under the map x 7→ log x, meaning

that µ(dy) = v(ey)eydy, y ∈ R, when ν is absolutely continuous with a density v. It is

immediate that µ is a probability measure with supp(µ) = R, and for u > 0,

Fµ(−iu) =
∫ ∞

−∞

euyµ(dy) =
∫ ∞

0
xuν(dx) =Mν(u),

where the left-hand equality sets a notation. Since ν admits all positive moments we get

that Fµ(−iu) < ∞ for all u > 0. Let k > 1 be fixed and choose M large enough such that

log M > k. Then,

Mν(n) =
∫ ∞

0
xnν(dx) >

∫ ∞

M
xnν(dx) > ν(M)Mn,

and ν(M) > 0 by assumption on the support of ν. By the choice of M ,

lim
n→∞
Mν(n)e−kn > lim

n→∞
ν(M)en(log M−k) = ∞,

from which we conclude that limu→∞ Fµ(u)e−ku = ∞. Let us write F for the cumulative

distribution function of µ. Then the properties Fµ(−iu) < ∞, for all u > 0, and

limu→∞ Fµ(−iu)e−ku = ∞ for any k > 1, are equivalent to F having a very thin tail

in the sense of [11]. Note that, sinceMν(n)
∞
∼ eG(n), the property of F having a very

thin tail which by Lemma 2.3.2 and its proof is implies that both G,G∗ ∈ AD. Next,

for n > 0, we recall that the Esscher transform of µ is the probability measure whose
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cumulative distribution function is given by
∫ t
−∞

enxµ(dx)/
∫ ∞
−∞

enxµ(dx), which is well-

defined thanks to the fact that F, its distribution, has a very thin tail. Write Eµ(n) for the

normalized Esscher transform of µ, which means that its bi-lateral Laplace transform

takes the form

FEµ(n)(−iu) =
Mν

(
n + u

η(n)

)
Mν(n)

exp
(
−
M′ν(n)
Mν(n)

u
)
. (2.17)

By applying Taylor’s theorem with the Lagrange form of the remainder to the right-hand

side we get

FEµ(n)(−iu) = exp
©«
η2

(
n + θu

η(n)

)
η2(n)

u2

2
ª®®¬ , (2.18)

where η2(n) = (logMν(n))′′ and θ(u, n) is such that |θ | 6 1. Now, the fact that

limn→∞(logMν(n) − G(n)) = 0 allows us to use [11, Theorem A] to conclude that
1
η(n)

∞
∼ sG(n), where sG is the scale-function of G. By assumption sG is self-neglecting,

and the self-neglecting property is closed under asymptotic equivalence, so we get that

1/η is self-neglecting. From (2.18) it then follows that limn→∞ FEµ(n)(−iu) = eu2/2,

where the convergence is uniform on bounded u-intervals. Since the convergence of

the bi-lateral Laplace transform yields the convergence in distribution, we then also get

that limn→∞ FEµ(n)(y) = e−y
2/2 uniformly on bounded y-intervals. However, note that

substituting iy for u in (2.17) gives

��FEµ(n)(y)�� =
�������
Mν

(
n + i y

η(n)

)
Mν(n)

������� .
Therefore, the assumption in (2.2) of Theorem 2.1.1 is that, for all n > n0, we have

|FEµ(n)(y)| 6 h(y), for some h ∈ L1(R) and uniformly in n. By the dominated

convergence theorem, we get the stronger convergence property limn→∞ | |FEµ(n)(y) −

e−y
2/2 | |L1(R) = 0. This allows us to invoke [11, Theorem 5.1], from which we conclude

that µ(dy) = µ(y)dy, y ∈ R, and that the continuous density µ(y) has a Gaussian tail.

Then, Theorem 4.4 in the aforementioned paper allows us to identify the asymptotic
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behavior of µ as

µ(y)
∞
∼

1
√

2π
e−G∗(y)

sG∗(y)
,

where G∗ is the Legendre transform of G, and sG∗ is its own scale function. By changing

variables it follows that ν(dx) = ν(x)dx, x > 0, and

ν(x) ∞∼
1
√

2π
e−G∗(log x)

xsG∗(log x)
.

�

2.3.1 Proof of Theorem 2.1.1

First we use Proposition 2.3.1 to get that ν(dx) = ν(x)dx, x > 0, with

ν(x) ∞∼ x−1B(log x)e−G∗(log x), (2.19)

where G∗ is the Legendre transform of G, and the function B is flat with respect to G∗. To

prove the indeterminacy of ν we apply a refinement of Krein’s theorem due to Pedersen

[103], which amounts to showing that there exists x0 > 0 such that∫ ∞

x0

− log ν(x2)

1 + x2 dx < ∞.

First take ` > 0 large enough so that at least G∗(x) > 0 for x > `, which is possible

since G∗ ∈ AD and thus limx→∞G∗(x) = ∞. Given the large asymptotic behavior of ν

in (2.19) it suffices to show that∫ ∞

x0

©«2 log x
1 + x2 +

log(1 − B(2 log x)
G∗(2 log x) )

1 + x2 +
G∗(2 log x)

1 + x2
ª®¬ dx < ∞,

for some suitably chosen x0 > `. The integral of the first term in the sum is plainly

finite for any x0 > 0. Since B is flat with respect to G∗, Lemma 2.3.1(2) gives that

limx→∞
log B(x)
G∗(x)

= 0, and therefore the integral of the second term is also finite for any
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x0 > `. Consequently it remains to bound the integral of the last term, for which, after

performing a change of variables, we obtain

1
2

∫ ∞

y0

G∗(y)e−
y
2

ey

1 + ey
dy 6

∫ ∞

y0

G∗(y)e−
y
2 dy,

where y0 = 2 log x0. Then, using (2.15) and making another change of variables yield∫ ∞

y0

G∗(y)e−
y
2 dy =

∫ ∞

u0

(uG′(u) − G(u))G′′(u)e−
G′(u)

2 du, (2.20)

where u0 = G′−1(y0). The assumption in Theorem 2.1.1(1) is that the integral on the

right is finite for some x0 (and thus u0) large enough, and thus we conclude that ν is

moment indeterminate, which completes the proof of Item (1). For the proof of the next

claim say G is defined on (a,∞), for a > −∞. Then, from the assumption in Item (a) we

get that
∞∑

max(1,dae)
M
− 1

2n
ν (n) > C1

∞∑
max(1,dae)

e−
G(n)
2n ,

for some constant C1 > 0. Since G is convex and differentiable it satisfies the inequality,

G(n) − G(s) 6 G′(n)(n − s),

for all n, s ∈ (a,∞). Choosing some fixed s ∈ (a,∞) and using this inequality we get

∞∑
max(1,dae)

e−
G(n)
2n >

∞∑
max(1,dae)

e
G′(n)s−G(s)

2n e−
G′(n)

2 > C2

∞∑
max(1,dae)

e−
G(s)
2n e−

G′(n)
2

> C3

∞∑
max(1,dae)

e−
G′(n)

2 ,

where C2,C3 > 0 are constants. Putting all of these facts together yields that

∞∑
max(1,dae)

M
− 1

2n
ν (n) > C

∞∑
max(1,dae)

e−
G′(n)

2 , (2.21)

for some positive constant C > 0. We wish to compare the sum in the right-hand side of

(2.21) with the integral in (2.20). To this end we integrate the right-hand side of (2.20)
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by parts to obtain∫ ∞

u0

(uG′(u) − G(u))G′′(u)e−
G′(u)

2 du = −2(uG′(u) − G(u))e−
G′(u)

2

���∞
u0

+ 2
∫ ∞

u0

uG′′(u)e−
G′(u)

2 du
(2.22)

Using the assumption that limu→∞ ue−
G′(u)

2 < ∞, an application of L’Hôpital’s rule

allows us to conclude that

lim
u→∞

uG′(u) − G(u)

e
G′(u)

2

= 2 lim
u→∞

u

e
G′(u)

2

< ∞,

and hence the boundary term in (2.22) is a finite constant, say b1. Integrating by parts

again the right-hand integral in (2.22), we obtain

b1 + 2
∫ ∞

u0

uG′′(u)e−
G′(u)

2 du = b1 − 4ue−
G′(u)

2

���∞
u0
+ 4

∫ ∞

u0

e−
G′(u)

2 du. (2.23)

The limit at infinity for the boundary term in (2.23) above can be controlled by the

assumption that limu→∞ ue−
G′(u)

2 < ∞, and hence this boundary term, say b2, is also

finite. Thus we get∫ ∞

u0

(uG′(u) − G(u))G′′(u)e−
G′(u)

2 du = b1 + b2 + 4
∫ ∞

u0

e−
G′(u)

2 du.

Now, since G′ is non-decreasing we have, taking u0 > max(1, dae),∫ ∞

u0

e−
G′(u)

2 du 6
∞∑

n=bu0c

e−
G′(n)

2 ,

so that finally we establish the inequalities∫ ∞

(uG′(u) − G(u))G′′(u)e−
G′(u)

2 du = b1 + b2 + 4
∫ ∞

e−
G′(u)

2 du

6 b1 + b2 +
4
C

∞∑
M
− 1

2n
ν (n),

where b1, b2 ∈ R and C > 0 are finite constants. Hence, if the Carleman’s sum

on the right-hand side of (2.24) is finite we conclude that
∫ ∞

e−
G′(u)

2 du < ∞, which

implies that
∫ ∞
(uG′(u) − G(u))G′′(u)e−

G′(u)
2 du < ∞, which in turn yields the moment
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indeterminacy of ν. Conversely, if the integral on the left-hand side of (2.24) is infinite

then
∫ ∞

e−
G′(u)

2 du = ∞, which forces Carleman’s sum to be infinite, thus yielding the

moment determinacy of ν. This completes the proof of Item (2) and hence of the

Theorem.

2.3.2 Proof of Theorem 2.1.2

We first note that it suffices to prove Theorem 2.1.2(1) under the assumption that ν(dx) =

ν(x)dx such that

ν(x) ∞= O(e−G∗(log x)).

This is because establishing the result in this case allows us to apply it to the probability

density

x 7→
ν(x)
Mν(1)

,

which is the density of the so-called stationary-excess distribution of ν (of order 1), and

whose moment determinacy implies the moment determinacy of ν, see [15, Section 2].

Hence, we suppose that there exist constants A′,C′ > 0 such that

ν(x) 6 C′e−G∗(log x)

for x > A′. Without loss of generality we can replace G∗(x) by G∗(x) − x, since the

addition of linear functions does not affect the asymptotically parabolic property or

the other conditions of the Theorem. Hence we may assume that there exist constants

A,C > 0 such that

ν(x) 6 Ce−G∗(log x)−log x (2.24)

for x > A. Set, for n > 0,

s(n) =
∫ ∞

A
xne−G∗(log x)−log xdx.
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By a change of variables

s(n) =
∫ ∞

log A
eny−G∗(y)dy, (2.25)

and since G∗ ∈ AD the right-hand side is finite for all n > 0. This combined with (2.24)

allow us to obtain the bound

Mν(n) =
∫ ∞

0
xnν(x)dx 6

∫ A

0
xnν(x)dx + C

∫ ∞

A
xne−G∗(log x)−xdx 6 An + Cs(n),

for n > 0. Since supp(ν) = [0,∞) it is straightforward that An ∞= o(Mν(n)) and hence,

for n large enough,

Cs(n) >Mν(n) − An =Mν(n)
(
1 −

An

Mν(n)

)
> cMν(n),

where c ∈ (0, 1) is a constant. Therefore to prove moment determinacy it suffices to show

the divergence of the sum
∑∞

s−
1

2n (n) for a suitable lower index, since this would imply

the divergence of Carleman’s sum
∑∞M− 1

2n
ν (n). To this end, we note that G∗ ∈ AD

implies that the function

f (y) = e−G∗(y)1{y>log A}

satisfies the conditions of [11, Theorem C], see e.g. the proof of Proposition 2.3.1. The

expression for s given in (2.25) allows us to invoke this quoted result to conclude that

s(n) ∞∼

√
2π

sG(n)
eG(n),

where (G∗)∗ = G is the Legendre transform of G∗, and sG is its own scale function.

Hence, choosing a such that G is well-defined on (a,∞), we have
∞∑

max(dae,1)
s
− 1

2n (n) > C1

∞∑
max(dae,1)

sG(n)
1

2n e−
G(n)
2n ,

for some constant C1 > 0. By combining Lemma 2.3.1(1) and Lemma 2.3.2 we have

that sG(n)
∞
= o(n), and thus

∞∑
max(dae,1)

sG(n)
1

2n e−
G(n)
2n =

∞∑
max(dae,1)

(
n

sG(n)

)− 1
2n

n
1

2n e−
G(n)
2n > C2

∞∑
max(dae,1)

e−
G(n)
2n
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for C2 > 0 a constant. Next, let γ denote the inverse of G′∗, so that by (2.15) the function

G can be written as

G(n) = nγ(n) − G∗(γ(n)).

Using this expression we get

∞∑
max(dae,1)

e−
G(n)
2n =

∞∑
max(dae,1)

e−(
γ(n)

2 −
G∗(γ(n))

2n ) > C3

∞∑
max(dae,1)

e−
γ(n)

2 ,

for some constant C3 > 0. Putting all of these observations together gives us the

inequality
∞∑

max(dae,1)
s(n)−

1
2n > C̃

∞∑
max(dae,1)

e−
γ(n)

2 ,

for some constant C̃ > 0, depending only on A. If the sum on the right-hand side

diverges, which is the condition of Item (1), it follows that ν is moment determinate,

which concludes the proof in this case. Next, for the proof of Item (2), we again assume,

without loss of generality, that

1
C

e−G∗(log x)−log x 6 ν(x) 6 Ce−G∗(log x)−log x,

for some constantsC, A > 0 (which may be different from the ones above) and for x > A.

Then, for K > 0 another constant,∫ ∞

A

− log ν(x2)

1 + x2 dx 6
∫ ∞

A

G∗(2 log x) + log(Cx2)

1 + x2 dx

6 K +
∫ ∞

A

G∗(2 log x)
1 + x2 dx = K +

∫ ∞

2 log A
G∗(y)

e
y
2

2(1 + ey)
dy

6 K +
1

2(1 + A−2)

∫ ∞

2 log A
G∗(y)e−

y
2 dy.

Thus it suffices to show that if the right-most integral is infinite then ν is moment

determinate. To this end, we wish to perform a similar integration by parts calculation

as in Theorem 2.1.1, which requires us to have

lim
u→∞

ue−
G′(u)

2 < ∞.
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By properties of the Legendre transform the functions G′∗ and G′ are inverses of each

other, so that

lim
u→∞

ue−
G′(u)

2 < ∞ ⇐⇒ lim
x→∞

G′∗(x)e
− x

2 < ∞,

and the rest of the proof proceeds as in the proof of Theorem 2.1.1.

2.3.3 Proof of Corollary 2.1.2

Suppose that ν satisfies Hardy’s condition, that is, for some c > 0,∫ ∞

0
ec
√

xν(dx) < ∞.

Then an application of Fubini’s theorem yields∫ ∞

0
ec
√

xν(dx) =
∫ ∞

0

(∫ x

0

c
2
√

r
ec
√

r dr
)
ν(dx) =

∫ ∞

0

c
2
√

r
ec
√

rν(r)dr < ∞,

so that in particular ν(r) ∞= O(e−c
√

r− 1
2 log r). Conversely suppose ν(x) 6 Ke−c

√
x− 1

2 log x

for some K, c, A > 0 and x > A. Then, for 0 < c′ < c,∫ ∞

0
ec′
√

xν(dx) 6 ec′
√

A +

∫ ∞

A
ec′
√

xν(dx).

By applying Fubini’s theorem to the integral on the right-hand side we get∫ ∞

A
ec′
√

xν(dx) =
∫ A

0

c′

2√y
ec′
√
yν(A)dy + K

∫ ∞

A
e(c
′−c)
√

x− 1
2 log xdx < ∞,

and thus Hardy’s condition is satisfied for c′ ∈ (0, c). The fact that x 7→ ce
x
2 + 1

2 x ∈ AD

is readily checked, which completes the proof of the first item. Next, from (2.11), there

exist M, x > 0 such that, for x > x,

ν(x) > Me−
α
√
x

log x .

Consequently, for c > 0,∫ ∞

0
ec
√

xν(x)dx > M
∫ ∞

x
e
√

x
(
c− α

log x

)
dx
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and clearly the right-hand side is infinite for any c > 0. Write G∗(x) = αx−1e
x
2 and note

that, by (2.11), we have

ν(x)
∞
� e−G∗(log x).

To show moment determinacy of ν, we will show that G∗ satisfies the assumptions of

Theorem 2.1.2(2). A straightforward computation gives,

sG∗(x) =
2e−

x
4√

α f (x)
, where f (x) =

(
1
x
−

1
x2 +

8
x3

)
,

which is plainly positive for x > 0. Since A is a convex cone, f (x) ∞∼ x−1, and self-

neglecting functions are closed under asymptotic equivalence, it suffices to show that the

function

s(x) =
e−

x
4

x

is self-neglecting. However, this is immediate, as limx→∞ s(x) = 0 and

s(x + ws(x))
s(x)

= e−ws(x)
(
1 +

ws(x)
x

)
.

Next, since G′∗(x) = αx−1e
x
2

(
1
2 −

1
x

)
it follows that limx→∞G′∗(x)e

− x
2 = 0. Finally, for

any x0 > 0, ∫ ∞

x0

G∗(x)e−
x
2 dx = α

∫ ∞

x0

1
x

dx = ∞,

so that by Theorem 2.1.2(2) ν is moment determinate for all α > 0.

2.3.4 Proof of Theorem 2.2.1

Proof of Theorem 2.2.1(1)

First we shall prove the claim in the case Π(0) = 0 and σ2 > 0. Since Y = (Yt)t>0 admits

all exponential moments its characteristic exponent Ψ admits an analytical extension to
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the right-half plane, which we still denote by Ψ, and takes the form (2.12) for u > 0. Let

t > 0 be fixed. Differentiating Ψ in (2.12), see e.g. [108, p. 347], one gets

Ψ
′(u) = b + σ2u +

∫ 0

−∞

(
eur − 1{|r |61}

)
rΠ(dr) (2.26)

and

Ψ
′′(u) = σ2 +

∫ 0

−∞

r2eur
Π(dr) > 0, (2.27)

where the integrability conditions on Π also ensure that Ψ′′ is well-defined on R+. Next,

invoking the dominated convergence theorem, we have limu→∞
∫ 0
−∞

r2eurΠ(dr) = 0 and

hence 1√
Ψ′′(u)

∞
∼ 1

σ . Since constants are trivially self-neglecting, and self-neglecting

functions are closed under asymptotic equivalence, it follows that Ψ ∈ A. Furthermore,

sinceA is a convex cone we get that tΨ ∈ A, and thus the condition in Theorem 2.1.1(a)

is fulfilled. Let us now write νt(dx) = P(eYt ∈ dx), x > 0, and, for all n > 1,

η2(n) = (logMνt (n))
′′ = tΨ′′(n). (2.28)

Then, for all n > 1 and y ∈ R, we have

log

�������
Mνt

(
n + i y

η(n)

)
Mνt (n)

������� = t Re
(
Ψ

(
n + i y

η(n)

)
− Ψ(n)

)
= −

tσ2

2η2(n)
y2 + t

∫ 0

−∞

enr
(
cos

(
yr
η(n)

)
− 1

)
Π(dr)

6 −
tσ2

2η2(n)
y2,

where we simply use the trivial bound for the integral term. By combining (2.28) with

(2.27), one easily gets that, for any n > 1, η2(n) > tσ2 and thus�������
Mνt

(
n + iy

η(n)

)
Mνt (n)

������� 6 e−
y2
2 ,

which shows that the condition in Theorem 2.1.1(b) is satisfied. From (2.27), one

observes, since σ2 > 0, that

Ψ
′′(u) ∞∼ σ2, (2.29)
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and thus by integration, see [92, Section 1.4], Ψ′(u) ∞∼ σ2u. Therefore

lim
u→∞

ue−
tΨ′(u)

2 < ∞.

Finally, noting that Ψ(n) = σ2

2 n2 + Ψ0(n) where Ψ0 as a Laplace exponent of another

spectrally negative Lévy process (possibly the negative of a subordinator) is such that

Ψ0(n) > 0 for n large enough, we obtain the following upper bound

∞∑
M
− 1

2n
νt (n) 6

∞∑
e−

tσ2
4 n < ∞.

By Theorem 2.1.1(2) it follows that νt , the law of eYt , is moment indeterminate for all

t > 0. In the general case when Π(0) , 0 we may separate the terms and write

Ψ(u) = bu +
1
2
σ2u2 +

∫ 0

−∞

(eur − 1 − ur1{|r |61})Π(dr) +
∫ ∞

0
(eur − 1 − ur1{|r |61})Π(dr)

= Ψ−(u) +
∫ ∞

0
(eur − 1 − ur1{|r |61})Π(dr)

= Ψ−(u) + Ψ+(u),

where Ψ− is a characteristic exponent whose Lévy measure Π− satisfies Π−(0) = 0.

Thus, for any n > 0,

Mνt (n) =
∫ ∞

0
xn P(Xt ∈ dx) =

∫ ∞

−∞

eny P(Yt ∈ dy) = et(Ψ−(n)+Ψ+(n)),

and from the earlier observations (etΨ−(n))n>0 is an indeterminate moment sequence.

Since etΨ+(n) > 0 for all n, t > 0, Corollary 2.1.1 gives that the random variable eYt is

moment indeterminate for all t > 0.

Proof of Theorem 2.2.1(2)

First, for any n, t > 0, writing again νt(dx) = P(eYt ∈ dx), x > 0, we have

Mνt (n) = etn log(n+1),
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and hence
∞∑
M
− 1

2n
νt (n) =

∞∑
(n + 1)−

t
2 .

The latter series diverges if and only if t 6 2, which by Carleman’s criterion yields

the moment determinacy of νt for t 6 2. For the proof of indeterminacy we resort

to an application of Theorem 2.1.1, and to this end we first check that the function

Ψ(u) = u log(u + 1) is asymptotically parabolic on R+. Plainly, Ψ is twice differentiable

and taking derivatives we have, for any u > 0,

Ψ
′′(u) =

u + 2
(u + 1)2

> 0, (2.30)

and thus Ψ ∈ C2
+(R+). Clearly 1√

Ψ′′(u)

∞
∼
√

u and it is readily checked that u 7→
√

u is

self-neglecting. Since self-neglecting functions are closed under asymptotic equivalence

it follows that Ψ ∈ A, and since A is a convex cone we get that tΨ ∈ A, for any t > 0.

We proceed by verifying that the condition in Theorem 2.1.1(b) is fulfilled for all t > 0.

Write Log : C → C for the holomorphic branch of the complex logarithm such that

Log(1) = 0, and let η be defined by

η2(n) = (logMνt (n))
′′ = t

n + 2
(n + 1)2

.

Then, for all n ∈ N and y ∈ R,�������
Mνt

(
n + iy

η(n)

)
Mνt (n)

������� = e
t Re

((
n+

iy
η(n)

)
Log

(
n+1+

iy
η(n)

)
−n log(n+1)

)
.

Focusing on the term inside the exponential, we have

Re
((

n + iy
η(n)

)
Log

(
n + 1 + iy

η(n)

)
− n log(n + 1)

)
= n log

©«
√
(n + 1)2 + y2

η2(n)

(n + 1)
ª®®¬ −

y

η(n)
arctan

(
y

η(n)(n + 1)

)
.
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Simplifying within the logarithm and substituting for the definition of η then yields

Re
((

n + iy
η(n)

)
Log

(
n + 1 + iy

η(n)

)
− n log(n + 1)

)
=

n
2

log
(
1 +

y2

t(n + 2)

)
−

y(n + 1)√
t(n + 2)

arctan

(
y√

t(n + 2)

)
.

Since log(1 + x−1)
∞
= x−1 + o(x−1) (resp. arctan(x−1)

∞
= x−1 + o(x−1)) , we have that

lim
n→∞

n
2

log
(
1 +

y2

t(n + 2)

)
=

y2

2t

(
resp. lim

n→∞

y(n + 1)√
t(n + 2)

arctan

(
y√

t(n + 2)

)
=

y2

t

)
.

It follows that there exists n0 > 0 such that for all n > n0,�������
Mνt

(
n + iy

η(n)

)
Mνt (n)

������� 6 e−Cy2
,

where 0 < C < 1
2 is a constant depending only on n0. Hence the integrability condition

in Theorem 2.1.1(b) is satisfied for any t > 0. The proof will be completed if we can

show that the additional condition in Theorem 2.1.1(2) holds, namely that

lim
u→∞

ue−
tΨ′(u)

2 < ∞ for t > 2.

However, simple algebra yields that for t > 2

lim
u→∞

ue−
tΨ′(u)

2 = lim
u→∞

ue−
t
2 (

u
u+1+log(u+1)) = lim

u→∞
u(u + 1)−

t
2 e−

tu
2(u+1) < ∞.

2.3.5 Proof of Corollary 2.2.1

In this case, we write νt(x)dx = P(eYt ∈ dx), x > 0, see the comments before the

statement. In the proof of Theorem 2.2.1(1) it was shown that, for any t > 0, Mνt

fulfills the assumptions of Proposition 2.3.1 when σ2 > 0 and Π(0,∞) = 0. Invoking

this result, noting that (tΨ)∗(y) = tΨ∗(
y
t ), and changing variables, we get for ft(y)dy =

P(Yt ∈ dy), y ∈ R, and any t > 0,

ft(y)
∞
∼

1
√

2πt

√
Ψ′′∗

( y
t

)
e−tΨ∗(

y
t ).
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Next, we have, for y > 0,

Ψ∗(Ψ
′(y)) = yΨ′(y) − Ψ(y)

=
1
2
σ2y2 + y

∫ 0

−∞

(
eyr − 1{|r |61}

)
rΠ(dr)

−

∫ 0

−∞

(
eyr − 1 − yr1{|r |61}

)
Π(dr)

=
σ2y2

2
+ H(y),

where the first equality follows from (2.15), the second follows from (2.26) and some

straightforward algebra, and the third equality serves as a definition for the function H.

Observe that an integration by parts yields

H(y) =
∫ 0

−∞

(1 − eyr(1 − yr))Π(dr)

= −y2
∫ 0

−∞

eyrrΠ(−∞, r)dr + (1 − eyr(1 − yr))Π(−∞, r)|0−∞

= −y2
∫ 0

−∞

eyrrΠ(−∞, r)dr,

where we used that limr→−∞ Π(−∞, r) = 0 and limr→0 r2Π(−∞, r) = 0. Finally, since

Ψ
′′
∗ (Ψ

′(y)) =
1

Ψ′′(y)
and Ψ

′′(y)
∞
∼ σ2,

we conclude that

ft(tΨ′(y))
∞
∼

1
√

2πt

√
Ψ′′∗ (Ψ

′(y))e−tΨ∗(Ψ′(y))) ∞∼
1

√
2πσ2t

e−
1
2 tσ2y2+ty2

∫ 0
−∞

eyrrΠ(−∞,r)dr .
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CHAPTER 3

THE LOG-LÉVYMOMENT PROBLEM VIA BERG-URBANIK SEMIGROUPS

We consider the Stieltjes moment problem for the Berg-Urbanik semigroups which

form a class of multiplicative convolution semigroups on R+ that is in bijection with

the set of Bernstein functions. In [19], Berg and Durán proved that the law of such

semigroups is moment determinate (at least) up to time t = 2, and, for the Bernstein

function φ(u) = u, Berg [16] made the striking observation that for time t > 2 the law

of this semigroup is moment indeterminate. We extend these works by estimating the

threshold time Tφ ∈ [2,∞] that it takes for the law of such Berg-Urbanik semigroups

to transition from moment determinacy to moment indeterminacy in terms of simple

properties of the underlying Bernstein function φ, such as its Blumenthal-Getoor index.

One of the several strategies we implement to deal with the different cases relies on the

non-classical Abelian type criterion for themoment problem proved in the previous chap-

ter. To implement this approach we provide detailed information regarding distributional

properties of the semigroup such as existence and smoothness of a density, and, the large

asymptotic behavior for all t > 0 of this density along with its successive derivatives. In

particular, these results, which are original in the Lévy processes literature, may be of

independent interest.

3.1 Introduction

In this chapter we continue our study of the Stieltjes moment determinacy for multiplica-

tive convolution semigroups (νt)t>0, that is semigroups satisfying, for n, t > 0,∫ ∞

0
xnνt(dx) =

∫ ∞

−∞

enyP(Yt ∈ dy) = etΨ(n)
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where (Yt)t>0 is a one-dimensional Lévy process such that E[enYt ] < ∞, for all n, t > 0. In

other words, we study the moment determinacy of the law of a process whose logarithm

is a Lévy process, and we call this problem the log-Lévy moment problem, for short.

We first point out that if Ψ(n) = 1
2n2 then (νt)t>0 boils down to the semigroup of

the geometric Brownian motion, whose law is indeterminate by its moments for all

t > 0. This is because for any t > 0 the geometric Brownian motion is log-normally

distributed, and it is well-known that a log-normal distribution is indeterminate by its

moments. More generally, in Theorem 2.2.1(1) it is proved that the log-Lévy moment

problem is indeterminate for all t > 0 whenever the associated Lévy process has a

Gaussian component, a case that we exclude from our analysis.

Moreover, Urbanik, in [121], introduced the multiplicative convolution semigroup

of probability densities (et)t>0 satisfying, for n, t > 0,∫ ∞

0
xnet(x)dx = (n!)t = exp

(
t

n∑
k=1

log k

)
= exp

(
t
∫ ∞

0
(e−ny − 1 − n(e−y − 1))

dy
y(ey − 1)

)
,

(3.1)

and Berg [16, Theorem 2.5] discovered that the measure et(x)dx is moment determinate

if and only if t 6 2. This interesting fact reveals that the log-Lévy moment problem can

be non-trivial, since there can exist a threshold time T ∈ [0,∞] such that νt is moment

determinate for 0 6 t 6 T and moment indeterminate for t > T.

In the same paper, Berg defined a family of multiplicative convolution semigroups

(νt)t>0 that are in bijection with the set of Bernstein functions B, see (3.5) below for

definition. In particular, for any φ ∈ B, the moments of νt are given, for n, t > 0, by

Mνt (n) =
∫ ∞

0
xnνt(dx) =

(
n∏

k=1
φ(k)

) t

(3.2)

whereMνt is called the moment transform of νt and for n = 0 the product is assumed to

be 1. We call these the Berg-Urbanik semigroups, since (3.1) corresponds to the specific
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case φ(u) = u of (3.2). Note that, for a probability measure λ, there is the notion of

Urbanik decomposability semigroups D(λ), which have also been referred to as Urbanik

semigroups in the literature, see e.g. [71, 70], and are distinct from the semigroups (νt)t>0

defined via (3.2). Furthermore in [17, Theorem 2.2] it was also shown that,Mνt admits

an analytical extension to the right-half plane, and, for Re(z) > 0 and t > 0,

Mνt (z) = etΨ(z)

where

Ψ(z) = z log φ(1) +
∫ ∞

0
(e−zy − 1 − z(e−y − 1))

κ(dy)
y(ey − 1)

(3.3)

and ∫ ∞

0
e−uyκ(dy) =

φ′(u)
φ(u)

,

with κ(dy) =
∫ y

0 U(dy − r)(rµ(dr) + δd(dr)), where U is the potential measure, µ the

Lévy measure and d the drift of φ, see (3.6) and (3.4) below for definitions. This is the

general form of the right-most equality in (3.1), and we note that Hirsch and Yor have

also derived (3.3) using different means, see [66, Theorem 3.1]. We mention that Hirsch

and Yor also offer a nice exposition on the wealth of results by Urbanik in [122], which

continues the investigations started in [121].

The log-Lévymoment problem for general Berg-Urbanik semigroups is only partially

understood. It is known that any Berg-Urbanik semigroup is moment determinate

for t 6 2, see [16], and that there are Berg-Urbanik semigroups that are moment

determinate for all t > 0, see [17], however much less is known concerning moment

indeterminacy. Wewere inspired byBerg’s results, in particular his remarkable discovery

of the threshold for the classical Urbanik semigroup (et)t>0, to further study the log-Lévy

moment problem in this setting. In particular, our aim was to understand how to estimate

the threshold time T from simple properties of the underlying Bernstein function, and

our main contribution in this regard is Theorem 3.2.1 below, which provides several new
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and original results in this area.

One of our approaches stems on a recent Abelian type criterion for the moment

problem that gives a necessary and sufficient condition for moment indeterminacy, see

Theorem 2.1.2. To utilize this criterion we resort to proving the existence of densities

for certain Berg-Urbanik semigroups and study their large asymptotic behavior. To

obtain such asymptotics we apply, in a novel and non-standard way, a closure result for

Gaussian tails obtained by Balkema et al. [10] combined with some recent Gaussian tail

asymptotics estimates due to Patie and Savov [99].

The remaining part of the chapter is organized as follows. In Section 3.2 we state our

main result for the log-Lévy moment problem, as well some auxiliary results on Berg-

Urbanik semigroups and Lévy processes. In Section 3.3 we discuss some illustrative

examples of Berg-Urbanik semigroups. Finally, Section 3.4 is devoted to the proofs of

the results stated in Section 3.2.

3.2 Main results

We start with some preliminaries. Let φ : [0,∞) → [0,∞) be the function defined by

φ(u) = k + du +
∫ ∞

0
(1 − e−uy)µ(dy), (3.4)

where k, d > 0 and µ is a Radon measure on (0,∞) that satisfies
∫ ∞
0 (1 ∧ y)µ(dy) < ∞.

We write B for the set of Bernstein functions, which is defined as

B = {φ : [0,∞) → [0,∞); φ is of the form (3.4)} . (3.5)

Note that B is a convex cone, i.e. for φ1, φ2 ∈ B and c1, c2 > 0 one has c1φ1 + c2φ2 ∈ B,

and also that the triplet (k, d, µ) in (3.4) uniquely determines any φ ∈ B. We recall
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that the mapping u 7→ φ′(u) is completely monotone, i.e. φ′ ∈ C∞(R+), the space of

infinitely continuously differentiable functions on R+ and for all n ∈ N and u > 0,

(−1)nφ(n+1)(u) > 0. It is well-known that the mapping u 7→ 1
φ(u) is also completely

monotone and the corresponding Radon measure U is the so-called potential measure of

(the subordinator associated to) φ, i.e. for any u > 0,∫ ∞

0
e−uyU(dy) =

1
φ(u)

. (3.6)

We refer to the excellent monograph [109] for further information on Bernstein functions,

and also to [99, Section 4] and [98, Section 3], in which several properties of Bernstein

functions that are used in the proofs are collected. In what follows we systematically

exclude the trivial Bernstein function φ ≡ 0 since this yields the degenerate convolution

semigroup of a Dirac mass at 1 for all time.

A family of measures (νt)t>0 is said to be a multiplicative convolution semigroup

if, for t, s > 0 we have νt � νs = νt+s, where � denotes the product convolution on the

multiplicative group (R+,×). Next, we define the moment transform of an integrable

function f : R+ → R, and of a probability measure ρ supported on [0,∞), for (at least)

z ∈ iR as

M f (z) =
∫ ∞

0
xz f (x)dx, and Mρ(z) =

∫ ∞

0
xzρ(dx),

and observe that the moment transform is simply a shift of the classical Mellin transform.

The moments of ρ, if they exist, are given, for n > 0, by

Mρ(n) =
∫ ∞

0
xnρ(dx).

We say that a measure ρ supported on [0,∞) is Stieltjes moment determinate, or sim-

ply moment determinate for short, if the sequence (Mρ(n))n>0 uniquely characterizes

the measure ρ among all probability measures supported on [0,∞) and admitting all

moments. Otherwise, we say ρ is moment indeterminate. The moment problem for
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probability measures supported on [0,∞) has been intensively studied for many years,

going back to the original memoir by Stieltjes [113]. For excellent references on aspects

of the Stieltjes (and other) moment problems see the classic texts [2] and [111], as well

as the more recent monograph [110].

We now state the definition of Berg-Urbanik semigroups, whose validity is justified

by [16, Theorem 1.8].

Definition 3.2.1. Let φ ∈ B. Then the Berg-Urbanik semigroup associated to φ is the

unique multiplicative convolution semigroup (νt)t>0 of probability measures character-

ized, for any t > 0 and Re(z) > 0, by

Mνt (z) = etΨ(z)

whereΨwas defined in (3.3). Recall that, for any n ∈ N and t > 0, etΨ(n) =
(∏n

k=1 φ(k)
) t .

Occasionally we write (νφt )t>0 to emphasize the dependence of the Berg-Urbanik

semigroup on the Bernstein function, but will mostly drop this superscript for conve-

nience. In such cases the Bernstein function will be clear from the context.

3.2.1 The log-Lévy moment problem for Berg-Urbanik semigroups

To describe our first main result we introduce the threshold index. For each φ ∈ B we

let Tφ ∈ [0,∞] be defined by

Tφ = inf{t > 0; νφt is indeterminate} = sup{t > 0; νφt is determinate},

where we utilize the bijection between B and the set of Berg-Urbanik semigroups, as

well as the convention that sup ∅ = 0. It is justified to call Tφ a threshold index since

(νt)t>0 is a multiplicative convolution semigroup and according to [19, Lemma 2.2 and
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Remark 2.3], a measure µ�σ is moment indeterminate if µ is indeterminate andσ , cδ0,

c > 0. Since, for any φ ∈ B, νt is moment determinate for t 6 2, it follows that Tφ > 2.

In the case when Tφ = ∞we say the Berg-Urbanik semigroup is completely determinate,

otherwise if Tφ ∈ [2,∞) we say the semigroup is threshold determinate. We proceed by

defining some subsets of B that will be useful to state our main results. First, let

Bd = {φ ∈ B; d > 0}

denote the set of Bernstein functions with a positive drift. Next, write

BJ = {φ ∈ B; µ(dy) = v(y)dy with v non-increasing}

and note that this is sometimes referred to as the Jurek class of Bernstein functions,

due to [69], see also [109, Chapter 10]. For a Bernstein function φ we write φ(∞) =

limu→∞ φ(u) ∈ (0,∞], and define its Blumenthal-Getoor index as

βφ = inf
{
β > 0; lim

u→∞
u−βφ(u) < ∞

}
∈ [0, 1], (3.7)

noting that this definition coincides with the original one in [23] for driftless subordina-

tors. We also define the lower index of φ

δφ = sup
{
δ > 0; lim

u→∞
u−δφ(u) > 0

}
,

which has appeared in the study of shift-Harnack inequalities for subordinate semigroups,

see [42]. From these definitions it is clear that 0 6 δφ 6 βφ 6 1, and moreover one can

construct an example for which strict inequality is possible, see [23, Section 6]. In view

of this, we set

B� = {φ ∈ B; δφ = βφ}.

We are now ready to state our main result regarding the log-Lévy moment problem for

Berg-Urbanik semigroups.

Theorem 3.2.1. Let (νt)t>0 be the Berg-Urbanik semigroup associated to φ ∈ B.
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(1) The inequality

Tφ >
2
βφ

holds, and if βφ > 0 and limu→∞ u−βφφ(u) < ∞ then νTφ is moment determinate.

In particular, if φ(∞) < ∞ then βφ = 0 and (νt)t>0 is completely determinate.

Moreover, the following hold.

(2) If φ ∈ Bd then Tφ = 2, and ν2 is moment determinate.

(3) If φt ∈ BJ for all t ∈ (0, 1), then

2
βφ
6 Tφ 6

2
δφ
, (3.8)

and hence, if additionally φ ∈ B�, then

Tφ =
2
βφ
.

(4) If there exists ϑ ∈ B such that φϑ ∈ B, then Tφ 6 Tϑ. In particular, if ϑt ∈ BJ for

all t ∈ (0, 1), then

Tφ 6
2
δϑ
.

Remark 3.2.1. Note that all complete Bernstein functions satisfy the property φt ∈ BJ

for all t ∈ (0, 1). Indeed, writing H = {z ∈ C; Im z > 0} for the upper half-plane,

we recall that a Bernstein function φ is said to be a complete if its Lévy measure µ

has a completely monotone density, or equivalently if Im φ(z) > 0 for all z ∈ H. Such

functions are also sometimes called Pick or Nevanlinna functions in the complex analysis

literature. If φ is a complete Bernstein function, then for t ∈ (0, 1) and z ∈ H,

Im φt(z) = Im et(log |φ(z)|+i arg φ(z)) = et log |φ(z)| Im eit arg φ(z) > 0,

and hence φt is a complete Bernstein function, and in particular its Lévy measure has a

non-increasing density. In particular u 7→ (u+m)α is a complete Bernstein function, for

44



any m > 0, α ∈ (0, 1), and thus u 7→ (u + m)αt is also a complete Bernstein function,

for any t ∈ (0, 1). We refer to [109, Chapter 16] for abundant examples of complete

Bernstein functions and to [109, Chapter 6] for further details on the theory of complete

Bernstein functions; see also [54] for some interesting mappings related to complete

Bernstein functions.

Remark 3.2.2. We mention that for Item (4) Patie and Savov, see [99, Proposition 4.4],

have given sufficient conditions for the ratio of Bernstein functions to remain a Bernstein

function, see also Proposition 3.4.1 below for another set of sufficient conditions.

This Theorem is proved in Section 3.4.4 and the proof makes use of several strategies

that will be detailed throughout the rest of the paper. We proceed by offering some

remarks regarding our results in relation to what has been proved in the literature.

First, Theorem 3.2.1(1) provides a generalization of the example provided in [16]

for which the threshold function is infinite. Therein, the author considers the Bernstein

function u 7→ u
u+1 , for which limu→∞

u
u+1 < ∞ and therefore trivially βφ = 0. However,

there exist φ ∈ B such that φ(∞) = ∞ but βφ = 0, for example the function given, for

u > 0 and any λ > 0, by

φ(u) = log
(
1 +

u
λ

)
=

∫ ∞

0
(1 − e−ux)x−1e−λxdx,

which we note is a specific instance of Example 3.3.2 below. This shows that a Berg-

Urbanik semigroup may have unbounded support for all t > 0, see Theorem 3.2.4(1)

below, but is still completely determinate. Furthermore, in Theorem 3.2.1(1) we provide

a condition on φ that ensures that the lower bound in (3.8) is sharp, in the sense that νTφ

is moment determinate. It would be interesting to know what situations can occur when

this condition is not fulfilled, in particular if it is possible that νTφ is indeterminate.

In Theorem 3.2.1(2) we provide an exhaustive claim for the case when φ ∈ Bd ,
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thereby generalizing Berg’s result that the classical Urbanik semigroup (et)t>0 is moment

determinate if and only if t 6 2, which corresponds to the case φ(u) = u. The proof

relies on an application of Theorem 3.2.1(4) to yield the matching upper bound, which

shows that BJ can serve as a reference class for proving more general estimates. We

borrow this idea of using reference objects from [99, Section 10] where the concept of

reference semigroups was developed in the context of spectral theory of some non-self-

adjoint operators. The fact that one can construct φ ∈ B such that 0 6 δφ < βφ < 1

shows that the inequality in (3.8) may be far from optimal. Nevertheless, when φ ∈ B�,

Theorem 3.2.1(3) allows one to classify the behavior of Tφ entirely by the analytical

exponent βφ. Finally, as was suggested by an anonymous referee, it is worth emphasizing

that for anyT ∈ (2,∞) there exists a Bernstein function φwhose associated Berg-Urbanik

semigroup has threshold index Tφ = T , see e.g. Example 3.3.1.

3.2.2 A related moment problem on infinitely divisible moment se-

quences

Before we proceed with developing results leading to the proof of Theorem 3.2.1, we

briefly discuss a related moment problem, which requires us to introduce the notion

of infinitely divisible moment sequences. A Stieltjes moment sequence (m(n))n>0 is

said to be infinitely divisible if, for any t > 0, the sequence (mt(n))n>0 is again a

Stieltjes moment sequence, and this notion goes back to Tyan who introduced and

studied infinitely divisible moment sequences in his thesis [120]. By definition, for each

t > 0, there exists a random variable Xt with moments (mt(n))n>0 and it is natural to ask

how the moment determinacy of Xt (meaning the moment determinacy of its law) relates

to the moment determinacy of X t
1, as a function of t. This latter random variable X t

1 is
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the tth-power of a random variable with moments (m(n))n>0, and it is straightforward

that X t
1 has moments given by (m(tn))n>0. From Theorem 3.2.3 below it follows that,

for any φ ∈ B, the moment sequence (Mν1(n))n>0 is infinitely divisible and hence Berg-

Urbanik semigroups provide a natural setting in which to investigate this question. In

what follows we let, for φ ∈ B, Xt(φ) denote the stochastic process whose law at time

t > 0 is given by νφt and write simply X(φ) = X1(φ), suppressing the dependency on φ

when this causes no confusion.

Theorem 3.2.2. Let φ ∈ B.

(1) The random variable X t is moment determinate for t < 2
βφ
, and if βφ > 0 and

limu→∞ u−βφφ(u) < ∞ then X
2
βφ is moment determinate.

Moreover, the following hold.

(2) If φ ∈ Bd then X t is moment determinate if and only if t 6 2.

(3) If φ ∈ BJ then X t is moment indeterminate for t > 2
δφ
. If in addition δφ = βφ

and limu→∞ u−βφφ(u) < ∞ then X t is moment indeterminate if and only if t > 2
βφ
.

(4) If there exists ϑ ∈ B such that φ
ϑ ∈ B then, for any t such that X t(ϑ) is moment

indeterminate, the variable X t(φ) is also moment indeterminate.

This Theorem is proved in Section 3.4.5. While Theorem 3.2.1 concerns the t-

dependent moment determinacy of the process (Xt)t>0, Theorem 3.2.2 is the analo-

gous result regarding the moment determinacy of X t , or equivalently of the sequence

(Mν1(tn))n>0. Note that the conditions in Theorem 3.2.2(3) are weaker than those in

Theorem 3.2.1(3), which shows that the log-Lévy moment problem is the harder of the

two moment problems. In [79] Lin stated the following conjecture regarding the moment

determinacy of infinitely divisible moment sequences.
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Conjecture (Conjecture 1 in [79]). Let (Xt)t>0 be a stochastic process such that

(E[Xn
t ])n>0 = (m

t(n))n>0, i.e. (m(n))n>0 is an infinitely divisible moment sequence.

Then Xt is moment determinate if and only if X t
1 is moment determinate.

As a corollary of Theorems 3.2.1 and 3.2.2 we get an affirmative answer to Lin’s

conjecture for a subclass of Berg-Urbanik semigroups.

Corollary 3.2.1. Let φ ∈ B and suppose that any of the following conditions are satisfied:

(i) βφ = 0,

(ii) φ ∈ Bd ,

(iii) φ ∈ B� with φt ∈ BJ for all t ∈ (0, 1), βφ > 0 and limu→∞ u−βφφ(u) < ∞.

Then Lin’s conjecture holds.

We point out that recently Berg [18] proved a related conjecture by Lin (Conjecture

2 in [79]) concerning the moment sequence (Γ(tn + 1))n>0, which among other things

confirms Lin’s conjecture (Conjecture 1) for this particular example. Note that the

moment sequence (Γ(tn + 1))n>0 corresponds to the Bernstein function φ(u) = u, which

falls under the assumption (ii) in Corollary 3.2.1.

3.2.3 A newMellin transform representation in terms of Bernstein-

Gamma functions

The proof of Theorem 3.2.1 relies on several intermediate results that are of independent

interests. The first one is an alternative representation of Mνt . For a ∈ R we let
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C(a,∞) = {z ∈ C; Re(z) > a} and then write A(a,∞) for the set of analytic functions

on C(a,∞). Recall that a function f : iR → C is said to be positive-definite if, for any

s1, . . . , sn ∈ iR and z1, . . . , zn ∈ C,
∑n

i, j=1 f (si − s j)ziz j > 0.

Next, for any φ ∈ B we let Wφ : C(0,∞) → C denote the so-called Bernstein-Gamma

function associated to φ, which is given by

Wφ(z) =
e−γφ z

φ(z)

∞∏
k=1

φ(k)
φ(k + z)

e
φ′(k)
φ(k) z (3.9)

where the infinite product is absolutely convergent on at least C(0,∞), and

γφ = lim
n→∞

(
n∑

k=1

φ′(k)
φ(k)

− log φ(n)

)
∈

[
− log φ(1),

φ′(1)
φ(1)

− log φ(1)
]
.

This function, as defined in (3.9) onR+ was introduced and studied byWebster [124], and

was extended (at least) to C(0,∞) by Patie and Savov who introduced the terminology and

studied their analytical properties, such as uniform decay along imaginary lines, in the

works [99, Chapter 6] and [98]. The product in (3.9) can be thought of as a generalized

Weierstrass product, as it generalizes the classical Weierstrass product representation for

the gamma function. Indeed, this case can be recovered by setting φ(u) = u, in which

case γφ boils down to the Euler-Mascheroni constant. Furthermore, Wφ is the unique

positive-definite function that solves the functional equation

Wφ(z + 1) = φ(z)Wφ(z), Wφ(1) = 1,

valid for at least z ∈ C(0,∞), see [99, Theorem 6.1(3)]. Write Log for the branch of the

complex logarithm that is analytic on the slit plane C \ (−∞, 0] and satisfies Log 1 = 0,

commonly referred to as the principal branch. We use it to define, for t > 0 and z ∈ C(0,∞),

W t
φ(z) = et Log Wφ(z),

as well as φt(z) = et Log φ(z).
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Theorem3.2.3. Let φ ∈ B and let (νt)t>0 be the corresponding Berg-Urbanik semigroup.

Then, for t > 0,

Mνt (z) =
∫ ∞

0
xzνt(dx) = W t

φ(z + 1), Re(z) > −1, (3.10)

where Wφ : C(0,∞) → C is the Bernstein-Gamma function associated to φ. Moreover,

W t
φ ∈ A(0,∞) and Wφ is the unique positive-definite function that solves, for all t > 0, the

functional equation,

W t
φ(z + 1) = φt(z)W t

φ(z), W t
φ(1) = 1, (3.11)

valid for z ∈ C(0,∞).

Remark 3.2.3. Note that when t = 1, the equation (3.11) restricted to R+ was studied

by Webster in [124], who showed that Wφ

��
R+

is the unique log-convex solution to the

restricted functional equation.

Remark 3.2.4. We point out that in [98, Theorem 4.1] the authors proved that Wφ ∈

A(dφ,∞), where

dφ = sup{u 6 0; φ(u) = −∞ or φ(u) = 0} ∈ [−∞, 0],

which is more than what we claim in Theorem 3.2.3 for t = 1. However, for t , 1, W t
φ is

only defined on the slit plane C \ (−∞, 0] and hence it is not possible to extend the strip

of analyticity of W t
φ beyond C(0,∞).

This Theorem is proved in Section 3.4.1 . Our proof of (3.10) in Theorem 3.2.3

generalizes an argument given by Berg [16] for the case Wφ(z) = Γ(z), i.e. φ(u) = u,

which uses the (classical) Weierstrass product representation for the gamma function.

We are able to readily adapt his argument to the generalized Weierstrass product for Wφ

given by (3.9), which emphasizes the utility of such a product representation.
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3.2.4 Existence, smoothness, and Mellin-Barnes representation of

densities

In this section we obtain the existence of densities for subclasses of Berg-Urbanik semi-

groups, and quantify their regularities based on properties of the associated Bernstein

function. We write C0(R+) for the set of continuous functions on R+ whose limit at in-

finity is zero. Then, for each n ∈ N, we write Cn
0 (R+) for the set of n-times differentiable

functions all of whose derivatives belong to C0(R+), and C∞0 (R+) for the set of infinitely

differentiable functions all of whose derivatives belong to C0(R+). Finally, for notational

convenience, we write µ ∈ Cn
0 (R+) to denote that a measure µ on R+ has a density, with

respect to Lebesgue measure on R+, and that this density belongs to Cn
0 (R+).

To state our next result we need to consider some further subsets of B. Following

[98], we say that a Lévy measure µ satisfies Condition- j if µ(dy) = v(y)dy with

v(0+) = ∞, such that v = v1 + v2 for v1, v2 ∈ L1(R+), and v1 > 0 is non-increasing, while∫ ∞
0 v2(y)dy > 0 satisfies |v2(y)| 6

(∫ ∞
y

v1(r)dr
)
∨ C, for some C > 0. Given this, we

let

B j = {φ ∈ B; µ satisfies Condition- j}

and note that BJ ⊂ B j .

Write | |v | |∞ = supy>0 |v(y)| for the sup-norm of a function on R+, and set

Bv = {φ ∈ B \ Bd; µ(y) = v(y)dy with | |v | |∞ < ∞},

so that φ ∈ Bv implies that φ(∞) < ∞. We define the quantity Nφ as

Nφ =


v(0+)
φ(∞) if φ ∈ Bv,

∞ if φ ∈ B j ∪ Bd,
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and set

BN = {φ ∈ B j ∪ Bv ∪ Bd; Nφ > 0}.

Next, let

BΘ =

{
φ ∈ B; Θφ = lim

b→∞

1
|b|

∫ b

0
arg φ(1 + iu)du > 0

}
,

and note that Θφ ∈ [0, π2 ] due to [98, Theorem 3.2(1)]. In fact, if φ ∈ Bd then Θφ =
π
2 ,

while if limu→∞ φ(u)u−α = Cα, for α ∈ (0, 1) and a constant Cα ∈ (0,∞), then Θφ = α
π
2

(see [98, Theorem 3.3]). Furthermore, there is nothing special about the 1 in arg φ(1+iu)

as it can be replaced by any a > 0 without changing the value of Θφ, which follows from

a combination of [99, Proposition 6.12] and [98, Theorem 3.1(1)]; in the definition ofBΘ

we simply choose to evaluate arg φ along the imaginary line Re(z) = 1 for convenience.

For θ ∈ (0, π] let

A(θ) = { f : C→ C; f is analytic on the sector | arg z | < θ},

that is A(π) denotes the set of functions that are analytic on the slit plane C \ (−∞, 0].

Finally, we denote by supp(µ) the support of a measure µ.

Theorem 3.2.4. Let (νt)t>0 be the Berg-Urbanik semigroup associated to φ ∈ B.

(1) Assume that φ . k for k > 0. If φ(∞) < ∞ then supp(νt) = [0, φ(∞)t], otherwise

supp(νt) = [0,∞) for all t > 0.

(2) If φ ∈ BN then, for any t > 1
Nφ
, νt ∈ Cn(t)

0 (R+), i.e. νt(dx) = νt(x)dx, x > 0, where

n(t) = bNφtc − 1 > 0. Furthermore, for each n 6 n(t), the density νt(x), and its

successive derivatives, admit the Mellin-Barnes representation

ν
(n)
t (x) =

(−1)n

2πi

∫ c+i∞

c−i∞
x−z−nΓ(z + n)

Γ(z)
W t
φ(z)dz,

for any c, x > 0.

(3) If φ ∈ BΘ, then, for any 0 < t < π
Θφ

, νt ∈ A(Θφt), and for any t > π
Θφ

, νt ∈ A(π).

52



Remark 3.2.5. From Theorem 3.2.4(1) it follows that the support of νt is bounded,

pointwise in t, if and only if φ is a bounded function. Note that we exclude the case

when φ ≡ k as this corresponds to a Berg-Urbanik semigroup with degenerate support,

i.e. supp(νt) = δkt .

This Theorem is proved in Section 3.4.2. A key ingredient in the proofs of Theo-

rem 3.2.4(2) and Theorem 3.2.4(3) are estimates for Bernstein-Gamma functions along

imaginary lines provided in [98, Theorem 4.2].

The main point of Theorem 3.2.4(2) is to quantify the differentiability of the Berg-

Urbanik semigroup as a function of t and simple quantities associated to φ. In this

sense our result complements and extends [99, Theorem 5.2], which deals with the

differentiability at time 1. Finally, in Theorem 3.2.4(3) we describe the analyticity of νt

both as a function of φ and t, and show that the sector of analyticity grows linearly in t.

This gives rise to another kind of threshold phenomenon, whereby for large enough t we

get that the density is analytic on C \ (−∞, 0].

3.2.5 Asymptotics at infinity of densities and their successive deriva-

tives

In this section we consider a subset of Berg-Urbanik semigroups admitting smooth

densities, for all t > 0, for which we are able to obtain the exact large asymptotic

behavior of the density, as well as for all of its successive derivatives, for all time t > 0.

We write f (x) ∞∼ g(x) if limx→∞
f (x)
g(x) = 1, and f (x) ∞= o(g(x)) if limx→∞

f (x)
g(x) = 0. The

following theorem is the main result of this section, and one of the main results of this

paper.
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Theorem 3.2.5. Let φ ∈ B be such that φ(∞) = ∞ with φt ∈ BJ , for all t ∈ (0, 1), and

let (νt)t>0 be the corresponding Berg-Urbanik semigroup. For any t > 0, νt ∈ C∞0 (R+),

i.e. νt(dx) = νt(x)dx, x > 0, and the densities νt(x) satisfy the following large asymptotic

behavior

νt
(
xt ) ∞∼ Ct

φ
√

2πt

√
x1−tϕ′(x) exp

(
−t

∫ x

k

ϕ(r)
r

dr
)

(3.12)

where Cφ > 0 is a constant depending only on φ, and ϕ : [k,∞) → [0,∞) is the

continuous inverse of φ. Furthermore, for any n ∈ N and t > 0, the successive

derivatives of the density satisfy

ν
(n)
t

(
xt ) ∞∼ (−1)nx−ntϕn(x)νt

(
xt ) (3.13)

which can be specified as follows.

(1) If φ ∈ Bd then

νt
(
xt ) ∞∼ C̃t

φ
√

2πt
x

d+t(2k−d)
2d exp

(
−

t x
d
+

t
d

∫ x

k

E(r)
r

dr
)

where C̃φ > 0 is a constant, and E(u) > 0 satisfies E(u) ∞= o(u). Furthermore, for

any n ∈ N and t > 0,

ν
(n)
t

(
xt ) ∞∼ (−1)ndnxn(1−t)νt

(
xt ) .

(2) If φ(u) ∞∼ Cαuα, for a constant Cα > 0 and α ∈ (0, 1), then

νt
(
xt ) ∞∼ C

t
φ

√
2πt

x
1−αt
2α exp

(
−tαC

− 1
α

α x
1
α + t

∫ x

k

H(r)
r

dr
)

where Cφ > 0 is a constant, and H(uα) ∞= o(u). Furthermore, for any n ∈ N and

t > 0,

ν
(n)
t

(
xt ) ∞∼ (−1)nC

− n
α

α x
n
α (1−αt)νt

(
xt ) .

Remark 3.2.6. Note the asymptotic (3.12) is a key ingredient in the proof of Theorem3.2.1

regarding the moment determinacy of the Berg-Urbanik semigroups.
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Remark 3.2.7. In the special case φ(u) = u the identity in (3.12) boils down to

e(n)t (x)
∞
∼ (−1)n

(2π) t−1
2

√
t

x
1−t
2t xn( 1t −1)e−t x

1
t (3.14)

where we recall that (et)t>0 stands for the classical Urbanik semigroup, see (3.1). For

n = 0 and t > 0 this asymptotic was proved by Berg and López in [20], see also Janson

[68] for an independent proof. In both papers the authors apply a delicate saddle point

argument hinging on special properties of the gamma function such as the Stirling’s

formula with Binet remainder for the gamma function as in [20]. Furthermore, Janson

outlines how his saddle point argument can be applied to yield the asymptotics in (3.14)

for arbitrary n ∈ N, see [68, Remark 6.2]. It would be interesting to see if a saddle

point approach could be applied for general Berg-Urbanik semigroups, using the Mellin

transform representation we provide in Theorem 3.2.3 together with further study of

Bernstein-Gamma functions.

This Theorem is proved in Section 3.4.3. There are three main steps in the proof

of the asymptotics (3.12) and (3.13). The first one hinges on a non-classical Tauberian

theorem whose version we use is due to Patie and Savov [99, Proposition 5.26] but

originates from the work of Balkema [11, Theorem 4.4]. It enables us to get the large

asymptotic behavior of the densities and of its successive derivatives at time t = 1, under

the less stringent conditions φ ∈ BJ . Since the conditions to invoke this non-classical

Tauberian theorem are difficult to check, one can not follow this path for other times than

1. Instead, we combine the asymptotic at time 1 of the densities from [99, Theorem 5.5]

together with assumption that φt ∈ BJ , for all t ∈ (0, 1), to obtain the asymptotic at time

t. Lastly we adapt to our context a closure result due to Balkema et al. [10, Theorem

1.1], which states that the (additive) convolution of probabilities density with Gaussian

tails also has a Gaussian tail, to extend the asymptotic from t ∈ (0, 1) to all t > 0. Our

application of this closure result is novel, since we use it not only for the densities (as it
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is stated in [10]) but also for their successive derivatives.

As a by-product of Theorem 3.2.5 we obtain the large asymptotic behavior of the

density and its successive derivatives for the law of certain Lévy processes, which

seems to be new in the Lévy literature. To state this we briefly recall that a (one-

dimensional) Lévy process (Yt)t>0 is a R-valued stochastic process with stationary and

independent increments, that is continuous in probability, and such that Y0 = 0 a.s. For

further information regarding Lévy processes we refer to the monograph [108]. Note

that to each Berg-Urbanik semigroup there exists a corresponding Lévy process whose

characteristic exponent is given by (3.3).

Corollary 3.2.2. Let φ ∈ B be such that φ(∞) = ∞ with φt ∈ BJ , for all t ∈ (0, 1), and

let (Yt)t>0 be a Lévy process whose characteristic exponent Ψ is given by (3.3). Then,

for t > 0, P(Yt ∈ dy) = ft(y)dy, y ∈ R with ft ∈ C∞0 (R) and, for any n > 0,

f (n)t (ty)
∞
∼ (−1)n

Ct
φ

√
2πt

ϕn(ey)
√

e(1+t)yϕ′(ey) exp
(
−t

∫ ey

k

ϕ(r)
r

dr
)

where Cφ > 0 is a constant depending only on φ, and ϕ : [k,∞) → [0,∞) is the

continuous inverse of φ.

This corollary is obtained by combining (3.12) and (3.13) with the relation f (n)t (y)
∞
∼

e(n+1)yν
(n)
t (e

y), for any n > 0, which is established in the proof of Theorem 3.2.5. We

are not aware of such a detailed description of the large asymptotic behavior for the law

of a Lévy process, for all t > 0 as well as of its successive derivatives, having appeared

in the Lévy literature before, except in some special cases.
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3.3 Examples

In this section we consider two examples of Berg-Urbanik semigroups that illustrate the

previous results.

Example 3.3.1. Let Φα,a,b be the Bernstein function defined, for u > 0, by

Φα,a,b(u) =
Γ(αu + a)
Γ(αu + b)

with α ∈ (0, 1] and 0 6 b < a < b + 1, where the fact that Φα,a,b is a Bernstein functions

follows from [73, Proposition 1 and Remark 1]. Next, let, for τ ∈ R+, G(z |τ) denote the

double gamma function, and recall that it satisfies the functional equation

G(z + 1|τ) = Γ
( z
τ

)
G(z |τ), (3.15)

for z ∈ C(0,∞), with G(1|τ) = 1. We claim that

WΦα,a,b(z) = Cα,a,b

G(z + a
α |

1
α )

G(z + b
α |

1
α )
, where Cα,a,b =

Γ(b)G( bα |
1
α )

Γ(a)G( aα |
1
α )
. (3.16)

Indeed, from (3.15) it follows that

G(z + 1 + a
α |

1
α )

G(z + 1 + b
α |

1
α )
=
Γ(αz + a)
Γ(αz + b)

G(z + a
α |

1
α )

G(z + b
α |

1
α )
,

for z ∈ C(0,∞), and the choice of Cα,a,b ensures the required normalization. Hence

it remains to prove the uniqueness. To this end we note that, by a Malmsten-type

representation for G(z |τ) due to [75], we have

log

(
G(z + a

α |
1
α )

G(z + b
α |

1
α )

)
= −c − κz +

∫ ∞

0
(e−zy − 1 + zy) fα,a,b(y)dy, (3.17)

where c, κ are real-constants depending only on the underlying parameters, and

fα,a,b(y) =
(e−

b
α y − e−

a
α y)

y(1 − e−y)(1 − e−
y
α )
,

see for instance [77, (2.15)]. Differentiating the right-hand side of (3.17) twice, which

is justified by dominated convergence, shows that the ratio of double-gamma functions
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is log-convex. However, WΦα,a,b is the unique log-convex function on R+ solution to the

functional equation, and thus the claim is proved.

Next, we note that Φα,a,b is a complete Bernstein function. Indeed, Φα,a,b is obtained

by the dilation and translation of the argument of the function Φα,m below, whose Lévy

measure is easily seen via direct calculation to be completely monotone, and these

operations preserve the property of being a complete Bernstein function, which can be

seen by using the upper half-plane criterion as outlined in Remark 3.2.1. Moreover, the

density of the Lévy measure of Φα,a,b is necessarily infinite at 0, which follows from

Φα,a,b(∞) = ∞, and so Φα,a,b ∈ B j , which gives by definition that NΦα,a,b = ∞. Thus,

invoking Theorem 3.2.4(2) yields that, for all t > 0, νt ∈ C∞0 (R+) and since, by Stirling

formula, recalled in (3.35) below,Φα,a,b(u)
∞
∼ Cua−b, for a constantC > 0 andwith a−b ∈

(0, 1), these densities satisfy the large asymptotic behavior specified by Theorem 3.2.5(2).

From [98, Theorem 3.3(2)] we get that ΘΦα,a,b =
(a−b)π

2 , see the discussion prior to

Theorem 3.2.4 for the definition, where we may apply this result since Φα,a,b ∈ Bα with

` ≡ 1 in the notation therein. Hence invoking Theorem 3.2.4(3) gives that νt ∈ A(
(a−b)πt

2 )

for t < 2
a−b

and νt ∈ A(π) for t > 2
a−b

. Finally, the property Φα,a,b(u)
∞
∼ Cua−b gives,

by Theorem 3.2.1(3), that TΦα,a,b = 2
a−b

and, by Theorem 3.2.1(1), we also have that the

semigroup is moment determinate at the threshold. As remarked earlier, this example

reveals that for any T ∈ (2,∞) there exists a Bernstein function, namely Φα,a,b with

a − b = 2
T and any α ∈ (0, 1], whose associated Berg-Urbanik semigroup has threshold

index TΦα,a,b = T .

Now let us nowmention that for the special case when a = αm+1 and b = αm+1−α,

where m ∈ [1 − 1
α,∞), so that a − b = α, some expressions above simplify. Indeed, in
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this case, the Bernstein function takes the form

Φα,m(u) =
Γ(αu + αm + 1)

Γ(αu + αm + 1 − α)

=
Γ(αm + 1)

Γ(αm + 1 − α)
+

∫ ∞

0
(1 − e−uy)e−(m+

1
α )y(1 − e−

y
α )−α−1dy,

and was studied in the context of the so-called Gauss-Laguerre semigroup in [97], see

the computations on p.808 therein for the above equality. For z ∈ C(0,∞), the ratio of

double gamma functions in (3.16) boils down to

WΦα,m(z) =
Γ(αz + αm + 1 − α)

Γ(αm + 1)
,

see e.g. [97, Lemma 3.1], and we also have

ν1(x) =
xm+

1
α−1e−x

1
α

Γ(αm + 1)
, x > 0,

see [99, Equation (3.10)] and more generally Section 3.3 of the aforementioned paper.

Example 3.3.2. Let φ ∈ B and consider the function defined, on R+, by

φ`(u) = log
(
φ(u + 1)
φ(1)

)
.

Observe that,

φ′`(u) = log
(
φ(u + 1)
φ(1)

)′
=
φ′(u + 1)
φ(u + 1)

=

∫ ∞

0
e−uye−yκ(dy) =

∫ ∞

0
e−uyκe(dy),

where we used that φ′(u)
φ(u) =

∫ ∞
0 e−uyκ(dy) and have set κe(dy) = e−yκ(dy). It means

that φ′
`
is completely monotone and since φ` is plainly positive on R+, we deduce that

φ` ∈ B. Next, as a general result on Bernstein functions gives limu→∞ u−1φ(u) <

∞, see for instance [99, Proposition 4.1(3)], it follows readily that for any β > 0,

limu→∞ u−βφ`(u) = 0 and thus βφ` = 0, see (3.7) for definition. Hence, the Berg-

Urbanik semigroup associated to the Bernstein function φ` is completely determinate.

As an illustration, we choose, for λ > 0, φ(u) = 1 + u
λ ∈ B and we have, writing

φ` = φλ, that

φλ(u) = log
(
1 +

u
λ

)
=

∫ ∞

0
(1 − e−uy)

e−λy

y
dy. (3.18)
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It follows plainly from the right-hand side of the equality (3.18) that the Lévy measure of

φλ is completely monotone, and thus φλ is a complete Bernstein function. Furthermore,

we have that Nφλ = ∞, since φλ satisfies Condition- j and φλ(∞) = ∞. Hence we get

from Theorem 3.2.4(1) that supp(νt) = [0,∞) for all t > 0, and from Theorem 3.2.4(2)

we conclude that for all t > 0, νt(dx) = νt(x)dx with νt ∈ C∞0 (R+). A straightforward

computation yields that the continuous inverse of φλ is given by u 7→ λ(eu − 1). Hence,

by Theorem 3.2.5, we have, for all t > 0, that

νt
(
xt ) ∞∼ Ct

√
2πt

x
1−t(1+2λ)

2 exp
(
−λt Ei(x) +

x
2

)
,

where C > 0 is a constant and Ei(x) = −
∫ ∞
−x

e−t
t dt is the exponential integral, and

we also used the well-known relation Ei(x) = γ + log x +
∫ x
0

er−1
r dr , where γ is the

Euler-Mascheroni constant.

3.4 Proofs of main results

Throughout the proofs we write f (x) ∞= O(g(x)) to denote that lim
x→∞

��� f (x)
g(x)

��� < ∞, and recall
that f (x) ∞∼ g(x) if limx→∞

f (x)
g(x) = 1, and f (x) ∞= o(g(x)) if limx→∞

f (x)
g(x) = 0.

3.4.1 Proof of Theorem 3.2.3

We begin with the proof of (3.10) and start by showing that the function b 7→

−Log Wφ(1 + ib) is a continuous negative-definite function, i.e. a continuous func-

tion f such that f (0) > 0 and u 7→ e−t f (u) is positive-definite for all t > 0, see [109,

Proposition 4.4]. As mention in the introduction, this fact has already been established

by Berg [17] and independently by Hirsch and Yor [66] and we shall provide yet another

proof utilizing the Weierstrass product representation for Wφ. We follow closely the
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arguments given by Berg for the proof of [16, Lemma 2.1]. First, from (3.9) we have,

for Re(z) > 0,

Wφ(z) =
e−γφ z

φ(z)

∞∏
k=1

φ(k)
φ(k + z)

e
φ′(k)
φ(k) z,

where γφ = limn→∞

(∑n
k=1

φ′(k)
φ(k) − log φ(n)

)
∈

[
− log φ(1), φ

′(1)
φ(1) − log φ(1)

]
. Hence,

−Log Wφ(1+ib) = γφ(1+ib)+Log φ(1+ib)−
∞∑

k=1

(
Log

(
φ(k)

φ(k + 1 + ib)

)
+ (1 + ib)

φ′(k)
φ(k)

)
.

Next, for n > 1, consider the truncated functions Lφ,n defined by

Lφ,n(1 + ib) = γφ(1 + ib) + Log φ(1 + ib) −
n∑

k=1

(
Log

(
φ(k)

φ(k + 1 + ib)

)
+ (1 + ib)

φ′(k)
φ(k)

)
= Lφ,n(1) + ib

(
γφ −

n∑
k=1

φ′(k)
φ(k)

)
+

n+1∑
k=1

Log
φ(k + ib)
φ(k)

,

where

Lφ,n(1) = γφ −
n∑

k=1

φ′(k)
φ(k)

+ log φ(n + 1) = γφ − g(n),

and the last equality serves to define g(n). We claim that n 7→ g(n) is non-decreasingwith

limn→∞ g(n) = γφ. Indeed, we have from [99, Proposition 4.1(4)] that 1
φ is completely

monotone so that φ
′

φ is completely monotone, as the product of two completely monotone

functions. Thus u 7→ φ′(u)
φ(u) is non-increasing, and we get that

log
φ(n + 2)
φ(n + 1)

=

∫ n+2

n+1

φ′(u)
φ(u)

du 6
φ′(n + 1)
φ(n + 1)

,

which yields

g(n + 1) − g(n) =
φ′(n + 1)
φ(n + 1)

− log
φ(n + 2)
φ(n + 1)

> 0.

Additionally, by [99, Proposition 4.1(6)]

lim
n→∞

φ(n + 1)
φ(n)

= 1,

so that

lim
n→∞

g(n) = lim
n→∞

(
n∑

k=1

φ′(k)
φ(k)

− log φ(n) + log φ(n) − log φ(n + 1)

)
= γφ − lim

n→∞
log

φ(n + 1)
φ(n)

= γφ.
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Putting all of these observations together, we conclude that Lφ,n(1) > 0. Furthermore,

for any a ∈ R the function b 7→ iab is continuous negative-definite, and for any

1 6 k 6 n+ 1, b 7→ Log φ(k+ib)
φ(k) is continuous negative-definite since u 7→ log φ(k+u)

φ(k) is a

Bernstein function, as the composition of two Bernstein functions, see [109, Corollary

3.8(iii)]. This shows that Lφ,n(1+ib) is a continuous negative-definite function, and since

limn→∞ Lφ,n(1 + ib) = −Log Wφ(1 + ib) pointwise it follows that b 7→ −Log Wφ(1 + ib)

is a continuous negative-definite function.

Consequently, using the homeomorphism x 7→ ex between R and (0,∞), we find that

there exists a unique multiplicative convolution semigroup (Vt)t>0 such that∫ ∞

0
yibVt(dy) = W t

φ(1 + ib). (3.19)

From [99, Theorem 6.1] we know that Wφ ∈ A(0,∞) and hence W t
φ ∈ A(0,∞) for any

t > 0. Thus the identity in (3.19) extends to∫ ∞

0
yz−1Vt(dy) = W t

φ(z),

for z ∈ C(0,∞). However, again from [99, Theorem 6.1], we have thatMν1(z−1) = Wφ(z)

and thus V1 = ν1, since the Mellin transform uniquely characterizes a probability

measure. By uniqueness of convolution semigroups it then follows that Vt = νt for all

t > 0, and thus (3.10) is established. Finally, from [99, Theorem 6.1] we have that

Wφ : C(0,∞) → C is the unique positive-definite function, i.e. the Mellin transform of a

probability measure, that satisfies the functional equation

Wφ(z + 1) = φ(z)Wφ(z), Wφ(1) = 1,

for z ∈ C(0,∞), from which the last claim follows.
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3.4.2 Proofs for Section 3.2.4

Proof of Theorem 3.2.4(1)

It is immediate from [19, Theorem 1.5] that φ(∞) = ∞ implies supp(νt) is unbounded,

and we also get from [99, Theorem 5.2(1)] that supp(ν1) = [0,∞). By the homeomor-

phism x 7→ ex between R and (0,∞) mentioned above, together with the fact that the

boundedness from below of the support of the law of a Lévy process is time-independent,

see [108, Theorem 24.7], we then conclude that supp(νt) = [0,∞) for all t > 0. Hence,

we suppose that φ(∞) ∈ (0,∞). To prove the claim we will rely on the following

auxiliary result: for any measure µ on R+, supp(µ) ⊆ [0, c], for c > 0, if and only if∫ ∞
0 xnµ(dx) ∞= O(cn), see [19, Lemma 2.9]. Since for any φ ∈ B we have, by definition,

that φ′ is completely monotone it follows that all Bernstein functions are non-decreasing

on R+. Thus we have, for any n > 0,

Mνt (n) =

(
n∏

k=1
φ(k)

) t

6 φ(∞)nt .

By the quoted result, the above estimate implies that supp(νt) ⊆ [0, φ(∞)t]. For the

reverse inclusion, let ε > 0 be small and choose Nε,φ large enough (depending on ε and

φ) such that for k > Nε,φ − 1 we have φ(k) > φ(∞) − ε > 0. Then, for n > Nε,φ and

again since φ is non-decreasing,

Mνt (n) =
©«

Nε,φ−1∏
k=1

φ(k)ª®¬
t ©«

n∏
k=Nε,φ

φ(k)ª®¬
t

> Cε,φ,t(φ(∞) − ε)
nt,

where

Cε,φ,t =
φ(1)(Nε,φ−1)t

(φ(∞) − ε)Nε,φt

is a constant, which depends only on ε, φ, and t. Since ε > 0 is arbitrary this estimate

shows that supp(νt) cannot be contained in any sub-interval of [0, φ(∞)t]. Thus we must
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either have that supp(νt) = [0, φ(∞)t] or supp(νt) = δφ(∞)t , a Dirac mass at the point

φ(∞)t . In the latter case,

Mνt (n) = φ(∞)
nt =

(
n∏

k=1
φ(k)

) t

,

for all n > 0 and t > 0, from which it follows that φ must be constant.

Proof of Theorem 3.2.4(2)

We split the proof into two cases. First, suppose that Nφ = ∞, which implies that

φ ∈ Bd ∪ B j . Then one may invoke [98, Theorem 4.2(3)] to get that, for any p > 0 and

a > 0,

lim
|b|→∞

|b|p |Wφ(a + ib)| = 0,

where Wφ : C(0,∞) → C is the Bernstein-Gamma function associated to φ. Hence, for

any q > 0 and t > 0 fixed,

lim
|b|→∞

|b|q |Wφ(a + ib)|t = 0,

which yields the estimate

|W t
φ(a + ib)| ∞= O(|b|−q),

uniformly on bounded a-intervals, i.e. uniformly on bounded intervals of a ∈ (0,∞).

Indeed, the functions Eφ and Rφ in [98, Theorem 4.2] are uniformly bounded for all

a > 0 and all φ ∈ B, while the function Gφ in [98, Theorem 4.2] depends only on a and

Gφ(a) 6 a log φ(1+a), so that Gφ is uniformly bounded on bounded a-intervals, see also

[98, Remark 4.3]. By Theorem 3.2.3 we know thatMνt (z−1) = W t
φ(z), for Re(z) > 0, so

the estimate for W t
φ established above, together with the fact that W t

φ ∈ A(0,∞), justifies

the use of Mellin inversion, see e.g. [119], to conclude that, for any c > 0,

νt(x) =
1

2πi

∫ c+i∞

c−i∞
x−zW t

φ(z)dz. (3.20)
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Note that the integrand in (3.20) is absolutely integrable for any x > 0, since

|x−(c+ib) | |W t
φ(c + ib)| = x−c |W t

φ(c + ib)| and |W t
φ(c + ib)| ∞= O(|b|−1), for |b| large

enough. Taking limx→∞ νt(x) in (3.20) and using the dominated convergence theorem

to interchange the limit and the integral gives that νt ∈ C0(R+). However, since for

any q > 0 and a > 0, |W t
φ(a + ib)| ∞= O(|b|−q), we deduce that, for any n = 0, 1, 2, . . .,

z 7→ zn |W t
φ(z)| is absolutely integrable and uniformly decaying on a complex strip

containing c + n + iR, see e.g. [99, Section 1.7.4], and thus we get

ν
(n)
t (x) =

(−1)n

2πi

∫ c+n+i∞

c+n−i∞
x−z Γ(z)

Γ(z − n)
W t
φ(z − n)dz.

By the change of variables z 7→ z + n then yields the claimed Mellin-Barnes representa-

tion,

ν
(n)
t (x) =

(−1)n

2πi

∫ c+i∞

c−i∞
x−z−nΓ(z + n)

Γ(z)
W t
φ(z)dz,

where we note that the integrand is absolutely integrable by Stirling’s formula for the

gamma function, see (3.35) below. Using the dominated convergence theorem once

more to evaluate the limit at infinity yields that νt ∈ C∞0 (R+).

Next, suppose that φ ∈ Bv, i.e. Nφ = v(0+)
φ(∞) ∈ (0,∞). Another application of [98,

Theorem 4.2] yields that, for a > 0 fixed and any ε > 0,

lim
|b|→∞

|b|Nφ−ε |Wφ(a + ib)| = 0,

while

lim
|b|→∞

|b|Nφ+ε |Wφ(a + ib)| = ∞.

The first equality thus guarantees that, for t > 0 and any ε > 0,

lim
|b|→∞

|b|Nφt−ε |Wφ(a + ib)|t = 0. (3.21)

Now let t > 1
Nφ

and observe that n(t) = bNφtc − 1 > 0 and is the largest integer less than

or equal to Nφt −1. Choose ε such that Nφt −1−n(t) > ε > 0. Then, by (3.21), it follows
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that, uniformly on bounded a-intervals, and for |b| large enough

|Wφ(a + ib)|t 6 C |b|−1−n(t)−ε,

for C > 0 a constant. Since the right-hand side is uniformly integrable and W t
φ is

analytic on C(0,∞), another application of the Mellin inversion formula and dominated

convergence allows us to conclude that νt ∈ Cn(t)
0 (R+). TheMellin-Barnes representation

follows as in the previous case.

Proof of Theorem 3.2.4(3)

Since φ ∈ BΘ we have, for any ε > 0 and |b| large enough,

Aφ(a + ib) > (Θφ − ε)|b|, (3.22)

where Aφ(a + ib) =
∫ b
0 arg φ(a + iu)du. Invoking [98, Theorem 4.2(1)] gives, for any

a > 0,

|Wφ(a + ib)|t = Cφ,a,t

(
φ(a)

|φ(a + ib)|

) t
2

e−t Aφ(a+ib),

where Cφ,a,t > 0 is a constant depending only on φ, a and t. Since [98, Proposition

3.1(9)] gives that |φ(a + ib)| > φ(a), it follows from the estimate for Aφ in (3.22) that,

for ε small enough such that Θφt − ε > 0,

|Wφ(a + ib)|t ∞= O
(
e−(Θφt−ε)|b|

)
, (3.23)

where the big-O estimate holds pointwise in a, and thus uniformly on bounded a-

intervals. By similar arguments as given in the proof of Theorem 3.2.4(2) above, it

follows that νt ∈ C∞0 (R+), and hence we have the Mellin-Barnes representation for νt

νt(x) =
1

2πi

∫ c+i∞

c−i∞
x−zW t

φ(z)dz, (3.24)

for any c > 0. To show that νt is analytic on the claimed sector it suffices to analytically

extend the right-hand side of (3.24), which amounts to replacing x by a suitable complex

66



number. Let ε > 0 be fixed and consider w ∈ C such that | argw | < Θφt − ε. From the

estimate (3.23) it follows that, for any c > 0 and b ∈ R,

|w−(c+ib)W t
φ(c + ib)| 6 e|b| | argw | |Wφ(c + ib)|t ∞= O

(
e−(Θφt−ε−| argw |)|b|

)
,

and by choice of w the right-hand side is integrable in b. Thus the integrand on the

right-hand side of (3.24) is well-defined for | argw | < Θφt − ε, which by uniqueness

of the analytic extension gives that νt ∈ A(Θφt − ε). Since ε > 0 is arbitrary we get

νt ∈ A(Θφt), and thus for t > π
Θφ

we have νt ∈ A(π).

3.4.3 Proofs for Section 3.2.5

The proof of Theorem 3.2.5 combines ideas from several different areas. Hence we first

state some definitions, and detail some lemmas and propositions that will be useful in the

proof. We say that a function s : (a,∞) → (0,∞), for some a > −∞, is self-neglecting if

lim
u→∞

s(u + ws(u))
s(u)

= 1, locally uniformly in w ∈ R.

Furthermore, we say a function G : (a,∞) → R is asymptotically parabolic if it is twice

differentiable with G′′ > 0 on (a,∞), and if its scale function sG(u) = (G′′(u))−
1
2 is

self-neglecting. Denote the set of asymptotically parabolic functions by A and note that

it is a convex cone. A function h : (a,∞) → (0,∞) is said to be flat with respect to G if

lim
u→∞

h(u + wsG(u))
h(u)

= 1, locally uniformly in w ∈ R, (3.25)

where sG is the scale function of G. In the following lemma we collect some properties

of flat and asymptotically parabolic functions.

Lemma 3.4.1. Let G ∈ A and h be flat with respect to G.

(1) The function u 7→ 1/h(u) is flat with respect to G.
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(2) For any c > 0, the function u 7→ h(cu) is flat with respect to G.

(3) The identity function is flat with respect to G and, for any α > 0, the function

u 7→ hα(u) is flat with respect to G. In particular, for any n > 0, the function

u 7→ un is flat with respect to G.

(4) The function h satisfies

lim
u→∞

log h(u)
G(u)

= 0.

(5) For any c > 0, the function u 7→ cG
( u

c

)
∈ A.

Proof. The first claim is obvious from the definition in (3.25). Let c > 0 and consider

the function hc defined by hc(u) = h(cu). Then, writing v = cu,

lim
u→∞

hc(u + wsG(u))
hc(u)

= lim
u→∞

h(cu + cwsG(cu))
h(cu)

= lim
v→∞

h(v + cwsG(v))

h(v)
= 1,

where the last limit follows from fact that (3.25) holds locally uniformly for w ∈ R. For

the third claim, note that sG(u)
∞
= o(u), see Lemma 2.3.1, so that, locally uniformly in

w ∈ R,

lim
u→∞

u + wsG(u)
u

= 1 + w lim
u→∞

sG(u)
u
= 1.

The fact that, for α > 0, u 7→ hα(u) is flat follows trivially from the definition, and the

proof of the fourth item is essentially known in the literature, see again Lemma 2.3.1.

Finally, for the proof of the last claim, write G̃(u) = cGc
( u

c

)
and sG̃ for the corresponding

scale function. Then sG̃(u) =
√

csG
( u

c

)
so that, for w ∈ R,

sG̃(u + wsG̃(u))
sG̃(u)

=
sG

( u
c +
√

cwsG
( u

c

) )
sG

( u
c

)
and the self-neglecting property of sG carries over readily to sG̃. �

In the next lemma we collect some properties about the specific asymptotically

parabolic functions that will play a role in the proof of Theorem 3.2.5. To state it we
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recall that the Legendre transform of a convex function ψ : R→ R, which we denote as

Lψ , is given by

Lψ(y) = sup
u∈R
{uy − ψ(u)}.

If in addition ψ ∈ C1(R) then the above supremum is achieved at the unique point

u = ψ′−1(y), and hence

Lψ(y) = yψ′−1(y) − ψ(ψ′−1(y)).

The variables u and y obeying the relations y = ψ′(u) and u = ψ′−1(y) are called

conjugate variables.

Lemma 3.4.2. Let φ ∈ BJ be such that φ(∞) = ∞. Then the function sG : R+ → R+

defined by

sG(u) =

√
φ(u)
φ′(u)

is self-neglecting, and consequentlyG ∈ A, whereG : (1,∞) → R is the function defined

by

G(u) =
∫ u

1
log φ(r)dr + log φ(1). (3.26)

The Legendre transform of G is given by

LG(y) =

∫ ey

k

ϕ(r)
r

dr −
∫ φ(1)

k

ϕ(r)
r

dr

where ϕ : [k,∞) → [0,∞) is the continuous inverse of φ, and y and u are conjugate

variables related by y = log φ(u) and u = ϕ(ey). Furthermore, LG ∈ A.

Proof. The fact that sG is self-neglecting was proved in [99, Proposition 5.40] under the

additional condition that k = φ(0) > 0. However, an inspection of the proof reveals that

this property is not crucial for the self-neglecting property of sG. Differentiating G twice

shows that sG is indeed the scale function of G, and hence G ∈ A.
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Taking derivatives in (3.26) we get G′(u) = log φ(u) so that the conjugate variables

are y = log φ(u) and u = ϕ(ey). Also, by integration by parts we can rewrite G as

G(u) = u log φ(u) −
∫ u

1

rφ′(r)
φ(r)

dr .

Hence,

LG(y) = yϕ(ey) − G(ϕ(ey)) =
∫ ϕ(ey)

1

rφ′(r)
φ(r)

dr

=

∫ ey

φ(1)

ϕ(r)
r

dr =
∫ ey

k

ϕ(r)
r

dr −
∫ φ(1)

k

ϕ(r)
r

dr

where the third equality follows by the change of variables r = ϕ(w). Finally, the fact that

LG ∈ A follows from a closure property of A with respect to the Legendre transform,

see [10, Theorem 5.3].

�

In the final lemma before the proof we collect some properties concerning additive

convolution, especially a stability property for Gaussian tails under additive convolution.

We write ∗ for the additive convolution of suitable functions f , g : R→ R, that is

( f ∗ g)(x) =
∫ ∞

−∞

f (x − y)g(y)dy =
∫ ∞

−∞

f (y)g(x − y)dy,

with the additive convolution of measures being defined similarly. A probability density

f is said to have a Gaussian tail if f (y) ∞∼ η(y)e−ψ(y) for some ψ ∈ A and some η flat

with respect to ψ.

Lemma 3.4.3.

(1) Let (νt)t>0 be a multiplicative convolution semigroup and let, for each t > 0, ft be

the pushforward measure under the map x 7→ log x. Then ( ft)t>0 is an additive

convolution semigroup, i.e. for t, s > 0, ft ∗ fs = ft+s.
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(2) Let f , g ∈ L1(R) be such that f (y) ∞∼ e−ψ1(y) and g(y)
∞
∼ e−ψ2(y), for some ψ1, ψ2

with limy→∞ ψ
′
1(y) = limy→∞ ψ

′
2(y) = ∞. Then ( f ∗ g)(y)

∞
∼ (e−ψ1 ∗ e−ψ2)(y).

(3) Let f and g be probability densities with Gaussian tails, that is f (y) ∞∼

η1(y)e−ψ1(y) and g(y)
∞
∼ η2(y)e−ψ2(y), and suppose that we have limy→∞ ψ

′
1(y) =

limy→∞ ψ
′
2(y) = ∞. Then f ∗ g has a Gaussian tail, i.e. ( f ∗ g)(y) ∞∼ η0(y)e−ψ0(y)

for some ψ0 ∈ A and some η0 flat with respect to ψ0. Specifically, writing

y(u) = q1 + q2 = ψ
′−1
1 (u) + ψ

′−1
2 (u), we have

ψ0(y) = ψ1(q1) + ψ2(q2)

η0(y) =

√
2πsψ1(q1)η1(q1)sψ2(q2)η2(q2)√

s2
ψ1
(q1) + s2

ψ2
(q2)

.

In particular, for d > 1, the d-fold convolution of f with itself f ∗d satisfies

f ∗d(y) ∞∼
1
√

d

(
2π

ψ′′1
( y

d

) ) d−1
2

f
( y

d

)d
.

Before giving the proof, we note that Item (2) of Lemma 3.4.3 gives conditions

under which the asymptotics of the convolution of integrable functions can be identified

from the asymptotics of the functions themselves. On the other hand, Item (3) states

that Gaussian tails are closed under additive convolution and allows one to identify

the asymptotic explicitly, this latter feature being particularly useful. The statement

of Lemma 3.4.3(3) is the content of [10, Theorem 1.1 and (1.11)], and our aim, in

incorporating it as an item of a lemma, is merely to improve the clarity and presentation

of the proof of Theorem 3.2.5.

Proof. The first claim is straightforward. The proof of Item (2) is in the spirit of the proof

of [10, Proposition 2.2]. Since f and g are asymptotic to positive functions it follows

that they are themselves eventually positive. This, and the other properties of ψ1 and ψ2,

allows us to choose a > 0 large enough such that: (1) both ψ1 and ψ2 are well-defined
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on (a,∞), (2) ψ′1, ψ
′
2 > 0 on (a,∞), (3)

∫ a
−∞
|g(y)|dy , 0 and

∫ a
−∞
| f (y)|dy , 0, and (4)

cg =
∫ a+2

a+1 g(x)dx > 0 and c f =
∫ a+2

a+1 f (x)dx > 0. For x > 2a,

( f ∗ g)(x) =
∫ x−a

a
f (x − y)g(y)dy +

∫ a

−∞

f (x − y)g(y)dy +
∫ a

−∞

f (y)g(x − y)dy,

so by symmetry it suffices to show that
∫ a
−∞

e−ψ1(x−y)g(y)dy is of order

o
(∫ x−a

a f (x − y)g(y)dy
)
at infinity. Since ψ′1 > 0 on (a,∞)����∫ a

−∞

e−ψ1(x−y)g(y)dy
���� 6 Ce−ψ1(x−a)

with C =
∫ a
−∞
|g(y)|dy , 0 a constant. By the mean value theorem,∫ a+2

a+1
e−ψ1(x−y)g(y)dy > cge−ψ1(x−a−1) = cge−ψ1(x−a)eψ

′
1(x−z)

>
cg
C

eψ
′
1(x−z)

����∫ a

−∞

e−ψ1(x−y)g(y)dy
���� ,

with |z | 6 a + 1, and letting x → ∞ finishes the proof of the second claim. Finally,

Item (3) is the content of [10, Theorem 1.1 and (1.11)]. �

Proof of Theorem 3.2.5(1)

For convenience we write α in place of t and thus our assumption is that φ is a Bernstein

function such that φ(∞) = ∞ and φα ∈ BJ , for all α ∈ (0, 1). We write (νt)t>0 for the

Berg-Urbanik semigroup associated to φ and, for any α ∈ (0, 1), let (νt)t>0 denote the

Berg-Urbanik semigroup associated to φα. Then, for n > 0 and any α ∈ (0, 1), we have

by the moment determinacy of any Berg-Urbanik semigroup up to time 2 that

Mν1(n) =
n∏

k=1
φα(k) =

(
n∏

k=1
φ(k)

)α
=Mνα(n),

and applying [17, Theorem 2.2] then gives that (νt)t>0 = (ναt)t>0. Since φα ∈ BJ , for

any α ∈ (0, 1), and plainly φ(∞) = ∞ implies φα(∞) = ∞, we conclude that Nφα = ∞.

Invoking Theorem 3.2.4(2) then yields, for any t > 0 and α ∈ (0, 1), νt ∈ C∞0 (R+),
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from which we deduce that νt ∈ C∞0 (R+), where νt(dx) = νt(x)dx, x, t > 0. Since

φα ∈ BJ with φα(∞) = ∞ we may apply [99, Theorem 5.5] to obtain, for any n > 0, the

asymptotic relation

ν
(n)
1 (x) = ν

(n)
α (x)

∞
∼ (−1)n

Cφ,α
√

2π
x−nϕn

α(x)
√
ϕ′α(x)e

−
∫ x

kα
ϕα(y)

y dy

where Cφ,α > 0 is a constant depending only on φ and α, ϕα : [kα,∞) → [0,∞) is the

continuous inverse of the function u 7→ φα(u) and k = φ(0). The constant Cφ,α may

be identified as Cα
φ , where Cφ > 0 is a constant depending only on φ, cf. [99, Theorem

5.1(2)], and plainly ϕα(u) = ϕ(u
1
α ), where ϕ : [k,∞) → [0,∞) is the continuous inverse

of φ. Thus, by some routine calculations, we conclude that

ν
(n)
α (x)

∞
∼ (−1)n

Cα
φ

√
2πα

x−n− 1
2ϕn(x

1
α )

√
x

1
α ϕ′(x

1
α )e−α

∫ x
1
α

k
ϕ(r)
r dr . (3.27)

Since α ∈ (0, 1) is arbitrary this proves the claimed asymptotic for any n > 0 and

t ∈ (0, 1).

We proceed by showing that for n = 0, i.e. for the density νt(x) itself, the claimed

asymptotic holds for all t > 0, and then extend this to the case when n > 1. To this end

we define, for y ∈ R and t > 0, ft(y) = eyνt(ey) and set f0 = δ0. Then by Lemma 3.4.3(1)

( ft)t>0 is an additive convolution semigroup of probability densities, and from (3.27)

together with some simple algebra we get, for α ∈ (0, 1),

fα(y)
∞
∼

Cα
φ

√
2πα

e
y
2

√
e

y
α ϕ′(e

y
α )e−α

∫ e
y
α

k
ϕ(r)
r dr . (3.28)

Let us write

ψ(y) =

∫ ey

k

ϕ(r)
r

dr = LG(y) +

∫ φ(1)

k

ϕ(r)
r

dr

where LG is the Legendre transform of the function G is defined in (3.26). From

Lemma 3.4.2 we get that ψ ∈ A, and writing ψ for the function

ψ(y) = α

∫ e
y
α

k

ϕ(r)
r

dr = αψ
( y
α

)
, (3.29)
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we get from Lemma 3.4.1(5) that ψ ∈ A. A straightforward calculation gives that its

scale function sψ takes the form

sψ(y) =

√
α

e
y
α ϕ′(e

y
α )
,

so combining Items (1) and (2) of Lemma 3.4.1 we get that
√

e
y
α ϕ′(e

y
α ) is flat with respect

to ψ. Furthermore, as φ′ is non-increasing positive, limu→∞ φ
′(u) < ∞ and thus we have

lim
y→∞

sψ(y) =
√
α lim

y→∞

1√
e

y
α ϕ′(e

y
α )

=
√
α lim

y→∞
e−

y
2α

√
φ′(ϕ(e

y
α )) = 0.

Hence

lim
y→∞

exp
(
wsψ(y)

2

)
= 1, locally uniformly in w ∈ R,

which shows that e
y
2 is flat with respect to ψ. Constants are trivially flat with respect to

ψ, so that putting all of these observations together we get that all the terms in front of

the exponential in (3.28) are flat with respect to ψ. Hence, for each α ∈ (0, 1), fα has a

Gaussian tail.

Nowwemay invoke the second part of Lemma 3.4.3(3), which states that the property

of having a Gaussian tail is stable under additive convolution, to obtain for any d ∈ N

fdα(y)
∞
∼

1
√

d

(
2π

ψ′′
( y

d

) ) d−1
2

fα
( y

d

)d
=

1
√

d

(
2πα

e
y
αd ϕ′(e

y
αd )

) d−1
2

fα
( y

d

)d
.

Since for any t > 0 we can find α ∈ (0, 1) and d ∈ N such that t = αd we get from

the above relation the asymptotic of ft for all t > 0. Hence, after performing some

straightforward computations and changing variables again, we get that for any t > 0,

νt(x)
∞
∼

Ct
φ

√
2πt

√
x

1−t
t ϕ′(x

1
t )e−t

∫ x
1
t

k
ϕ(r)
r dr, (3.30)

which proves the claim for n = 0.

Next, suppose that n > 1. A straightforward application of the chain rule gives that

f (n)α (y) = (eyνα(ey))(n) is a linear combination of terms of the form e(k+1)yν
(k)
α (ey), for
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0 6 k 6 n. However, from (3.27) we deduce that, for large y, the term e(n+1)yν
(n)
α (ey)

grows faster than all terms of lower order. Therefore,

f (n)α (y)
∞
∼ e(n+1)yν

(n)
α (e

y)
∞
∼ (−1)n

Cα
φ

√
2πα

e
y
2 ϕn(e

y
α )

√
e

y
α ϕ′(e

y
α )e−α

∫ e
y
α

k
ϕ(r)
r dr (3.31)

and the asymptotic on the right-hand side is obtained from the one in (3.27) after

changing variables. From the right-hand side of (3.31) it is apparent that the mapping

y 7→ (−1)n f (n)α (y) is eventually positive, so that there exists an ∈ R (depending on n)

such that fα,n(y) = (−1)n f (n)α (y)I{y>an} is a positive function. Since y 7→ ϕ(e
y
α ) is the

derivative of ψ, which we recall from earlier denotes the function appearing within the

exponential in (3.31), we have from [10, Proposition 5.8] that y 7→ ϕ(e
y
α ) is flat with

respect to ψ, and combined with Lemma 3.4.1(3) this gives that y 7→ ϕn(e
y
α ) is flat with

respect to ψ. Thus, once again all terms in front of the exponential in (3.31) are flat with

respect to ψ. Let ε ∈ (0, α) so that, from Lemma 3.4.1(4) applied to (3.28), we deduce

the estimate

fα,n(y)
∞
= O

(
e−(α−ε)

∫ e
y
α

k
ϕ(r)
r dr

)
. (3.32)

Then (3.28) allows us to identify the right-hand side of (3.32) as the dominant term in

the asymptotic for the probability density fα−ε(y) = eyνα−ε(ey), see (3.28). Indeed, the

fact the function inside the big-O estimate of (3.32) term dominates all others in (3.28)

is immediate, as the term in front of the exponential is increasing at infinity. Noting that

dilating a function does not affect its integrability, we conclude that, for any α ∈ (0, 1)

and n > 1, the function fα,n is integrable. In particular, for each α ∈ (0, 1) and n > 1

there exists a constant cα,n > 0 such that cα,nfα,n is a probability density.

Now, let us write t = α + τ, where α ∈ (0, 1) and τ > 0. If, for any n > 0,

f (n)α ∈ L2(R), and fτ ∈ L2(R), then a standard result (see [52, Chapter 8, Ex. 8 & 9])

allows us to interchange differentiation and convolution to write that

f (n)t (y) = ( f
(n)
α ∗ fτ)(y), y ∈ R. (3.33)
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To this end, let t > 0 and observe that∫ ∞

−∞

(
e(n+1)yν

(n)
t (e

y)

)2
dy =

∫ ∞

0

(
xn+ 1

2 ν
(n)
t (x)

)2
dx

=
1

2π

∫ ∞

−∞

|Γ(1 + n + ib)|2

|Γ(1 + ib)|2

���W t
φ (1 + ib)

���2 db,
(3.34)

where the first equality follows from a change of variables, and the second is a com-

bination of the Parseval formula for the Mellin transform applied to the function

x 7→ xn+ 1
2 ν
(n)
t (x) combined with Theorem 3.2.3. By [98, Theorem 4.2(3)(c)], the

fact that φ(∞) = ∞ with φα ∈ BJ implies that b 7→ |W t
φ(1 + ib)| decays faster than

any polynomial along the real line. Next, we recall Stirling’s formula for the gamma

function, for any a + ib with a > 0 fixed

|Γ(a + ib)| ∞∼ Ca |b|a−
1
2 e−

π
2 |b| (3.35)

for some constant Ca > 0. Hence, the term in (3.34) involving the ratio of gamma

functions grows like |b|2n+2, which by the aforementioned decay properties of W t
φ gives

that the integral in (3.34) is finite. Since f (n)τ (y) = (eyνα(ey))(n) is a linear combination

of functions of the form e(k+1)yν
(k)
α (ey), for k 6 n, we get that f (n)α ∈ L2(R) for any n > 0,

and that fτ ∈ L2(R). Hence the equality in (3.33) is justified.

Next we aim to use a combination of Lemma 3.4.3(2) together with (3.33) in order

to show that f (n)t has a Gaussian tail. From (3.31) we have

(−1)n f (n)α (y)
∞
∼ h(y)e−ψ(y)

where the function ψ is defined in (3.29), and h denotes the function consisting of

all terms in front of the exponential of (3.31). Since h is flat with respect to ψ we

know, by [10, Proposition 3.2], that there exists χ ∈ C∞(R) such that χ(y) ∞∼ h(y)

and sψ(y)χ′(y)
∞
= o(χ(y)). Further, from Proposition 5.8 in the aforementioned paper

limy→∞ sψ(y)ψ′(y) = ∞. Using these facts we get

lim
y→∞

(log χ(y))′

ψ′(y)
= lim

y→∞

χ′(y)

χ(y)ψ′(y)
= lim

y→∞

sψ(y)χ′(y)
χ(y)

1
sψ(y)ψ′(y)

= 0,
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which is enough to show that f (n)α satisfies the assumptions of Lemma 3.4.3(2). Since

the arguments for fτ are similar we have, invoking Lemma 3.4.3(2), that

(−1)ncα,n f (n)t (y)
∞
∼ (cα,nfα,n ∗ fτ)(y),

with both cα,nfα,n and fτ having Gaussian tails. Applying Lemma 3.4.3(3) again we

conclude that cα,nfα,n ∗ fτ has a Gaussian tail, and hence f (n)t (y)
∞
∼ (−1)nη0(y)e−ψ0(y),

where ψ0 ∈ A and η0 is flat with respect to ψ0.

To conclude the proof it remains to identify η0 and ψ0, which may be computed as

described inLemma3.4.3(3), using a combination of (3.31) and, after changing variables,

(3.30). As in the lemma, we write y(u) = q1(u) + q2(u) = α log φ(u) + τ log φ(u) =

t log φ(u), where the second equality serves as definition of q1 and q2, and the last

equality defines the conjugate variables y and u. Using this notation it is straightforward

to conclude that

ψ0(y) = α

∫ e
q1
α

k

ϕ(r)
r

dr + τ
∫ e

q2
τ

k

ϕ(r)
r

dr = (α + τ)
∫ φ(u)

k

ϕ(r)
r

dr = t
∫ e

y
t

k

ϕ(r)
r

dr .

The associated scale function sψ0 is then

sψ0(y) =

√
t

e
y
t ϕ′(e

y
t )
.

Let η1 and η2 denote the flat terms, while ψ1 and ψ2 denote the asymptotically parabolic

terms, in the Gaussian tails of cα,nfα,n and fτ respectively. Then,

η1(q1(u)) =
Cα
φ

√
2πα
(φ(u))

α
2 un

√
φ(u)ϕ′(φ(u)),

and

η2(q2(u)) =
Cτ
φ

√
2πτ
(φ(u))

τ
2
√
φ(u)ϕ′(φ(u)).

Furthermore,

sψ1(q1(u)) =
√

α

φ(u)ϕ′(φ(u))
and sψ2(q2(u)) =

√
τ

φ(u)ϕ′(φ(u))
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where sψ1 and sψ2 are the scale functions of ψ1 and ψ2, respectively. Putting all of these

observations together we get that η0 can be written, after canceling like terms, as

η0(y) =
C(α+τ)φ

√
2π

√
2πα
√

2πτ
e

y
2
√
α
√
τ

√
e

y
t ϕ′(e

y
t )

√
t

ϕn(e
y
t ) =

Ct
φ

√
2πt

e
y
2 ϕn(e

y
t )

√
e

y
t ϕ′(e

y
t ).

This gives us f (n)t (y)
∞
∼ (−1)nη0(y)e−ψ0(y) ∞∼ e(n+1)yν

(n)
t (e

y), and changing variables again,

we finally obtain the claimed asymptotic

ν
(n)
t (x)

∞
∼ (−1)n

Ct
φ

√
2πt

x−nϕn(x
1
t )

√
x

1−t
t ϕ′(x

1
t )e−t

∫ x
1
t

k
ϕ(r)
r dr,

for any n > 0 and t > 0, which completes the proof.

Proof of Theorem 3.2.5(1) and Theorem 3.2.5(2)

The proof is the same for [99, Theorem 5.5(1)] and [99, Theorem 5.5(2)], but we give

the arguments for sake of completeness. Suppose that d > 0, so that

φ(u) = k + du + u
∫ ∞

0
e−uyµ(y)dy.

Then, invoking [99, Proposition 4.1(3)] we have φ(u) ∞∼ du and hence ϕ(u) ∞∼ d−1u.

Furthermore, differentiating the identity u = φ(ϕ(u)) gives ϕ′(u) = 1
φ′(ϕ(u)) and since,

by the monotone density theorem, see [22, Theorem 1.7.2], φ′(u) ∞∼ d, we get that

ϕ′(u) ∞∼ d−1. Next, as u = φ(ϕ(u)) we have, on [k,∞),

u = k + dϕ(u) + ϕ(u)
∫ ∞

0
e−ϕ(u)yµ(y)dy = k + dϕ(u) + E(u)

where the last equality serves to define the function E . By dominated convergence we

have that limu→∞
∫ ∞
0 e−ϕ(u)yµ(y)dy = 0 which, together with ϕ(u) ∞∼ d−1u, shows that

E(u) = o(u). Re-arranging, we obtain ϕ(y) = d−1(u − k − E(u)), so that substituting all

of these quantities into the identities (3.12) and (3.13) proves Item (1).
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Next, assume that φ(u) ∞∼ Cαuα, with Cα > 0 a constant and α ∈ (0, 1). A standard

result from regular variation theory gives that ϕ(u) ∞∼ C
− 1
α

α u
1
α , see e.g. [22, Theorem

1.5.12]. This allows us to define H(u) = C
− 1
α

α u
1
α − ϕ(u), so that H(u) = o(u 1

α ). Next, the

monotonicity of φ′ allows us to again invoke the monotone density theorem to conclude

that φ′(u) ∞∼ Cααuα−1, see again [22, Theorem 1.7.2]. Combining these two statements

with the identity ϕ′(u) = 1
φ′(ϕ(u)) yields the asymptotic ϕ′(u) ∞∼ α−1C

− 1
α

α u
1
α−1. Finally,

substituting these asymptotics proves the claim.

3.4.4 Proofs for Section 3.2.1

Before beginning with the proofs we state some preliminary results that will be used in

the proof of Theorem 3.2.1(2) and Theorem 3.2.1(3).

Proposition 3.4.1. For α ∈ (0, 1) and m > 0, let φα,m : [0,∞) → [0,∞) be defined by

φα,m(u) = (u +m)α.

(1) For any α ∈ (0, 1) and m > 0, φα,m is a complete Bernstein function.

(2) The potential measure of φα,m admits a density, denoted by Uα,m, given by

Uα,m(y) =
1

Γ(α)
e−myyα−1.

Furthermore, Uα,m is non-increasing, convex and solves, on R+, the differential

equation

U′α,m = −Uα,m(y)

(
m +

1 − α
y

)
.

(3) Let φ ∈ Bd , i.e. d > 0. Then, for any α ∈ (0, 1),

yα = inf{y > 0; yµ(y) > d(1 − α)} ∈ (0,∞],

and, for any m such that dm > µ( yα2 ) + k, we have that φ
φα,m
∈ B.
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Proof. The fact that φα,m is a complete Bernstein function is straightforward and was

also mentioned in Remark 3.2.1. To show that Uα,m defined as above is the density of

the potential measure of φα,m we observe that

1
uα
=

1
Γ(α)

∫ ∞

0
e−uyyα−1dy,

and then substitute u + m for u. The claimed properties of Uα,m can then be verified by

straightforward calculations. The proof of the last claim is, mutatis mutandis, the same

as the one given for [99, Proposition 4.4(2)], so we omit it here. We note that the proof

of [99, Proposition 4.4] does not explicitly use the fact that the Lévy measure of φ has

a non-increasing density, and hence this restriction can be removed. Furthermore, we

have modified yα and the condition on m to suit our potential measure Uα,m. �

We write, for two functions f and g, f (x)
∞
� g(x) if f (x) ∞= O(g(x)) and

g(x) ∞= O( f (x)). In the following theorem we rephrase, in the context of Berg-

Urbanik semigroups, the Abelian type criterion for moment indeterminacy given in

Theorem 2.1.2, which we use in the proof of Theorem 3.2.1(3).

Theorem 3.4.1. Let (νt)t>0 be a Berg-Urbanik semigroup and suppose that, for some

t > 0, νt(dx) = νt(x)dx, x > 0, and

νt(x)
∞
� e−G(log x),

with G ∈ A satisfying limy→∞G′(y)e−
y
2 < ∞. Then, writing γ for the inverse of the

continuous, increasing function G′,

∞∑
n=n0

e−
γ(n)

2 < ∞, for some n0 > 1 ⇐⇒ νt is moment indeterminate.
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Proof of Theorem 3.2.1(1)

First, invoking [99, Theorem 5.1(2)] we get

Mν(n) = Wφ(n + 1) ∞∼ Cφ

√
φ(n)eG(n)

where G(n) =
∫ n
1 log φ(r)dr and Cφ > 0 is a constant depending only on φ. Integrating

G by parts, for any t > 0 and n > 1, gives us

t
2n

G(n) =
t
2

log φ(n) −
t

2n

(
log φ(1) +

∫ n

1
u
φ′(u)
φ(u)

du
)
.

Consequently, for some C1 > 0 a constant, we have

∞∑
n=1

W
− t

2n
φ (n + 1) >

C1

∞∑
n=1

exp
[
−

t
2

(
log φ(n) +

1
2n

log φ(n)
)]

exp
[

t
2n

(
log φ(1) +

∫ n

1
u
φ′(u)
φ(u)

du
)]
.

(3.36)

The estimate φ(n) ∞= O(n), see e.g. [99, Proposition 4.1(3)], gives log φ(n) ∞= o(n), which

together with the positivity of the terms within the second exponential in (3.36) allows

us to obtain, for C2 > 0 a constant, the bound

∞∑
n=1

W
− t

2n
φ (n + 1) > C1e−C2t

∞∑
n=1

φ−
t
2 (n),

so to prove moment determinacy it suffices to show the divergence of this latter series.

Let β > βφ. By definition of βφ, φ(u)
∞
= O(uβ), so that for some constant C3 > 0

∞∑
n=1

φ−
t
2 (n) > C3

∞∑
n=1

n−
tβ
2 .

The latter series diverges if and only if tβ 6 2, whence the moment determinacy of νt

for any t 6 2
β <

2
βφ
. Since β > βφ is arbitrary we conclude that Tφ > 2

βφ
if βφ > 0 and

Tφ = ∞ for βφ = 0. Finally, if limu→∞ u−βφφ(u) < ∞ then we may choose β = βφ and

apply the above argument to conclude that νTφ is moment determinate.
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Proof of Theorem 3.2.1(3)

It suffices to treat the case when δφ ∈ (0, 1], since otherwise the claimed right-hand

inequality in (3.8) is trivial. Therefore we assume also that 0 < δφ 6 βφ 6 1, and δφ > 0

is easily seen to imply that φ(∞) = ∞. Invoking Theorem 3.2.5 we get that, for any

t > 0,

νt(x)
∞
∼

Ct
φ

√
2πt

x
1−t
2t

√
ϕ′(x

1
t )e−t

∫ x
1
t

k
ϕ(r)
r dr .

Let b(log x) denote all the terms in front of the exponential and set G(log x) for the

function within the exponential on the right-hand of the above asymptotic relation. It

was shown in the proof of Theorem 3.2.5 that b is flat with respect to G, and thus, by

Lemma 3.4.1(4) we have that b(log x) ∞= o(G(log x)). Hence, for any c ∈ (0, t) fixed we

get that

νt(x)
∞
� e−G(log x)

where

G(log x) = (t − c)
∫ x

1
t

k

ϕ(r)
r

dr .

From Lemma 3.4.2 it follows that G ∈ A and a simple calculation, after substituting

y = log x, gives that

G′(y) =
(t − c)

t
ϕ(e

y
t ) = tϕ(e

y
t )

where we write t = (t−c)
t ∈ (0, 1) for ease of notation. Observe that, for any δ ∈ (0, δφ),

the property limu→∞ u−δφ(u) > 0 is equivalent to limu→∞ u−
1
δ ϕ(u) < ∞. Hence, for any

δ > δφ and t > 2
δ we have

lim
y→∞

G′(y)e−
y
2 = t lim

y→∞
ϕ(e

y
t )e−

y
2 = t lim

y→∞
e−

y
δt ϕ(e

y
t )e(

1
δt −

1
2 )y < ∞,

and thus all the assumptions of Theorem 3.4.1 are fulfilled for any t > 2
δφ
. The inverse

of G′ is easily identified as γ(u) = t log φ(tu) so that,
∞∑

n=1
e−

γ(n)
2 =

∞∑
n=1

φ−
t
2 (tn). (3.37)

82



Now, for any δ ∈ (0, δφ), there exists a constant C > 0 (depending only on t) such that,

for n large enough,

φ−
t
2 (tn) 6 Cn−

δt
2 .

Thus for any t > 2
δ the series in (3.37) converges, so that νt is indeterminate. Since δ can

be taken arbitrarily close to δφ this gives the indeterminacy of νt for any t > 2
δφ
.

Proof of Theorem 3.2.1(4)

Let φ
ϑ ∈ B and write (ρt)t>0 for the Berg-Urbanik semigroup associated to ϑ. Since

φ
ϑ ∈ B we may invoke [98, Theorem 4.7(3)] to get that, for any t > 0 and n > 0,

W t
φ(n + 1) = W t

φ
ϑ

(n + 1)W t
ϑ(n + 1)

where each of the terms is a moment sequence. Applying [19, Lemma 2.2 and Remark

2.3] we conclude that whenever ρt is indeterminate then νt is indeterminate, i.e.

{t > 0; ρt is indeterminate} ⊆ {t > 0; νt is indeterminate},

which implies that Tφ 6 Tϑ. If ϑt ∈ BJ for all t ∈ (0, 1), then invoking Theorem 3.2.1(3)

yields Tφ 6 2
δϑ
, which completes the proof.

Proof of Theorem 3.2.1(2)

First, by Proposition 3.4.1 and using the notation therein, we have for any α ∈ (0, 1)

and m > µ(
yα
2 )+k
d that φ

φα,m
∈ B. Hence, by Theorem 3.2.1(4) it follows that Tφ 6

Tφα,m . Proposition 3.4.1(1) gives that φα,m is a complete Bernstein function so that

φtα,m ∈ BJ for all t ∈ (0, 1), see e.g. Remark 3.2.1. Plainly φα,m
∞
∼ uα, which implies

that δφα,m = βφα,m = α. Invoking Theorem 3.2.1(3) we get that Tφ 6 2
α . Since this

inequality holds for any α ∈ (0, 1) we get Tφ 6 2, whence Tφ = 2. The claim that ν2
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is moment determinate follows from Theorem 3.2.1(1), since d > 0 implies βφ = 1 and

that limu→∞ u−1φ(u) = limu→∞ u−1φ(u) = d.

3.4.5 Proofs for Section 3.2.2

In the proofs below we write, for any φ ∈ B, X(φ) = X for the positive random variable

whose law is νφ1 , and, for any x, t > 0, σt(dx) = P(X t ∈ dx).

Proof of Theorem 3.2.2(1)

From [99, Theorem 5.1(2)] it follows that, for t > 0,

E
[ (

X t )n]
= Wφ(tn + 1) ∞∼ Cφ

√
φ(tn)eG(tn)

where G(tn) =
∫ tn
1 log φ(r)dr and Cφ > 0 is a constant depending only on φ. By

following similar arguments than the ones developed for the proof of Theorem 3.2.1(1)

we obtain the estimate

∞∑
n=1

W
− 1

2n
φ (tn + 1) > C

∞∑
n=1

φ−
t
2 (tn),

for some constant C > 0. Now, for any β > βφ, φ(n)
∞
= O(nβ) so that, for a constant

C1 > 0 depending on t and β,

∞∑
n=1

φ−
t
2 (tn) > C1

∞∑
n=1

n−
βt
2 .

This latter series diverges if and only if t 6 2
β <

2
βφ
, so that by Carleman’s criterion X t

is moment determinate whenever t < 2
βφ
. When limu→∞ u−βφφ(u) < ∞ we may take

β = βφ and apply the above argument, which finishes the proof.
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Proof of Theorem 3.2.2(3)

Observe that, for z ∈ 1 + iR and t > 0, we have

Mσt (z − 1) = E[
(
X t

1(φ)
) z−1
] = E[X t(z−1)] = Wφ(tz − t + 1).

SinceWφ ∈ A(0,∞) it follows thatMσt (z−1) can be analytically extended toRe(z) > 1− 1
t ,

and we writeMσt for this analytical extension. Next, we may assume that δφ > 0, since

the claim is trivial otherwise, from which it follows that φ(∞) = ∞. Combining this with

the fact that φ ∈ BJ gives Nφ = ∞, where we refer to Section 3.2.4 for the definition

of Nφ, and invoking [98, Theorem 4.2(3)] allows us to conclude that, for any q > 0 and

a > 0,

|Wφ(a + ib)| ∞= O(|b|−q)

uniformly on bounded a-intervals, so that for any q > 0 and a > −1
t

|Mσt (a + ib)| ∞= O(|b|−q)

uniformly on bounded a-intervals. ByMellin inversion we get σ(dx) = σt(x)dx for each

t > 0 and, from similar arguments as given in the proof of Theorem 3.2.4(2), we get the

Mellin-Barnes representation

σt(x) =
1

2πi

∫ c+i∞

c−i∞
x−zWφ(tz − t + 1)dz,

valid for any c > 1 − 1
t . The change of variables z 7→ (z−1)

t + 1 reveals that

σt(x) =
1

2πit

∫ c+i∞

c−i∞
x−
(z−1)
t −1Wφ(z)dz, (3.38)

for any c > 0, and using Theorem 3.2.4(2) to identify the right-hand side of (3.38) we

establish, for all t > 0, the equality

σt(x) =
1
t

x
1−t
t ν1(x

1
t )
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where ν1(dx) = ν1(x)dx. This identity allows us to use the asymptotic behavior of ν1

described in [99, Theorem 5.5] to get that

σt(x)
∞
∼

Cφ

t
√

2π
x

1−t
t

√
ϕ′(x

1
t ) exp ©«−

∫ x
1
t

k

ϕ(r)
r

drª®¬
where Cφ > 0 is a constant depending on φ and ϕ : [k,∞) → [0,∞) is the continuous

inverse of φ. Repeating, mutatis mutandis, the arguments from Theorem 3.2.1(3) we

conclude that X t is moment indeterminate for t > 2
δ , and the last claim is straightforward.

Proof of Theorem 3.2.2(4)

The proof is the same as the one of Theorem 3.2.1(4) after observing that the assumptions

imply the factorization of moment sequences

Wφ(tn + 1) = W φ
ϑ
(tn + 1)Wϑ(tn + 1)

valid for any t > 0 and n > 0.

Proof of Theorem 3.2.2(2)

When φ ∈ Bd Proposition 3.4.1 guarantees, for any α ∈ (0, 1) and suitable m, that
φ

φα,m
∈ B. Applying Theorem 3.2.2(4) it follows that X t(φ) is indeterminate for any t

such that X t(φα,m) is indeterminate. However, φα,m(u) = (u+m)α, so by a combination of

Proposition 3.4.1 and some straightforward asymptotic analysis one gets that φα,m ∈ B�

with βφα,m = α > 0 and limu→∞ u−αφα,m(u) < ∞. From Proposition 3.4.1(1) we get

that φα,m is a complete Bernstein function and hence, in particular, φα,m ∈ BJ . Thus

Theorem 3.2.2(3) gives that X t(φα,m) is moment indeterminate if and only if t > 2
α , from

which we conclude that X t(φ) is indeterminate for t > 2
α . Since α ∈ (0, 1) is arbitrary
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we get that X t(φ) is moment indeterminate if t > 2, and from Theorem 3.2.2(1) we get

moment determinacy for t 6 2, which finishes the proof.
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CHAPTER 4

ON NON-LOCAL ERGODIC JACOBI SEMIGROUPS: SPECTRAL THEORY,

CONVERGENCE-TO-EQUILIBRIUM AND CONTRACTIVITY

We introduce and study non-local Jacobi operators, which generalize the classical

(local) Jacobi operator. We show that these operators extend to the generator of an ergodic

Markov semigroup with a unique invariant probability measure and study its spectral

and convergence properties. In particular, we give a series expansion of the semigroup

in terms of explicitly defined polynomials, which are counterparts of the classical Jacobi

orthogonal polynomials. In addition, we give a complete characterization of the spectrum

of the non-self-adjoint generator and semigroup. We show that the variance decay

of the semigroup is hypocoercive with explicit constants, which provides a natural

generalization of the spectral gap estimate. After a random warm-up time the semigroup

also decays exponentially in entropy and is both hypercontractive and ultracontractive.

Our proofs hinge on the development of commutation identities, known as intertwining

relations, between local and non-local Jacobi operators/semigroups, with the local Jacobi

operator/semigroup serving as a reference object for transferring properties to the non-

local ones.

4.1 Introduction

In this chapter we study the non-local Jacobi operators given for suitable functions f on

[0, 1] by

J f (x) = Jµ f (x) − f ′ � h(x), (4.1)

where Jµ is the classical Jacobi operator

Jµ f (x) = x(1 − x) f ′′(x) − (λ1x − µ) f ′(x),
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and � denotes the product convolution operator

f � h(x) =
∫ x

0
f (r)h(xr−1)r−1dr,

with λ1, µ, and the function h satisfying Assumption 4.2.1 below. The classical Jacobi

operator is a central object in the study of Markovian diffusions. For instance, it

is a model candidate for testing functional inequalities such as the Sobolev and log-

Sobolev inequalities, see for instance the papers by Bakry [8], Saloff-Coste [107], and

Fontenas [53]. When µ = λ1
2 = n, an integer, there exists a homeomorphism between

this particular Jacobi operator and the radial part of the Laplace–Beltrami operator on

the n-sphere, revealing connections to diffusions on higher-dimensional manifolds that,

in particular, lead to a curvature-dimension inequality as described in Bakry et al. [9,

Chapter 2.7]. From the spectral theory viewpoint, theMarkov semigroupQ(µ) = (etJµ)t>0

is diagonalizable with respect to an orthonormal, polynomial basis for L2(βµ), where

βµ denotes its unique invariant probability measure. As a consequence of these facts

the semigroup Q(µ) converges to equilibrium in various senses, such as in variance and

in entropy, and is both hypercontractive and ultracontractive; see Section 4.5, where

we review essential facts about the classical Jacobi operator, semigroup, and process.

We mention that Jacobi processes have been popular in applications such as population

genetics, under the name Wright-Fisher diffusion, see e.g. Ethier and Kurtz [50, Chapter

10] and the works by Griffiths et al. [58, 57], Huillet [67], and Pal [95], and in finance,

see for instance Delbaen and Shirikawa [41] and Gourieroux and Jasiak [56].

Due to the non-local part of J and its non-self-adjointness as a densely defined and

closed operator in L2(β) with β denoting the invariant measure of the corresponding

semigroup, a fact that is proved below, the traditional techniques that are used to study

Jµ seem out of reach. Nevertheless, our investigation of J yields generalizations of the

classical and substantial results mentioned above. A central tool in our developments

is the notion of an intertwining relation, which is a type of commutation relationship
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for linear operators. Fixing λ1 and for some parameters µ̃, µ to be specified below, we

develop identities of the form

JΛ = ΛJµ̃, and VJ = JµV,

on the space of polynomials, the first of which allows us to prove that J generates an

ergodic Markov semigroup Q = (Qt)t>0 with unique invariant probability measure β.

We also establish, for t > 0,

QtΛ = ΛQ(µ̃)t and VQt = Q(µ)t V,

on L2(βµ̃) and L2(β), respectively, where Λ : L2(βµ̃) → L2(β) and V : L2(β) → L2(βµ)

are bounded linear operators. These latter identities are crucial for obtaining the spectral

theory, convergence-to-equilibrium, hypercontractivity, and ultracontractivity estimates

for Q.

The chapter is organized as follows. We state our main results in Section 4.2. All

proofs are given in Section 4.3 and a specific family of non-local Jacobi semigroups

is considered in Section 4.4. Finally we collect known results on the classical Jacobi

operator, semigroup, and process in Section 4.5.

4.2 Main results on non-local Jacobi operators and semigroups

4.2.1 Preliminaries and existence of Markov semigroup

In this section we state our main results concerning the non-local operator J defined in

(4.1). We write R+ = (0,∞) and 1 for the indicator function, and throughout we shall

operate under the following assumption.

90



Assumption 4.2.1. The function h : (1,∞) → [0,∞) is such that Π(dr) = −(er h(er))′dr

is a finite, non-negative Radon measure on R+, and } =
∫ ∞
1 h(r)dr < ∞. Furthermore,

if h . 0,

λ1 > 1{µ<1+}} + µ and µ > },

while otherwise λ1 > µ > 0.

Anticipating the results of Theorem 4.2.1 below, we already mention that the càdlàg

realization of the Markov semigroup Q has downward jumps from x to e−r x, r, x > 0,

which occur at a frequency given by the Lévy kernel Π(dr)/x, see Lemma 4.3.1 and

(4.16) below. Note also that, for h . 0, we have } > 0 and thus λ1 > 1. Next, we consider

the convex, twice differentiable and eventually increasing functionΨ : [0,∞) → R given

by

Ψ(u) = u2 + (µ − } − 1)u + u
∫ ∞

1
(1 − r−u)h(r)dr, (4.2)

which is easily seen to always have 0 as a root, and has a root r > 0 if and only if

µ < 1 + }. Set

r0 = r1{µ<1+}} and r1 = 1 − r0, (4.3)

and define φ : [0,∞) → [0,∞) to be the function given by

φ(u) =
Ψ(u)
u − r0

. (4.4)

For instance, when r0 = 0, then

φ(u) = u + (µ − } − 1) +
∫ ∞

1
(1 − r−u)h(r)dr,

and we note that both φ and J are uniquely determined by λ1, µ, and h so that, for fixed

λ1, there is a one-to-one correspondence between φ and J. As we show in Lemma 4.3.2

φ is a Bernstein function, i.e. φ : [0,∞) → [0,∞) is infinitely differentiable on R+ and

(−1)n+1 dn

dun φ(u) > 0, for all n = 1, 2, . . . and u > 0, see Bertoin [21] and Schilling et

al. [109] for a thorough exposition on Bernstein functions and subordinators.
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Any Bernstein function φ admits an analytic extension to the right half-plane {z ∈

C; Re(z) > 0}, see e.g. Patie and Savov [99, Chapter 4], and we write Wφ for the unique

solution, in the space of positive definite functions, to the functional equation

Wφ(z + 1) = φ(z)Wφ(z), Re(z) > 0,

with Wφ(1) = 1, and we refer to Patie and Savov [98] for a thorough account on this set

of functions that generalize the gamma function, which appears as a special case when

φ(z) = z. In particular, for any n ∈ N,

Wφ(n + 1) =
n∏

k=1
φ(k), (4.5)

with the convention
∏0

k=1 φ(k) = 1 and where throughout we write N = {0, 1, 2, . . .}.

Let C([0, 1]) denote the Banach space of continuous functions on [0, 1] equipped

with the sup-norm | | · | |∞, and let, for k ∈ N, Ck([0, 1]) denote the space of functions on

[0, 1] admitting k continuous derivatives with C∞([0, 1]) = ∩∞k=0Ck([0, 1]), C0([0, 1]) =

C([0, 1]). What we call aMarkov semigroup onC([0, 1]),Q = (Qt)t>0, is a one parameter

semigroup of operators such that, for all t > 0 and f ∈ C([0, 1]),Qt1[0,1] = 1[0,1],Qt f > 0

when f > 0, | |Qt f | |∞ 6 | | f | |∞, and limt→0 | |Qt f − f | |∞ = 0. A probability measure β

on [0, 1] is invariant for a Markov semigroup Q if, for all f ∈ C([0, 1]) and t > 0,

β[Qt f ] = β[ f ] =
∫ 1

0
f (y)β(dy),

where the last equality serves as a definition for the notation β[ f ]. It is then classical,

see either Bakry et al. [9] or Da Prato [39], that given a Markov semigroup on C([0, 1])

with invariant probability measure β one may extend it to a Markov semigroup on L2(β),

the weighted Hilbert space defined as

L2(β) =
{

f : [0, 1] → R measurable with β[ f 2] < ∞
}
.

Such a semigroup is said to be ergodic if, for every f ∈ L2(β), limT→∞
1
T

∫ T
0 Qt f dt =

β[ f ] in the L2(β)-norm.
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Next, for any x ∈ [0,∞) and a ∈ R \ {0,−1,−2, . . .} we write (a)x to denote the

Pochhammer symbol

(a)x =
Γ(a + x)
Γ(a)

.

Writing P for the algebra of polynomials and letting pn(x) = xn we define formally the

following sequence, for any n ∈ N,

β[pn] =
(r1)n
(λ1)n

Wφ(n + 1)
n!

, (4.6)

and note that in Lemma 4.3.2 we show that r1 ∈ (0, 1]. Recall that a sequence is said

to be Stieltjes moment determinate if it is the moment sequence of a unique probability

measure on [0,∞). Our first main result provides the existence of an ergodic Markov

semigroup generated by the non-local Jacobi operator J.

Theorem 4.2.1.

(1) The sequence (β[pn])n>0 is a determinate Stieltjes moment sequence of an abso-

lutely continuous probability measure β whose support is [0, 1], with a continuous

density that is positive on (0, 1).

(2) The extension of J to an operator on L2(β), still denoted by J, is the infinitesmal

generator, having P as a core, of an ergodic Markov semigroup Q = (Qt)t>0 on

L2(β) whose unique invariant measure is β.

The proof of Item (2)makes use of an intertwining relation stated in Proposition 4.3.1,

which is an original approach to showing that the assumptions of the Hille–Yosida–Ray

Theorem are fulfilled; see Lemma 3.7 and its proof for more details. More generally, the

idea of constructing a new Markov semigroup by intertwining with a known, reference

Markov semigroup goes back to Dynkin [48] whose ideas were extended by Rogers

and Pitman in [104]. More recently, Borodin and Olshanski [26] also used intertwining
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relations combined with a limiting argument to construct aMarkov process on the Thoma

cone.

We also point out that the invariant measure β is a natural extension of the beta

distribution, which is recovered when φ(u) = u, as in this case in (4.6) we getWφ(n+1) =

n!. The condition in Assumption 4.2.1 that Π(dr) = −(er h(er))′dr is a finite measure

is necessary for the existence of an invariant probability measure for Q. Indeed, as we

illustrate in our proof of Theorem 4.2.1, any candidate for such a measure must have

moments given by (4.6). If Π(dr) = −(er h(er))′dr is not a finite measure, then estimates

by Patie and Savov in [98, Theorem 3.3] imply that the analytical extension of (4.6) to

{z ∈ C; Re(z) > r1} is not bounded along imaginary lines, a necessary condition to be a

probability measure.

4.2.2 Spectral theory of the Markov semigroup and generator

We proceed by developing the L2(β)-spectral theory for both the semigroup Q and

the operator J. Recalling that, for fixed λ1, there is a one-to-one correspondence

between J and the Bernstein function φ in (4.4), we define, for n ∈ N, the polynomial

P
φ
n : [0, 1] → R as

P
φ
n (x) =

√
Cn(r1)

n∑
k=0

(−1)n+k

(n − k)!
(λ1 − 1)n+k

(λ1 − 1)n
(r1)n
(r1)k

xk

Wφ(k + 1)
, (4.7)

where Cn(r1) is given by

Cn(r1) = (2n + λ1 − 1)
n!(λ1)n−1
(r1)n(λ1 − r1)n

.

Note that when h ≡ 0 then in (4.2) we get Ψ(u) = u(u − (1 − µ)) and the functions

(P
φ
n )n>0 boil down to (P(µ)n )n>0, the classical Jacobi orthogonal polynomials reviewed in
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Section 4.5. Next, we write Rn for the following scaled Rodrigues operator,

Rn f (x) =
2n

n!
dn

dxn (x
n f (x)) (4.8)

and set

∆ = λ1 − r1 − (µ − 1)1{µ>1+}} − }1{µ<1+}} .

We write β(dx) = β(x)dx for the density given in Theorem 4.2.1(1), and define, for

every integer n > 1, the function βλ1+n,λ1 : [0, 1] → [0,∞) as

βλ1+n,λ1(x) =
(λ1)n

n!
xλ1−1(1 − x)n−1.

We denote by L2([0, 1]) the usual Lebesgue space of square-integrable functions on

[0, 1].

Proposition 4.2.1. LetVφ
0 ≡ 1 and, for n = 1, 2, . . ., defineVφ

n : (0, 1) → R as

V
φ

n (x) =
1
β(x)
(λ1 − r1)n
(λ1)n

√
Cn(r1) Rn(βλ1+n,λ1 � β)(x) =

1
β(x)

wn(x). (4.9)

Then wn ∈ C∞((0, 1)) and, if ∆ > 1
2 , in addition, wn ∈ L2([0, 1]). If b∆c > 2 then

V
φ

n ∈ C b∆c−1((0, 1)).

Remark 4.2.1. The definition in (4.9) makes sense regardless of the differentiability of

β, since βλ1+n,λ1 ∈ C∞((0, 1)) and Rn(βλ1+n,λ1 � β) = Rnβλ1+n,λ1 � β. However, the

differentiability of Vφ
n is limited by the smoothness of β, which is quantified by the

index b∆c − 1. Note that, when h ≡ 0 then β = βµ and, by moment identification and

determinacy, it is easily checked that (4.9) boils down to the Rodrigues representation of

the classical Jacobi polynomials P(µ)n given in (4.72). In this sense (Pφn )n>0 and (Vφ
n )n>0

both generalize (P(µ)n )n>0 in different ways, coming from the different representations of

these orthogonal polynomials.

We say that two sequences ( fn)n>0, (gm)m>0 ∈ L2(β) are biorthogonal if β[ fngm] = 1,

when n = m, and β[ fngm] = 0 otherwise, and then write fn ⊗ gn for the projection
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operator given by f 7→ β[ f gn] fn. Moreover, a sequence that admits a biorthogonal

sequence will be called minimal and a sequence that is both minimal and complete, in

the sense that its linear span is dense in L2(β), will be called exact. It is easy to show that

a sequence ( fn)n>0 is minimal if and only if none of its elements can be approximated by

linear combinations of the others. If this is the case, then a biorthogonal sequence will be

uniquely determined if and only if ( fn)n>0 is complete. Next, a sequence ( fn)n>0 ∈ L2(β)

is said to be a Bessel sequence if there exists B > 0 such that, for all f ∈ L2(β),

∞∑
n=0

β[ fn f ]2 6 B β[ f 2].

The quantity B is a Bessel bound of ( fn)n>0 and the smallest such B is called the optimal

Bessel bound of ( fn)n>0, see the book by Christensen [37] for further information on

these objects that play a central role in non-harmonic analysis.

We write σ(Qt) for the spectrum of the operator Qt in L2(β) and σp(Qt) for its point

spectrum, and similarly define σ(J) and σp(J). For an isolated eigenvalue % ∈ σp(Qt)

we write Ma(%,Qt) and Mg(%,Qt) for the algebraic and geometric multiplicity of %,

respectively. We also define, for n ∈ N,

λn = n(n − 1) + λ1n = n2 + (λ1 − 1)n, (4.10)

noting that λ1 = λ1, which explains our choice of notation, and recall that σ(Jµ) =

σp(Jµ) = {−λn; n ∈ N}, see Section 4.5. We write Q∗t for the L2(β)-adjoint of Qt . We

have the following spectral theorem for Q.

Theorem 4.2.2. Let t > 0.

(1) Then, with equality holding in operator norm, we have

Qt =

∞∑
n=0

e−λntP
φ
n ⊗ V

φ
n ,
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where the sum converges in operator norm and (Pφn )n>0 ∈ L2(β) is an exact Bessel

sequencewith optimal Bessel bound 1, and (Vφ
n )n>0 ∈ L2(β) is its unique biorthog-

onal sequence, which is also exact. Moreover, for any n ∈ N, Pφn (resp.Vφ
n ) is an

eigenfunction for Qt (resp. Q∗t ) associated to the eigenvalue e−λnt .

(2) The operator Qt is compact, i.e. the semigroup Q is immediately compact.

(3) The following spectral mapping theorem holds

σ(Qt) \ {0} = σp(Qt) \ {0} = etσp(J) = etσ(J) =
{
e−λnt ; n ∈ N

}
.

Furthermore, σ(Qt) = σ(Q
∗
t ) and, for any n ∈ N,

Ma(e−λnt,Qt) = Mg(e−λnt,Qt) = Ma(e−λnt,Q∗t ) = Mg(e−λnt,Q∗t ) = 1.

(4) The operator Qt is self-adjoint in L2(β) if and only if h ≡ 0.

The expansion in Theorem 4.2.2(1) is not valid for t = 0 as (Pφn )n>0 is a Bessel

sequence but not a Riesz sequence, as it is not the image of an orthogonal sequence by

a bounded linear operator having a bounded inverse, see Proposition 4.3.5 below. The

sequence of non-self-adjoint projections Pφn ⊗ V
φ

n is not uniformly bounded in n, see

Remark 4.3.3, and, in contrast to the self-adjoint case, the eigenfunctions ofQt andQ∗t do

not form a Riesz basis of L2(β). Finally, we note that from Theorem 4.2.2(4) Pφn , V
φ

n

for all n = 1, 2, . . ..

4.2.3 Convergence-to-equilibrium and contractivity properties

For an open interval I ⊆ R, we say that a function Φ : I → R is admissible if

Φ ∈ C4(I) with both Φ and −1/Φ′′ convex. (4.11)
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Given an admissible function we write, for any f : [0, 1] → I with f ,Φ( f ) ∈ L1(β),

EntΦβ ( f ) = β[Φ( f )] − Φ(β[ f ]) (4.12)

for the so-called Φ-entropy of f . An important case is when Φ(r) = r2, I = R, so

that (4.12) gives the variance Varβ( f ) of f ∈ L2(β). Recall that in the classical case,

i.e. h ≡ 0, we have the following equivalence between the Poincaré inequality for Jµ and

the spectral gap inequality for Q(µ),

λ1 = inf
f

−βµ[ f Jµ f ]
Varβµ( f )

⇐⇒ Varβµ(Q
(µ)
t f ) 6 e−2λ1t Varβµ( f ) for f ∈ L2(βµ) and t > 0

where the infimum is over all functions in the L2-domain of Jµ, see for instance Bakry

et al. [9, Chapter 4.2]. The above variance decay is optimal in the sense that the decay

rate does not hold for any constant strictly greater than 2λ1. Another important instance

of (4.12) is when Φ(r) = r log r , I = R+, which recovers the classical notion of entropy

for a non-negative function, written simply as Entβ( f ). Here the classical equivalence is

between the log-Sobolev inequality and entropy decay,

λ(µ)logS = inf
f

−4βµ[ f Jµ f ]
Entβµ( f 2)

> 0 ⇐⇒

Entβµ(Q
(µ)
t f ) 6 e−λ

(µ)
logSt Entβµ( f ) < ∞ for f ∈ L1(β) and t > 0.

Note that the optimal entropy decay rate is obtained only when µ = λ1
2 > 1, in which

case λ(µ)logS = 2λ1, while otherwise λ(µ)logS < 2λ1, see, for instance, Fontenas [53] and

Saloff-Coste [107]. We refer to the excellent article by Chafaï [33], the book by Ané

et al. [3], the relevant sections of Bakry et al. [9], and also to Section 4.5 where we

review these notions for the classical Jacobi semigroup. However, due to the non-self-

adjointness and non-local properties of J, it seems challenging to develop an approach

based on the Poincaré or log-Sobolev inequalities. For this reason, we take an alternative

route to tackling convergence to equilibrium by using concept of completely monotone
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intertwining relations recently introduced by Patie and Miclo in [87, Section 3.5] and

[88].

Next, recalling that when h . 0 we have λ1 > 1, we let ρ : [0,∞) → [0,∞) be

defined as

ρ(u) =

√
u +
(λ1 − 1)2

4
−
λ1 − 1

2

and note that it is a Bernstein function, as it is obtained by translating and centering the

well-known Bernstein function u 7→
√

u. In the literature ρ is known as the Laplace

exponent of the so-called relativistic 1/2-stable subordinator, see Bakry [7] and Bogdan

et al. [25]. For any Bernstein function φ, we denote by

dφ = inf{u > 0; φ(−u) = 0 or φ(−u) = ∞} ∈ [0,∞], (4.13)

and we let, for any ε ∈ (0, dφ] ∪ {dφ},

dr1,ε = r11{µ<1+}} + (dφ + 1 − ε)1{µ>1+}} (4.14)

noting that when dφ = 0 then ε = 0. We write, for any m ∈ (1{µ<1+}} + µ, λ1) and

ε ∈ (0, dφ] ∪ {dφ}, τ for a random variable with Laplace transform

E [e−uτ] =
(dr1,ε)ρ(u)

(m)ρ(u)

(λ1 −m)ρ(u)

(λ1 − dr1,ε)ρ(u)
, u > 0, (4.15)

and write Qt+τ =
∫ ∞
0 Qt+sP(τ ∈ ds).

Theorem 4.2.3. Let t > 0. For any m ∈ (1{µ<1+}} + µ, λ1) and ε ∈ (0, dφ] ∪ {dφ}, we

have the following.

(1) For any f ∈ L2(β)

Varβ(Qt f ) 6
m(λ1 − dr1,ε)

dr1,ε(λ1 −m)
e−2λ1t Varβ( f ),

with m(λ1 − dr1,ε) > dr1,ε(λ1 −m).
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(2) The function φ(τ) : u 7→ − logE[e−uτ] is a Bernstein function, which gives that τ is

infinitely divisible and hence there exists a subordinator τ = (τt)t>0 with τ1
(d)
= τ.

For any f ∈ L1(β) with Entβ( f ) < ∞

Entβ(Qt+τ f ) 6 e−λ
(m)

logSt Entβ( f ).

Furthermore, if λ1 > 2(1{µ<1+}} + µ) then, with m = λ1/2,

Entβ(Qt+τ f ) 6 e−2λ1t Entβ( f ).

Suppose, in addition, that 1{µ<1+}} + µ < λ1/2 ∈ N, and let Φ : I → R, I ⊆ R,

be an admissible function, as in (4.11). Then, for any f : [0, 1] → I such that

f ,Φ( f ) ∈ L1(β) and with EntΦβ ( f ) < ∞,

EntΦβ (Qt+τ f ) 6 e−(λ1−1)t EntΦβ ( f ).

Remark 4.2.2. Since m(λ1−dr1,ε)

dr1,ε(λ1−m)
> 1 the estimate in Theorem 4.2.3(1) gives the hypoco-

ercivity, in the sense of Villani [123], for non-local Jacobi semigroups. This notion

continues to attract research interests, especially in the area of kinetic Fokker-Planck

equations, and we mention the works by Baudoin [12], Dolbeault et al. [43] and Mis-

chler and Mouhout [89]. We are able to identify the hypocoercive constants, namely

the exponential decay rate as twice the spectral gap, and the coefficient in front of the

exponential, which is a measure of the deviation of the spectral projections from forming

an orthogonal basis and is 1 in the case an orthogonal basis. Note that in general the

hypocoercive constants may be difficult to identify, and may have little to do with the

spectrum. Similar results have been obtained by Patie and Savov in [99] and Achleitner

et al. in [1]. Our hypocoercive estimate is obtained via intertwining, which suggests

that hypocoercivity may be studied purely from this viewpoint, an idea that is further

investigated in the next chapter.

Remark 4.2.3. The second part of Theorem 4.2.3 gives the exponential decay in entropy

ofQ but after an independent random warm-up time. Note that, for λ1 6 2(1{µ<1+}}+ µ)

100



the entropy decay rate is the same as for Q(m) while under the mild assumption that

λ1 > 2(1{µ<1+}} + µ) we get the optimal rate for more than simply a fixed value of µ.

The proof relies on developing so-called completely monotone intertwining relations,

a concept which has been introduced and studied in the recent work by Miclo and

Patie [88], where the classical Jacobi semigroup Q(m) serves as a reference object, see

Proposition 4.3.6 below.

Remark 4.2.4. The additional condition λ1/2 ∈ N for the Φ-entropic convergence in

Theorem 4.2.3(2) ensures that we can invoke the known result in (4.79) for the classical

Jacobi semigroup Q(λ1/2). However, our approach allows us to immediately transfer any

improvement in (4.79) to the non-local Jacobi semigroup Q.

Next, we recall the famous equivalence between entropy decay and hypercontractivity

due to Gross [59], i.e. for any t > 0 and f ∈ L1(βµ) such that Entβµ( f ) < ∞,

Entβµ(Q
(m)
t f ) 6 e−λ

(m)

logSt Entβm( f ) ⇐⇒ ||Q(m)t | |2→q 6 1 where 2 6 q 6 1 + eλ
(m)

logSt
,

where we use the shorthand | | · | |p→q = | | · | |Lp(βm)→Lq(βm) for 1 6 p, q 6 ∞. To state

our next result we write, when λ1 − m > 1, cm > 0 for the Sobolev constant of Jm of

order 2(λ1−m)
(λ1−m−1) , and recall that as a result of the Sobolev inequality for Jm one gets that

| |Q(m)t | |1→∞ 6 cmt−
λ1−m

λ1−m−1 , for 0 < t 6 1, which implies that Q(m) is ultracontractive,

i.e. | |Q(m)t | |1→∞ < ∞ for all t > 0, see Section 4.5 for a review of these concepts. We

have the following concerning the contractivity of Q.

Theorem 4.2.4. For any m ∈ (1{µ<1+}} + µ, λ1) and ε ∈ (0, dφ] ∪ {dφ}, the following

holds:

(1) For t > 0, we have the hypercontractivity estimate

| |Qt+τ | |2→q 6 1, where 2 6 q 6 1 + eλ
(m)

logSt
,
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and furthermore, if λ1 > 2(1{µ<1+}} + µ), then, with m = λ1
2 ,

| |Qt+τ | |2→q 6 1, where 2 6 q 6 1 + e2λ1t .

(2) If in addition λ1 − m > 1 then, for 0 < t 6 1, we have the ultracontractivity

estimate

| |Qt+τ | |1→∞ 6 cmt−
λ1−m

λ1−m−1

where, as soon as λ1 > 2, one can choose m = λ1
2 giving c λ1

2
= 4

λ1(λ1−2) .

4.2.4 Bochner subordination of the semigroup

We write Qτ = (Qτ
t )t>0 for the semigroup subordinated, in the sense of Bochner, with

respect to the subordinator τ = (τt)t>0 whose existence is provided by Theorem 4.2.3

(2), i.e.

Qτ
t =

∫ ∞

0
QsP(τt ∈ ds),

so that Qτ
1 = Qτ. Note that Qτ is also an ergodic Markov semigroup in L2(β) with β as

an invariant measure, and its generator is given by −φ(τ)(−J) = logQτ, see Sato [108,

Chapter 6]. We have the following results concerning the subordinated semigroup.

Theorem 4.2.5. For any m ∈ (1{µ<1+}} + µ, λ1) and ε ∈ (0, dφ] ∪ {dφ} the statement

of Theorem 4.2.2 holds for Qτ upon replacing (λn)n>0 by (log (m)n(λ1−dr1,ε)n
(dr1,ε)n(λ1−m)n

)n>0 for

t > 1, and the statements of Theorem 4.2.3(2) and Theorem 4.2.4(1) hold for Qτ

upon replacing λ1 by log m(λ1−dr1,ε)

dr1,ε(λ1−m)
and τ by 1. Moreover, for any m and ε such that

1 < λ1−m < (m−dr1,ε)(λ1−m−1),Qτ
t f (x) =

∫ 1
0 f (y)q(τ)t (x, y)β(dy) for any f ∈ L2(β)

and t > 2, where the heat kernel satisfies the following estimate

|q(τ)t (x, y) − 1| 6 cm(E[τ
−

λ1−m
λ1−m−1 ] + 1)

(
m(λ1 − dr1,ε)

dr1,ε(λ1 −m)

) 1−2t
2

< ∞,
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for Lebesgue a.e. (x, y) ∈ [0, 1]2. As above, as soon as λ1 > 2, one can choose m = λ1
2

giving c λ1
2
= 4

λ1(λ1−2) .

We point out that the Markov process which is the realization of Q (resp. Qτ) has

non-symmetric and spectrally negative (resp. two-sided) jumps and can easily be shown

to be a polynomial process on [0, 1] in the sense of Cuchiero et al. [38]. We emphasize

that what also belongs to this class are the realizations ofMarkov semigroups obtained by

subordinating Q with respect to any conservative subordinator τ̃ = (τ̃t)t>0 with Laplace

exponent φ(τ̃) (growing fast enough at infinity, e.g. logarithmically) and we obtain, from

Theorem 4.2.2, the spectral expansion for the subordinated semigroup by replacing

(λn)n>0 with (φ(τ̃)(λn))n>0. Note that in the aforementioned paper the authors investigate

the martingale problem for general polynomial operators on the unit simplex, of which J

and −φ(τ)(−J) are specific instances. In particular, J is a Lévy type operator with affine

jumps of Type 2, in the sense of [38], and for such operators they prove the existence and

uniqueness for the martingale problem under the weaker condition λ1 > µ. However,

the conditions in Assumption 4.2.1 allow us to obtain the existence and uniqueness of

an invariant probability measure.

4.3 Proofs

4.3.1 Preliminaries

We state and prove some preliminary results that will be useful throughout the paper.

We start by giving an alternative form of the operator J, which will make some later

proofs more transparent.
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Lemma 4.3.1. Recall that Π(dr) = −(er h(er))′dr , r > 0. Then, Π is a finite, non-

negative Radon measure on (0,∞) with
∫ ∞
0 rΠ(dr) = } < ∞, and the operator J defined

in (4.1) may be written, for suitable f , as

J f (x) = x(1 − x) f ′′(x) − (λ1x − µ + }) f ′(x)

+

∫ ∞

0
( f (e−r x) − f (x) + xr f ′(x))

Π(dr)
x

, x ∈ [0, 1].
(4.16)

Proof. Since

} =

∫ ∞

1
h(r)dr =

∫ ∞

0
er h(er)dr < ∞

it follows that limr→∞ er h(er) = 0. Consequently, for any y > 0,

Π(y) =

∫ ∞

y

Π(dr) = −
∫ ∞

y

(er h(er))′dr = eyh(ey) − lim
r→∞

er h(er) = eyh(ey).

Thus, by a change of variables and integration by parts, one gets∫ ∞

0
rΠ(dr) =

∫ ∞

0
Π(r)dr =

∫ ∞

1
h(r)dr = } < ∞.

Next, we again use } < ∞ to get that∫ ∞

0
( f (e−r x) − f (x) + xr f ′(x))

Π(dr)
x
= } f ′(x) +

∫ ∞

0

f (e−r x) − f (x)
x

Π(dr).

Integrating the right-hand side by parts, and noting that the boundary terms evaluate to

zero, yields∫ ∞

0

f (e−r x) − f (x)
x

Π(dr) = −
∫ ∞

0
e−r f ′(e−r x)Π(r)dr

= −

∫ ∞

0
f ′(e−r x)h(er)dr = − f ′ � h(x)

where the last equality follows from a straightforward change of variables, and uses the

definition of product convolution. �

In the sequel we keep the notationΠ(dr) = −(er h(er))′dr , r > 0 andΠ(y) = eyh(ey),

y > 0. Let φXr1 : [0,∞) → [0,∞) be the function given by

φXr1 (u) =
u + r1
u + 1

φ(u + 1). (4.17)

104



The following result collects some useful properties of the functions φ and φXr1 .

Lemma 4.3.2. Let φ be given by (4.4).

(1) φ is a Bernstein function and satisfies limu→∞
φ(u)

u = 1.

(2) We have r1 ∈ (0, 1], with r1 = 1 if and only if µ > 1 + } where we recall that r1 is

defined in (4.3). Additionally, if µ > 1+ } then φ(0) = µ− }− 1 while if µ < 1+ }

then φ(0) = 0.

(3) Suppose µ < 1 + }. Then φXr1 defined in (4.17) is a Bernstein function that is

in correspondence with the non-local Jacobi operator JφXr1
with parameters λ1,

µφXr1
= 1 + µ, and the non-negative function hφXr1

(r) = r−1ΠφXr1
(log r), r > 1, where

ΠφXr1
is the finite non-negative Radon measure given by

ΠφXr1
(dr) = e−r

(
Π(dr) + Π(r)dr

)
, r > 0.

Furthermore, writing }φXr1
=

∫ ∞
1 hφXr1

(r)dr , we have }φXr1
< ∞ with µφXr1

> 1 + }φXr1
and λ1 > µφXr1

.

Proof. First we rewrite (4.2) using a straightforward integration by parts to get, for any

u > 0,
Ψ(u) = u2 + (µ − } − 1)u + u

∫ ∞

1
(1 − r−u)h(r)dr

= u2 + (µ − } − 1)u +
∫ ∞

0
(e−ur + 1 − ur)Π(dr).

(4.18)

Since, byLemma4.3.1we have
∫ ∞
0 rΠ(dr) < ∞, we recognizeΨ as the Laplace exponent

of a spectrally negative Lévy process with a finite mean given by Ψ′(0+) = µ− } − 1. In

particular, on [0,∞), Ψ is a convex, eventually increasing, twice differentiable function

which is always zero at 0 and hence it has a strictly positive root r0 if and only if µ < 1+}.

By the Wiener-Hopf factorization of Lévy processes, see e.g. [74, Chapter 6.4], we get,

when Ψ′(0+) > 0 (resp. Ψ′(0+) < 0) that Ψ(u) = uφ(u) (resp. Ψ(u) = (u − r0)φ(u))
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for a Bernstein function φ. The limit then follows from the well-known result that

limu→∞ u−2Ψ(u) = 1, which can be obtained by dominated convergence since Π is a

finite measure, and this completes the proof of the first item. Next, we will show that

Ψ(1) > 0, which, by the convexity of Ψ is equivalent to r0 ∈ [0, 1). Indeed, from (4.18)

and an application of Fubini’s theorem we get

Ψ(1) = µ − } +
∫ ∞

0
(1 − e−r)Π(r)dr > 0,

where we used the assumption that µ > } and the positivity of Π. Next, if µ > 1 + }

then, as r0 = 0 in this case, we get, from (4.18), that

φ(u) = u + (µ − } − 1) +
∫ ∞

0
(e−ur + 1 − ur)Π(dr),

and the expression for φ(0) readily follows. On the other hand if r0 > 0, then the fact

that Ψ(0) = −r0φ(0) = 0 forces φ(0) = 0, which completes the proof of the second item.

Next, write Ψ1(u) = u
u+1Ψ(u + 1) so that, according to [34, Proposition 2.2], we get that

Ψ1 is also the Laplace exponent of a spectrally negative Lévy process whose Gaussian

component is 1, mean is µφXr1 , and Lévymeasure isΠφXr1
. Observe thatΨ′1(0

+) = Ψ(1) > 0

and

Ψ1(u) =
u

u + 1
(u + 1 − r0)φ(u + 1) = u

u + r1
u + 1

φ(u + 1) = uφXr1 (u),

so, by the Wiener-Hopf factorization of Ψ1, it follows that φXr1 is a Bernstein function.

Moreover, integration by parts of ΠφXr1
gives

}φXr1
=

∫ ∞

0
ΠφXr1
(r)dr =

∫ ∞

0
e−r
Π(r)dr 6 } < ∞,

where the boundary terms are easily seen to evaluate to 0. Finally, using the assumption

that µ > } we get that µφXr1 = 1 + µ − }φXr1 + }φXr1 > 1 + µ − } + }φXr1 > 1 + }φXr1 , while

the condition λ1 > µφXr1
follows from the assumption that λ1 > 1{µ<1+}} + µ = 1 + µ =

µφXr1
. �
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4.3.2 Proof of Theorem 4.2.1(1)

Before we begin we provide an analytical result, which will allow us to show that the

support of β is [0, 1] and will also be used in subsequent proofs. We say that a linear

operator Λ is a Markov multiplicative kernel if Λ f (x) = E[ f (xI)] for some random

variable I. With the definition of dφ in (4.13), we let, for any ε ∈ (0, dφ] ∪ {dφ},

d1,ε = 1{µ<1+}} + (dφ + 1 − ε)1{µ>1+}}, (4.19)

recalling that when dφ = 0 then ε = 0, so that at least d1,ε > 1. Note that d1,ε = dr1,ε

when r1 = 1 explaining the notation. By [99, Lemma 10.3], the mapping

u 7→ φd1,ε (u) =
u

u + d1,ε − 1
φ(u) (4.20)

is a Bernstein function, writing simply φ1 = φ, and by Proposition 4.4(1) of the same

paper we also have that, for any m ∈ (1{µ<1+}} + µ, λ1), the mapping

u 7→ φ∗m(u) =
φ(u)

u +m − 1
(4.21)

is a Bernstein function. We define the following linear operators acting on the space of

polynomials P, recalling that for n ∈ N, pn(x) = xn,

Λφd1,ε
pn(x) =

(d1,ε)n

Wφ(n + 1)
pn(x), (4.22)

Vφ∗mpn(x) =
Wφ(n + 1)
(m)n

pn(x), (4.23)

and

UφXr1
pn(x) =

φXr1 (0)
φXr1 (n)

pn(x), (4.24)

where Vφ∗m is defined for any m ∈ (1{µ<1+}} + µ, λ1), and φXr1 was defined in (4.17). We

write B(C([0, 1])) for the unital Banach algebra of bounded linear operators on C([0, 1])

and say that a linear operator between two Banach spaces is a quasi-affinity if it has

trivial kernel and dense range.
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Lemma 4.3.3. The operators Λφd1,ε
, Vφ∗m and UφXr1

defined in (4.22) are Markov mul-

tiplicative kernels associated to random variables Xφd1,ε
, Xφ∗m and XφXr1

, respectively,

valued in [0, 1], and hence moment determinate. Furthermore, all operators belong to

B(C([0, 1])), and Λφd1,ε
is a quasi-affinity on C([0, 1]) while Vφ∗m and UφXr1

have dense

range in C([0, 1]).

Proof. The claims regarding the operators Λφd1,ε
and Vφ∗m , and their respective random

variables, have been proved in [99], see e.g. Proposition 6.7(1), Theorem 5.2, and

Section 7.1 therein. Let W : [0,∞) → [0,∞) be the function characterized by its

Laplace transform via ∫ ∞

0
e−uxW(x)dx =

1
Ψ(u)

, u > 0,

and note that W is increasing and, since Ψ has a Gaussian component, it is at least

continuously differentiable, see e.g. [74, Section 8.2]. Then XφXr1
is the random variable

whose law is given by

P(XφXr1
∈ dx) = φXr1 (0)W

′(− log x)dx, x ∈ [0, 1],

which is clearly supported on [0, 1], and the claims concerning UφXr1
were shown in [100,

Lemma 4.2], where we note that W(0) = 0 since Ψ has a Gaussian component. �

Now, suppose µ > 1 + } so that, by Lemma 4.3.2, r1 = 1. Then, for all n ∈ N, (4.6)

reduces to

β[pn] =
Wφ(n + 1)
(λ1)n

.

Since λ1 > µ > 1, we get that φ∗λ1
as in (4.21) is a Bernstein function. Indeed, in the

case when µ = 1 we clearly must have } = 0, and the function u 7→ u
u+λ1−1 is Bernstein

since λ1 > 1, see e.g. [109, Chapter 16], while on the other hand the same Proposition
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4.4(1) guarantees that φ∗λ1
is a Bernstein function. Thus, one straightforwardly checks

that, for all n ∈ N,

β[pn] = Wφ∗
λ1
(n + 1)

which implies from [19] that, in this case, (β[pn])n>0 is indeed a determinate Stieltjes

moment sequence of a probability measure β, and its absolute continuity follows from

[96, Proposition 2.4]. Now suppose µ < 1 + } so that λ1 > 1 + µ > 1 and observe that

(4.6) factorizes as

β[pn] =
Wφ(n + 1)
(λ1)n

(r1)n
n!

,

where the first term in the product is a Stieltjes moment sequence by the above arguments,

and the second term is the moment sequence of a beta distribution, see e.g. (4.68).

Consequently, in this case one also has that (β[pn])n>0 is a Stieltjes moment sequence,

and we temporarily postpone the proof of its moment determinacy, and its absolute

continuity, to after the proof of Lemma 4.3.4. For our next result we write (βφXr1 [pn])n>0

for the sequence obtained from (4.6) by replacing φ with φXr1 defined in (4.17), and with

the same λ1.

Lemma 4.3.4. With dr1,ε as in (4.14), the following factorization of operators holds on

the space P,

βΛφd1,ε
= βdr1,ε

, βmVφ∗m = β, and βφXr1
UφXr1
= β, (4.25)

where the second identity holds for µ > 1 + }, while the third holds for µ < 1 + }.

Remark 4.3.1. Once we establish the moment determinacy of β for µ < 1 + }, then the

factorizations of operators in Lemma 4.3.4 extends to the space of bounded measurable

functions. Indeed, (4.25) implies

Bφ × Xφd1,ε

(d)
= Bdr1,ε

where Bφ and Bdr1,ε
are random variables with laws β and βdr1,ε

, respectively, and ×

denotes the product of independent random variables.
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Proof. Observe, from (4.22), that for any n ∈ N,

β[Λφd1,ε
pn] =

(d1,ε)n

Wφ(n + 1)
β[pn] =

(d1,ε)n

Wφ(n + 1)
(r1)n
(λ1)n

Wφ(n + 1)
n!

=
(d1,ε)n

n!
(r1)n
(λ1)n

.

By considering the cases r1 = 1 and r1 < 1 separately we obtain the desired right-hand

side, noting that βd1,ε is well-defined, i.e. λ1 > dφ + 1, due to λ1 > µ = (µ − }) + } and

[99, Proposition 4.4(1)]. For the second claim we get that for any n ∈ N and since, by

Lemma 4.3.2(3), µ > 1 + } if and only if r1 = 1,

βm[Vφ∗mpn] =
Wφ(n + 1)
(m)n

βm[pn] =
Wφ(n + 1)
(m)n

(m)n

(λ1)n
=

Wφ(n + 1)
(λ1)n

= β[pn],

which, by linearity, completes the proof. For the last claim we have, by Lemma 4.3.2(3)

and using the notation therein, that µφXr1 > 1 + }φXr1 and thus 0 is the only non-negative

root of u 7→ uφXr1 (u). Consequently

βφXr1
[pn] =

WφXr1
(n + 1)

(λ1)n
.

Some straightforward computations give that, for any n ∈ N,

WφXr1
(n+1) =

(r1 + 1)n
(n + 1)!

Wφ(n + 2)
φ(1)

, and UφXr1
pn(x) =

φXr1 (0)
φXr1 (n)

=
r1φ(1)(n + 1)
(n + r1)φ(n + 1)

pn(x).

Putting these observations together yields

βφXr1
[UφXr1

pn] =
1
(λ1)n

r1(r1 + 1)n
(n + r1)

(n + 1)
(n + 1)!

Wφ(n + 2)
φ(n + 1)

=
1
(λ1)n

(r1)n
1
n!

Wφ(n + 1) = β[pn],

where we repeatedly used the recurrence relations for both the gamma function and the

function Wφ, see e.g. (4.5). �

Now suppose that, when µ < 1 + }, the measure β is moment indeterminate. Then,

as the sequence
(
(d1,ε)n

Wφ(n+1)

)
n>0

is a non-vanishing Stieltjes moment sequence, it follows,

by (4.25) and invoking [19, Lemma 2.2], that the beta distribution βdr1,ε
is moment

indeterminate, which is a contradiction. Therefore we conclude that, in all cases, β is
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moment determinate and consequently we have the extended factorization of operators

as described in Remark 4.3.1. To get the absolute continuity of β in the case µ < 1 + }

we note that the factorization β[pn] =
Wφ(n+1)
(λ1)n

(r1)n
n! implies, by moment determinacy, that

β is the product convolution of two absolutely continuous measures. Next, take ε = dφ

so that dr1,ε = r1, see (4.14). As in the proof Lemma 4.3.3, the distribution of Xφ,

denoted by ι, satisfies supp(ι) = [0, 1], where supp(ι) denotes the support of the measure

ι. Consequently, since supp(βr1) = [0, 1], it follows from (4.25) that supp(β) = [a, b] for

some 0 6 a < b 6 1, which may be deduced from the corresponding factorization of

random variables, see again Remark 4.3.1. To show that, in fact supp(β) = [0, 1], we

suppose that b < 1. Then, by (4.25) we have

0 < βr1[1(b,1]] =
∫ 1

b
β[1(b/y,1]]ι(dy) 6 β[1(b,1]] = 0,

which is a contradiction. If µ > 1+ } then, since supp(βm) = [0, 1] and supp(β) = [a, 1],

we deduce from (4.25) and similar arguments as above, that the distribution of Xφ∗m , say

νm, satisfies supp(νm) = [c, 1], for somec ∈ [a, 1). Assume a > 0. Then, from (4.25) we

get that

0 = β[1[0,a)] =
∫ 1

c
βm[1[0,a/y)]νm(dy) > βm[1[0,a)] > 0,

which is a contradiction. Therefore, a = 0, and we conclude that supp(β) = [0, 1] in

this case. The case when µ < 1 + } follows by similar arguments, with βm and Xφ∗m

replaced by βφXr1
and XφXr1

, respectively, where we note that supp(βφXr1 ) = [0, 1] since

µφXr1
> 1 + hφXr1

. This completes the proof of Theorem 4.2.1(1). �

4.3.3 Proof of Theorem 4.2.1(2)

We start by stating and proving the following more general intertwining that will be

useful in subsequent proofs, recalling the definition of Λφd1,ε
in (4.22).
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Proposition 4.3.1. With dr1,ε and d1,ε as in (4.14) and (4.19), respectively, we have, for

any ε ∈ (0, dφ] ∪ {dφ},

JΛφd1,ε
= Λφd1,ε

Jdr1,ε
, on P. (4.26)

Remark 4.3.2. Note that λ1 is the common parameter of the Jacobi type operators in

(4.26) while the constant part of the affine drift, as well as the non-local components are

different. The commonality of λ1 is what ensures the isospectrality of these operators,

as their spectrum depends only on λ1, see Theorem 4.2.2(2) and (4.73).

We split the proof of Proposition 4.3.1 into two lemmas and, among other things,

our proof hinges on the interesting observation that intertwining relations are stable

under perturbation with an operator that commutes with the intertwining operator, see

Lemma 4.3.6 below. Let Lµ be the operator defined as

Lµ f (x) = x f ′′(x) + µ f ′(x) (4.27)

and write Ih f (x) = − f ′ � h(x) where h is as in Assumption 4.2.1, and set L = Lµ + Ih.

Lemma 4.3.5. With the notation of Proposition 4.3.1 the following holds on P,

LΛφd1,ε
= Λφd1,ε

Ldr1,ε
. (4.28)

Proof. Using that } =
∫ ∞
1 h(r)dr and the symmetry of � we get, by straightforward

calculation, that, for any n ∈ N,

Lpn(x) = n(n − 1)pn−1(x) + µnpn−1(x) − npn−1(x)
∫ ∞

1
r−(n−1)h(r)r−1dr

= n2pn−1(x) + (µ − } − 1)npn−1(x) − npn−1(x)
∫ ∞

1
(1 − r−n)h(r)dr

= (n − r0)φ(n)pn−1(x).

Thus, combining this with (4.22) one obtains, for any n ∈ N,

LΛφd1,ε
pn(x) =

(d1,ε)n

Wφ(n + 1)
(n − r0)φ(n)pn−1(x) =

(d1,ε)n

Wφ(n)
(n − r0)pn−1(x),
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while on the other hand,

Λφd1,ε
Ldr1,ε

pn(x) = n(n + dr1,ε − 1)
(d1,ε)n−1

Wφ(n)
pn−1(x) = (n − r0)

(d1,ε)n

Wφ(n)
pn−1(x),

where the second equality follows by considering the cases r1 = 1 and r1 < 1 separately.

The linearity of the involved operators completes the proof. �

The next lemma allows us to identify a family of operators commuting with the

Markov operators defined above, although,more generally, it is a statement on commuting

operators and intertwinings. Denote by Dn the operator acting via Dn f (x) = xn dn

xn f (x)

and write dy f (x) = f (yx), y > 0 for the dilation operator.

Lemma 4.3.6. Let Λη f (x) =
∫ 1
0 f (xy)η(dy), where η is any signed measure on [0, 1]

endowed with the Borel sigma-algebra. Suppose for a linear operator A on C([0, 1]) and

any f in its domain we have

ηA f = Aη f and dyA f = Ady f , ∀y > 0.

Then, for such functions,

AΛη f = ΛηA f .

In particular, suppose that
∫ 1
0 yn |η |(dy) < ∞, for all n ∈ N, where |η | stands for the

total variation of the measure η. Then, for any n ∈ N we have for f ∈ C∞([0, 1])

DnΛη f = ΛηDn f .

Proof. Since

Λη f (x) =
∫ 1

0
f (xy)η(dy) =

∫ 1

0
dx f (y)η(dy) = ηdx f

it follows that any operator A commuting with η and with dx , for any x > 0, commutes

with η, for suitable functions f . Next, the assumption on the measure η allows us to
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invoke Fubini’s theorem and conclude that ηRn = Rnη. Finally, observing that, for any

n ∈ N and x, y > 0,

dyDn f = ynxn f (n)(yx) = Dndy f

completes the proof. �

Proof of Proposition 4.3.1. It is now an easy exercise to complete the proof of Proposi-

tion 4.3.1. Let us write

A = D2 + λ1D1.

Then, for any f ∈ P, we get by combining Lemma 4.3.5 and Lemma 4.3.6, that

JΛφd1,ε
f = (L − A)Λφd1,ε

f = Λφd1,ε

(
Ldr1,ε

− A
)

f = Λφd1,ε
Jdr1,ε

f ,

where we also use the linearity of the involved operators. �

Having established the necessary intertwining relation we are now able to show that

J extends to the generator of a Markov semigroup.

Lemma 4.3.7. The operator (J,P) is closable inC([0, 1]), and its closure is the infinites-

imal generator of a Markov semigroup Q = (Qt)t>0 on C([0, 1]).

Proof. We aim at invoking the Hille–Yosida–Ray Theorem for Markov generators, see

[28, Theorem 1.30], which requires that both P and, for some (or all) q > 0, (q − J)(P)

are dense in C([0, 1]), and that J satisfies the positive maximum principle on P. Since

the density of P in C([0, 1]) follows from the Stone–Weierstrass Theorem, we focus

on showing that (q − J)(P) is dense in C([0, 1]). To this end, set ε = dφ, and note,

by Lemma 4.3.3, that Λφ is injective and bounded on C([0, 1]), which gives that its

inverse Λ−1
φ is a closed, densely defined, linear operator on Λφ(P). Furthermore, since

Λφ is a Markov multiplicative kernel it follows that it preserves the set of polynomials,
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i.e. Λφ(P) = P, and consequently by injectivity we get Λ−1
φ (P) = P. Putting these

observations together we deduce, from the first intertwining in Proposition 4.3.1, that

J = ΛφJr1Λ
−1
φ on P,

and hence, for any q > 0,

(q − J)(P) = (q − ΛφJr1Λ
−1
φ )(P) = Λφ(q − Jr1)Λ

−1
φ (P) = Λφ(q − Jr1)(P), (4.29)

where we use the trivial commutation of Λφ with q. Next, the assumption on λ1

guarantees that λ1 > r1, since we always have λ1 > 1 and r1 = 1 − r0 ∈ (0, 1]. Thus it

follows that P belongs to the domain of Jr1 , which is explicitly described in (4.67), and

as P is an invariant subspace for the classical Jacobi semigroup Q(r1) we get that P is

a core for Jr1 , see [28, Lemma 1.34]. Hence, by the converse of the Hille–Yosida–Ray

Theorem, we get that (q−Jr1)(P) is dense inC([0, 1]) for any q > 0. It is a straightforward

exercise to show that the image of a dense subset under a bounded operator with dense

range is also dense in the codomain. Thus it follows that Λφ(q − Jr1)(P), and from

(4.29) we get that (q − J)(P) is dense in C([0, 1]) for any q > 0. Next, let f ∈ P, set

f (x0) = supx∈[0,1] f (x), and observe that

f (ax0) − f (x0) 6 0 for any a ∈ [0, 1]. (4.30)

Using Lemma 4.3.1 we can write J f (x0) as

J f (x0) = x0(1− x0) f ′′(x0)−(λ1x0 − µ) f ′(x0)+

∫ ∞

0
( f (e−r x0) − f (x0))

Π(dr)
x0

, (4.31)

where we note that since } =
∫ ∞
0 rΠ(dr) these two terms cancel. Then, from (4.30) it

follows that, for x0 ∈ [0, 1],∫ ∞

0
( f (e−r x0) − f (x0))

Π(dr)
x0
6 0.

Now suppose that x0 ∈ (0, 1]. From the previous equation it suffices, in this case, to only

consider the terms involving derivatives in (4.31). When x ∈ (0, 1) then f ′′(x0) 6 0 and
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f ′(x0) = 0, and thus plainly J f (x0) 6 0. On the other hand, if x0 = 1 then we must

have f ′(1) > 0 and so J f (1) 6 − (λ1 − µ) f ′(1) 6 0, where the latter follows trivially

from λ1 > µ. Finally assume that x0 = 0, so that then f ′(0) 6 0. For x small we

have f (e−r x)− f (x)
x = e−r f ′(0) + R(x), where the function R satisfies limx→0

|R(x)|
x < ∞,

from which it follows that J f (0) 6 (µ +
∫ ∞
0 e−rΠ(dr)) f ′(0) 6 0, since both µ and∫ ∞

0 e−rΠ(dr) are clearly positive. Thus J satisfies the maximum principle (and in

particular the positive maximum principle) on P, which gives that J extends to the

generator of a Feller semigroup Q = (Qt)t>0, in the sense of [28, Theorem 1.30].

However, the fact that Q is conservative, i.e. Qt1[0,1] = 1[0,1], follows from J1[0,1] = 0,

since

Qt1[0,1] − 1[0,1] =
∫ t

0
QsJ1[0,1] ds = 0,

see e.g. [28, Lemma 1.26]. �

Proof of Theorem 4.2.1(2). To complete the proof it suffices to establish the claims

concerning the invariant measure. For f ∈ P we have,

β[JΛφ f ] = β[ΛφJr1 f ] = βr1[Jr1 f ] = 0, (4.32)

where successively we have used Proposition 4.3.1 (setting ε = dφ), Lemma 4.3.4,

and the fact that βr1 is the invariant measure of Jr1 . The fact that (4.32) holds on the

dense subset Λφ(P) = P of C([0, 1]) implies that β is an invariant measure for Q, see

for instance [9, Section 1.4.1]. To show uniqueness, we note that any other invariant

measure β̃ for J must first, have all positive moments finite, and also satisfy

β̃[JΛφ f ] = β̃[ΛφJr1 f ] = 0,

for any f ∈ P, where we used that Λφ(P) = P. By uniqueness of the invariant measure

for Jr1 we then get the factorization of operators β̃Λφ = βr1 , on P, and the moment

determinacy of β then forces β̃ = β. Finally the extension of Q to a Markov semigroup
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on L2(β) is classical, see for instance the remarks before the theorem, and it is well-

known that if Q has a unique invariant measure then it is an ergodic Markov semigroup,

see e.g. [39, Theorem 5.16]. �

4.3.4 Proof of Proposition 4.2.1

Before giving the proof of Proposition 4.2.1 we state and prove two auxiliary results, the

first of which characterizes wn in a distributional sense. To this end we recall that the

Mellin transform of a finite measure ν, resp. of an integrable function f , on R+ is given

by

Mν(z) = ν[pz−1] =

∫ ∞

0
xz−1ν(dx), resp.M f (z) =

∫ ∞

0
xz−1 f (x)dx,

which is valid for at least z ∈ 1 + iR. We denote by Ep,q (resp. E′p,q), with p < q reals,

the linear space of functions f ∈ C∞(R+) such that there exist c, c′ > 0 for which, for all

k ∈ N,

lim
x→0

����xk+1−p−c dk

dxk f (x)
���� = 0 and lim

x→∞

����xk+1+c′−q dk

dxk f (x)
���� = 0,

(resp. the linear space of continuous linear functionals on Ep,q endowed with a structure

of a countably multinormed space as described in [90, p. 231]). Next, we write, for any

n ∈ N and x ∈ [0, 1],

p(r1)n (x) = βr1(x)P
(r1)
n (x) =

(λ1 − r1)n
(λ1)n

√
Cn(r1)Rnβλ1+n,r1(x),

where Rn denotes the Rodrigues operator defined in (4.8) and the last identity follows

from (4.72). For suitable a we also extend the Pochhammer notation (a)z to any z ∈ C

with Re(z) > 0 and, for the remainder of the proofs, we shall write 〈·,·〉β for the L2(β)-

inner product, adopting the same notation for other weighted Hilbert spaces.
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Proposition 4.3.2. For any n ∈ N, the Mellin convolution equation

Λ̂φ f̂ (x) = p(r1)n (x) (4.33)

has a unique solution, in the sense of distributions, given by

wn(x) =
(λ1 − r1)n
(λ1)n

√
Cn(r1) Rn(βλ1+n,λ1 � β)(x) ∈ E = ∪q>r0Er0,q. (4.34)

Its Mellin transform is given, for any z ∈ C with Re(z) > r0, by

Mwn(z) =
(−2)n

n!
(λ1 − r1)n
(λ1)n

√
Cn(r1)

Γ(z)
Γ(z − n)

Mβλ1+n,λ1
(z)Mβ(z). (4.35)

Proof. The proof is an adaptation of the proof of [99, Lemma 8.5] to the current setting.

We write ι∗(y) = ι(1/y)1/y where ι is the density of Xφ, which is well-known to exist,

and let Λ∗φ be the operator characterized, for any f ∈ L2(β), by

Λ
∗
φ f (x) =

1
βr1(x)

∫ 1

0
f (xy)β(xy)ι∗(y)dy =

1
βr1(x)

Λ̂φ( f β)(x)

where Λ̂φ f (x) =
∫ 1
0 f (xy)ι∗(y)dy and β(x) is the density of the invariant measure β.

Then, for any non-negative functions f ∈ L2(βr1) and g ∈ L2(β), we get

〈Λφ f , g〉β =
∫ ∞

0

(∫ ∞

0
f (xy)ι(y)dy

)
g(x)β(x)dx

=

∫ ∞

0
f (r)βr1

−1(r)
(∫ ∞

0
ι(r/x)g(x)β(x)/xdx

)
βr1(r)dr

=

∫ ∞

0
f (r)βr1

−1(r)
(∫ ∞

0
g(rv)β(rv)ι∗(v)dv

)
βr1(r)dr

= 〈 f , 1
βr1
Λ̂φgβ〉βr1

.

However, f ∈ L2(β) implies that | f | ∈ L2(β), so we conclude that the above holds

for any f ∈ L2(β) and g ∈ L2(βr1). Thus Λ∗φ is the L2(β)-adjoint of the Markov

multiplicative kernel Λφ which justifies the notation and, by Lemma 4.3.10, we have

Λ∗φ ∈ B(L
2(β),L2(βr1)). Next, since the mapping z 7→ Mι(z) = MΛφ (z) = Mι∗(1 − z)

is analytic on Re(z) > 0 and |MΛφ (z)| 6 MΛφ (Re(z)) < ∞, for any Re(z) > 0, see for
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instance [99, Proposition 6.8], we deduce from [90, Theorem 11.10.1] that ι ∈ E′0,q, for

every q > 0 and ι∗ ∈ E′p,1 for every p < 1. Consequently, since for any f ∈ E0,q, q > 0,

Λφ f (x) =
∫ 1

0
f (xy)ι(y)dy = 〈ι, f (x.)〉E′0,q,E0,q,

we have, for any w ∈ E′0,q, with q > 0,

〈Λ̂φw, f 〉E′0,q,E0,q = 〈w
√
ι, f 〉E′0,q,E0,q = 〈w,Λφ f 〉E′0,q,E0,q, ∀ f ∈ E0,q,

where we recall that the last relation is a definition given in [90, 11.11.1], and where

we used the notation Λ̂φw := w
√
ι with w

√
ι being the Mellin convolution operator in

the space of distributions, see [90, Chapter 11.11] for definitions and notation. Here

also note that for w ∈ L1(ι∗), we have the identities w
√
ι(x) =

∫ ∞
0 w(x/y)ι(y)dy/y =∫ ∞

0 w(xy)ι∗(y)dy = Λ̂φw(x), which justifies the notation above. Next, recalling that

Λ̂φw = w
√
ι and taking w ∈ E′0,q, q > 0, and, with 0 < Re(z) < q, pz(x) = xz ∈ E0,q,

we have

M
Λ̂φw
(z) = 〈w

√
ι, pz−1〉E′0,q,E0,q = 〈w,Λφpz−1〉E′0,q,E0,q =MΛφ (z)Mw(z),

where we used that Λφpz−1(x) = pz−1(x)MΛφ (z). On the other hand, for any n ∈ N, we

get, from [90, 11.7.7] and a simple computation,

Mp(r1)n
(z) =

(−2)n

n!
(λ1 − r1)n

√
Cn(r1)

Γ(z)
Γ(z − n)

(r1)z−1
(λ1)z+n−1

.

Putting pieces together, we deduce that the Mellin transform of a solution to (4.33) takes

the form

M f̂ (z) =
Mp(r1)n

(z)

MΛφ (z)
=
(−2)n

n!
√

Cn(r1)
Γ(z)

Γ(z − n)
(λ1 − r1)n

(r1)z−1
(λ1)z+n−1

Wφ(z)
Γ(z)

=
(−2)n

n!
√

Cn(r1)
Γ(z)

Γ(z − n)
(λ1 − r1)n
(λ1)n

(λ1)z−1
(λ1 + n)z−1

Mβ(z)

=
(−2)n

n!
(λ1 − r1)n
(λ1)n

√
Cn(r1)

Γ(z)
Γ(z − n)

Mβλ1+n,λ1
(z)Mβ(z).
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Next, we have that forRe(z) > r0, z 7→ Mβ(z) is analytical with |Mβ(z)| 6Mβ(Re(z)) <

∞, so we deduce, from [90, Theorem 11.10.1] that β ∈ E′r0,q, for any q > r0. Hence, by

means of [90, 11.7.7], we have that f̂ ∈ E′r0,q with f̂ = wn is a solution to (4.33), and

the uniqueness of the solution follows from the uniqueness of Mellin transforms in the

distributional sense. �

Lemma 4.3.8. For a > r0 fixed and b ∈ R, we have the estimate��Mβ(a + ib)
�� 6 C |b|−∆,

which holds uniformly on bounded a-intervals and for |b| large enough, where C > 0 is

a constant depending on φ and a.

Proof. By uniqueness of Wφ in the space of positive-definite functions, the Mellin

transform of β is given by

Mβ(z) =
(r1)z−1
(λ1)z−1

Wφ(z)
Γ(z)

,

where z = a + ib, with a > r0 > 0. Invoking [98, Equation (6.20)] we get the following

estimate, which holds uniformly on bounded a-intervals and for |b| large enough,����Wφ(a + ib)
Γ(a + ib)

���� 6 Cφ |b|φ(0)+ν(0), (4.36)

with Cφ > 0 a constant depending on φ, and where, for any y > 0, ν(y) =
∫ ∞
y
ν(ds) with

ν denoting the Lévy measure of φ. Lemma 4.3.2(3) gives in all cases the expression

of φ(0) and when µ > 1 + }, ν(dy) = Π(y)dy follows from (4.4). Thus to utilize the

estimate in (4.36) we need to identify ν(0) when µ < 1 + }, which we do as follows.

First, let us write Ψ(u) = (u − r0)φ(u) = (u − r0)φr0(u − r0), where φr0(u) = φ(u + r0).

From the fact that Ψ(r0) = 0 we conclude that Ψ(u + r0) = uφr0(u) is itself a function of

the form (4.18), which gives νr0(dy) = Πr0(y)dr, y > 0, where Πr0 is the Lévy measure

of Ψ(u + r0) obtained via (4.18) and νr0 denotes the Lévy measure of φr0 . As φr0 is a
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Bernstein function it is given, for u > −r0, by

φr0(u) = κ + u + u
∫ ∞

0
e−uyρr0(y)dy,

for some κ > r0. Thus, for u > 0,

φ(u) = φr0(u − r0) = κ + (u − r0) + (u − r0)
∫ ∞

0
e−(u−r0)yνr0(y)dy

= (κ − r0) + u + u
∫ ∞

0
e−uyer0yνr0(y)dy − r0

∫ ∞

0
e−uyer0yνr0(y)dy

= (κ − r0) + u + u
∫ ∞

0
e−uyer0yνr0(y)dy

− r0u
∫ ∞

0
e−uy

∫ y

0
er0sνr0(s)dsdy

= (κ − r0) + u + u
∫ ∞

0
e−uy

(
er0rνr0(y) − r0

∫ y

0
er0sνr0(s)ds

)
dy.

The third equality follows from Fubini’s theorem, justified as all integrands therein are

non-negative, and using e−uy =
∫ ∞
y

ue−usds. Thus we deduce

ν(y) = er0yνr0(y) − r0
∫ y

0
er0sνr0(s)ds =

∫ ∞

y

er0sνr0(ds),

where the latter follows by some straightforward integration by parts and shows that ν is

indeed the Lévy measure of φ. Next, an application of [99, Proposition 4.1(9)] together

with another integration by parts yields
∫ ∞
0 e−r0yΠ(y)dy 6

∫ ∞
0 Π(y)dy = }. Putting

pieces together we get ν(0) = νr0(0) 6 }, so that in all cases ν(0) 6 }. Therefore from

the estimate in (4.36) we deduce����Wφ(a + ib)
Γ(a + ib)

���� 6 Cφ |b|φ(0)+}, (4.37)

which, as before, holds uniformly on bounded a-intervals and for |b| large enough. Next,

we recall the following classical estimate for the gamma function,

lim
|b|→∞

Ca |b|
1
2−ae

π
2 |b| |Γ(a + ib)| = 1, (4.38)

where Ca > 0 is a constant depending on a. Combining this estimate with the one in

(4.37) we thus get, uniformly on bounded a-intervals and for |b| large enough,��Mβ(z)
�� 6 C |b|−λ1+r1+φ(0)+},
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for a constant C > 0. Since C is a function of Cφ and the constants in the estimate

for the Γ-function, it follows that it only depends on φ and a. Finally, the fact that

∆ = λ1 − r1 − φ(0) + } follows by Lemma 4.3.2(3). �

Proof of Proposition 4.2.1. Note that Rnβλ1+n,λ1 ∈ C∞((0, 1)) and, trivially, β ∈

L1([0, 1]). Then, well-known properties of convolution give Rn
(
βλ1+n,λ1 � β

)
=

Rnβλ1+n,λ1 � β, and that wn is a well-defined C∞((0, 1))-function, which completes the

proof of this claim. To show that ∆ > 1
2 implies wn ∈ L2([0, 1])we note that the classical

estimate for the gamma function given in (4.38) yields that, for z = a + ib with a > n

fixed,

lim
|b|→∞

���� Γ(z)
Γ(z − n)

Mβλ1+n,λ1
(z)

���� = lim
|b|→∞

(λ1)n

���� Γ(z)
Γ(z − n)

Γ(z + λ1 − 1)
Γ(z + λ1 + n − 1)

���� = C,

where C is a positive constant depending only on a, λ1, and n. Thus, from (4.34) we

get thatMwn has the same rate of decay along imaginary lines asMβ, and combining

Lemma 4.3.8 together with Parseval’s identity for Mellin transforms shows that wn ∈

L2([0, 1]). Finally, since wn ∈ C∞((0, 1)), it follows that the differentiability of Vφ
n is

determined by the differentiability of β. Invoking Lemma 4.3.8 we get, for a > r0 and

|b| large enough that ��(a + ib)nMβ(a + ib)
�� 6 C |b|n−∆,

uniformly on bounded a-intervals and withC > 0 a constant, so that, for any n 6 b∆c −1,

the right-hand side is integrable in b. A classical Mellin inversion argument then gives

β ∈ Cn((0, 1)). �

4.3.5 Proof of Theorem 4.2.2

To prove this result we shall need to develop further intertwinings for J, and then will

lift these to the level of semigroups. We write JφXr1 for the non-local Jacobi operator with
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parameters λ1, µφXr1 and hφXr1
, as in Lemma 4.3.2, which is in one-to-one correspondence

with the Bernstein function φXr1 defined in (4.17).

Lemma 4.3.9. For any m ∈ (1{µ<1+}} + µ, λ1), the following identities hold on P,

JmVφ∗m = Vφ∗mJ, and JφXr1
UφXr1
= UφXr1

J, (4.39)

in the cases µ > 1 + } and µ < 1 + }, respectively.

Proof. It suffices to prove that LmVφ∗m = Vφ∗mL and LφXr1 UφXr1
= UφXr1

L hold on P,

where we write LφXr1 = Lµ
φXr1
+ Ih

φXr1
and refer to (4.27) and subsequent discussion for

the definitions, as then the same arguments for the proof of Proposition 4.3.1 will go

through. In the case µ > 1 + }, we have, for any n ∈ N and using the recurrence relation

of the gamma function,

LmVφ∗mpn(x) =
Wφ(n + 1)
(m)n

Lmpn(x)

=
Wφ(n + 1)
(m)n

n(n +m − 1)pn−1(x)

=
Wφ(n + 1)
(m)n−1

npn−1(x).

On the other hand, since Wφ(n + 1) = φ(n)Wφ(n) and r1 = 1,

Vφ∗mLpn(x) =
Wφ(n)
(m)n−1

nφ(n)pn−1(x) =
Wφ(n + 1)
(m)n−1

npn−1(x),

which proves this claim in this case. Finally,

LφXr1
UφXr1

pn(x) =
φXr1 (0)
φXr1 (n)

LφXr1
pn(x) =

φXr1 (0)
φXr1 (n)

nφXr1 (n)pn−1(x) = φXr1 (0)npn−1(x),

while on the other hand, using the definition of φXr1 in (4.17),

UφXr1
Lpn(x) = (n − r0)φ(n)UφXr1

pn−1(x)

= (n − r0)φ(n)
φXr1 (0)

φXr1 (n − 1)
pn−1(x)

= φXr1 (0)npn−1(x),

which completes the proof, by linearity. �
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The following result lifts the intertwinings in Proposition 4.3.1 and Lemma 4.3.9 to

the level of semigroups. We write here Q = Qφ = (Q
φ
t )t>0 to emphasize the one-to-one

correspondence, given fixed λ1, between φ and Q.

Proposition 4.3.3. Let ε ∈ (0, dφ] ∪ {dφ} and m ∈ (1{µ<1+}} + µ, λ1). Then, with dr1,ε

as in (4.14), the following identities hold for all t > 0 on the appropriate L2-spaces,

Q
φ
t Λφd1,ε

= Λφd1,ε
Q(dr1,ε)

t , Q(m)t Vφ∗m = Vφ∗mQ
φ
t , and Q

φXr1
t UφXr1

= UφXr1
Q
φ
t , (4.40)

with the latter two holding when µ > 1 + }, and µ < 1 + }, respectively.

We shall need an auxiliary result concerning the corresponding intertwining oper-

ators, which extends their boundedness from C([0, 1]) to the corresponding weighted

Hilbert spaces. For two Banach spaces B and B̃ we write B(B, B̃) for the space of

bounded linear operators from B to B̃.

Lemma 4.3.10. Under the assumptions above, the operators Λφd1,ε
, Vφ∗m , and UφXr1

belong to B(Lp(βdr1,ε
),Lp(β)), B(Lp(β),Lp(βm)), and B(Lp(β),Lp(βφXr1

)), respectively,

for any p ∈ {1, 2, . . . ,∞}; in all cases, and for all p, the Markov multiplicative kernels

have operator norm 1.

Proof. Let f ∈ P with p < ∞. Then, applying Jensen’s inequality to the Markov

multiplicative kernel Λφd1,ε
together with Lemma 4.3.4 gives

β
[(
Λφd1,ε

f
) p]
=

∫ 1

0

(
Λφd1,ε

f (x)
) p
β(dx)

6

∫ 1

0
Λφd1,ε

f p(x)β(dx)

= β[Λφd1,ε
f p] = βdr1,ε

[ f p],

where we used that f p ∈ P. Since βdr1,ε
is a probability measure on the compact set

[0, 1] it follows that P is a dense subset of Lp(βdr1,ε
), see e.g. [44, Corollary 22.10], so
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by density we conclude that B(Lp(βdr1,ε
),Lp(β)) with operator norm less than or equal

to 1, and equality then follows from Λφd1,ε
1[0,1] = 1[0,1]. The case when p = ∞ is

a straightforward consequence of Λφd1,ε
being a Markov multiplicative kernel and the

claims regarding the other operators are proved similarly, by invoking the remaining

items of Lemma 4.3.4. �

Next, since J and Jdr1,ε
are generators of C([0, 1])-Markov semigroups, it follows

that their resolvent operators, given for q > 0, by

Rq = (q − J)−1, and Rq = (q − Jdr1,ε
)−1

are bounded, linear operators on C([0, 1]). We write Rmq (resp. R
φXr1
q ) for the resolvent

associated to Jm (resp. JφXr1 ).

Lemma 4.3.11. Let q > 0. Under the assumptions in Proposition 4.3.3, the following

identities hold on P

RqΛφd1,ε
= Λφd1,ε

Rq, Vφ∗mRq = Rmq Vφ∗m, and UφXr1
Rq = R

φXr1
q UφXr1

. (4.41)

Proof. We shall only provide the proof of the first claim, which relies on the intertwining

in Proposition 4.3.1, as the other claims follow by invoking Lemma 4.3.9 and involve the

same arguments, mutatis mutandis. First, suppose that Rq(P) ⊆ P and Rq(P) ⊆ P, and

let f ∈ P so that there exists g ∈ P such that (q − Jdr1,ε
)g = f . Applying Λφd1,ε

to both

sides of this equality gives that

Λφd1,ε
f = Λφd1,ε

(q − Jdr1,ε
)g = (Λφd1,ε

q − Λφd1,ε
Jdr1,ε
)g

= (qΛφd1,ε
− JΛφd1,ε

)g = (q − J)Λφd1,ε
g,

where in the third equality we have invoked Proposition 4.3.1, which is justified as g ∈ P.

This equality may be rewritten asRqΛφd1,ε
f = Λφd1,ε

g and consequently, for any f ∈ P,
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we get

RqΛφd1,ε
f = Λφd1,ε

g = Λφd1,ε
Rq f .

Thus it remains to show the inclusions Rq(P) ⊆ P and Rq(P) ⊆ P for which we recall,

from the proof of Proposition 4.3.1, that J = L − A with Lpn = (n − r0)φ(n)pn−1,

for any n > 1. A straightforward computation gives that Apn = (D2 + λ1D1)pn =

(n(n − 1) + λ1n)pn and hence

(q − J)pn = (q + n(n − 1) + λ1n)pn − (n − r0)φ(n)pn−1,

from which it follows, by the injectivity of Rq on P ⊂ C([0, 1]), that

Rq ((q + n(n − 1) + λ1n)pn − (n − r0)φ(n)pn−1) = pn.

Rearranging the above yields the equation

Rqpn =
1

(q + n(n − 1) + λ1n)
pn +

(n − r0)φ(n)
(q + n(n − 1) + λ1n)

Rqpn−1, (4.42)

which is justified as, for any q > 0, both roots of the quadratic equation n2+(λ1−1)n+q =

0 are always negative. Note thatRqp0 = q−1 so by iteratively using the equality in (4.42)

we conclude that, for any n ∈ N,Rqpn ∈ P, and by linearityRq(P) ⊆ P follows. Similar

arguments applied to Rq then allow us to also conclude that Rq(P) ⊆ P, which completes

the proof. �

Proof of Proposition 4.3.3. We are now able to complete the proof of Proposition 4.3.3.

As was shown in the proof of Lemma 4.3.11 above and using the notation therein,

Rq(P) ⊆ P and Rq(P) ⊆ P, so that on P ⊂ C([0, 1]) we have

R2
qΛφd1,ε

= RqRqΛφd1,ε
= RqΛφd1,ε

Rq = Λφd1,ε
RqRq = Λφd1,ε

R2
q,

and, by induction, for any n ∈ N,

Rn
qΛφd1,ε

= Λφd1,ε
Rn

q.
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In particular, for any f ∈ P and t > 0,

(n/t)Rn
n/tΛφd1,ε

f = Λφd1,ε
(n/t)Rn

n/t f .

Now, taking the strong limit inC([0, 1]) as n→∞ of the above yields, by the exponential

formula [101, Theorem 8.3] and the continuity of the involved operators guaranteed by

Lemma 4.3.3, for any f ∈ P and t > 0,

QtΛφd1,ε
f = Λφd1,ε

Q(dr1,ε)

t f , (4.43)

where Q(dr1,ε) = (Q(dr1,ε)

t )t>0 is the classical Jacobi semigroup on C([0, 1]) with param-

eters λ1 and dr1,ε. By density of P in L2(βr1) and since Lemma 4.3.10 with p = 2

givesΛφd1,ε
∈ B(L2(βdr1,ε

),L2(β)) it follows that the identity in (4.43) extends to L2(βr1),

which completes the proof of the first item. The remaining items follow by similar

arguments and so the proof is omitted. �

For λ1 > s > 1 we define, for n ∈ N, the quantity cn(s) as

cn(s) =
(s)n
n!

√
Cn(s)
Cn(1)

=

√
(s)n
n!
(λ1 − 1)n
(λ1 − s)n

, (4.44)

where the first equality comes from some straightforward algebra given the definition of

Cn(s) in (4.70). Note that, with s = 1 we get cn(1) = 1, for all n. We shall need the

following result.

Lemma 4.3.12. For any λ1 > s > r > 1 the mapping n 7→ cn(s)
cn(r)

is strictly increasing on

N with

lim
n→∞

cn(s)
ns =

√
Γ(λ1 − s)

Γ(s)Γ(λ1 − 1)
. (4.45)

Proof. Using the definition in (4.44) we get that

c2n(s)

c2n(r)
=

n−1∏
j=0

(s + j)(λ1 − r + j)
(r + j)(λ1 − s + j)

,
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Since s > r each term in the product is strictly greater than 1 and together with Stirling’s

formula for the gamma function this completes the proof. �

Next we write V∗
φ∗m

: L2(βm) → L2(β) and U∗
φXr1

: L2(βφXr1
) → L2(β) for the Hilbertian

adjoints of the operators Vφ∗m and UφXr1
, respectively.

Proposition 4.3.4. Let m ∈ (1{µ<1+}} + µ, λ1) and ε ∈ (0, dφ] ∪ {dφ}. Then, with d1,ε

as in (4.19), the sequence
(
cn(d1,ε

)
P
φ
n )n>0 is a complete, Bessel sequence in L2(β), with

Bessel bound 1. Furthermore, for any n ∈ N, we have, when µ > 1 + }, that

V
φ

n = cn(m)V∗φ∗mP
(m)
n , (4.46)

while otherwise

V
φ

n =
cn(m)

cn(r1)
U∗
φXr1

V∗φ∗mP
(m)
n . (4.47)

and (Vφ
n )n>0 is the unique biorthogonal sequence to (Pφn )n>0 inL2(β), which is equivalent

to Vφ
n being the unique L2(β)-solution to Λ∗φg = P

(r1)
n , for any n ∈ N. In all cases(

cn(r1)
cn(m)
V

φ
n

)
n>0

is a complete, Bessel sequence in L2(β) with Bessel bound 1.

Remark 4.3.3. Note that Proposition 4.3.4 yields norm bounds in L2(β) for the functions

P
φ
n and Vφ

n for any n ∈ N. Indeed, writing | | · | |β for the L2(β)-norm we get, from

the boundedness claims of Lemma 4.3.10, for any ε ∈ (0, dφ] ∪ {dφ} and any m ∈

(1{µ<1+}} + µ, λ1),

| |P
φ
n | |β 6

1
cn(d1,ε)

6 Cn−d1,ε, and | |V
φ

n | |β 6
cn(m)

cn(r1)
6 Cnm−r1

where C > 0 and we used for the two estimates Lemma 4.3.12. We show in the proof

below that
cn(m)

cn(d1,ε)cn(r1)
=

cn(m)

cn(dr1,ε)
,

and since m > dr1,ε, invoking again Lemma 4.3.12, we have that the above ratio grows

with n.
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Proof. Since, for all n ∈ N, P(r1)n ∈ L2(βr1) we get from the intertwining in (4.40) and

the linearity of Λφ that

ΛφP
(r1)
n (x) =

√
Cn(r1)

n∑
k=0

(−1)n+k

(n − k)!
(λ1 − 1)n+k

(λ1 − 1)n
(r1)n
(r1)k

k!
Wφ(k + 1)

xk

k!
= P

φ
n (x). (4.48)

Recall that the sequence (P(r1)n )n>0 forms an orthonormal basis of L2(βr1) and thus, as

the image under a bounded operator of an orthonormal basis, we get that (Pφn )n>0 is a

Bessel sequence in L2(β) with Bessel bound given by the operator norm of Λφ, which

by Lemma 4.3.10 is 1. When r1 > 1 we have cn(d1,ε) = cn(1) = 1, so that the first claim

is proved in this case. In the case when r1 = 1 we suppose, without loss of generality,

that dφ > 0 and ε ∈ (0, dφ). Then Pφn reduces to

P
φ
n (x) =

√
Cn(1)

n∑
k=0

(−1)n+k

(n − k)!
(λ1 − 1)n+k

(λ1 − 1)n
n!
k!

xk

Wφ(k + 1)

and from the intertwining (4.40) we get

Λφd1,ε
P
(d1,ε)
n (x) =

√
Cn(d1,ε)

n∑
k=0

(−1)n+k

(n − k)!
(λ1 − 1)n+k

(λ1 − 1)n
(d1,ε)n

(d1,ε)k

(d1,ε)k

Wφ(k + 1)
xk

= cn(d1,ε)P
φ
n (x).

By Lemma 4.3.10Λφd1,ε
∈ B(L2(βd1,ε ),L2(β))with operator norm 1 and thus, by similar

arguments as above, we deduce that (cn(d1,ε)P
φ
n )n>0 is also a Bessel sequence in L2(β)

with Bessel bound 1. We continue with the claims regardingVφ
n , starting again with the

case when r1 = 1. Following similar arguments as in the proof of Proposition 4.3.2, we

get that, for any f ∈ L2(βm)

V∗φ∗m f (x) =
1
β(x)

V̂φ∗m(βm f )(x),

where V̂φ∗m f (x) =
∫ 1
0 f (xy)ν∗m(y)dy with ν∗m(y) = νm(1/y)/y, and where νm denotes

the density of the random variable Vφ∗m , whose existence is due to [96, Proposition 2.4].

Thus it suffices to show that, for all n ∈ N,

wn(x) = cn(m)V̂φ∗m(βmP
(m)
n )(x) = cn(m)V̂φ∗mp(m)n (x).
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To this end, taking the Mellin transform of the right-hand side yields, for Re(z) > r0,

MV̂φ∗m
p(m)n
(z) =MVφ∗m

(z)Mp(m)(z)

=
(−2)n

n!
(λ1 −m)n
(λ1)n

√
Cn(m)

Wφ(z)
(m)z−1

Γ(z)
Γ(z − n)

Mβλ1+n,m
(z)

=
(−2)n

n!
(λ1 −m)n
(λ1)n

√
Cn(m)

Γ(z)
Γ(z − n)

Mβλ1+n,λ1
(z)Mβ(z).

After substituting the definitions of cn(m), Cn(m) in (4.44) and (4.70), respectively, we

get, by some straightforward algebra,

cn(m)2n (λ1 −m)n
(λ1)n

√
Cn(m)

n!
= 2n (λ1 −m)n

(λ1)n

(m)n

n!
Cn(m)

n!
√

Cn(1)
= 2n

√
Cn(1)
n!

(λ1 − 1)n
(λ1)n

,

and the right-hand side is the constant in front of the definition of wn in (4.34) when

r1 = 1. Invoking the uniqueness claim in Proposition 4.3.2 yields (4.46), as desired. The

case when r1 < 1 follows by similar arguments, albeit with more tedious algebra, and its

proof is omitted. Next, using the second intertwining relation (4.40) we get that

Vφ∗mP
φ
n (x) =

√
Cn(λ1)

n∑
k=0

(−1)n+k

(n − k)!
(λ1 − 1)n+k

(λ1 − 1)n
n!
k!

Wφ(k + 1)
(m)k

xk

Wφ(k + 1)

= c−1
n (m)P

(m)
n (x).

As (P(m)n )n>0 is an orthonormal sequence in L2(βm), we have for any n, p ∈ N,

δnp = 〈P
(m)
n ,P

(m)
p 〉βm = cn(m)〈Vφ∗mP

φ
n ,P

(m)
p 〉βm = cn(m)〈P

φ
n ,V∗φ∗mP

(m)
p 〉β,

and thus we get that (Vφ
n )n>0 is a biorthogonal sequence in L2(β) of (Pφn )n>0. As before,

the continuity of V∗
φ∗m

given by Lemma 4.3.10 combined with the fact that (P(m)n )n>0

forms an orthonormal basis for L2(βm) implies that (c−1
n (m)V

φ
n )n>0 is a Bessel sequence

in L2(β) with Bessel bound 1. To show uniqueness, we first observe that any sequence

(gn)n>0 ∈ L2(β) biorthogonal to (Pφn )n>0 must satisfy

δnp = 〈P
φ
n , gp〉β = 〈P

(r1)
n ,Λ∗φgp〉βr1
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that is (Λ∗φgn)n>0 must be biorthogonal to (P(r1)n )n>0. However, since (P(r1)n )n>0 is an

orthonormal basis for L2(βµ) the only sequence in L2(βµ) biorthogonal to it is itself.

Thus, if there exists another sequence (gn)n>0 ∈ L2(β) biorthogonal to (Pφn )n>0 it follows

that, for all n ∈ N,

Λ
∗
φV

φ
n = P

(r1)
n = Λ∗φgn =⇒ Λ

∗
φ

(
V

φ
n − gn

)
= 0.

Since Lemma 4.3.3 gives that Ran(Λφ) is dense in L2(β) it follows that Ker(Λ∗φ) = {0}

and we conclude that (Vφ
n )n>0 is the unique sequence in L2(β) biorthogonal to (Pφn )n>0.

Finally, assume now that r1 < 1. Then, using the definition of φXr1 in (4.17) we get that

P
φXr1
n (x) =

√
Cn(r1)

n∑
k=0

(−1)n+k

(n − k)!
(λ1 − 1)n+k

(λ1 − 1)n
n!(k + 1)
(r1 + 1)k

φ(1)xk

Wφ(k + 2)
.

On the other hand, since UφXr1
pn =

φXr1 (0)
φXr1 (n)

pn, see (4.24), simple algebra yields that

UφXr1
P
φ
n (x) =

(r1)n
n!

√
Cn(r1)

n∑
k=0

(−1)n+k

(n − k)!
(λ1 − 1)n+k

(λ1 − 1)n
n!(k + 1)
(r1 + 1)k

φ(1)xk

Wφ(k + 2)

= cn(r1)P
φXr1
n (x).

(4.49)

We know that, since λ1 > m > 1 + µ = µφXr1
, (V

φXr1
n )n>0 = (cn(m)V∗φ∗mP

(m)
n )n>0 is the

unique sequence biorthogonal to (P
φXr1
n )n>0, and combining this with (4.49) gives the

biorthogonality of (Vφ
n )n>0 in L2(β) as well as uniqueness, using similar arguments as

above. Finally, the completeness of (Vφ
n )n>0 is a consequence of the fact thatVφ

n is, in all

cases and by Lemmas 4.3.3 and 4.3.10, the image under a continuous operator with dense

range of the sequence
(
cn(m)

cn(r1)P
(m)
n

)
n>0

, which is itself easily seen to be complete. �

Proof of Theorem 4.2.2. We are now able to give the proof of all items of Theorem 4.2.2,

which we tackle sequentially. Setting ε = dφ in (4.14) we get, by the first intertwining in

Proposition 4.3.3 and the spectral expansion of the self-adjoint semigroup Q(r1) in (4.74),
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that for any f ∈ L2(βr1) and t > 0,

QtΛφ f = ΛφQ(r1)t f =
∞∑

n=0
e−λnt 〈 f ,P(r1)n 〉βr1

P
φ
n =

∞∑
n=0

e−λnt 〈Λφ f ,Vφ
n 〉βP

φ
n ,

where the second identity is justified by (〈 f ,P(r1)n 〉βr1
)n>0 ∈ `2(N) and the fact that

(P
φ
n )n>0 is a Bessel sequence in L2(β), see [37, Theorem 3.1.3], and the last identity

uses the fact that, by Proposition 4.3.4,Vφ
n is the unique L2(β)-solution to the equation

Λ∗φV
φ

n = P
(r1)
n . Next, from the first intertwining in (4.40) and the fact that, for any

n ∈ N, Q(r1)t P
(r1)
n = e−λntP

(r1)
n , see (4.74), we get that Pφn is an eigenfunction for Qt

with eigenvalue e−λnt . Taking the adjoint of the first identity in (4.40) and using the

self-adjointness of Q(r1)t on L2(βr1) yields Λ∗φQ
∗
t = Q(r1)t Λ∗φ and thus, for any n ∈ N and

t > 0,

Λ
∗
φQt
∗V

φ
n = Q(r1)t Λ

∗
φV

φ
n = Q(r1)t P

(r1)
n = e−λntP

(r1)
n = e−λnt

Λ
∗
φV

φ
n ,

and since Ker(Λ∗φ) = {0} we deduce Qt
∗V

φ
n = e−λntV

φ
n . Next, let St be the linear

operator on L2(β) defined by

St f =
∞∑

n=0
〈Qt f ,Vφ

n 〉βP
φ
n

so that, by the above observations,

St f =
∞∑

n=0
〈Qt f ,Vφ

n 〉βP
φ
n =

∞∑
n=0

e−λnt 〈 f ,Vφ
n 〉βP

φ
n .

For convenience, we set Vφ
n =

cn(r1)
cn(m)
V

φ
n , n ∈ N. Then, for any t > 0 and f ∈ L2(β) we

have, for C > 0 a constant independent of n,

∞∑
n=0

e−2λnt
����〈 f ,Vφ

n

〉
β

����2 = ∞∑
n=0

e−2λnt c
2
n(m)

c2n(r1)

����〈 f ,Vφ
n

〉
β

����2
6 C

∞∑
n=0

����〈 f ,Vφ
n

〉
β

����2 6 Cβ[ f 2] < ∞,

where the first inequality follows from the asymptotic in (4.45) combined with the

decay of the sequence (e−2λnt)n>0, t > 0, and the second inequality follows from the
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Bessel property of (Vφ
n )n>0 guaranteed by Proposition 4.3.4. Hence we deduce that(

e−λnt 〈 f ,Vφ
n 〉β

)
n>0
∈ `2(N) and, as (Pφn )n>0 is a Bessel sequence, it follows that St

defines a bounded linear operator on L2(β) for any t > 0, again by [37, Theorem 3.1.3].

However, St = Qt on Ran(Λφ), a dense subset of L2(β). Therefore, by the bounded linear

extension theorem, we have St = Qt on L2(β) for any t > 0. Note that, by similar Bessel

sequence arguments as above, for any N > 1,Qt f −
N∑

n=0
e−λnt

〈
f ,Vφ

n

〉
β
P
φ
n

2

β

6 β[ f 2] sup
n>N+1

e−2λnt c
2
n(m)

c2n(r1)
.

Since the supremum on the right-hand side is decreasing in n, for any t > 0, we get that

in the operator norm topology

Qt = lim
N→∞

N∑
n=0

e−λntP
φ
n ⊗ V

φ
n ,

where each
∑N

n=0 e−λntP
φ
n ⊗ V

φ
n is of finite rank. This completes the proof of Item (1)

and also shows that Qt is a compact operator for any t > 0, which completes the proof

of Item (2). Next, the intertwining identity (4.40) and the completeness of (Pφn )n>0 and

(V
φ

n )n>0 enable us to invoke [99, Proposition 11.4] to obtain the equalities for algebraic

and geometric multiplicities in Item (3), and also to conclude that

σp(Qt) = σp(Q
∗
t ) = σp(Q(r1)t ) = {e

−λnt ; n ∈ N}.

SinceQt is compact we get thatQ∗t is compact, and thus for both of these operators their

spectrum is equal to their point spectrum. To establish the remaining equalities we use

the immediate compactness ofQ to invoke [49, Corollary 3.12] and obtain σ(Qt)\ {0} =

etσ(J), while we also have from [49, Theorem 3.7] that, σp(Qt) \ {0} = etσp(J). Putting

all of these together completes the proof of Item (3). Finally it remains to prove the last

item concerning the self-adjointness of Q. Clearly if h ≡ 0 then Q is self-adjoint, as in

this case β reduces to βµ and Q reduces to the classical Jacobi semigroup Q(µ), which is
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self-adjoint on L2(βµ). Now suppose that Q is self-adjoint on L2(β), that is Qt = Q
∗
t for

all t > 0. By differentiating in t the identity, for any n,m ∈ N,

〈Qt pn, pm〉β = 〈pn,Qt pm〉β

we deduce, by a simple application of Fubini’s Theorem using the finiteness of the

measure β, that

〈Jpn, pm〉β = 〈pn, Jpm〉β . (4.50)

Note that (4.50) holds trivially if either n = 0 or m = 0, or if n = m, so we may suppose

that n , m; all together we take, without loss of generality, n > m > 0. Now, for any

n > 1, a straightforward calculation shows that

Jpn(x) = Ψ(n)pn−1(x) − λnpn(x), (4.51)

wherewe recall from (4.4) thatΨ(n) = (n−r0)φ(n) and from (4.10) that λn = n2+(λ1−1)n.

Using (4.51) on both sides of (4.50) and rearranging gives

(λn − λm) βpn+m = (Ψ(n) − Ψ(m)) βpn+m−1. (4.52)

By (4.6) and the recurrence relations for Wφ and the gamma function, the ratio

β[pn+m]/β[pn+m−1] evaluates to

β[pn+m]

β[pn+m−1]
=
(n + m + r0)
(n + m + λ1 − 1)

φ(n + m)
(n + m)

=
Ψ(n + m)
λn+m

,

so that substituting into (4.52) shows that the following must be satisfied

Ψ(n + m) (λn − λm) = λn+m (Ψ(n) − Ψ(m)) . (4.53)

Next, we write Ψ as

Ψ(n) = n2 + (µ − } − 1)n + n
∫ ∞

1
(1 − r−n)h(r)dr = n2 + (µ − 1)n + n

∫ ∞

1
r−nh(r)dr,
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where the first equality is simply the definition of Ψ in (4.2) and the second follows

from the assumption that } =
∫ ∞
1 h(r)dr < ∞. Let us write G(n) = n2 + (µ − 1)n and

H(n) = n
∫ ∞
1 r−nh(r)dr . By direct verification we get

G(n + m) (λn − λm) = (n − m)
[
(n + m)3 + (λ1 + µ − 2)(n + m)2(λ1 − 1)(µ − 1)(n + m)

]
= λn+m (G(n) − G(m)) ,

so that (4.53) is equivalent to

H(n + m) (λn − λm) = λn+m (H(n) − H(m)) . (4.54)

Observe that

H(n + m) (λn − λm) = (n − m)(n + m) (n + m + λ1 − 1)
∫ ∞

1
r−(n+m)h(r)dr,

while

λn+m (H(n) − H(m)) = (n +m)(n +m + λ1 − 1)
(
n
∫ ∞

1
r−nh(r)dr − m

∫ ∞

1
r−mh(r)dr

)
.

Hence canceling (n + m)(n + m + λ1 − 1) on both sides of (4.54), then dividing by nm

and rearranging the resulting equation yields∫ ∞

1
r−mh(r)dr =

∫ ∞

1
r−nh(r)dr +

(
1
n
−

1
m

) ∫ ∞

1
r−(n+m)h(r)dr .

Applying the dominated convergence theorem when taking the limit as n → ∞ of the

right-hand side we find that, for all m > 0 with m , n,∫ ∞

1
r−mh(r)dr = 0,

which implies that h ≡ 0. This completes the proof of Item (4) and thus the proof of the

theorem. �

To conclude this section we give a result concerning the intertwining operators in

Proposition 4.3.3 which illustrates that, except in the self-adjoint case of h ≡ 0 and
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µ 6 1, none of these operators admit bounded inverses. This latter fact combined with

the relation (4.48) imply that (Pφn )n>0 is a not a Riesz sequence in L2(β), as it is not the

image of an orthogonal sequence by an invertible bounded operator, see [37]. Recall

that a quasi-affinity is a linear operator between two Banach spaces with trivial kernel

and dense range.

Proposition 4.3.5. Let m ∈ (1{µ<1+}} + µ, λ1) and ε ∈ (0, dφ] ∪ {dφ}.

(1) The operators Λφd1,ε
: L2(βd1,ε ) → L2(β), Vφ∗m : L2(β) → L2(βm), and UφXr1

:

L2(βφXr1
) → L2(β) are all quasi-affinities.

(2) The operator Λφd1,ε
admits a bounded inverse if and only if h ≡ 0 and µ 6 1 when

d1,ε = 1, where d1,ε was defined in (4.19). In all cases Vφ∗m and UφXr1
do not admit

bounded inverses.

Proof. Since polynomials belong to the L2-range of the operators Λφd1,ε
, Vφ∗m , and UφXr1

,

we get, by moment determinacy, that each of these has dense range in their respective

codomains. For the remaining claims we proceed sequentially by considering each

operator individually, starting with Λφd1,ε
. Proposition 4.3.4 gives that, for any n ∈ N

P
φ
n =

1
cn(d1,ε)

Λφd1,ε
P
(d1,ε)
n ,

and also that (Pφn )n>0 and (Vφ
n )n>0 are biorthogonal. Consequently,

δnp =
〈
P
φ
n ,V

φ
p

〉
β
=

〈
1

cn(d1,ε)
Λφd1,ε

P
(d1,ε)
n ,V

φ
p

〉
β

=
1

cn(d1,ε)

〈
P
(d1,ε)
n ,Λ∗φd1,ε

V
φ
p

〉
βd1,ε

.

However, as (P(d1,ε)
n )n>0 forms an orthonormal basis for L2(βd1,ε ) it must be its own

unique biorthogonal sequence, which forces

1
cn(d1,ε)

Λ
∗
φd1,ε
V

φ
n = P

(d1,ε)
n ,
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for all n ∈ N. Thus we conclude that P ⊂ Ran(Λ∗φd1,ε
), so that by moment determinacy

of (βd1,ε ), we get that Ker(Λφd1,ε
) = {0}. Next, by straightforward computation we have,

for any n ∈ N,

‖pn‖
−2
βd1,ε

Λφd1,ε
pn

2

β
=

Wφ(2n + 1)
W2
φ(n + 1)

(d1,ε)
2
n

(d1,ε)2n
=

Wφd1,ε
(2n + 1)

W2
φd1,ε
(n + 1)

(n!)2

(2n)!
, (4.55)

where the second equality follows by using the definition of φd1,ε , see (4.20), together

with the recurrence relation for Wφd1,ε
. Now, the same arguments as in the proof of

[99, Theorem 7.1(2)] may be applied, see e.g. Section 7.3 therein, to get that the ratio

in (4.55) tends to 0 as n → ∞ if and only if φd1,ε (0) = 0 and Π ≡ 0 ⇐⇒ h ≡ 0.

This is because, with the notation of the aforementioned paper, the expression for ψ(u)
u2

is equal to
φd1,ε (u)

u in our notation, and we have σ2 = 1 from limu→∞
φd1,ε (u)

u = 1. From

the definition of φd1,ε in (4.20) we find that, if d1,ε = 1, then φd1,ε (0) = φ(0) = 0 and

from Lemma 4.3.2(3) we get that φ(0) = µ− 1− } if µ > 1+ } while φ(0) is always zero

when µ < 1 + }, which shows that if d1,ε = 1 then φ(0) = 0 ⇐⇒ µ 6 1. On the other

hand, from (4.20), it is clear that if d1,ε > 1 then always φd1,ε (0) = 0. This completes the

proof of the claims regarding Λφd1,ε
. Next, by Proposition 4.3.4, Vφ

n ∈ Ran(V∗
φ∗m
), for

each n ∈ N, and as proved in Proposition 4.3.3, the sequence (Vφ
n )n>0 is complete. Thus

Ran(V∗
φ∗m
) is dense in L2(βm), or equivalently Ker(Vφ∗m) = {0}. By direct calculation we

get that,

‖pn‖
−2
β

Vφ∗mpn
2
βm
=

W2
φ(n + 1)

Wφ(2n + 1)
(m)2n

(m)2n
=

n∏
k=1

φ∗m(k)
φ∗m(k + n)

, (4.56)

where φ∗m was defined in (4.21). Now the fact that limu→∞
φ(u)

u = 1 allow us to deduce

limu→∞ φ
∗
m(u) = 1 and, as noted earlier, φ∗m is a Bernstein function and hence non-

decreasing. As the case φ∗m ≡ 1 is excluded by the assumption on m, we get that, as

n→∞, the ratio in (4.56) tends to 0. Next, by taking the adjoint of (4.40) we get

U∗
φXr1
Q
φXr1
t

∗

= Q
φ
t
∗
U∗
φXr1
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and using this identity we get that U∗
φXr1
V

φ
n is an eigenfunction for Q

φXr1
t

∗

associated to

the eigenvalue e−λnt . Then, Theorem 4.2.2(3) forces U∗
φXr1
V

φ
n = V

φXr1
n , and the latter

is a complete sequence, whence Ker(UφXr1
) = {0}. Finally, another straightforward

calculation gives that

‖pn‖
−2
βφ

UφXr1
pn

2

β
φXr1

=
φXr1

2
(0)

φXr1
2
(n)

φ(2n + 1)
r1φ(1)

2n + r1
2n + 1

= φXr1 (0)
2n + r1
(n + r1)2

(
n+!

φ(n + 1)

)2
φ(2n + 1)

2n + 1
,

and using the fact that limu→∞
φ(u)

u = 1 we conclude that the right-hand side tends to 0

as n→∞. �

4.3.6 Proof of Theorem 4.2.3(1)

Theorem 4.2.2 gives, for any f ∈ L2(β) and t > 0,

Qt f =
∞∑

n=0
e−λnt 〈 f ,Vφ

n 〉βP
φ
n

so that, since λ0 = 0 and Pφ0 ≡ 1 ≡ Vφ
0 ,

Qt f − β f =
∞∑

n=1
e−λnt 〈 f ,Vφ

n 〉βP
φ
n . (4.57)

Next, we note that

sup
n>1

e−2nλ1t c
2
n(m)

c2n(dr1,ε)
6 e−2λ1t c

2
1(m)

c21(dr1,ε)
⇐⇒

2λ1t > log
(
(m + 1)(λ1 − dr1,ε + 1)
(dr1,ε + 1)(λ1 −m + 1)

)
,

(4.58)

since

e−2(n−1)λ1t c
2
n(m)

c2n(dr1,ε)

c21(dr1,ε)

c21(m)
=

n−1∏
j=1

e−2λ1t (m + j)(λ1 − dr1,ε + j)
(dr1,ε + j)(λ1 −m + j)

,

and m > dr1,ε, which is trivial when r1 < 1, as then m > 1 > dr1,ε = r1, while if

r1 = 1 we have m − 1 > dφ > dr1,ε − 1 from [99, Proposition 4.4(1)]. Now, we claim
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that the following computation is valid, writing | | · | |β again for the L2(β)-norm and

Vφ
n =

cn(r1)
cn(m)
V

φ
n ,

‖Qt f − β f ‖2 6
∞∑

n=1

1
c2n(d1,ε)

���〈Qt f ,Vφ
n 〉β

���2 = ∞∑
n=1

e−2λnt c
2
n(m)

c2n(dr1,ε)

����〈 f ,Vφ
n

〉
β

����2
6
m(λ1 − dr1,ε)

dr1,ε(λ1 −m)
e−2λ1t

∞∑
n=1

����〈 f ,Vφ
n

〉
β

����2
=
m(λ1 − dr1,ε)

dr1,ε(λ1 −m)
e−2λ1t

∞∑
n=1

����〈 f − β f ,Vφ
n

〉
β

����2
6
m(λ1 − dr1,ε)

dr1,ε(λ1 −m)
e−2λ1t ‖ f − β f ‖2β .

To justify this we start by observing that the first inequality follows from (4.57) together

with (cn(d1,ε)P
φ
n )n>0 being a Bessel sequence with Bessel bound 1, which was proved in

Proposition 4.3.4. Next we use the fact thatVφ
n is an eigenfunction for Q∗t associated to

the eigenvalue e−λnt , and then the identity

cn(r1)cn(d1,ε) = cn(dr1,ε),

which follows by considering the cases r1 = 1 and r1 < 1 separately. Indeed, when

r1 = 1 then dr1,ε = d1,ε and c2n(r1) = 1, while otherwise d1,ε = 1 so that dr1,ε = r1

and c2n(d1,ε) = 1. The second inequality follows from (4.58) and then we use the

biorthogonality of (Pφn )n>0 and (Vφ
n )n>0, given by Proposition 4.3.4, which implies that

for any c ∈ R, 〈c1[0,1],Vφ
n〉β = 0 if n , 0. The last inequality follows from the fact that

(Vφ
n )n>0 is a Bessel sequence with Bessel bound 1, again due to Proposition 4.3.4. Next,

when 0 6 2λ1t < log
(
(1+m)(1+λ1−dr1,ε)

(1+dr1,ε)(1+λ1−m)

)
and since m > dr1,ε, we get

m(λ1 − dr1,ε)

dr1,ε(λ1 −m)
e−2λ1t >

m

m + 1
dr1,ε + 1
dr1,ε

λ1 − dr1,ε

λ1 − dr1,ε + 1
λ1 −m + 1
λ1 −m

> 1,

so that the contractivity of the semigroup Q yields, for f ∈ L2(β) and any t > 0,

‖Qt f − β f ‖2β 6 e−2λ1t ‖ f − β f ‖2β .
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Finally, since β is an invariant probability measure,

| |Qt f − β f | |2β = β[(Qt f − β f )2]

= β[(Qt f )2] − 2β[ f ]β[Qt f ] + (β[ f ])2

= β[(Qt f )2] − (β[ f ])2 = Varβ(Qt f ),

which completes the proof. �

4.3.7 Proof of Theorem 4.2.3(2)

We first give a result that strengthens the intertwining relations in Proposition 4.3.3 and

falls into the framework of the work byMiclo and Patie [88]. Write Vdr1,ε
for the Markov

multiplicative kernel associated to a random variable with law βdr1,ε
, which, by the same

arguments as in the proof of Lemma 4.3.10, satisfies Vdr1,ε
∈ B(L2(βdr1,ε

),L2(βm)). We

writeVφ = Λφd1,ε
V∗

dr1,ε
and, for µ > 1+}, let Ṽφ = Vφ∗m and otherwise let Ṽφ = Vφ∗mUφXr1

.

Recall that a function F : R+ → [0,∞) is said to be completely monotone if F ∈ C∞(R+)

and (−1)n dn

dxn F(u) > 0, for u > 0 and n ∈ N. By Bernstein’s theorem, any completely

monotone function F is the Laplace transform of a positive measure on [0,∞), and if

limu→0 F(u) < ∞ (resp. limu→0 F(u) = 1) then F is the Laplace transform of finite

(resp. probability) measure on R+, see e.g. [109, Chapter 1].

Proposition 4.3.6. Under the assumptions of the theorem, we have a completely mono-

tone intertwining relationship between Q and Q(m), in the sense of [88], that is for t > 0

and on the respective L2-spaces

Q
φ
t Vφ = VφQ(m)t and ṼφQ

φ
t = Q(m)t Ṽφ with ṼφVφ = Fφ(−Jm), (4.59)

where − log Fφ is a Bernstein function with Fφ : [0,∞) → [0,∞) being the completely
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monotone function given by

Fφ(u) =
(dr1,ε)ρ(u)

(m)ρ(u)

(λ1 −m)ρ(u)

(λ1 − dr1,ε)ρ(u)
, u > 0.

Proof. We give the proof only in the case µ > 1 + }, so that dr1,ε = d1,ε, as the other

case follows by similar arguments. From Proposition 4.3.3 we get, with J = Jd1,ε ,

Q(m)t Vd1,ε = Vd1,εQ
(d1,ε)
t ,

and taking the adjoint and using that both Q(m) and Q(d1,ε) are self-adjoint on L2(βm)

and L2(βd1,ε ), respectively, we get that

Q(d1,ε)
t V∗d1,ε

= V∗d1,ε
Q(m)t .

Combining this with the first intertwining relation in Proposition 4.3.3 then yields

QtVφ = VφQ(m)t ,

and, together with second intertwining relation in Proposition 4.3.1, we conclude that

Q(m)t ṼφVφ = ṼφQtVφ = ṼφVφQ(m)t . (4.60)

As Q(m)t is self-adjoint with simple spectrum the commutation identity (4.60) implies,

by the Borel functional calculus, see e.g. [105], that ṼφVφ = F(Jm) for some bounded

Borelian function F, and to identify F it suffices to identify the spectrum of ṼφVφ. To

this end we observe that, for any g ∈ L2(βd1,ε ),

〈V∗d1,ε
P
(m)
n , g〉βd1,ε

= 〈P
(m)
n ,Vd1,εg〉βm

=

∞∑
m=0
〈g,P

(d1,ε)
m 〉βd1,ε

〈P
(m)
n ,Vd1,εP

(d1,ε)
m 〉βm

=
cn(d1,ε)

cn(m)
〈P
(d1,ε)
n , g〉βd1,ε

,
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where we used that (P(d1,ε)
n )n>0 forms an orthonormal basis for L2(βd1,ε ) and the identity

Vd1,εP
(d1,ε)
m = cm(d1,ε)P

(m)
m /cm(m) follows by a straightforward, albeit tedious, compu-

tation. Consequently, for any n ∈ N,

ṼφVφP
(m)
n =

cn(d1,ε)

cn(m)
Vφ∗mΛφd1,ε

P
(d1,ε)
n =

c2n(d1,ε)

cn(m)
Vφ∗mP

φ
n =

c2n(d1,ε)

c2n(m)
P
(m)
n ,

where the second and third equalities follow from calculations that were detailed in the

proof of Proposition 4.3.4. Using the definition of cn in (4.44) we thus get that, for n ∈ N,

F(λn) =
c2n(d1,ε)

c2n(m)
=
(d1,ε)n

(m)n

(λ1 −m)n
(λ1 − d1,ε)n

recalling from (4.10) that (λn)n>0 are the eigenvalues of −Jm, which proves that Fφ = F.

Next, one readily computes that the non-negative inverse of the mapping n 7→ λn is given

by the function ρ defined prior to the statement of the theorem, which was remarked to

be a Bernstein function. For another short proof of this fact, observe that, for u > 0,

ρ′(u) =
(
(λ1 − 1)2 + 4u

)− 1
2
,

which is completely monotone. Since u 7→ Fφ(u2 + (λ1 − 1)u) is the Laplace transform

of the product convolution of the beta distributions βd1,ε and βm we may invoke [109,

Theorem 3.7] to conclude Fφ is completely monotone. Finally, to show that − log Fφ is a

Bernstein function we note that, for any a, b > 0, the function u 7→ log(a + b)u − log(a)u

is a Bernstein function, see e.g. Example 88 in [109, Chapter 16]. Since

− log Fφ(u) = log
(m)ρ(u)

(d1,ε)ρ(u)
+ log

(λ1 − d1,ε)ρ(u)

(λ1 −m)ρ(u)
,

with d1,ε < m, and the composition of Bernstein functions remains Bernstein together

with the fact that the set of Bernstein functions is a convex cone, see e.g. [109, Corollary

3.8] for both of these claims, it follows that − log Fφ is a Bernstein function. �

Proof of Theorem 4.2.3(2). Sincem ∈ (1{µ<1+}}+µ, λ1)wemay apply Proposition 4.3.6

to conclude that ṼφVφ = Fφ(−Jm) and a straightforward substitution gives E [e−uτ] =
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Fφ(u), u > 0, with − log Fφ a Bernstein function. From the Borel functional calculus we

get, since Q(m)t is self-adjoint on L2(βm), that

Q(m)τ =

∫ ∞

0
Q(m)t P(τ ∈ dt) =

∫ ∞

0
etJmP(τ ∈ dt) = Fφ(−Jm) = ṼφVφ.

Combining this identity with (4.59) yields, for non-negative f ∈ L2(β),

ṼφVφṼφ f =
∫ ∞

0
Q(m)t Ṽφ f P(τ ∈ dt) =

∫ ∞

0
ṼφQt f P(τ ∈ dt) = Ṽφ

∫ ∞

0
Qt f P(τ ∈ dt),

and the general case follows by linearity and by decomposing f into the difference of

non-negative functions. By Proposition 4.3.5 Ṽφ has trivial kernel onL2(β) so we deduce

VφṼφ =

∫ ∞

0
QtP(τ ∈ dt) = Qτ, (4.61)

and thus Q satisfies a completely monotone intertwining relation with Q(m), in the sense

of [88]. Consequently we may invoke [88, Theorems 7, 24] to transfer the entropy decay

andΦ-entropy decay ofQ(m), reviewed in Section 4.5, to the semigroupQ but after a time

shift of the independent random variable τ. Note that, when λ1 > 2(1{µ<1+}} + µ), we

may take m = λ1
2 so that the reference semigroup is Q(λ1/2), which has optimal entropy

decay rate. �

4.3.8 Proof of Theorem 4.2.4

The proof of Theorem 4.2.4(1) follows by using Equation (4.61) above to invoke [88,

Theorem 8]. Next, by Equation (4.61) and using Proposition 4.3.6 we get

| |Qt+τ | |1→∞ = | |QtVφṼφ | |1→∞ = | |VφQ(m)t Ṽφ | |1→∞ 6 | |Q(m)t | |1→∞,

where the last inequality follows by applying Lemma 4.3.10 twice, once in the case p = ∞

for Vφ and once with p = 1 for Ṽφ. The claim now follows from the corresponding

ultracontractivity estimate for Q(m). �
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4.3.9 Proof of Theorem 4.2.5

The following arguments are taken from the proof of [87, Proposition 5]. We denote

by Q(m,τ) for the classical Jacobi semigroup Q(m) subordinated with respect to τ =

(τt)t>0. By [88, Theorem 3] we obtain, from Proposition 4.3.6, a completely monotone

intertwining relationship between the subordinate semigroups, i.e. writing Vφ and Ṽφ as

above, we have, for any t > 0 and on the appropriate L2-spaces,

Qτ
t Vφ = VφQ(m,τ)t and ṼφQ

τ
t = Q(m,τ)t Ṽφ with VφṼφ = Q

τ
1 . (4.62)

Using this we get, for any f ∈ L2(β) and t > 1,

Qτ
t f = Qτ

t−1VφṼφ f = VφQ(m,τ)t−1 Ṽφ f =
∞∑

n=0
E

[
e−λnτt−1

]
〈Ṽφ f ,P(m)n 〉βmVφP

(m)
n

=

∞∑
n=0
E

[
e−λnτt−1

] c2n(dr1,ε)

c2n(m)
〈 f ,Vφ

n 〉βP
φ
n

=

∞∑
n=0
E

[
e−λnτt

]
〈 f ,Vφ

n 〉βmP
φ
n ,

where in the second equality we used the boundedness of Vφ together the expansion

for the subordinated classical Jacobi semigroup which follows from (4.74) and stan-

dard arguments, then the properties of Ṽφ and Vφ detailed in previous sections, and

finally the expression for E[e−λnτ] in (4.15). All but the last claim of the corollary

then follow from [88, Theorems 7, 24] applied to (4.62). Next, we establish the ul-

tracontractive bound | |Qτ
t | |1→∞ 6 cm(E[τ−p] + 1) for t > 2. From (4.15) we get, by

applying Stirling’s formula for the gamma function together with limu→∞ u−1/2ρ(u) = 1,

that limu→∞ u(m−dr1,ε)E[e−uτ] = 1. Writing for convenience p = λ1−m
λ1−m−1 > 0, we get by

assumption on the parameters that p < m − dr1,ε so that the previous asymptotic yields,

for t > 1,

E[τ
−p
t ] =

1
Γ(p)

∫ ∞

0
E[e−uτt ]up−1du 6

1
Γ(p)

∫ ∞

0
E[e−uτ]up−1du = E[τ−p] < ∞,
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where the two equalities follow by applying Tonelli’s theorem together with a change of

variables, and the inequality follows from the fact that, for all u > 0, t 7→ E[e−uτt ] is

non-increasing, recalling the notation τ1
(d)
= τ. Hence, from the ultracontractive bound

| |Q(m)s | |1→∞ 6 cm max(1, s−p), valid for all s > 0, we deduce that for t > 1

| |Q(m,τ)t | |1→∞ 6

∫ ∞

0
| |Q(m)s | |1→∞P(τt ∈ ds)

6 cm

(∫ 1

0
s−pP(τt ∈ ds) +

∫ ∞

1
P(τt ∈ ds)

)
6 cm(E[τ−p] + 1).

Consequently from (4.62) we get that, for t > 2,

| |Qτ
t | |1→∞ = | |Q

τ
t−1VφṼφ | |1→∞ = | |VφQ(m,τ)t−1 Ṽφ | |1→∞ 6 | |Q(m,τ)t−1 | |1→∞ 6 cm(E[τ−p]+1).

Then it is easy to complete the proof of the last claim by following similar arguments as

in the proof of [9, Proposition 6.3.4], noting that the required variance decay estimate

therein, namely

Varβ(Qτ
t f ) 6

(
m(λ1 − dr1,ε)

dr1,ε(λ1 −m)

)1−2t

Varβ( f )

valid for all t > 0 and f ∈ L2(β), follows trivially from Theorem 4.2.3(1) via subordina-

tion. �

4.4 Examples

In this section we consider a parametric family of non-local Jacobi operators for which

h is a power function. More specifically, let δ > 1 and consider the integro-differential

operator Jδ given by

Jδ f (x) = x(1 − x) f ′′(x) − (λ1x − δ − 1) f ′(x) − x−(δ+1)
∫ x

0
f ′(r)rδdr
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Then Jδ is a non-local Jacobi operator with µ = δ + 1 and h(r) = r−δ−1, r > 1,

or one easily gets that equivalently Π(r) = e−δr , r > 0. One readily computes that

} =
∫ ∞
1 h(r)dr = δ−1 and thus the condition µ > 1+ } is always satisfied, which implies

that r1 = 1. Writing φδ for the Bernstein function in one-to-one correspondence with

Jδ, we have that for u > 0,

φδ(u) = u +
δ2 − 1
δ
+

∫ ∞

1
(1 − r−u)r−δ−1dr =

(u + δ + 1)(u + δ − 1)
u + δ

. (4.63)

From the right-hand side of (4.63) we easily see that dφδ = δ − 1. Now, we assume

that λ1 > δ + 2 > 3 and, for sake of simplicity, take λ1 − δ < N. The following result

characterizes all the spectral objects for these non-local Jacobi operators.

Proposition 4.4.1.

(1) The density of the unique invariant measure of the Markov semigroup associated

to Jδ is given by

β(x) =
((λ1 − δ − 2)x + 1)
(δ + 1)(1 − x)

βδ(x), x ∈ (0, 1).

(2) We have that Pφδ0 ≡ 1 and, for n > 1,

P
φδ
n (x) =

n!
(δ + 2)n

√
Cn(1)

©«
P
(λ1,δ+2)
n (x)√
Cn(δ + 2)

+
x
δ

P
(λ1+1,δ+3)
n−1 (x)√
C̃n−1(δ + 3)

ª®®¬ , x ∈ [0, 1].

making explicit the dependence on the two parameters for the classical Jacobi

polynomials, see (4.69), and where C̃n(δ+3) = n!(2n+λ1)(λ1+1)n/(δ+3)n(λ1−

δ − 2)n.

(3) For any n ∈ N the functionVφδ
n is given by

V
φδ

n (x) =
wn(x)
β(x)

, x ∈ (0, 1),
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where wn has the so-called Barnes integral representation, see e.g. [30], for any

a > 0,

wn(x) = −Cλ1,δ,n
1

2πi

∫ −a+i∞

−a−i∞

Γ(δ + 2 − z)Γ(−z)Γ(δ − z)
Γ(δ + 1 − z)Γ(−n − z)Γ(z + λ1 + n)

xzdz,

= Cλ1,δ,n
sin(π(δ − λ1))

π

∞∑
k=0

(δ + 1)k+n

(δ + 1)k
Γ(k + δ − n − λ1 + 1)

k!
(k − 1)xk+δ,

with |x | < 1 and Cλ1,δ,n = δ(λ1 − 1)Γ(λ1 + n − 1)
√

Cn(1)(−2)n/(n!Γ(δ + 2)).

Proof. First, from (4.63) and (4.5) we get that, for any n ∈ N,

Wφδ (n + 1) =
δ

n + δ
(δ + 2)n (4.64)

so that from (4.6) we deduce that

β[pn] =
Wφδ (n + 1)
(λ1)n

=
δ

n + δ
(δ + 2)n
(λ1)n

. (4.65)

The first term on the right of (4.65) is the nth-moment of the probability density fδ(x) =

δxδ−1 on [0, 1] while the second term is the nth-moment of a βδ+2 density. Thus, by

moment identification and determinacy, we conclude that β(x) = fδ � βδ+2(x) and after

some easy algebra we get, for x ∈ (0, 1), that

β(x) =
Γ(λ1)δxδ−1

Γ(δ + 2)Γ(λ1 − δ − 2)

∫ 1

x
y(1 − y)λ1−δ−3dy =

((λ1 − δ − 2)x + 1)
(δ + 1)(1 − x)

βδ(x),

which completes the proof of the first item. Next, substituting (4.64) in (4.7), gives

Pδ
0 ≡ 1, and for n = 1, 2, . . .,

P
φδ
n (x) =

√
Cn(1)

(
n∑

k=0

(−1)n+k

(n − k)!
(λ1 − 1)n+k

(λ1 − 1)n
n!
k!

xk

(δ + 2)k

+

n∑
k=0

(−1)n+k

(n − k)!
(λ1 − 1)n+k

(λ1 − 1)n
n!
k!

k
δ

xk

(δ + 2)k

)

=
n!

(δ + 2)n

√
Cn(1)

©«
P
(δ+2)
n (x)√

Cn(δ + 2)
+

x
δ

P
(λ1+1,δ+3)
n−1 (x)√
C̃n−1(δ + 3)

ª®®¬ ,
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where, to compute the second equality we made a change of variables and used the

recurrence relation of the gamma function, and the definition of the classical Jacobi

polynomials, see Section 4.5 and also [116]. This completes the proof of Item (2). To

prove Item (3) we recall from (4.9) that, for any n ∈ N, Vφδ
n (x) = 1

β(x)wn(x), where,

by (4.35), the Mellin transform of wn is given, for any Re(z) > 0, as

Mwn(z) = Cλ1,δ,n(z + δ + 1)
Γ(z)

Γ(z − n)
Γ(z + δ)

Γ(z + λ1 + n)
,

used twice the functional equation for the gamma function and the definition of the

constant Cλ1,δ,n in the statement. Next, writing z = a + ib for any b ∈ R and a > 0, we

recall from (4.38) that there exists a constant Ca > 0 such that

lim
|b|→∞

Ca |b|λ1+n−1
����(z + δ + 1)

Γ(z)
Γ(z − n)

Γ(z + δ)
Γ(z + λ1 + n)

���� = 1, (4.66)

where we recall that λ1 > δ + 2 > 3 and n > 0. Hence, since z 7→ Mwn(z) is analytic on

the right half-plane, by Mellin’s inversion formula, see e.g. [90, Chapter 11], one gets

for any a > 0,

wn(x) = Cλ1,δ,n
1

2πi

∫ a+i∞

a−i∞
(z + δ + 1)

Γ(z)
Γ(z − n)

Γ(z + δ)
Γ(z + λ1 + n)

x−zdz,

where the integral is absolutely convergent for any x > 0. Note that this is a Barnes-

integral since we can write, again using the functional equation for the gamma function,

wn(x) = −Cλ1,δ,n
1

2πi

∫ −a+i∞

−a−i∞

Γ(δ + 2 − z)
Γ(δ + 1 − z)

Γ(−z)
Γ(−z − n)

Γ(δ − z)
Γ(z + λ1 + n)

xzdz,

see for instance [30]. Next, since (z + δ + 1) Γ(z)
Γ(z−n) = (z + δ + 1)(z − n) · · · (z − 1), it

follows that the function z 7→ (z+δ+1) Γ(z)
Γ(z−n) does not have any poles, while the function

z 7→ Γ(z+δ)
Γ(z+λ1+n) has simple poles at z = −k − δ for all k ∈ N. Consequently, by Cauchy’s

residue theorem we have, for any |x | < 1,

wn(x) = Cλ1,δ,n

∞∑
k=0

(1 − k)Γ(−k − δ)
Γ(−k − δ − n)

(−1)k

k!
xk+δ

Γ(−k − δ + λ1 + n)
,

148



where we used that the integrals along the two horizontal segments of any closed contour

vanish, as by (4.66) they go to 0 when |b| → ∞. We justify the radius of convergence of

the series as follows. Since λ1 − δ < N, using Euler’s reflection formula for the gamma

function, i.e. Γ(z)Γ(1 − z) = π
sin(πz) , z < Z, we conclude that

wn(x) = Cλ1,δ,n
sin(π(δ − λ1))

π

∞∑
k=0

(δ + 1)k+n

(δ + 1)k
Γ(k + δ − n − λ1 + 1)

k!
(k − 1)xk+δ,

where we used that sin(x + kπ) = (−1)k sin(x) for k ∈ N. Using the recurrence relation

of the gamma function we deduce that the radius of convergence of this series is 1, which

completes the proof. �

4.5 Classical Jacobi operator and semigroup

4.5.1 Introduction and boundary classification

Before we begin reviewing the classical Jacobi operator, semigroup, and process we

clarify the notational convention that is used for these objects throughout the paper.

Namely, with λ1 being fixed, instead of writing Jλ1,µ we suppress the dependency on

λ1 and write simply Jµ, and similarly for the beta distribution, Jacobi semigroup, and

polynomials. The exception is when these objects depend in a not-straightforward way

on λ1, in which case we highlight the dependency explicitly. Now, let λ1 > µ > 0 and

let Q(µ) = (Q(µ)t )t>0 be the classical Jacobi semigroup whose càdlàg realization is the

Jacobi process (Yt)t>0 on [0, 1], i.e. for bounded measurable functions f

Q(µ)t f (x) = Ex [ f (Yt)] , x ∈ [0, 1].
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Then Q(µ) is a Feller semigroup and its infinitesimal generator Jµ has, for any f ∈

C2([0, 1]), the following form

Jµ f (x) = x(1 − x) f ′′(x) − (λ1x − µ) f ′(x), x ∈ [0, 1].

Note that when the state space of the Jacobi process is taken to be [−1, 1] then the

associated infinitesmal generator J̃µ is given by

J̃µ f (x) = (1 − x2) f ′′(x) + (2µ − λ1 − λ1x) f ′(x),

and setting g(x) = x+1
2 yields

J̃µ( f ◦ g)(g−1(x)) = x(1 − x) f ′′(x) − (λ1x − µ) f ′(x) = Jµ f (x).

Since the operator Jµ is degenerate at the boundaries {0, 1}, it is important to specify

how the process behaves at these points. After some straightforward computations, as

outlined in [27, Chapter 2] and using the notation therein, we get the boundaries are

classified as follows,

0 is



exit-not-entrance for µ 6 0,

regular for 0 < µ < 1,

entrance-not-exit for µ > 1,

and

1 is



exit-not-entrance for λ1 6 µ,

regular for 0 < λ1 < 1 + µ,

entrance-not-exit for λ1 > 1 + µ.

Thus assumptions on λ1 and µ guarantee that both 0 and 1 are at least entrance, and may

be regular or entrance-not-exit depending on the particular values of λ1 and µ. Let us

write DF(Jµ) for the domain of the generator Jµ of the Feller semigroup, and to specify

it we recall that the so-called scale function s of Jµ satisfies

s′(x) = x−λ1(1 − x)−(λ1−µ), x ∈ (0, 1).
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Let f + and f − denote the right and left derivatives of a function f with respect to s, i.e.

f +(x) = lim
h↓0

f (x + h) − f (x)
s(x + h) − s(x)

, and f −(x) = lim
h↓0

f (x) − f (x − h)
s(x) − s(x − h)

.

Then,

DF(Jµ) =
{

f ∈ C2([0, 1]); f +(0+) = f −(1−) = 0
}
, (4.67)

and in particular, P ⊂ DF(Jµ), since for any f ∈ P we have

f +(0+) = lim
x↓0

xλ1 f ′(x) = 0 and f −(1−) = lim
x↑1
(1 − x)λ1−µ f ′(x) = 0.

From the boundary conditions in (4.67) we get that if any point in {0, 1} is regular then

it is necessarily a reflecting boundary for the Jacobi process with λ1 > µ > 0.

4.5.2 Invariant measure and L2-properties

The classical Jacobi semigroup Q(µ) = (Q(µ)t )t>0 has a unique invariant measure βµ,

which is the distribution of a beta random variable on [0, 1], i.e.

βµ(dx) = βµ(x)dx =
Γ(λ1)

Γ(µ)Γ(λ1 − µ)
xµ−1(1 − x)λ1−µ−1dx, x ∈ (0, 1),

and we recall that, for any n ∈ N,

βµ[pn] =

∫ 1

0
xnβµ(dx) =

(µ)n
(λ1)n

. (4.68)

Since βµ is invariant for Q(µ) we get that Q(µ) extends to a contraction semigroup on

L2(βµ) and, moreover, the stochastic continuity ofY ensures that this extension is strongly

continuous in L2(βµ) and thus we obtain a Markov semigroup in L2(βµ), which we still

denote by Q(µ) = (Q(µ)t )t>0. The eigenfunctions of Jµ are the Jacobi polynomials given,

for any n ∈ N and x ∈ [0, 1], by

P
(µ)
n (x) =

√
Cn(µ)

n∑
k=0

(−1)n+k

(n − k)!
(λ1 − 1)n+k

(λ1 − 1)n
(µ)n
(µ)k

xk

k!
, (4.69)

151



where we have set

Cn(µ) = (2n + λ1 − 1)
n!(λ1)n−1
(µ)n(λ1 − µ)n

. (4.70)

In particular, when µ = 1 then, we get, for any n ∈ N,

P
(1)
n (x) =

√
Cn(1)

n∑
k=0

(−1)n+k

(n − k)!
(λ1 − 1)n+k

(λ1 − 1)n
n!
k!

xk

k!
, (4.71)

where we note that Cn(1) = Γ(λ1−1)
Γ(λ1)

(2n + λ1 − 1). These polynomials are the orthog-

onal polynomials with respect to the measure βµ and, by choice of Cn(µ), satisfy the

normalization condition∫ 1

0
P
(µ)
n (x)P

(µ)
m (x)βµ(dx) = 〈P(µ)n ,P

(µ)
m 〉βµ = δnm,

and thus form an orthonormal basis for L2(βµ). Furthermore we have, for n ∈ N, the

following formula

P
(µ)
n (x) =

2n

n!
√

Cn(µ)
1

βµ(x)
dn

dxn

(
xn(1 − x)nβµ(x)

)
=

1
βµ(x)

βλ1−µ[pn]
√

Cn(µ)Rnβλ1+n,µ(x) (4.72)

where we recall the definition in (4.8) of Rn. All of these relations follow, by the change

of variables x 7→ 2x − 1 and simple algebra, from the corresponding relations for the

polynomials P(µ−1,λ1−µ−1)
n , defined in [72, Section 0.1], which are orthogonal for the

weight (1 − x)µ−1(1 + x)λ1−µ−1, and are also called Jacobi polynomials in the literature.

Indeed, the relationship between P(µ)n and P(µ−1,λ1−µ−1)
n is given by

P
(µ)
n (x) = (−1)n

√
(2n + λ1 − 1)n!(λ1)n−1
(µ)n(λ1 − µ)n

P(µ−1,λ1−µ−1)
n (1 − 2x).

Next, the eigenvalue associated to the eigenfunction P(µ)n (x) is, for n ∈ N,

− λn = −n2 − (λ1 − 1)n = −n(n − 1) − λ1n. (4.73)

Observe that when n = 1 (4.73) reduces to −λ1 and that λ0 = 0, so that −λ1 denotes the

largest, non-zero eigenvalue of Jµ, which is also called the spectral gap. The semigroup
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Q(µ) then admits the spectral decomposition given, for any f ∈ L2(βµ) and t > 0, by

Q(µ)t =

∞∑
n=0

e−λnt 〈 · ,P
(µ)
n 〉βµP

(µ)
n =

∞∑
n=0

e−λntP
(µ)
n ⊗ P

(µ)
n (4.74)

where the equality holds in theL2(βµ)-sense and in operator norm, and the sums converge

in the operator norm. The domain of Jµ, the generator of theMarkov semigroup inL2(βµ),

which we write as DL2(Jµ), can then be identified as

DL2(Jµ) =

{
f ∈ L2(βµ);

∞∑
n=0

n4
���〈 f ,P(µ)n 〉βµ

���2 < ∞}
.

4.5.3 Variance and entropy decay; hypercontractivity and ultracon-

tractivity

As mentioned in the introduction, the fact that Q(µ) has nice spectral properties and

satisfies certain functional inequalities gives quantitative rates of convergence to the

equilibrium measure βµ. For instance, from (4.74) one gets the following variance decay

estimate, valid for any f ∈ L2(βµ) and t > 0,

Varβµ(Q
(µ)
t f ) 6 e−2λ1t Varβµ( f ),

which may also be deduced directly from the Poincaré inequality for Jµ, see [9, Chapter

4.2]. This convergence is optimal in the sense that the decay rate does not hold for any

constant greater than 2λ1. Next, let us write λ(µ)logS for the log-Sobolev constant of Jµ

defined as

λ(µ)logS = inf
f ∈DL2 (Jµ)

{
−4βµ[ f Jµ f ]

Entβµ( f 2)
; Entβµ( f

2) , 0

}
. (4.75)

Note that always λ(µ)logS 6 2λ1, and in the case of the symmetric Jacobi operator, i.e. µ =
λ1
2 > 1 , we get

λ
(
λ1
2 )

logS = 2λ1, (4.76)

153



while otherwise λ(µ)logS < 2λ1, see e.g. [53], although the equality for the symmetric case

goes back to [102]. As a consequence of (4.75) we have on the one hand the convergence

in entropy, for any t > 0 and f ∈ L1(βµ) such that Entβµ( f ) < ∞,

Entβµ(Q
(µ)
t f ) 6 e−λ

(µ)
logSt Entβµ( f ), (4.77)

and on the other hand from Gross [59] the hypercontractivity estimate, that is for all

t > 0,

| |Q(µ)t | |2→q 6 1 where 2 6 q 6 1 + eλ
(µ)
logSt

. (4.78)

From (4.76) we thus get that the symmetric Jacobi semigroup attains the optimal en-

tropic decay and hypercontractivity rate. Further, when λ1
2 = n ∈ N there exists a

homeomorphism between Jµ and the radial part of the Laplace-Beltrami operator on the

n-sphere, which leads to the curvature-dimension condition CD(λ1 − 1, λ1), see [9] for

the definition. Thus for any admissible function Φ : I → R, we get

EntΦβλ1/2
(Q(λ1/2)

t f ) 6 e−(λ1−1)t EntΦβλ1/2
( f ) (4.79)

for any t > 0 and f : [0, 1] → I such that f ,Φ( f ) ∈ L1(βλ1/2).When λ1 − µ > 1

the operator Jµ also satisfies a Sobolev inequality, see e.g. [8], and thus we get by [9,

Theorem 6.3.1] that, for 0 < t 6 1,

| |Q(µ)t | |1→∞ 6 cµt−
λ1−µ

λ1−µ−1

where cµ is the Sobolev constant for Q(µ) of exponent p = 2(λ1−µ)
(λ1−µ−1) , i.e.

cµ = inf
f ∈DL2 (J)

{
| | f | |22 − || f | |

2
p

βµ[ f Jµ f ]
; f , Jµ f , 0

}
.

The fact that Q(µ) is a contraction on L1(βµ) together with the above ultracontractive

bound yields the estimate | |Q(µ)t | |1→∞ 6 cµ, for any t > 1. Finally, we mention that

c λ1
2
= 4

λ1(λ1−2) and upper and lower bounds are known in the general case, see again [8].
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CHAPTER 5

A SPECTRAL APPROACH FOR HYPOCOERCIVITY APPLIED TO SOME

DEGENERATE HYPOELLIPTIC, AND NON-LOCAL OPERATORS

The aim of this chapter is to offer an original and comprehensive spectral theoretical

approach to the study of convergence to equilibrium, and in particular of the hypocoer-

civity phenomenon, for contraction semigroups in Hilbert spaces. Our approach rests

on a commutation relationship for linear operators known as intertwining, and we uti-

lize this identity to transfer spectral information from a known, reference semigroup

P̃ = (e−tÃ)t>0 to a target semigroup P which is the object of study. This allows us to ob-

tain conditions under which P satisfies a hypocoercive estimate with exponential decay

rate given by the spectral gap of Ã. Along the way we also develop a functional calculus

involving the non-self-adjoint resolution of identity induced by the intertwining rela-

tions. We apply these results in a general Hilbert space setting to two cases: degenerate,

hypoelliptic Ornstein-Uhlenbeck semigroups on Rd , and non-local Jacobi semigroups

on [0, 1]d , which have been introduced and studied for d = 1 in the previous chapter.

In both cases we obtain hypocoercive estimates and are able to explicitly identify the

hypocoercive constants.

5.1 Introduction

When a system has a steady-state, one is naturally interested in how quickly the dynamics

convergence to this equilibrium. We think of such a system as being described by a

contraction semigroup P = (Pt)t>0 = (e−tA)t>0 acting on a Hilbert space H , and the

equilibrium consisting of P-invariant vectors given by { f ∈ H ; Pt f = f , ∀t > 0} with

corresponding projection P∞. Of particular interest is an estimate of the form

‖Pt f − P∞ f ‖H 6 Ce−γt ‖ f − P∞ f ‖H ,
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whereC > 1 and γ > 0 are constants, which is said to be hypocoercive. The literature on

this topic is very rich and active, and several elegant techniques have been developed; we

mention, without aiming to be exhaustive, generalizations of the Γ-calculus by Baudoin

[12] and Monmarché [91], entropy functional techniques by Dolbeault et al. [43] and

Arnold [6], the shrinkage/enlargenment approach byGualdini et al. [62], Bouin et al. [29]

and Mischler and Mouhot [89], generalized quadratic and Dirichlet form approaches by

Ottobre et al. [93] and Grothaus and Stilgenbauer [60], respectively, a weak Poincaré

inequality approach by Grothaus and Wang [61], a direct spectral approach for some

toy models by Gadat and Miclo [55], and a spectral approach combined with techniques

from non-harmonic analysis by Patie and Savov [99] and Patie et al. [100]. We also

mention the fundamental memoir by Villani [123], noting that the techniques developed

therein were inspired by the work of Talay [117]. Now, when C = 1 and P is self-adjoint

in H , the constant γ can be identified as the spectral gap of the operator A and thus

there is a clear connection with the spectral theory of the underlying generator; however,

outside of this situation a description of the constants C and γ is, first, difficult to obtain,

and, second, is often not connected to the spectrum of A. The aim of this work is to offer

a new and spectral approach to the hypocoercivity phenomenon. Our approach rests on

investigating the commutation relationship, known as intertwining, given, for any t > 0,

by

PtΛ = ΛP̃t,

where Λ : H̃ → H is a bounded, linear operator and P̃ = (e−tÃ)t>0 is a reference

contraction semigroup on another Hilbert space H̃ . Our main results in this context

assume that Ã is a normal operator with a spectral gap γ1, and we are able to show,

under some conditions, that P satisfies a hypocoercive estimate with exponential rate γ1,

the spectral gap of the reference operator Ã. As applications of these results we obtain

hypocoercive estimates for degenerate, hypoelliptic Ornstein-Uhlenbeck semigroups on
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Rd , and for non-local Jacobi semigroups on [0, 1]d . In both cases we make explicit the

two hypocoercive constants in terms of the initial data.

This chapter is organized as follows. In the remainder of this section we consider

a motivating example and some preliminaries. In Section 5.2 we state our main results

in a general Hilbert space setting and in Section 5.3 we present our application of these

general results to degenerate, hypoelliptic Ornstein-Uhlenbeck semigroups and non-local

Jacobi semigroups. Finally, in Section 5.4 we provide the proofs.

5.1.1 A motivating example

We present a motivating example from [99], which served as an inspiration for this

work. Denote by P = (e−tG)t>0 and P̃ = (e−tG̃)t>0 the generalized and classical Laguerre

semigroup, which are contraction semigroups on the spacesL2(ν) andL2(ε), respectively,

where ε(x) = e−x , x > 0, and ν is the unique invariant probability density on (0,∞) for

P, see [99, Theorem 1.6(2)]. The operator −G acts on suitable functions f via

−G f (x) = a2x f ′′(x) + (k + a2 − x) f ′(x) +
∫ ∞

0
( f (e−yx) − f (y) + yx f ′(x))Π(x, dy),

where, in what follows, we consider a2 > 0, k > 0 and Π(x, dy) = x−1Π(dy) with Π a

finite Radon measure on (0,∞) satisfying
∫ ∞
0 (y

2 ∧ y)Π(dy) < ∞. Note that −G̃ is given

from the above formula by setting a2 = 1, k = 0, and Π ≡ 0, and that in [99] the authors

treat a much wider class of parameters. For each generalized Laguerre semigroup P,

there exists a bounded linear operator Λ : L2(ε) → L2(ν) with dense range such that, for

all t > 0 and on L2(ε),

PtΛ = ΛP̃t . (5.1)

Recall that P̃, as a self-adjoint and compact semigroup on L2(ε), is diagonalized by an

orthonormal basis (Ln)n>0 of L2(ε) formed of Laguerre polynomials, i.e. for f ∈ L2(ε)
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and t > 0, we have P̃t f =
∑∞

n=0 e−nt 〈 f ,Ln〉L2(ε)Ln. This fact, together with (5.1), gives,

for t > 0 and on the dense subspace Ran(Λ),

Pt f =
∞∑

n=0
e−nt 〈Λ† f ,Ln〉L2(ν)Pn, (5.2)

where Λ† denotes the pseudo-inverse of Λ, and Pn = ΛLn is a Bessel sequence, i.e. for

f ∈ L2(ν) we have
∑∞

n=0 |〈 f ,Pn〉L2(ν) |
2 6 ‖ f ‖2L2(ν)

(Λ has operator norm 1). For

this subclass of generalized Laguerre semigroups there exists (Vn)n>0 ∈ L2(ν) solving

the equation Λ∗Vn = Ln, where Λ∗ denotes the Hilbertian adjoint of Λ, see Section

8 of the aforementioned paper. It follows that (Pn)n>0 and (Vn)n>0 are biorthogo-

nal, i.e. 〈Pn,Vk〉L2(ν) = 1 if n = k and 0 otherwise, but as (Vn)n>0 is not itself a

Bessel sequence we cannot substitute Λ∗Vn for Ln in (5.2). Nevertheless, the mul-

tiplier sequence given by m2
n =

Γ(n+1)Γ(m+1)
Γ(n+m+1) , where m = a−2

(
k +

∫ ∞
0 yΠ(dy)

)
< ∞,

is such that (mnVn)n>0 becomes a Bessel sequence, and consequently L2(ν) 3 f 7→∑∞
n=0〈 f ,mnVn〉L2(ν)Pn defines a bounded linear operator. Furthermore, there exists a

constant Tm > 0 such that, for t > Tm, supn>1(mnent)−1 6
√

m + 1e−t and for any

f ∈ L2(ν),

Pt f =
∞∑

n=0
e−nt 〈 f ,Vn〉L2(ν)Pn.

A consequence of the above spectral expansion for P is the hypocoercive estimate

‖Pt f − ν[ f ]‖L2(ν) 6
√

m + 1e−t ‖ f − ν[ f ]‖L2(ν) ,

which holds for all t > 0 and any f ∈ L2(ν), noting that, as the only P-invariant functions

are constant, P∞ f = ν[ f ] =
∫ ∞
0 f (x)ν(x)dx. In this paper we provide a comprehen-

sive framework that generalizes this approach, wherein the reference semigroup admits

merely a spectral gap and does not necessarily have a discrete point spectrum, neither is

necessarily compact.
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5.1.2 Preliminaries

For a (real or complex) separable Hilbert spaceH we write 〈·, ·〉H and ‖·‖H for the inner

product and norm, respectively. Given two Hilbert spacesH and H̃ we write B(H, H̃)

for the space of bounded linear operators from H to H̃ , with norm ‖·‖
H→H̃

, writing

simply B(H) for the unital Banach algebra of bounded linear operators on H . Next,

recall that a mapping P : [0,∞) → B(H) is said to be a strongly continuous contraction

semigroup, or simply contraction semigroup for short, if

(1) P0 = I, where I is the identity onH ,

(2) Pt+s = Pt Ps for any t, s > 0,

(3) ‖Pt ‖H→H 6 1 for all t > 0,

(4) and limt→0 ‖Pt f − f ‖H for all f ∈ H .

For a contraction semigroup P let

D(−A) =
{

f ∈ H ; lim
t→0

Pt f − f
t

exists
}
, and − A f = lim

t→0

Pt f − f
t

, ∀ f ∈ H .

The operator (−A,D(−A)) is generator of the semigroup P, which justifies writing

P = (e−tA)t>0, and we adopt this convention in order to have, by the Hille-Yosida

Theorem, that the spectrum of A is contained in {z ∈ C; Re(z) > 0}. When A is

a normal operator then P = (e−tA)t>0 also holds in the sense of the Borel functional

calculus for A, see e.g. [106, 14]. We refer to the excellent monographs [40, 49] for

further aspects on the theory of one-parameter semigroups. Next, recall that P∞ denotes

the orthogonal projection onto the closed subspace { f ∈ H ; Pt f = f , ∀t > 0} of

P-invariant vectors.
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Definition 5.1.1. We say that P converges to equilibrium with rate r(t) if, for all f ∈ H

and t large enough,

‖Pt f − P∞ f ‖H 6 r(t) ‖ f − P∞ f ‖H , (5.3)

where limt→∞ r(t) = 0. In the case when, for some C > 1 and γ > 0,

‖Pt f − P∞ f ‖H 6 Ce−γt ‖ f − P∞ f ‖H (5.4)

then we say that P satisfies a hypocoercive estimate.

Note that our definition of hypocoercivity for a contraction semigroup P = (e−tA)t>0

agrees with the definition (on the semigroup level) given by Villani in [123, Chapter 3],

when Ran(P∞) = Ker(A). However, for our purposes, it is useful to maintain a definition

of convergence to equilibrium, and of hypocoercivity, purely on the semigroup level.

When P = (e−tA)t>0 is a normal semigroup and satisfies a hypocoercive estimate with

C = 1 and γ > 0 then γ is a gap in the spectrum of A, in which case (5.4) is also known

as the spectral gap inequality see [9, Section 4.2]. Indeed, for the converse assertion,

assuming that P is normal and that A admits a spectral gap γ1 > 0, one gets that, for any

f ∈ H with P∞ f = 0 and t > 0,

| |Pt f | |2
H
=

∫
σ(A)

e−2 Re(γ)t d〈Eγ f , f 〉H =
∫
{Re(γ)>γ1}

e−2 Re(γ)t d〈Eγ f , f 〉H 6 e−2γ1t ‖ f ‖2
H

where E is the unique resolution of identity associated toA, see the proof of Lemma 5.4.2

below where we recall this classical argument in more detail. We mention that Miclo

in [86] gives a sufficient condition for a self-adjoint operator to admit a spectral gap.

However, in general, the constantsC and γ in (5.4) may have little to dowith the spectrum

of A, and one of the purposes of our work is to elucidate their role. Finally, we now state

our definition of intertwining.

Definition 5.1.2. Two contraction semigroups P and P̃ on H and H̃ , respectively, are
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said to intertwine if there exists Λ ∈ B(H̃,H) such that, for all t > 0 and on H̃ ,

PtΛ = ΛP̃t .

The operator Λ is called the intertwining operator and we use the shorthand P
Λ
↪→ P̃.

5.2 Main Results

5.2.1 The similarity case

Throughout this section P and P̃ = (e−tÃ)t>0 shall denote contraction semigroups on

Hilbert spaces H and H̃ , respectively. We think of P as the object of interest and P̃ as

a reference semigroup so that the intertwining P
Λ
↪→ P̃ allows us to transfer properties

from the reference to the target. The relation ↪→ between contraction semigroups on

Hilbert spaces is trivially reflexive and transitive but is, in general, not an equivalence

relation due to the lack of symmetry. There are several ways that one can symmetrize this

relation, one that involves further assumptions on the intertwining operator and another

that is more structural. First, if P
Λ
↪→ P̃ and the intertwining operator Λ is a bijection

then it is straightforward that ↪→ defines an equivalence relation among contraction

semigroups on Hilbert spaces. We denote the equivalence class of P̃ by S(P̃), which we

call the similarity orbit of P̃. Hence,

P ∈ S(P̃) ⇐⇒ ∃Λ ∈ B(H̃,H) a bijection s.t. Pt = ΛP̃tΛ
−1, ∀t > 0.

For a bijective operator Λ ∈ B(H̃,H) we denote its condition number by κ(Λ) =

‖Λ‖
H̃→H

Λ−1

H→H̃

> 1. Next, we write σ(Ã) ⊂ C for the spectrum of Ã and B(C)

for the Borel subsets of the complex plane. Recall that a densely defined operator Ã on

H̃ is normal if ÃÃ∗ = Ã∗Ã, where Ã∗ denotes its adjoint in H̃ . To every normal operator
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Ã on H̃ there exists a unique (self-adjoint) resolution of identity E : B(C) → B(H̃ ) such

that, by the Borel functional calculus for Ã,

P̃t =

∫
σ(Ã)

e−γt dEγ,

where we recall that, for each Ω ∈ B(C), EΩ is a self-adjoint projection and that, for

( f , g) ∈ H̃ × H̃ , γ 7→ d〈Eγ f , g〉 defines a complex valued measure on σ(Ã), see

e.g. [106, 14]. LetL(H) be the space of linear (not necessarily continuous) operators on

H and write D ⊂d H if D is a dense subset ofH . Then, we say that F : B(C) → L(H)

is a non-self-adjoint (nsa) resolution of identity if

(1) there exists D ⊂d H such that for each Ω ∈ B(C), FΩ is a closed, linear operator

with domain D,

(2) for each Ω ∈ B(C), FΩ , F∗Ω,

(3) F∅ = 0, FC = I, and, for any subsets Ω1,Ω2 ∈ B(C), FΩ1FΩ2 = FΩ2FΩ1 = FΩ1∩Ω2 ,

(4) for a countable collection of pairwise disjoint subsets (Ωi)
∞
i=1 we have, in the strong

operator topology,

F∪∞
i=1Ωi
=

∞∑
i=1
FΩi .

We shall always write F for a nsa resolution of identity, keeping the notation E exclusively

for a self-adjoint resolution of identity, and this notion has been studied, with C replaced

by R, by Burnap and Zwiefel [31]. A semigroup P is a spectral operator in the sense of

Dunford [45, 46] if there is a uniformly bounded nsa resolution of identity F commuting

with P, and is of scalar type if, for all t > 0,

Pt =

∫
σ(A)

e−γt dFγ .

We refer to [47] for more on the theory of scalar and spectral operators. The following

result, proved in Section 5.4.2, highlights a first connection between intertwining and

convergence to equilibrium.

162



Proposition 5.2.1. Suppose that P ∈ S(P̃). If P̃ converges to equilibrium with rate

r(t) then P converges to equilibrium with rate κ(Λ)r(t). In particular if P̃ satisfies a

hypocoercive estimate with constants C > 1 and λ > 0, as in (5.4), then P satisfies

a hypocoercive estimate with constants Cκ(Λ) and λ. Furthermore, if P̃ is a normal

semigroup then P is a scalar, spectral operator in the sense of Dunford.

The idea of classifying and studying contraction semigroups via their similarity orbit

has been used, in the context of transition semigroups ofMarkov chains, in [35, 36] where

the authors studymore than simply convergence to equilibrium. As a concrete example to

which the above proposition applies, one can take P̃ to be a normal, contraction semigroup

on Rd , d > 1, and let Λ f (x) = f (V x), where V is an invertible, d-dimensional matrix.

Then the semigroup P defined via Pt = ΛP̃tΛ
−1, t > 0, is a scalar, spectral operator.

5.2.2 Beyond the similarity case

In this section we go beyond the case when P is a scalar, spectral operator in sense of

Dunford, and when the intertwining operator is a bijection. To this end we need the

following notion.

Definition 5.2.1 (Proper intertwining). Let P
Λ
↪→ P̃ = (e−tÃ)t>0, where Ã is a normal

operator. We say that Λ is a proper intertwining operator if Ran(Λ) ⊂d H and if, for

any Ω ∈ B(C),

EΩ
(
Ran(Λ∗)

)
⊆ Ran(Λ∗),

where E : B(C) → B(H̃ ) is the unique resolution of identity associated to Ã, and

Ran(Λ∗) denotes the closure of Ran(Λ∗). In such case we say that P intertwines with P̃

properly, or P
Λ
↪→ P̃ properly, for short.
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Wenote that the second property of the definition holds trivially, and independently of

E, whenKer(Λ) = {0}. An operatorΛ ∈ B(H̃,H)withKer(Λ) = {0} andRan(Λ) ⊂d H

is said to be a quasi-affinity, and two semigroups P and P̃ are said to be quasi-similar

if P
Λ
↪→ P̃

Λ̃
↪→ P, with Λ and Λ̃ being quasi-affinities. The study of quasi-similarities of

contraction operators on Hilbert spaces was initiated by Sz. Nagy and Foias, see [115].

This notion yields another symmetrization of the relation ↪→, and the results presented

below may be viewed as extending the quasi-similar framework. We also mention

that Antoine and Trapani [4] have studied quasi-similarity applied to pseudo-Hermitian

quantum mechanics. Given Λ ∈ B(H̃,H) we write Λ† for its pseudo-inverse, which is

well-defined as Λ is a closed, densely-defined linear operator, see e.g. [13, Chapter 9].

As a stepping stone towards convergence to equilibrium we establish the following.

Proposition 5.2.2. Suppose that P
Λ
↪→ P̃ = (e−tÃ)t>0 properly and that Ã is a normal

operator with unique resolution of identity E : B(C) → B(H̃ ). Then the intertwining

induces a nsa resolution of identity F : B(C) → L(H) with domain Ran(Λ) via

FΩ = ΛEΩΛ
†.

Furthermore, for each ( f , g) ∈ Ran(Λ) × H , γ 7→ 〈Fγ f , g〉 defines a complex-valued

measure, and for all t > 0,

Pt =

∫
σ(Ã)

e−γt dFγ

on Ran(Λ), in the sense that 〈Pt f , g〉H =
∫
σ(Ã) e

−γt d〈Fγ f , g〉H .

This result is proved in Section 5.4.3. Note that the intertwining P
Λ
↪→ P̃ allows Pt to

be expressed as a spectral integral, with respect to the nsa resolution of identity induced

by Λ, over the spectrum of Ã, i.e.

e−tA =

∫
σ(Ã)

e−γt dFγ, on Ran(Λ) .
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As we show in Lemma 5.4.3, the function γ 7→ e−γt may be replaced more generally by

any bounded measurable function on σ(Ã) and thus we get a Borel functional calculus

for A, even though A itself is not necessarily normal. Let us mention that such a spectral

integral with respect to an nsa resolution of identity has also been shown in Patie et al.

[100] in the context of Krein’s spectral theory of strings, see Corollary 2.6 therein.

Next, we say that a normal operator Ã on H̃ with σ(Ã) ⊆ {z ∈ C; Re(z) > 0} has a

spectral gap, denoted by γ1, if

γ1 = inf
{
Re(γ); Re(γ) > 0, γ ∈ σ(Ã)

}
= inf

{
Re〈Ã f , f 〉

H̃

‖ f ‖2
H̃

; 0 , f ∈ D(Ã)

}
> 0.

We write L∞(σ(Ã)) for the space of complex-valued, bounded Borelian functions on

σ(Ã) equipped with the uniform norm ‖·‖∞ and, for any complex valued measure µ we

denote its total variation by |µ|. The following is one of the main results of this work.

Theorem 5.2.1. Let P
Λ
↪→ P̃ = (e−tÃ)t>0 properly, and suppose that Ã is normal with

spectral gap γ1. Assume that there exists a function m ∈ L∞(σ(Ã)) such that

(a) for ( f , g) ∈ Ran(Λ) × H ,∫
σ(Ã)
|m(γ)|d |〈Fγ f , g〉H | 6 ‖ f ‖H ‖g‖H ,

where F is the nsa resolution of identity induced by the intertwining,

(b) and for t > Tm > 0, with Tm a constant,

γ 7→
e−γt

m(γ)
∈ L∞(σ(Ã)).

Then, we have the following.

(1) For t > Tm,
∫
σ(Ã) e

−γt dFγ extends to a bounded, linear operator onH .
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(2) Let M (γ1)
t ∈ L∞(σ(Ã)) be given by M (γ1)

t (γ) = e−γt
m(γ)1{Re(γ)>γ1}. Then, for all f ∈ H

and t > Tm,

‖Pt f − P∞ f ‖H 6 | |M
(γ1)
t | |∞ ‖ f − P∞ f ‖H .

If M (γ1)
t attains its supremum at γ1 then, for all f ∈ H and t > Tm,

‖Pt f − P∞ f ‖H 6
1

|m(γ1)|
e−γ1t ‖ f − P∞ f ‖H .

This theorem is proved in Section 5.4.4 and in Theorem 5.2.2 we provide a sufficient

condition for Item (a) of the theorem to be fulfilled. Note that, except in the case when

Λ−1 ∈ B(H, H̃), the function m must be decreasing as |γ | → ∞. Indeed, supposing that

|m(γ)| > c > 0 for all γ ∈ σ(Ã), the condition in Theorem 5.2.1(a) yields

c
∫
σ(Ã)

d |〈Fγ f , g〉H | 6 ‖ f ‖H ‖g‖H .

However, as we show in Lemma 5.4.3, the measure γ 7→ 〈Fγ f , g〉H has total variation

no greater than
Λ† f


H
‖Λ‖

H̃→H
‖g‖H and thus, for a finite constant K , we deduce thatΛ† f


H
6 K ‖ f ‖H . Similarly, the condition in Item (b) cannot hold for t = 0 except

in the case when Λ admits a bounded inverse. In this sense the function m indicates the

departure of F from being a uniformly bounded nsa resolution of identity, and the rate

of convergence in Theorem 5.2.1(2) is given by the norm of an operator that measures

this departure.

The second part of Theorem 5.2.1(2) provides a simple condition under which P

satisfies a hypocoercive estimate with a rate equal to the spectral gap of the normal

operator Ã associated to the reference semigroup P̃. As mentioned earlier, this is not

surprising given that intertwining transfers spectral information from the reference to the

target semigroup. In Section 5.3 below we will give examples of functions m satisfying

the conditions of Theorem 5.2.1 and for which M (γ1)
t attains its supremum at the spectral

gap γ1. Finally, the fact that the small-time behavior for the rate of convergence may
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be different from exponential has been observed in the context of some toy models by

Gadat and Miclo [55], for degenerate, hypoelliptic Ornstein-Uhlenbeck semigroups by

Monmarché [91], see also Theorem5.3.1 below, and in the context of some non-reversible

Markov chains by Patie and Choi [35, 36]. This suggest that studying hypocoercivity

only for t > Tm may be natural.

For the next result, we recall that a normal operator Ã is said to have simple spectrum

if there exists a vector v ∈ H̃ such that, for all non-negative integers k, l, v ∈ D(Ã∗k Ãl)

and H̃ is the closed linear span of {Ã∗k Ãl ; k, l > 0}.

Theorem 5.2.2. Let P
Λ
↪→ P̃ = (e−tÃ)t>0

Λ̃
↪→ P properly, and suppose that Ã is normal

with spectral gap γ1. If there exists m ∈ L∞(σ(Ã)) such that

m(Ã) = Λ̃Λ,

then the condition in Theorem 5.2.1(a) is fulfilled with the normalized function

m/| |Λ| |
H̃→H

| |Λ̃| |
H→H̃

. In particular, if Ã has simple spectrum then there exists

m ∈ L∞(σ(Ã)) such that m(Ã) = Λ̃Λ. If such a function m also satisfies the condi-

tion in Item (b) then the conclusions of Theorem 5.2.1 hold.

This theorem is proved in Section 5.4.5. The observation that the composition of

intertwining operators can equal a function of the generator has been made before, and

has been used recently in [87, 88] as well as in the previous chapter. In particular, in

[88] the authors introduce and study the notion of completely monotone intertwining

relationships, which corresponds to m in Theorem 5.2.2 being a completely monotone

function, and obtain, among other things, entropic convergence and hypercontractivity

in this manner.

We have the following corollary of Theorem 5.2.2, which follows at once from the

observation that, if P
Λ
↪→ P̃

Λ̃
↪→ P with Λ and Λ̃ quasi-affinities, then P∗

Λ̃∗

↪→ P̃∗
Λ∗

↪→ P∗
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with Λ̃∗ and Λ∗ being quasi-affinities.

Corollary 5.2.1. Under the assumptions of Theorem 5.2.2, suppose that the intertwining

operators Λ and Λ̃ are quasi-affinities, and that the function m ∈ L∞(σ(Ã)) satisfies

the condition in Theorem 5.2.1(b). Then the conclusions of Theorem 5.2.1 hold upon

replacing P by its adjoint semigroup P∗ = (P∗t )t>0, and by replacing F by F̃, the nsa

resolution of identity induced by the intertwining P∗
Λ̃∗

↪→ P̃∗.

This result gives that, under a mild strengthening of the hypothesis in Theorem 5.2.2,

the adjoint semigroup may be also expressed as an integral over the spectrum of Ã∗ with

respect to another nsa resolution of identity.

5.3 Applications

5.3.1 Hypoelliptic Ornstein-Uhlenbeck semigroups

In this section we apply the results from the previous section to hypoelliptic Ornstein-

Uhlenbeck semigroups on Rd, d > 1. Without aiming to be exhaustive, we mention that

[82] and the series of papers [83, 84, 85] have been important works on the Ornstein-

Uhlenbeck semigroup, as well as the Ornstein-Uhlenbeck operator, and themain findings

are collected nicely in [81, Chapter 9]; the recent survey [24], which presents a thorough

account on the state-of-the-art for Ornstein-Uhlenbeck semigroups, shows that these

objects continue to be active areas of research.

Let B be a matrix such that σ(B) ⊆ {z ∈ C; Re(z) > 0} and suppose Q is a positive

semi-definite matrix such that, with

Qt =

∫ t

0
e−tBQe−tB∗ds,
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we have det Qt > 0, for all t > 0. In particular, this holds when Q is invertible,

which we call the non-degenerate case, although it can happen that det Qt > 0, for all

t > 0, with det Q = 0, which we call the degenerate case. Under these assumptions on

(Q, B), the hypoelliptic Ornstein-Uhlenbeck semigroup P associated to (Q, B) admits the

representation

Pt f (x) =
1

(2π)d/2(det Qt)
1/2

∫
Rd

f (e−tB x − y)e−〈Q
−1
t y,y〉/2dy,

where f is a bounded measurable function and 〈· , ·〉 denotes the Euclidean inner product

inRd , and also extends to a contraction semigroup on the weighted Hilbert space L2(ρ∞),

which plays the role ofH from the previous section, where

ρ∞(x) =
1

(2π)d/2(det Q∞)1/2
e−〈Q

−1
∞ x,x〉/2,

with Q∞ =
∫ ∞
0 e−tBQe−tB∗ds, and

L2(ρ∞) =

{
f : Rd → C measurable; ‖ f ‖2L2(ρ∞)

=

∫
Rd
| f (x)|2ρ∞(x)dx < ∞

}
.

In fact ρ∞ is the unique invariant measure of P in the sense that, for any f ∈ L2(ρ∞)

and t > 0,
∫
Rd

Pt f (x)ρ∞(x)dx =
∫
Rd

f (x)ρ∞(x)dx, and, since the only P-invariant

functions are constants, we get that the projection P∞ is given by P∞ f (x) = ρ∞[ f ] =∫
Rd

f (x)ρ∞(x)dx. The generator of the Ornstein-Uhlenbeck semigroup P = (e−tA)t>0

acts on suitable functions f : Rd → R via

−A f (x) =
1
2

d∑
i, j=1

qi j∂i∂j f (x) −
d∑

i, j=1
bi j x j∂j f (x) =

1
2

Tr(Q∇2) f (x) − 〈Bx,∇〉 f (x),

and the condition det Qt > 0, for all t > 0, is equivalent to the hypoellipticity of ∂
∂t + A

in the d + 1 variables (t, x1, . . . , xd), hence the terminology. In [84, Theorem 3.4] it

was shown that the spectrum of A in L2(ρ∞) is entirely determined by the matrix B,

specifically that, writingN = {0, 1, 2, . . .},σ(A) =
{∑r

i=1 kiλi; ki ∈ N
}
, whereλ1, . . . , λr

are the distinct eigenvalues of B. Hence, in particular, the spectral gap γ1 of A is given
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by the smallest eigenvalue of 1
2 (B + B∗). Recall that κ(V) denotes the condition number

of any invertible matrix V , and note that if V is positive-definite then κ(V) = vmax/vmin,

where vmax, vmin > 0 are the largest and smallest eigenvalues of V , respectively. The

following is the main result of this section, and one of the main results of this paper.

Theorem 5.3.1. Let P be an Ornstein-Uhlenbeck semigroup associated to (Q, B) such

that Ker(Q) does not contain any invariant subspace of B∗. Suppose that B is di-

agonalizable with similarity matrix V , and that σ(B) ⊆ (0,∞). Then, there exists a

non-degenerate, hypoelliptic Ornstein-Uhlenbeck semigroup P̃, self-adjoint on L2(ρ̃∞),

such that P
Λ
↪→ P̃

Λ̃
↪→ P, where Λ and Λ̃ are quasi-affinities. Furthermore, setting

t = 1
γ1

log κ(VQ∞V∗), we have

Λ̃Λ = P̃t .

Consequently, for any f ∈ L2(ρ∞) and t > 0,

‖Pt f − ρ∞[ f ]‖L2(ρ∞) 6 κ(VQ∞V∗)e−γ1t ‖ f − ρ∞[ f ]‖L2(ρ∞) .

This result is proved in Section 5.4.6 and we proceed by offering some remarks. First,

we emphasize that our result covers the case when Q is degenerate, which has attracted

a lot of research interest and seen several elegant techniques developed, see e.g. [55, 76,

93, 60, 5]. The difficulty in dealing with the degenerate case stems, in part, from the fact

that a degenerate Ornstein-Uhlenbeck semigroup can never be normal on L2(ρ∞), cf. [93,

Lemma 3.3]. We mention that Arnold and Erb [6] have already shown hypocoercivity,

under our assumptions, with exponential rate given by the spectral gapγ1 and that Arnold

et al. [5] and Monmarché [91] have proved hypocoercivity with exponential rate γ1

without assuming that B is diagonalizable. However, in contrast to these existing results,

we are able to explicitly identify the constant in front of the exponential, i.e. κ(VQ∞V∗),

in terms of the initial data Q and B. In particular, if B is symmetric then V is unitary

and κ(VQ∞V∗) = κ(Q∞). Similar results have been obtained by Achleitner et al. [1],
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and by Patie and Savov [99] in the context of generalized Laguerre semigroups, as well

as in Chapter 4 in the context of non-local Jacobi semigroups. Let us mention that

the restriction σ(B) ⊆ (0,∞) was made only to simplify the computations involving

the composition Λ̃Λ, and we believe that with some additional effort Theorem 5.3.1

holds for all diagonalizable matrices B with σ(B) ⊆ {z ∈ C; Re(z) > 0}. Finally, we

note that the intertwinings in Theorem 5.3.1 yield a completely monotone intertwining

relationship, in the sense of [88], between P and P̃, and this stronger type of intertwining

will be exploited to investigate, among other things, the hypercontractivity of Ornstein-

Uhlenbeck semigroups.

5.3.2 Non-local Jacobi semigroups

In this section we consider the non-local Jacobi semigroup on [0, 1]d , whose generator is

a non-local perturbation of the classical (local) Jacobi operator on [0, 1]d . Given γ1 > 0

and µ ∈ Rd such that γ1 > µi > 0, for all i = 1, . . . , d, we recall that the classical Jacobi

operator−Ãµ acts on smooth functions f : [0, 1]d → R such that f (x) = f1(x1) · · · fd(xd)

via

Ãµ f (x) = −
d∑

i=1
xi(1 − xi)∂

2
i f (x) +

d∑
i=1
(γ1xi − µi)∂i f (x).

It generates the Jacobi semigroup P̃(µ) = (e−tÃµ)t>0, which is a self-adjoint contraction

semigroup on the weighted Hilbert space L2(βµ), where βµ is the unique invariant

measure of P̃(µ) consisting of the product of beta densities on [0, 1]. Moreover, γ1 is the

spectral gap of Ãµ – hence the notation – and the spectral gap uniquely determines the

spectrum of Ãµ in L2(βµ), which is given by σ(Ãµ) = {n(n−1)+γ1n; n ∈ N}. We refer

to [9, Section 2.7.4], as well as Section 4.5, for a review of these objects.

The non-local Jacobi semigroup P = (e−tA)t>0 on [0, 1]d is the tensor product of the
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one-dimensional non-local Jacobi semigroups that have been recently introduced and

studied in Chapter 4. The generator −A acts on suitable product functions f : [0, 1]d →

R, f (x) = f1(x1) · · · fd(xd), via

A f (x) = Ãµ f (x) +
d∑

i=1

∫ 1

0
fi(y)hi(xiy

−1)y−1dy,

where we assume that, for each i = 1, . . . , d, hi : (1,∞) → [0,∞) is such that

− (eyhi(ey))′ is a finite non-negative Radon measure on (0,∞)

with γ1 > µi > 1 +
∫ ∞

1
hi(y)dy.

(5.5)

Note that the condition
∫ ∞
1 hi(y)dy < ∞ is implied by the previous requirement. This

operator generates a contraction semigroup on the weighted Hilbert space L2(β) =

L2(β1) ⊗ · · · ⊗ L2(βd), where each βi is the probability density on [0, 1] uniquely deter-

mined, for n > 1, by its moments∫ 1

0
xnβi(x)dx =

n∏
k=1

φi(k)
k + γ1 − 1

, where φi(u) = (µ − 1) + u −
∫ ∞

1
y−uhi(y)dy,

and φi : [0,∞) → [0,∞) is a Bernstein function, i.e. φ ∈ C∞(R+), the space of infinitely

differentiable functions on Rd , with φ′ a completely monotone function, see [109].

The invariant measure β(x)dx of P is unique, and again we have that P∞ f = β[ f ] =∫
[0,1]d f (x)β(x)dx, however, except in the trivial case h ≡ 0, the semigroup P is non-

self-adjoint on L2(β). We refer to Section 4.2.1 of Chapter 4 for detailed information,

specifically Theorem 4.2.2 regarding the last two claims. In the following we use the

notation (a)x = Γ(x + a)/Γ(a) for a > 0 and x > 0.

Theorem 5.3.2. Let P be a non-local Jacobi semigroup with parameters γ1, µ and

h1, . . . , hd satisfying the conditions in (5.5). Then, for each m ∈ (max µi, γ1) there

exists a local Jacobi semigroup P̃(m) = (e−Ãm)t>0 on [0, 1]d , with spectral gap γ1 and

drift vector (m, . . . ,m), such that P
Λ
↪→ P̃(m)

Λ̃
↪→ P, where Λ and Λ̃ are quasi-affinities
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satisfying

Λ̃Λ = Fm(Ãm), where γ 7→ Fm(γ) =
(1)γ
(m)γ

(γ1 −m)γ

(γ1 − 1)γ
∈ L∞(σ(Ãm)).

Consequently, for any m ∈ (max µi, γ1), f ∈ L2(β) and t > 0,

‖Pt f − β[ f ]‖L2(β) 6 m
(γ1 − 1)
(γ1 −m)

e−γ1t ‖ f − β[ f ]‖L2(β) .

This result is proved in Section 5.4.7. Note that the non-local components of P may

be different in each coordinate. Any homeomorphism H : [0, 1]d → E ⊂ Rd induces a

non-local Jacobi semigroup PH with state space E and invariant measure βH, the image

of β under H, and also a unitary operator ΛH ∈ B(L2(β),L2(βH)) such that PH ΛH
↪→ P.

Consequently, by a combination of Theorem 5.3.2 and Proposition 5.2.1 we deduce that

PH satisfies the same kind of hypocoercive estimate as P. In this way one may construct

non-local dynamics on compact state spaces which are guaranteed to be hypocoercive.

As a concrete example one may take H : [0, 1]d → Sd to be the homeomorphism from

[0, 1]d to Sd = {x ∈ Rd; x1 + · · · + xd 6 1, xi > 0, i = 1, . . . , d}, the standard simplex

in d-dimensions.

5.4 Proofs

5.4.1 Preliminaries

Before giving the proofs of the main theorems we state and prove some preliminary

results. Recall that an idempotent Π is any operator satisfying Π2 = Π. The following

simple result concerns the robustness of the convergence to equilibrium condition in

(5.3) when considering bounded idempotents different from P∞.
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Lemma 5.4.1. Let P be a contraction semigroup on a Hilbert space H . If there exists

an idempotent Π ∈ B(H) such that, for all f ∈ H and t large enough,

‖Pt f − Π f ‖H 6 r(t) ‖ f − Π f ‖H ,

with limt→∞ r(t) = 0, then Π = P∞, and hence P converges to equilibrium with rate r(t).

Proof. Suppose that f ∈ Ran(P∞). Then, by the convergence assumption and as f is

P-invariant, it follows that for t large enough

‖ f − Π f ‖H = ‖Pt f − Π f ‖H 6 r(t) ‖ f − Π f ‖H ,

and hence f = Π f , i.e f ∈ Ran(Π). On the other hand if f ∈ Ran(Π) then, for any

s > 0 fixed and t > 0,

‖PsΠ f − Π f ‖H 6 ‖Ps+t f − Π f ‖H + ‖Ps+t f − PsΠ f ‖H

6 ‖Ps+t f − Π f ‖H + ‖Pt f − Π f ‖H ,

where the second inequality uses that ‖Ps‖H→H 6 1. Taking the limit as t →∞ yields,

by the convergence assumption, that Π f = PsΠ f , and thus f ∈ Ran(P∞). To finish the

proof we observe that for any f ∈ H ,

‖Π f ‖H 6 ‖Pt f ‖H + ‖Pt f − Π f ‖H 6 ‖ f ‖H + ‖Pt f − Π f ‖H ,

and taking t →∞ yields ‖Π f ‖H 6 ‖ f ‖H . This gives that ‖Π‖H→H 6 1, however, any

idempotent satisfies ‖Π‖H→H > 1, and thus we deduce ‖Π‖H→H = 1. Consequently

Π must be an orthogonal projection, and since orthogonal projections are uniquely

characterized by their range we get Π = P∞. �

Lemma 5.4.1 allows us to prove the norm convergence of Pt to any bounded idempo-

tent, a strategy we will use in the sequel. Using it we can establish the following classical

result, which will also be used in the proofs below, and we provide its proof for sake of

completeness.
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Lemma 5.4.2. Let P̃ = (e−tÃ)t>0 be a contraction semigroup on a Hilbert space H̃ and

suppose Ã is normal with spectral gap γ1 > 0. Let Ω be either {0} or iR. Then, for any

f ∈ H̃ and t > 0, P̃t − EΩ f

H̃
6 e−γ1t ‖ f − EΩ f ‖

H̃
,

where E : B(C) → B(H̃ ) is the unique resolution of identity associated to Ã. Conse-

quently, E{0} = EiR = P̃∞.

Proof. By the Borel functional calculus for A we have, for any t > 0 and f ∈ H̃ , writing

f = f − E{0} f , P̃t f
2

H̃
=

E{0} f
2

H̃
+

∫
σ(Ã)\{0}

e−2 Re(γ)t d〈Eγ f , f 〉
H̃

=

∫
σ(Ã)\{0}

e−2 Re(γ)t d〈Eγ f , f 〉
H̃

6 e−2γ1t
 f

2

H̃

where the inequality uses the fact that Ã has spectral gap γ1. Next, by the spectral

mapping theorem, see e.g. [106], we get that E{0} = P̃∞, and this may also be deduced

from the Borel functional calculus for Ã via(P̃t − E{0})E{0} f
2

H̃
=

∫
σ(Ã)
|e−γt − 1|2d〈EγE{0} f , f 〉

H̃
=

∫
{0}
|e−γt − 1|2d〈Eγ f , f 〉

H̃
.

Thus invoking Lemma 5.4.1 we conclude that P̃ satisfies the spectral gap inequality and,

in particular, converges to equilibrium. Hence it remains to show that E{0} = EiR. To

this end, for any f ∈ H̃ and t > 0, we haveP̃t f
2

H̃
=

∫
σ(A)

e−2 Re(γ)t d〈Eγ f , f 〉
H̃
= ‖EiR f ‖2

H̃
+

∫
σ(A)\iR

e−2 Re(γ)t d〈Eγ f , f 〉
H̃
.

Taking f − E{0} f = f − P̃∞ f in the above identity yieldsP̃t f − P̃∞ f
2

H̃
=

P̃t( f − P̃∞ f )
2

H̃

=
EiR( f − E{0} f )

2
H̃
+

∫
σ(A)\iR

e−2 Re(γ)t d〈Eγ( f − E{0} f ), f − E{0} f 〉
H̃
.
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The left-hand side converges to zero as t → ∞ since P̃ converges to equilibrium, while

the integral on the right-hand side is also easily seen to convergence to zero as t → ∞.

Hence, by orthogonality of E, we get

0 =
EiR( f − E{0} f )

2
H̃
=

EiR f − E{0}∩iR f
2
H̃
=

EiR f − E{0} f
2
H̃
,

and since f ∈ H̃ was arbitrary we get E{0} = EiR as desired. �

5.4.2 Proof of Proposition 5.2.1

Since Λ ∈ B(H̃,H) is a bijection we get that its inverse satisfies Λ−1 ∈ B(H, H̃). Set

Π = ΛP̃∞Λ−1,

where P̃∞ is the projection onto the set of P̃-invariant vectors. Then, as the composition

of bounded operators we get that Π ∈ B(H), and it is straightforward to check that

Π2 = Π, i.e. Π is a bounded idempotent. If P̃ converges to equilibrium with rate r(t)

then

‖Pt f − Π f ‖H =
ΛP̃tΛ

−1 f − ΛP̃∞Λ−1 f

H

6 ‖Λ‖
H̃→H̃

P̃tΛ
−1 f − P̃∞Λ−1 f


H

6 κ(Λ)r(t)
 f − P̃∞ f


H
,

and hence P converges to equilibrium by Lemma 5.4.1. The proof of the last claim is

straightforward and hence omitted. �

5.4.3 Proof of Proposition 5.2.2

To begin we establish the following lemma, and we say thatΛ ∈ B(H̃,H) is proper with

respect to a self-adjoint resolution of identity E if the conditions in Definition 5.2.1 are

176



fulfilled.

Lemma 5.4.3. Let Ã be a normal operator on H̃ with unique self-adjoint resolution

of identity E : B(C) → B(H̃ ). Suppose Λ : H̃ → H is a proper linear operator with

respect to E, and define F : B(C) → L(H) via

FΩ = ΛEΩΛ
†.

Then F : B(C) → L(H) is a nsa resolution of identity with domain Ran(Λ) and, for

( f , g) ∈ Ran(Λ) × H , we have the following properties.

(1) The measure γ 7→ 〈Fγ f , g〉H is of bounded variation, and γ 7→ 〈Fγ f , g〉H =

〈EγΛ
† f ,Λ∗g〉

H̃
.

(2) For each m(Ã) ∈ L∞(σ(Ã)) there exists a unique closed, densely-defined linear

operator ∫
σ(Ã)

m(γ)dFγ

with domain Ran(Λ), which satisfies

〈Λm(Ã)Λ† f , g〉H =
∫
σ(Ã)

m(γ)d〈Fγ f , g〉H .

(3) For any m ∈ L∞(σ(Ã)),∫
σ(Ã)
|m(γ)|d |〈Fγ f , g〉H | =

∫
σ(Ã)

d
���〈FγΛm(Ã)Λ† f , g〉H

��� .
(4) For m1,m2 ∈ L∞(σ(Ã)) we have, on Ran(Λ), the multiplicative property(∫

σ(Ã)
m1(γ)dFγ

) (∫
σ(Ã)

m2(γ)dFγ

)
=

∫
σ(Ã)
(m1m2)(γ)dFγ .

Proof. First we note that all the properties of the pseudo-inverseΛ† used below are given

in [13, Theorem 9.2], starting with the fact that D(Λ†) = Ran(Λ). Then, by assumption
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on Ran(Λ), we get that, for each Ω ∈ B(C), FΩ is densely-defined, and the linearity

of FΩ follows from the linearity of each of the factors in the definition. Since Λ† is a

closed operator, and both Λ and EΩ are bounded, it follows that FΩ is closed. Next, let

Ω1,Ω2 ∈ B(C), so that

FΩ1FΩ2 = ΛEΩ1Λ
†
ΛEΩ2Λ

†,

where we used the fact that FΩ(Ran(Λ)) ⊆ Ran(Λ). SinceΛ†Λ is the projection onto the

closed subspace Ran(Λ∗), the assumption that Λ is proper with respect to E then gives

that

ΛEΩ1Λ
†
ΛEΩ2Λ

† = ΛEΩ1EΩ2Λ
† = ΛEΩ1∩Ω2Λ

† = FΩ1∩Ω2 .

Finally, we suppose that (Ωi)
∞
i=1 ∈ B(C) is a countable collection of pairwise disjoint

subsets. Then, by continuity of the inner product we get, for ( f , g) ∈ Ran(Λ) × H ,

〈F(Ωi)
∞
i=1

f , g〉H =
∞∑

i=1
〈FΩi f , g〉H =

∞∑
i=1
〈EΩiΛ

† f ,Λ∗g〉
H̃
,

and the countable additivity of F follows from the same property for E, which completes

the proof that F : B(C) → L(H) defines a nsa resolution of identity. As shown above,

we have, for Ω ∈ B(C),

〈FΩ f , g〉H = 〈ΛEΩΛ† f , g〉H = 〈EΩΛ† f ,Λ∗g〉
H̃
,

and since γ 7→ 〈EγΛ† f ,Λ∗g〉
H̃
has total variation

Λ† f

H
‖Λ‖

H̃→H
‖g‖H , we complete

the proof of Item (1). Next, let s ∈ L∞(σ(Ã)) be a simple function, i.e. for k > 1,

s(γ) =
k∑

i=1
αi1Ωi (γ),

where Ω1, . . . ,Ωk ∈ B(C) are disjoint subsets and α1, . . . , αk ∈ C, so that by the Borel

functional calculus for Ã,

s(Ã) =
k∑

i=1
αiEΩi .
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Then, with ( f , g) ∈ Ran(Λ) ∈ H , we have that

〈Λs(Ã)Λ† f , g〉H =
k∑

i=1
αi 〈ΛEΩiΛ

† f , g〉H =
k∑

i=1
αi 〈FΩi f , g〉H =

∫
σ(Ã)

s(γ)d〈Fγ f , g〉H .

Now let ε > 0, m ∈ L∞(σ(Ã)) and choose a simple function s such that ‖m − s‖∞ < ε.

Then, using the above representation for s we get that����〈Λm(Ã)Λ† f , g〉H −
∫
σ(Ã)

m(γ)d〈Fγ f , g〉H

����
6

��〈Λm(A)Λ† f , g〉H − 〈Λs(A)Λ† f , g〉H
�� + ����∫

σ(Ã)
(m − s)(γ)d〈Fγ f , g〉H

����
6 ‖Λ‖

H̃→H
‖m − s‖∞

Λ† f

H
‖g‖H

+

∫
σ(Ã)
|m(γ) − s(γ)|d |〈EγΛ† f ,Λ∗g〉

H̃
|

6 2ε ‖Λ‖
H̃→H

Λ† f

H
‖g‖H .

Since ε was arbitrary it follows that

Λm(Ã)Λ† =
∫
σ(Ã)

m(γ)dFγ

onRan(Λ), and the fact thatΛm(Ã)Λ† is closed follows immediately from the closedness

of Λ†, which completes the proof of Item (2). For the proof of Item (3) let again

s ∈ L∞(σ(Ã)) be a simple function. Then, for ( f , g) ∈ Ran(Λ) × H ,∫
σ(Ã)
|s(γ)|d |〈Fγ f , g〉H | =

∫
σ(A)

k∑
i=1
|αi |1Ωi (γ)d |〈Fγ f , g〉H | =

k∑
i=1
|αi | |〈FΩi f , g〉H |,

while on the other hand, since the measure γ 7→ 〈FγΛs(Ã)Λ† f , g〉H is the sum of Dirac

masses,∫
σ(Ã)

d |〈FγΛs(Ã)Λ† f , g〉H =
k∑

i=1
|〈αiFΩi f , g〉H | =

k∑
i=1
|αi | |〈FΩi f , g〉H |.

For general m ∈ L∞(σ(Ã)) and given ε > 0, let s be a simple function such that

‖m − s‖∞ < ∞. Write µm for the measure γ 7→ 〈FγΛm(A)Λ† f , g〉H , and similarly for
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µs. Then, using what we just proved for simple functions, we get����∫
σ(Ã)
|m(γ)|d |〈Fγ f , g〉H | −

∫
σ(Ã)

d |〈FγΛm(A)Λ† f , g〉H |
����

6

∫
σ(Ã)
| |m(γ)| − |s(γ)| | d |〈Fγ f , g〉H | +

���|µm |(σ(Ã)) − |µs |(σ(Ã))
���

6 ‖Λ‖
H̃→H

‖m − s‖∞
Λ† f


H
‖g‖H +

∫
σ(Ã)

d |〈FγΛ
(
m(Ã) − s(Ã)

)
Λ
† f , g〉H |

6 2ε ‖Λ‖
H̃→H

Λ† f

H
‖g‖H ,

where in the second inequality we used the reverse triangle inequality for the sup-norm,

while in the last inequality we used the reverse triangle inequality for the total variation

norm together with linearity of the inner product in the first variable. This completes

the proof of Item (3). Finally, for the multiplicative property of the integrals we observe

that, by the multiplicative property for E, Λm1(Ã)Λ†Λm2(Ã)Λ† = Λm1(Ã)m2(Ã)Λ† =

Λ(m1m2)(Ã)Λ†, where we again used that Λ is proper with respect to E. �

Proof of Proposition 5.2.2. Applying Λ† to both sides of the intertwining P
Λ
↪→ P̃ gives

PtΛΛ
† = ΛP̃tΛ

†.

By [13, Theorem 9.2(e)], we have that ΛΛ† is the projection onto Ran(Λ), and from

Ran(Λ) ⊂d H , we deduce that this projection is the identity on Ran(Λ). Thus, together

with Lemma 5.4.3(3) and the fact that P̃ = (e−tÃ)t>0 we conclude that, on Ran(Λ),

Pt = ΛP̃tΛ
† =

∫
σ(Ã)

e−γt dFγ,

and the remaining claims were proved in Lemma 5.4.3. �
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5.4.4 Proof of Theorem 5.2.1

Let Mt : σ(A) → C be the function defined by

Mt(γ) =
e−γt

m(γ)
,

which, for t > Tm, belongs to L∞(σ(Ã)) by assumption. From the condition in Item (a)

we deduce that, for ( f , g) ∈ Ran(Λ) × H and t > Tm,����〈∫
σ(Ã)

e−γt dFγ f , g〉H

���� 6 ∫
σ(Ã)
|e−γt |d |〈Fγ f , g〉H

6

∫
σ(Ã)

���� e−γt

m(γ)

���� |m(γ)|d |〈Fγ f , g〉H |

6 ‖Mt ‖∞ ‖ f ‖H ‖g‖H .

Thus we conclude that, for t > Tm, the operator
∫
σ(Ã) e

−γt dFγ is bounded on Ran(Λ) ⊂d

H , so that by invoking the bounded linear extension theorem we obtain a unique,

continuous linear extension to all of H . Next, let us write simply E0 and F0 in place of

E{0} and F{0}, respectively. Then, by evaluating the assumption in Item (b) at γ = 0 we

get that the idempotent F0 = ΛE0Λ
−1 satisfies, for all ( f , g) ∈ Ran(Λ) × H ,

|〈F0 f , g〉H | 6
∫
{0}

1
|m(γ)|

|m(γ)|d |〈Fγ f , g〉H |

6
1
|m(0)|

∫
σ(A)
|m(γ)|d |〈Fγ f , g〉H |

6
1
|m(0)|

‖ f ‖H ‖g‖H ,

and thus we deduce that F0 is bounded onRan(Λ). Since Lemma 5.4.2 gives that E0 = P̃∞

we get

PtF0 = ΛP̃tΛΛ
†E0Λ

† = ΛP̃tE0Λ
† = F0,

so that F0 is invariant for P, and in particular

(Pt − F0)(I − F0) = Pt − PtF0 − F0 + F
2
0 = Pt − F0 − F0 + F0 = Pt − F0, (5.6)
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where both of these equalities hold on Ran(Λ). Putting all of these observations together

we get that, for t > Tm and any f ∈ Ran(Λ),

‖Pt f − F0 f ‖2
H
=

����∫
σ(Ã)\{0}

e−γt d〈Fγ( f − F0 f ), Pt f − F0 f 〉H

����
6

∫
σ(Ã)\{0}

|e−γt |d |〈Fγ( f − F0 f ), Pt f − F0 f 〉H |

=

∫
Re(γ)>γ1

|e−γt |d |〈Fγ( f − F0 f ), Pt f − F0 f 〉H |

6
M (γ1)

t


∞

∫
Re(γ)>γ1

|m(γ)|d |〈Fγ( f − F0 f ), Pt f − F0 f 〉H |

6
M (γ1)

t


∞
‖ f − F0 f ‖H ‖Pt f − F0 f ‖H (5.7)

where, in order, we have used (5.6), the representation for Pt as a spectral integral, the

fact that Ã admits a spectral gap γ1 > 0 and finally the assumptions on the function m.

Canceling ‖Pt f − F0F‖ from both sides of the inequality in (5.7) yields, for t > Tm and

f ∈ Ran(Λ),

‖Pt f − F0 f ‖H 6
M (γ1)

t


∞
‖ f − F0 f ‖H ,

which extends by density, and the continuity of the involved operators, to all ofH . Then,

invoking Lemma 5.4.1 completes the proof that P converges to equilibrium, since plainly

limt→∞

M(γ1)
t


∞
= 0. �

5.4.5 Proof of Theorem 5.2.2

We shall provide two proofs of Theorem 5.2.2, one that invokes Theorem 5.2.1 and hence

is based on properties of nsa resolutions of the identity, and another that makes use of

the Borel functional calculus for Ã. We need a preliminary results regarding commuting

operators. We say that an operator M ∈ B(H̃ ) commutes with a closed, densely-defined

operator Ã on H̃ if for some z ∈ ρ(Ã) = C \ σ(Ã), the resolvent set of A, we have

MRz(Ã) = Rz(Ã)M,
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where Rz(Ã) denotes the resolvent operator. The following two results are adapted from

[118], and we refer to [118, Chapter 3] for the appropriate definitions.

Lemma 5.4.4. Let P̃ = (e−tÃ)t>0 be a contraction semigroup on H̃ and suppose that Ã

is normal and has simple spectrum. Then for operator M ∈ B(H̃ )

MP̃t = P̃t M, ∀t > 0 ⇐⇒ M = m(Ã), for some m ∈ L∞(σ(Ã)).

Proof. First we will show that

MP̃t = P̃t M, ∀t > 0 ⇐⇒ MRz(Ã) = Rz(Ã)M . (5.8)

For the only if direction, if Ã is normal and commutes with a bounded operator M ,

then M f (Ã) = f (Ã)M for any f ∈ L∞(σ(Ã)), which includes the exponential function

γ 7→ e−γt , for any t > 0. In the other direction we use the fact that, for z ∈ ρ(Ã),

Rz(Ã) =
∫ ∞

0
e−zt P̃t dt .

Then, MP̃t = P̃t M , for all t > 0, implies that

Rz(Ã)M =
∫ ∞

0
e−zt P̃t Mdt =

∫ ∞

0
e−zt MP̃t dt = MRz(Ã).

Having established (5.8), the claim follows by similar arguments as in the proof of [118,

Theorem 4.8]. �

First proof of Theorem 5.2.2. By assumptionwe have, forΛ : H̃ → H and Λ̃ : H → H̃

proper intertwining operators,

PtΛ = ΛP̃t and Λ̃Pt = P̃tΛ̃,

and by combining these two identities we deduce that P̃tΛ̃Λ = Λ̃ΛP̃t . Now, if Ã has

simple spectrum then we may invoke Lemma 5.4.4 to get that there exists m ∈ L∞(σ(Ã))

such that

m(Ã) = Λ̃Λ. (5.9)
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Next, by Lemma 5.4.3(3) and for ( f , g) ∈ Ran(Λ) × H , we have∫
σ(Ã)
|m(γ)|d |〈Fγ f , g〉H | =

∫
σ(Ã)

d |〈FγΛm(Ã)Λ† f , g〉H |.

Together with (5.9) and Lemma 5.4.3(1), this gives∫
σ(A)
|m(γ)|d |〈Fγ f , g〉H | =

∫
σ(Ã)

d |〈FγΛΛ̃ f , g〉H |

6 ‖Λ‖
H̃→H

Λ†ΛΛ̃ f

H
‖g‖H

6 ‖Λ‖
H̃→H

Λ̃
H→H̃

‖ f ‖H ‖g‖H ,

where we also used that ΛΛ† is the identity and that Λ†Λ is a projection and thus a

bounded operator with norm 1, see [13, Theorem 9.2] for both of these claims. Invoking

Theorem 5.2.1 then completes the proof. �

Second proof of Theorem 5.2.2. By assumption on the function m, there exists Tm > 0

such that for t > Tm,

γ 7→ Mt(γ) =
e−γt

m(γ)
∈ L∞(σ(Ã)), (5.10)

and by the Borel functional calculus for Ã it follows that Mt(Ã) is a bounded operator

for t > Tm. Next, by the intertwining P
Λ
↪→ P̃ and by the multiplicative property of the

Borel functional calculus for Ã, we get, for t > Tm,

ΛMt(Ã)Λ̃Λ = ΛMt(Ã)m(Ã) = Λe−tÃ = PtΛ,

and thus we deduce that

Pt = ΛMt(Ã)Λ̃

where the equality holds on Ran(Λ). However, as the right-hand side is a bounded linear

operator we get, by the Bounded Linear Extension Theorem, that for t > Tm,

Pt = ΛMt(Ã)Λ̃, on H . (5.11)
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Next, since ‖Mt ‖∞ < ∞ for t > Tm and taking γ = 0 in the definition of Mt in (5.10), we

get that

γ 7→ m0(γ) =
1

m(γ)
1{γ=0} ∈ L∞(σ(Ã)),

and also note that m0(Ã)E{0} = E{0}m0(Ã) = m0(Ã). Let Π ∈ B(H) be the operator

defined by Π = Λm0(Ã)Λ̃. Using m(Ã) = Λ̃Λ, the previous observation, and the

multiplicative property of the Borel functional calculus for Ã we get

Π
2 =

(
Λm0(Ã)Λ̃

) (
Λm0(Ã)Λ̃

)
= Λm0(Ã)m(Ã)m0(Ã)Λ̃

= Λm0(Ã)E{0}Λ̃ = Λm0(Ã)Λ̃ = Π,

and we conclude that Π is a bounded idempotent. Now, by (5.11) we get, for t > Tm,

PtΠ =
(
ΛMt(Ã)Λ̃

) (
Λm0(Ã)Λ̃

)
= ΛMt(Ã)m(Ã)m0(Ã)Λ̃

= ΛMt(Ã)E{0}Λ̃ = Λm0(Ã)Λ̃ = Π f ,

and thus it follows that

(Pt − Π)(I − Π) = Pt − PtΠ − Π + Π
2 = Pt − Π − Π + Π = Pt − Π.

Recall that, for t > Tm, M(γ1)
t : σ(Ã) → C is given by M(γ1)

t (γ) = e−γt
m(γ)1{Re(γ)>γ1}, and

observe that

‖Mt − m0‖∞ = sup
γ∈σ(Ã)

���� e−γt

m(γ)
1{γ,0}

���� = sup
0,γ∈σ(Ã)

���� e−γt

m(γ)

���� = sup
Re(γ)>0

���� e−γt

m(γ)

���� = M(γ1)
t


∞
,

where in the third equality we used the fact that EiR = E0, which is a consequence of

Lemma 5.4.2, and for the last equality used that Ã admits a spectral gap γ1. Then, we

conclude that, for any f ∈ H and t > Tm,

‖(Pt − Π)( f − Π f )‖H =
(ΛMt(Ã)Λ̃ − Λm0(Ã)Λ̃

)
( f − Π f )


H

=

Λ (
Mt(Ã) − m0(Ã)

)
Λ̃( f − Π f )


H

6 ‖Λ‖
H̃→H

Λ̃
H→H̃

‖Mt − m0‖∞ ‖ f − Π f ‖H

= ‖Λ‖
H̃→H

Λ̃
H→H̃

M(γ1)
t


∞
‖ f − Π f ‖H .
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5.4.6 Proof of Theorem 5.3.1

To give the proof of Theorem 5.3.1 we state and prove some auxiliary results that may

be of independent interests. We write Ff for the Fourier transform of a suitable function

f , which for a function f ∈ L1(Rd) and any ξ ∈ Rd , can be represented by

Ff (ξ) =

∫
Rd

ei〈ξ,x〉 f (x)dx,

and use, when needed, the notation eiξ : x 7→ ei〈ξ,x〉. We also write ≺ for the Löwner

ordering of positive-definite matrices, that is, for two symmetric matrices X and Y ,

X ≺ Y if and only if X −Y is positive-definite. Hence X � 0 is shorthand for saying that

X is positive-definite.

Proposition 5.4.1. Let P and P̃ be two Ornstein-Uhlenbeck semigroups associated to

(Q, B) and (Q̃, B), respectively, and suppose that 0 ≺ Q∞ ≺ Q̃∞. Then the operator

ΛQ→Q̃ = Λ : L2(Rd) → L2(Rd) defined, for f ∈ L2(Rd), by

FΛ f (ξ) = e−〈(Q̃∞−Q∞)ξ,ξ〉/2Ff (ξ), ξ ∈ Rd,

belongs to B(L2(Rd)). Moreover, Λ ∈ B(L2(ρ̃∞),L2(ρ∞)) is a quasi-affinity with

‖Λ‖L2(ρ̃∞)→L2(ρ∞) = 1, and we have the intertwining P
Λ
↪→ P̃.

For the proof of this proposition we shall need the following lemma, where we recall

that any Ornstein-Uhlenbeck semigroup P extends to a contraction semigroup from

Lp(Rd), p > 1, to itself, see e.g. [81, Proposition 9.4.1].

Lemma 5.4.5. Let P be the Ornstein-Uhlenbeck semigroup associated to (Q, B). Then,

for any f ∈ L2(Rd) and t > 0,

FPt f (e−tB∗ξ) =
1

| det(etB)|
e−〈Qtξ,ξ〉/2Ff (ξ), ξ ∈ Rd .
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Proof. By a change of variables we have that

Pt f (x) =
∫
Rd

f (y)ρt(y − e−tB x)dy.

Then, since for any f ∈ L2(Rd) ∩L1(Rd), Pt f ∈ L2(Rd) ∩L1(Rd), we get using Fubini’s

Theorem

FPt f (ξ) =

∫
Rd

ei〈ξ,x〉Pt f (x)dx =
∫
Rd

ei〈ξ,x〉
∫
Rd

f (y)ρt(y − e−tB x)dydx

=

∫
Rd

f (y)
∫
Rd

ei〈ξ,x〉ρt(y − e−tB x)dxdy

=
1

| det(etB)|

∫
Rd

f (y)
∫
Rd

e−i〈etB
∗
ξ,x〉ρt(y + x)dxdy

=
1

| det(etB)|
e−〈QtetB

∗
ξ,etB

∗
ξ〉/2

∫
Rd

ei〈etB
∗
ξ,y〉 f (y)dy,

and the claim follows from L2(Rd) ∩ L1(Rd) ⊂d L2(Rd) together with the continuity of

the Fourier transform. �

Proof of Proposition 5.4.1. First, we note that Λ is a Fourier multiplier operator whose

multiplier is, by the assumption Q̃∞ − Q∞ � 0, a bounded measurable function; thus

Λ ∈ B(L2(Rd)). By identifying the multiplier we deduce that Λ is the convolution

operator associated to the Gaussian measure with covariance matrix (Q̃∞ − Q∞)−1,

i.e. writing ρΛ for this Gaussian measure, Λ f (x) = f ∗ ρΛ(x), with ∗ denoting the

additive convolution operator. Clearly for any f ∈ L2(ρ̃∞), Λ f makes sense, and hence

it remains to show the boundedness and that Λ is a quasi-affinity. To this end we observe

that the following factorization of measures holds

ρ∞ ∗ ρΛ = ρ̃∞,

which follows from the identity,

Fρ∞(ξ) · FρΛ(ξ) = e−〈Q∞ξ,ξ〉/2e−〈(Q̃∞−Q∞)ξ,ξ〉/2 = e−〈Q̃∞ξ,ξ〉/2 = Fρ̃∞(ξ), ξ ∈ Rd,
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together with the fact that the Fourier transform uniquely characterizes probability mea-

sures. Using this factorization we get, for any f ∈ L2(ρ̃∞), and by appealing to Jensen’s

inequality∫
Rd
|Λ f (x)|2 ρ∞(x)dx 6

∫
Rd
Λ| f |2(x)ρ∞(x)dx =

∫
Rd
| f (x)|2 ρ̃∞(x)dx,

and thus Λ ∈ B(L2(ρ̃∞),L2(ρ∞)) with ‖Λ‖L2(ρ̃∞)→L2(ρ∞) 6 1; however, equality is

achieved by the constant function 1 ∈ L2(ρ̃∞). Next we observe that, for any ξ ∈ Rd ,

Λeiξ(x) = e−〈(Q̃∞−Q∞)ξ,ξ〉/2eiξ(x). Thus Ran(Λ) contains the linear span of the set

{eiξ ; ξ ∈ Rd} and to show that Ran(Λ) ⊂d L2(ρ∞) it then suffices to show that this

linear span is dense in L2(ρ∞). To this end, we suppose there exists g ∈ L2(ρ∞)

such that 〈eiξ, g〉L2(ρ∞) = 0, for all ξ ∈ Rd . Then, by standard application of Jensen’s

inequality, g ∈ L2(ρ∞) implies that g ∈ L1(ρ∞) and hence (gρ∞) ∈ L1(Rd). Thus

(gρ∞) is an integrable function with vanishing Fourier transform, and we conclude that

g = 0 ∈ L2(ρ∞). Now, for any f ∈ Ker(Λ) we have that f ∗ ρΛ(x) = 0 a.e., which

forces f (x) = 0 a.e. and thus f = 0 in L2(ρ̃∞), which gives that Λ is a quasi-affinity.

Finally, it remains to show that the intertwining relation P
Λ
↪→ P̃ holds. Using the fact

that Λ ∈ B(L2(Rd)), we have on the one hand, for f ∈ L2(Rd) and ξ ∈ Rd ,

FPtΛ f (e−tB∗ξ) =
1

| det(etB)|
e−〈Qtξ,ξ〉/2FΛ f (ξ)

=
1

| det(etB)|
e−〈Qtξ,ξ〉/2e−〈(Q̃∞−Q∞)ξ,ξ〉/2Ff (ξ)

=
1

| det(etB)|
e〈(Q∞−Qt )ξ,ξ〉/2e−〈Q̃∞ξ,ξ〉/2,

while on the other hand,

F
ΛP̃t f (e

−tB∗ξ) = λ(e−tB∗ξ)FP̃t f (e
−tB∗ξ)

=
1

| det(etB)|
e−〈(Q̃∞−Q∞)e−tB

∗
ξ,e−tB

∗
ξ〉/2e−〈Q̃tξ,ξ〉/2Ff (ξ),

where we used twice Lemma 5.4.5. Then, since

e−tBQ∞e−tB∗ =

∫ ∞

0
e−(t+s)BQe−(t+s)B∗ds =

∫ ∞

t
e−sBQe−sB∗ds = Q∞ −Qt
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we get that

e−〈(Q̃∞−Q∞)e−tB
∗
ξ,e−tB

∗
ξ〉/2e−〈Q̃tξ,ξ〉/2 = e−〈(Q̃∞−Q̃t )ξ,ξ〉/2e〈(Q∞−Qt )ξ,ξ〉/2e−〈Q̃tξ,ξ〉/2

= e〈(Q∞−Qt )ξ,ξ〉/2e−〈Q̃∞ξ,ξ〉/2,

and thus we conclude that, for any f ∈ L2(Rd) and t > 0,

FPtΛ f (e−tB∗ξ) = F
ΛP̃t f (e

−tB∗ξ).

By the L2-isomorphism of the Fourier transformwe then deduce that, for any f ∈ L2(Rd)

and t > 0,

PtΛ f = ΛP̃t f .

In particular, this holds for f belonging to C∞c (R
d), the space of smooth, com-

pactly supported functions on Rd and we have the inclusions C∞c (R
d) ⊂d L2(ρ∞) and

C∞c (R
d) ⊂d L2(ρ̃∞). Hence, by density and the continuity of all involved operators, the

claimed intertwining also holds on L2(ρ̃). �

In the following we write, for a vector α ∈ Rd , Dα for the diagonal matrix with

diagonal entries given by α. For α, δ ∈ Rd we denote by Dαδ = diag(α1δ1, . . . , αdδd) =

DαDδ.

Proposition 5.4.2. Let P be an Ornstein-Uhlenbeck semigroup associated to (Q, B), and

suppose that B = Db, with bi > 0 for all i. For any i ∈ {1, . . . , d} set

αi = q∞,min

(
q∞,max

q∞,min

)bi/bmin

and δi = q∞,min,

where q∞,min and q∞,min are the largest and smallest eigenvalues of Q∞, respectively,

and bmin is the smallest eigenvalue of B.

(1) We have Dα � Q∞ � Dδ, and there exist matrices Q(α),Q(δ) � 0 such that

Dα =

∫ ∞

0
e−sBQ(α)e−sBds, and Dδ =

∫ ∞

0
e−sBQ(δ)e−sBds.
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(2) The Ornstein-Uhlenbeck semigroups P(α) and P(δ) associated to (Q(α), B) and

(Q(δ), B), respectively, are self-adjoint and P
Λα
↪→ P(α), P(δ)

Λδ
↪→ P, and P(δ)

Λδ,α
↪→ P(α)

where, in the notation of Proposition 5.4.1, Λα = ΛQ→Q(α) , Λδ = ΛQ(δ)→Q, and

Λδ,α = ΛQ(δ)→Q(α) . Hence,

P
Λα
↪→ P(α)

Λ∗δ,αΛδ

↪→ P and P(α)
Λ∗δ,αΛδΛα

↪→ P(α).

(3) For x, ξ ∈ Rd

Λ
∗
δ,αΛδΛαeiξ(x) = e−〈D(α2−δ2)/α)ξ,ξ〉/2eiξ(D δ

α
x).

Consequently, with t = b−1
min log q∞,max

q∞,min
,

Λ
∗
δ,αΛδΛα = P(α)t .

Proof. Writing Id for the d-dimensional identity matrix we recall that, for the Löwner

ordering of symmetric positive-definite matrices, q∞,maxId � Q∞ � q∞,minId . By

definition of α it follows that the smallest eigenvalue of the diagonal matrix Dα is

q∞,max, from which we conclude that Dα � q∞,maxId � Q∞. Next we recall that∫ ∞
0 e−s2Bds = (2B)−1. Since B, Dα, and e−sB, for any s > 0, are diagonal matrices it

follows that they commute. Setting Q(α) = Dα + 2B = Dα+2b � 0 we get that∫ ∞

0
e−sBQ(α)e−sBds = Dα(2B)

∫ ∞

0
e−s2Bds = Dα.

Similarly, setting Q(δ) = q∞,min2B we get that
∫ ∞
0 e−sBQ(δ)e−sBds = Dδ, which proves

the first claim. The intertwinings P
Λα
↪→ P(α), Pδ

Λδ
↪→ P, and Pδ

Λδ,α
↪→ P(α) then follow from

Proposition 5.4.1 and the fact thatDα � Q∞ � Dδ. The self-adjointness ofP(α) andP(δ) is

equivalent to the commutation identitiesQ(α)B = BQ(α) andQ(δ)B = BQ(δ), respectively,

see e.g. [81, Proposition 9.3.10]. Taking the adjoint of the identity P(δ)
Λα,δ
↪→ P(α) and

using the self-adjointness of P(α) and P(δ) then yields P(α)
Λ∗α,δ
↪→ P(δ), which combined
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with the aforementioned intertwinings finishes the proof of the second claim. For the

last claim we get, from the definition of Λα and Λδ that, for all x, ξ ∈ Rd ,

ΛδΛαeiξ(x) = e−〈(Dα−Q∞)ξ,ξ〉/2Λδeiξ(x)e−〈(Dα−Q∞)ξ,ξ〉/2e−〈(Q∞−Dδ)ξ,ξ〉/2eiξ(x)

= e−〈Dα−δξ,ξ〉/2eiξ(x).

Next, we shall characterize the adjoint operator Λ∗δ,α. To this end we note that, since

Dα � Dδ � 0, the invariant measures of P(α) and P(δ) admit Gaussian densities, which

we denote by ρ(α)∞ and ρ(δ)∞ , respectively. Let us formally define, for f ∈ L2(ρ
(δ)
∞ ), the

operator Λ∗δ,α : L2(ρ
(δ)
∞ ) → L2(ρ

(α)
∞ ) by

Λ
∗
δ,α f (x) =

1
ρ
(α)
∞ (x)

( f ρ(δ)∞ ) ∗ ρδ,α(x), x ∈ Rd, (5.12)

where ρδ,α is the Gaussian density satisfying Fρδ,α(ξ) = e−〈(Dα−Dδ)ξ,ξ〉/2 = e−〈Dα−δξ,ξ〉/2,

which is well-defined due to Dα − Dδ = Dα−δ � 0. Then, for non-negative functions

f ∈ L2(ρ
(δ)
∞ ) and g ∈ L2(ρ

(α)
∞ ),

〈Λ∗δ,α f , g〉L2(ρ
(α)
∞ )
= 〈( f ρ(δ)∞ ) ∗ ρδ,α, g〉L2(Rd)

=

∫
Rd

(∫
Rd

f (y)ρ(δ)∞ (y)ρδ,α(x − y)dy
)
g(x)dx

=

∫
Rd

(∫
Rd

g(x)ρδ,α(y − x)dx
)

f (y)ρ(δ)∞ (y)dy

= 〈 f ,Λδ,αg〉L2(ρ
(δ)
∞ )

where we used Fubini’s theorem and the symmetry of the density ρδ,α. By decomposing

any f ∈ L2(ρ
(δ)
∞ ) and g ∈ L2(ρ

(α)
∞ ) into the difference of non-negative functions it follows

that the above holds for all f ∈ L2(ρ
(δ)
∞ ) and g ∈ L2(ρ

(α)
∞ ), so that indeed Λ∗δ,α is the

L2(ρ
(δ)
∞ ) adjoint of the operator Λδ,α. By substituting the expression for the densities in
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(5.12) we find that

Λ
∗
δ,αeiξ(x) = (2π)−d/2

√
det Dα

det Dδ(α−δ)
e〈D

−1
α x,x〉/2

×

∫
Rd

ei〈ξ,y〉e−〈D
−1
δ y,y〉/2e−〈(Dα−δ)

−1(x−y),(x−y)〉/2dy

=
(2π)−d/2

(det D δ(α−δ)
α
)1/2

e
〈(D 1

α
−(Dα−δ)

−1)x,x〉/2

×

∫
Rd

e〈(Dα−δ)
−1x+iξ,y〉e−〈(D

−1
δ +(Dα−δ)

−1)y,y〉/2dy

=
(2π)−d/2

(det D δ(α−δ)
α
)1/2

e
−〈D δ

α(α−δ)
x,x〉/2

∫
Rd

e
〈D 1

α−δ
x+iξ,y〉

e
−〈D−1

δ(α−δ)
α

y,y〉/2
dy

= e
−〈D δ

α(α−δ)
x,x〉/2

e
〈D δ(α−δ)

α
(D 1

α−δ
x+iξ),D 1

α−δ
x+iξ〉/2

= e
−〈D δ

α(α−δ)
x,x〉/2

e
〈D δ

α(α−δ)
x,x〉/2

e
i〈ξ,D δ

α
x〉

e
−〈D δ(α−δ)

α
ξ,ξ〉/2

= e
i〈ξ,D δ

α
x〉

e
−〈D δ(α−δ)

α
ξ,ξ〉/2

,

where in the second equality we expanded the quadratic form, and we repeatedly used

some standard properties of diagonal matrices. Putting things together, we deduce that

Λ
∗
δ,αΛδΛαeiξ(x) = e

i〈ξ,D δ
α

x〉
e
−〈(Dα−δ+D δ(α−δ)

α
)ξ,ξ〉/2

= e
i〈ξ,D δ

α
x〉

e−〈D(α2−δ2)/αξ,ξ〉/2.

Next, we note that

P(α)t eiξ(x) = ei〈ξ,e−tB x〉e−〈Q
α
t ξ,ξ〉/2.

Since B = Db we get, by definition of α, δ and t, that the identity e−tDb = D δ
α
is satisfied.

Using the identity Q(α)t = Q(α)∞ − e−tDbQ(α)∞ e−tDb = Dα − e−tDb Dαe−tDb and substituting

e−tDb = D δ
α
we find that

Q(α)t = Dα − D δ
α

DαD δ
α
= Dα − Dδ2/α = D(α2−δ2)/α.

This gives that Λ∗δ,αΛδΛαeiξ(x) = P(α)t eiξ(x) and, as the Fourier transform uniquely

characterizes probability measures, the proof is complete. �

We are now able to give the proof of Theorem 5.3.1.
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Proof of Theorem 5.3.1. Since B is diagonalizable with similarity matrixV we have that

V BV−1 = Db, where b ∈ Rd is the vector of eigenvalues of B with bi > 0 for all

i. Under this change of coordinates, (Q, B) gets mapped to (VQV∗,Db) and a simple

calculation shows that Q∞ then gets mapped to VQ∞V∗. The change of coordinates map

ΦV f (x) = f (V−1x) is a unitary operator from L2(ρ∞) to L2(ρΦV
∞ ), where ρ

ΦV
∞ denotes

the image density of ρ∞ under ΦV , i.e. for x ∈ Rd , ρΦV
∞ (x) =

1
| det V | ρ∞(ΦV (x)). Hence

if we prove the desired result for the Ornstein-Uhlenbeck semigroup P associated to

(VQV∗,Db) then, since Pt = ΦV
−1PtΦV we get, by Proposition 5.2.1 and the unitarity of

ΦV , that the claims hold for the Ornstein-Uhlenbeck semigroup P associated to (Q, B).

Thus, we suppose that B = Db with bi > 0 for all i. We aim to invoke Theorem 5.2.2

and to this end, since B is diagonal, Proposition 5.4.2(2) furnishes the intertwinings

P
Λα

↪→ P(α)
Λ∗δ,αΛδ

↪→ P, where P(α) is the non-degenerate Ornstein-Uhlenbeck semigroup

associated to (Q(α), B), see the notation therein. From Proposition 5.4.1 we have thatΛα,

Λδ, and Λδ,α are quasi-affinities, and hence Λ∗δ,αΛδ is also a quasi-affinity which proves

that the intertwinings are proper. Next, Proposition 5.4.2(3) gives that the function

m : σ(A(α)) → C, in the notation of Theorem 5.2.2 and where −A(α) is the generator of

P(α), is given by

m(γ) = e−γ t,

with t = 1
bmin

log q∞,max
q∞,min

= 1
bmin

log κ(Q∞). However, from [84, Theorem 3.4] we get that

γ1 = bmin, and thus t = 1
γ1

log κ(Q∞) as claimed. Now, for any t > t ,

γ 7→
e−γt

m(γ)
= e−γ(t−t) ∈ L∞(σ(A(α))),

and plainly

sup
Re(γ)>γ1

e−γ(t−t) = e−γ1(t−t).

Next, Proposition 5.4.1 gives that ‖Λα‖L2(ρ
(α)
∞ )→L2(ρ∞)

= 1 and
Λ∗δ,αΛδ


L2(ρ∞)→L2(ρ

(α)
∞ )
6

1. To deduce that
Λ∗δ,αΛδ


L2(ρ∞)→L2(ρ

(α)
∞ )
= 1 it suffices to observe thatΛ∗δ,α1 = 1, which
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follows from Equation (5.12) and the identity ρ(δ)∞ ∗ ρδ,α = ρ
(α)
∞ , with the notation therein.

Consequently, invoking Theorem 5.2.2 we deduce that, for any f ∈ L2(ρ∞) and t > t,

‖Pt f − P∞ f ‖L2(ρ∞) 6 e−γ1(t−t) ‖ f − P∞ f ‖L2(ρ∞) = κ(Q∞)e
−γ1t ‖ f − P∞ f ‖L2(ρ∞) .

However, for 0 6 t 6 t we have that κ(Q∞)e−γ1t > 1 and thus, by the contractivity of

P on L2(ρ∞), it follows that the hypocoercive estimate holds for all t > 0. Finally, as

remarked before the theorem, we have that P∞ f (x) = ρ∞[ f ] =
∫
Rd

f (x)ρ∞(x)dx. �

5.4.7 Proof of Theorem 5.3.2

In this proof we use standard properties of tensor products of semigroups and generators,

see for instance [9, Section 1.15.3]. Let uswrite P(i) for the one-dimensional factors of the

product semigroup P. By Proposition 4.3.6 we get that, for each i = 1, . . . , d, there exists

a one-dimensional classical Jacobi semigroup P̃(m,i) = (e−tÃm,i )t>0 on L2(βm) such that

P(i)
Λm,i
↪→ P̃(m,i)

Λ̃m,i
↪→ P(i), where Λm,i ∈ B(L2(βm),L2(βi)) and Λ̃m,i ∈ B(L2(βi),L2(βm))

are quasi-affinities with operator norm 1, such that

Λ̃m,iΛm,i = Fφ(Ãm,i),

see Proposition 3.5 and Lemma 3.10, respectively, of the same paper, and where we note

that the quantity d, in the notation therein, may be taken to be 1. Since the parameterm is

common to all factors of the product semigroupwe get, by tensorization, the intertwinings

P
Λm
↪→ P̃(m)

Λ̃m
↪→ P, where Λm acts on f ∈ L2(β) via Λm f (x) = Λm,1 f1(x1) · · ·Λm,d fd(xd),

and similarly for Λ̃m, and plainly both Λm and Λ̃m are also quasi-affinities, hence proper

linear operators. Next, the fact that Fm ∈ L∞(σ(Ãm)) follows from Fm being the

Laplace transform of a probability measure on [0,∞), see Section 3.7 in the same paper,

so that |Fm(γ)| < ∞ for any Re(γ) > 0. Recall that σ(Ãm) = {γn; n ∈ N} where
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γn = n(n − 1) + γ1n and thus, for γ1t > log γ1(m+1)
2(γ1−m+1) ,

sup
γ>γ1

e−γt

Fm(γ)
= sup

n>1

e−γnt

Fm(γn)
6 sup

n>1

e−nγ1t

Fm(γn)
6 m
(γ1 − 1)
(γ1 −m)

e−γ1t,

see (4.59). Hence, by Theorem 5.2.2, we deduce the convergence to equilibrium estimate

‖Pt f − P∞ f ‖L2(β) 6 m
(γ1 − 1)
(γ1 −m)

e−γ1t ‖ f − P∞ f ‖L2(β) , (5.13)

which is valid for all f ∈ L2(β) and t > 1
γ1

log γ1(m+1)
2(γ1−m+1) . However, for any 0 6 t <

1
γ1

log γ1(m+1)
2(γ1−m+1) it is straightforward to check that the constant in front of the exponential

in (5.13) is strictly greater than 1 so that, by the contractivity of P, the estimate (5.13)

holds for all f ∈ L2(β) and t > 0. Recalling that P∞ f = β[ f ] =
∫
[0,1]d f (x)β(x)dx we

complete the proof of the claimed hypocoercive estimate.
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