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Micro-electro-mechanical systems (MEMS) have been crucial in revolutionizing 

healthcare and environmental monitoring. By probing biological systems in mechanical, 

thermal, electrical and chemical modalities, one can gain a multiphysical 

characterization and understanding of the biological system. This understanding can be 

used for a more informed treatment of the disease. A key attribute for the success of 

MEMS biosensors and surgical tools is their ability to measure biological quantities and 

gather multimodal information with high resolution while minimizing their invasiveness 

for chronic reliability.  

In this dissertation, four areas are explored where strategies have been developed to 

minimize biosensor invasiveness and multimodal tissue characterization. Ultrasonic 

horn neural probes driven at their longitudinal resonance can allow penetration through 

tissue with less force and induce less tissue damage. A model governing the force 

reduction proportions to ultrasonic horn probes on driving voltage, insertion velocity, 

and substrate elasticity is presented to guide design and use of ultrasonic horn probes in 

neural interface application. An animal model is developed for monitoring probe-tissue 

interaction over time using two-photon microscopy both electrically and optically.  

Secondly, a detachable ultrasonic neural probe inserter is developed. Multiple neural 

probe geometries and configurations are affixed to the ultrasonic inserter using the 

polyethylene glycol polymers as an adhesive and a biodissolvable material. Neural 



 

 

 

probes can be bonded and debonded reversibly to a silicon inserter with reduced 

implantation forces. This insertion method can potentially help inserting neural probes 

made in many different microfabrication technologies.  

Thirdly, a silicon tweezer is presented. The silicon structure that can perform 

tweezing motion without silicon fracture is demonstrated. The silicon tweezer can be 

used for measuring multiple tissue electromechanical properties including the tissue 

Young’s modulus, tissue penetration force, and electrical impedance. This tweezer can 

potentially provide more tissue information for surgeons deciding on several options to 

suture, or remove tissue. 

Finally, an ultrasonically actuated silicon probe viscometer with integrated 

immersion depth sensors and strain gauges were demonstrated. The immersion depth 

and viscosity information from the liquid can be measured simultaneously. This can 

potentially solve a major problem of depth calibration in the portable applications of 

ultrasonic viscometers.  
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CHAPTER 1  

INTRODUCTION 

Micro-electro-mechanical systems (MEMS) can serve as inertial, pressure, sound, 

temperature sensors. Another class of MEMS devices include microfluidic systems that 

are used to characterize contents of a microfluidic sample. A third class of applications 

of MEMS is for biomedical devices and sensors that can interact with the body (e.g. 

tissues, and body fluids) directly. Together with microfabrication technology, which is 

capable of producing patterned mechanical and electrical devices with tens to hundreds 

of nanometer resolution, it is possible to probe biological system with similar micro and 

nano dimensions. By probing biological systems in mechanical, thermal, electrical and 

chemical modalities, one can realize multiphysical characterization and gain a detailed 

understanding of the biological system under testing. This understanding can be used 

for treatment of the tissue, one example being tissue characterization during surgical 

procedures of various maladies. A key attribute for the success of MEMS biosensors 

and surgical tools is their ability to measure biological quantities and gather multimodal 

information with high resolution while minimizing their invasiveness for chronic 

reliability. In this thesis, four different silicon-based MEMS devices are presented that 

minimize invasiveness, and characterize multiple tissue and fluid properties. In this 

chapter, a general introduction to the silicon-based neural interface based on a silicon 

ultrasonic transducer is presented. 

1.1 Microelectromechanical Systems and neural interfaces 

Silicon multi-electrode arrays (MEAs) allow for high-resolution measurement of 

electrical activity in electrically active tissues. The two-dimensional electrode arrays 

allow spatial analysis of recorded signals and decomposition into regional variations of 
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activity. These variations are important in understanding neural activity patterns. In the 

field of neural recordings, silicon probe arrays such as the Utah [1] and Michigan [2] 

electrode arrays have been developed with tens of hundreds of recording electrodes sites 

to allow intra-cortical recordings simultaneously. These electrode arrays have been used 

for understanding brain function in animals [3], [4]. These probes have also been 

demonstrated in humans for controlling prosthetic [5] and computer cursor [6]. The 

neural probes, when used for chronic recordings, have not been reliable. The biological 

immune system recognized the implanted as a foreign object. Foreign body reactions, 

which can quickly encapsulate the implant are one of the reasons that prevent long-term 

chronic recordings. Study of the immune response onset and methods to counteract the 

body response have been investigated here. To provide an understanding and rationale 

for the silicon-based neural interfaces, Section 1.1.1includes an introduction to neuron 

cell signaling methods and substrate materials, and a discussion of how biological cell 

activity can be transduced into electrical currents recorded by the electrodes. 

1.1.1 Neuronal cell signaling and substrate material 

In biological neural networks, neural cells communicate by conduction of action 

potentials. Action potentials arise from the flow of ionic currents in and out of cells. 

Neurons have voltage-gated ion channel that selectively allow ions to flow through them 

based on the voltage difference between the inside and outside of the cells [7]. The 

steady state relative potential between intracellular and extracellular space is called the 

resting membrane potential. The resting potential (Ek) is determined by the 

concentration gradients and the relative membrane permeability’s of the ions in the 

system and is typically on the order of -70 mV relative to the extracellular potential. 

The value of resting potential can be determined using the Nernst equation relating 

internal [K+]i) and external ([K+]o) potassium concentrations: 
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𝐸𝑘 =
𝑅𝑇

𝑧𝐹
𝑙𝑛 (

[𝐾+]𝑜
[𝐾+]𝑖

) (1.1) 

where R is the universal gas constant (8.314 J∙K-1∙mol-1), z is the valence of the ion 

species (+1 for potassium), and F is the Faraday’s constant (96,485 C∙mol-1). If the cell 

is stimulated beyond its threshold potential (between -40 to 55 mV), voltage-gated 

sodium channels will begin to open with sodium ions entering the cell resulting in cell 

depolarization. When the membrane potential is sufficiently depolarized, voltage-gated 

potassium channels begin to open allowing potassium ions to diffuse out of the cell, 

which repolarizes the cell. At this lower potential, the sodium channels begin to 

inactivate, and membrane permeability to sodium ions ceases to a halt. The potassium 

ion channels then also close. The resulting membrane potential waveform is called the 

action potential (Figure 1.1). 

Traditionally neurophysiologists have measured the neuron electrical activity using 

glass microcapillaries that can be pulled to very fine tip diameter to penetrate the double 

layer of cells. The glass capillaries are filled with a conductive solution. A small metal 

wire is threaded down the capillary to connect electrically the liquid to an external 

amplifier voltages. The ionic and currents are measured via the wire. The intracellular 

potential relative to the extracellular potential of cells is measured by having a reference 

electrode outside the cell. MEMS silicon neural probes are implanted into tissue, and 

the electrodes are almost always in extracellular space. The electrodes measure the 

summed activities of nearby cells, by having a larger exposed metal electrode surface 

to the tissue compared to the micro capillary method. Due to the structural differences 

and the presence of a capacitive shunt in the microcapillary, the frequency filtering 

properties of the two types of electrodes are different. Glass microcapillaries behave as  

  



 

4 

 

 

 

 

Figure 1.1: Typical neural cell action potential with changes in membrane 

permeability to sodium and potassium ions over time. Depolarizing stimulus causes 

membrane potential to become greater than a threshold voltage; the 

depolarization triggers an action potential (point 1 and 2). The initial depolarizing 

phase of an action potential consists of a smooth and rapid increase in Vm from 

negative resting potential to a maximum peak value (point 3). This sharp rise in 

Vm to the peak voltage of the action potential is then followed by a slower 

repolarizing phase (point 4 and 5). 
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low pass filter due to a low DC resistance of 10-200 MΩ and MEMS electrodes with 

DC resistance of 10-200 GΩ behave as high pass filter. In extracellular recordings, 

recorded activity includes local field potentials and neural spike (action potentials) 

activity with frequency components of up to a few kHz. The extracellular recording can 

include the contribution of signals from many neurons, requiring software approaches 

to identify signals from specific neurons. The problem of identifying individual neurons 

from the confounded signals can be alleviated by having many electrode sites to allow 

decomposition of signals into their various source signals. Additionally, the main 

benefit of extracellular recording lies in providing a viable method for longer-term 

neural recording. Though immune reactions are seen when electrodes are inserted in 

biological tissue, in extracellular recordings, cells are not penetrated and damaged as 

they would be for the intracellular recordings.  

Various substrates are used for extracellular probes, including silicon 

microfabricated structures [1], [2], polyimide [8], silk [9], etc. Silicon-based substrates 

allow integration with additional functionality, such as COMS circuits [10], other 

sensors [11], and microfluidic elements [12] to gather further information about the 

neurons and the environment. Polyimide and silk have been introduced as electrode 

substrates for a better match to the mechanical elasticity of the neural tissue. It is 

believed with lower mechanical elasticity properties of the substrate, the tissue damage, 

and immune response can be reduced, although the exact mechanisms for damage 

response are still not conclusively identified. One of the major challenges with very 

flexible neural probes is that the probe can easily bend and buckle during insertion into 

tissue. Additional insertion tools are required to reach target area in the brain as their 

rigidity is not sufficient to penetrate the tissue [13]. To address this issue, an ultrasonic 

assisted inserter is developed for reducing the insertion force is presented in Chapter 3. 

This insertion technique can be used to penetrate soft probes into tissue. 
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1.1.2 Electrochemical transduction mechanism to metal electrodes 

In the physiological environment, the bioelectric signals are carried in the 

electrolytic media in the form of ionic currents. Metal-based based electrodes are used 

to transduce these signal to voltages that can be amplified and digitized for digital signal 

processing. Therefore, the electrical characteristic impedance of the electrode-

electrolyte interface is of utmost importance during electrophysiological studies. 

Experimental results have shown that the impedance of the interface has both frequency 

dependent reactive and resistive components which vary with frequency and current 

density. For small current densities, the charge exchange between ions in the electrolytic 

media and electrons in metal electrodes occurs by displacement currents across the 

capacitor formed by the double layer at the interface. On the other hand, the reduction-

oxidation reaction will happen with high current densities. When a partially soluble 

metal electrode is immersed in an electrolyte, thermodynamic processes favor chemical 

reactions which result in dissolution of the metal into metal ions, and the buildup of 

negative charges on the metal electrode surface. The positive charges from the 

electrolyte accumulate near the electrode surface. This buildup proceeds until an 

equilibrium state is reached where the charge accumulated in the metal is enough to 

balance the thermodynamic favorability of the chemical reaction so that reduction and 

oxidation reactions occur at the same rates. A capacitive electrical double layer (EDL) 

is formed on the surface of the electrode from the charge exchange process. This double 

layer capacitance is in series with an electrolyte solution resistance. An equivalent 

circuit model (Figure 1.2) considered which is comprised of a constant phase angle 

impedance ZCPA that represents the interfacial capacitance. This capacitance is further 

shunted by the charge transfer resistance Rct, together in series with the spreading 

resistance Rs [14]–[16]. 
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Figure 1.2: Equivalent circuit model of the electro-electrolyte interface. A constant 

phase angle impedance ZCPA, that represents the interface capacitance impedance, 

shunted by a charge transfer resistance, Rct, together in series with the solution 

resistance RS. 

 

Figure 1.3: Formation of Outer Helmholtz plane (OHP) and Diffuse layer (metal-

electrolyte interaction), and their contribution to interfacial capacitance, which is 

the combination of the CH and CG.  
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Based on the Gouy-Chapman-Stern (GCS) model, the interfacial capacitance CI 

(ZCPA = 1 / j𝜔CI) can be described by the combination of a Helmholtz capacitive layer 

CH and a diffuse layer (Gouy-Chapman) capacitance CG (Figure 1.3) [17], [18]. The 

capacitance can be express as 

1

𝐶𝐼
=

1

𝐶𝐻
+

1

𝐶𝐺
 (1.2) 

The Helmholtz capacitance CH assumes that the charge in the solution is concentrated 

in a plane (the outer Helmholtz plane, OHP) parallel to the metal surface, and the 

capacitance can be written as a parallel plate capacitor as 

𝐶𝐻 =
𝜖0𝜖𝑟𝐴

𝑑𝑂𝐻𝑃
 (1.3) 

where 𝜖0  is the dielectric permittivity of free space (8.854 ×  10-12 F/m), 𝜖𝑟  is the 

relative dielectric permittivity of the medium between the plates of capacitor, A is the 

surface of the metal, and dOHP is the distance of outer Helmholtz plane to the metal 

surface.  

The actual space charge region extends from the interface into the medium with a 

charge density gradient, which decreases from a maximum value at the interface to the 

bulk concentration in the medium. This layer is a result of the attraction of ions to the 

surface by surface forces and diffusion away from the electrode due to excess 

concentration. As the potential applied to the electrode is increased, the ions tend to 

pack closely near the metal surface reducing the thickness of the space charge region 

and further increasing the interfacial capacitance. The potential dependent capacitance, 

CG, of the diffuse layer, is described by Guoy-Chapman model as 
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𝐶𝐺 =
𝜖0𝜖𝑟 𝑐𝑜𝑠ℎ (

𝑧𝑉𝑂𝐻𝑃
2𝑉𝑡

)

𝐿𝐷
 

(1.4) 

where 𝑉𝑡 = 𝑘𝑡 𝑞⁄  is the thermal voltage (~26 mV @ 25 ⁰C), z is the charge of ions and 

VOHP is the voltage at the outer Helmholtz plane. The Debye length, LD, is given as  

𝐿𝐷 =
𝜖0𝜖𝑟𝑉𝑡
2𝑛0𝑧2𝑞

 (1.5) 

where n0 is the concentration of the bulk medium in moles/liter of the ion and q is the 

charge of the electron (1.602 × 10-19 C).  

From Equation (1.3) to (1.5), Equation (1.2) can be rewritten as 

1

𝐶𝐼
=
1

𝐴
(
𝑑𝑂𝐻𝑃
𝜖0𝜖𝑟

+
𝐿𝐷 𝑐𝑜𝑠ℎ (

𝑧𝑉𝑂𝐻𝑃
2𝑉𝑡

)

𝜖0𝜖𝑟
) (1.6) 

Equation (1.6) can be further simplified to the below expression at 25 oC 

1

𝐶𝐼
=

1

𝐶𝐻
+

1

𝐶𝐺
=
1

𝐴
(
𝑑𝑜ℎ𝑝
𝜖0𝜖𝑟

+
1

2.28√𝐶∗𝑐𝑜𝑠ℎ⁡(19.5𝑉𝑂𝐻𝑃)
) (1.7) 

The interface also consists of resistance, charge transfer resistance Rct, which serves 

as the DC path for current flow in parallel with the interfacial capacitance. For small 

applied voltages, this is shown to be  

𝑅𝑐𝑡 =
𝑉𝑡
𝐽0𝑧

 (1.8) 
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where Vt is the thermal voltage, J0 is the equilibrium exchange current density of 

reduction and oxidation across the electrode-electrolyte interface in the unit of A/cm2, 

and z is the valence of the ion responsible for conduction. Additionally, the net 

resistance encountered by the current spreading out from an electrode into a conductive 

solution, spreading resistance Rs. The magnitude of the resistance is determined by the 

geometric surface area of the electrode. For a planar rectangular electrode, the spreading 

resistance can be expressed as 

𝑅𝑠 =
𝜌 𝑙𝑛 (

4𝑙
𝑤)

𝜋𝑙
 

(1.9) 

where l and w are the length and width of the rectangular electrode, 𝜌 is the resistivity 

of the solution. Diffusion effects can be significant and add to further terms in the 

equivalent circuit, but are not relevant at the low frequencies discussed here with 

platinum electrodes. Empirically, the interfacial capacitance has been shown to fit the 

model 

𝑍𝐶𝑃𝐴(𝜔) =
1

(𝑗𝜔𝑄)𝑛
 (1.10) 

where 𝜔 = 2𝜋𝑓, Q is a measure of the magnitude of ZCPA, and n is an empirical factor 

constant (0 ≤ 𝑛 ≤ 1) representing the surface irregularities [19]. 

1.2 Ultrasonic horn transducer 

Ultrasonic horn transducers are resonators with tapered cross-sections to concentrate 

mechanical energy at the tip of the transducer with a small-sectional-area, therefore 

achieving high vibration amplitudes [20]. Consider a differential element from a rod 
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with a variable cross section, under the assumptions of uniform stress distribution, 

material homogeneity, and negligible Poisson effect, the equation of motion is given by 

[21]. 

−𝜎𝐴 + (𝜎 +
𝜕𝜎

𝜕𝑥
𝑑𝑥) (𝐴 +

𝑑𝐴

𝑑𝑥
𝑑𝑥) =

1

2
𝜌 {𝐴 + (𝐴 +

𝑑𝐴

𝑑𝑥
𝑑𝑥)} 𝑑𝑥

𝜕2𝑢

𝜕𝑡2
 (1.11) 

where 𝜎 is the stress acting on the cross section of the element, A(x) is the variable cross 

section as a function of the distance along the axis of the rod, x, 𝜌 is the density, and 

u(x) is the displacement along the x-direction. Assume the second-order partial 

differential term is negligible in the limit of 𝑑𝑥 → 0, Equation (1.11) can be reduced to  

1

𝐴

𝜕

𝜕𝑥
(𝜎𝐴) = ⁡𝜌

𝜕2𝑢

𝜕𝑡2
 (1.12) 

Substituting stress with 𝜎 = 𝐸
𝜕𝑢

𝜕𝑥
, where E is the Young’s modulus, Equation (1.12) 

can be rewritten as 

1

𝐴

𝜕

𝜕𝑥
(𝐸𝐴

𝜕𝑢

𝜕𝑥
) = ⁡𝜌

𝜕2𝑢

𝜕𝑡2
 (1.13) 

In a uniform material, E and 𝜌 are constant along the x-direction, Equation (1.13) can 

be simplified as  

1

𝐴

𝜕

𝜕𝑥
(𝐴

𝜕𝑢

𝜕𝑥
) =

1

𝑐0
2

𝜕2𝑢

𝜕𝑡2
 (1.14) 

Alternatively, one can rewrite the above equation as: 
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𝜕2𝑢

𝜕𝑥2
+ (

𝜕𝑢

𝜕𝑥
)
𝜕

𝜕𝑥
(𝑙𝑛𝐴(𝑥)) =

1

𝑐0
2

𝜕2𝑢

𝜕𝑡2
 (1.15) 

where 𝑐0 = √𝐸 𝜌⁄ ⁡ is the speed of sound in the medium. Equation (1.15) is the Webster 

horn equation [22], [23]. The particle velocity is amplified at the tip of the smaller cross 

section of the horn when compared to the velocity at the end with the larger cross 

section. The amplification in particle velocity is dependent on the horn profile and the 

ratio of areas of the larger and smaller cross sections at the end of the horn. Several horn 

shapes, A(x), have been previously investigated, including exponential, linear, stepped, 

and catenoidal horns [23]–[25]. A catenoidal horn shape allows for a large displacement 

amplification between the end and tip of the probe while minimizing stress 

concentration [24]. The shape of catenoidal horn is shown in Figure 1.4 and defined by 

𝐴(𝑥) = 𝐴1 × 𝑐𝑜𝑠ℎ2(𝛼(𝐿 − 𝑥)) (1.16) 

where 

𝛼 =

𝑐𝑜𝑠ℎ−1 (√
𝐴0
𝐴1
)

𝐿
⁡ 

(1.17) 

where A0 and A1 are the cross-sectional areas of the probe at the tip and end, and L is 

the length of the horn. In the neural probes application, the horn includes small probes 

which can be treated as mass loads if the length is much shorter than the wavelength.  

For designing ultrasonic transducers, a material with high particle velocity is critical 

to have an appropriate interface for electro-mechanical actuation using piezoelectric 

lead-zirconate-titanate (PZT). The maximum attainable particle velocity is proportional  
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Figure 1.4: Finite element simulation of catenoidal horn longitudinal normalized 

displacement and stress along the transducer. An amplitude magnification of 4 is 

obtained between the end of the probe and the tip of the probe.  
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to the product Smc, where Sm denotes the maximum strain that can be sustained by the 

material without plastic failure and c is the velocity of the sound in the material [26]. 

Since PZT ceramics have low Smc values (~0.93 m/s), the vibration amplitudes 

generated by electro-mechanical transduction is limited. A velocity transforming 

waveguide (ultrasonic horn) can be used for magnifying the vibration amplitude 

produced by the PZT to much higher levels. Titanium ultrasonic transducers are well-

known instruments for ultrasonic surgery such as for phacoemulsification. However, by 

implementing ultrasonic transducer in silicon (Smc: 335 m/s), eight times higher particle 

velocity can be achieved as compared to 41 m/s Smc for titanium-alloy [24]. Moreover, 

silicon ultrasonic transducers can contain integrated sensors for closed feedback control 

of the ultrasonic horn. The high thermal conductivity of the silicon and low internal loss 

can generate less heat, and thermal gradients compared to titanium based instruments.  

The use of silicon-based MEMS in the field of ultrasonic has opened a new age and 

provided innovative solutions for various applications. The silicon ultrasonic horn 

transducer driven by bulk PZT plates in their longitudinal mode have been shown to 

produce high vibration amplitudes comparable to the traditional titanium-alloy [24]. 

Silicon ultrasonic horn based transducer have been emerging as a suitable transducer 

due to their superior material properties and their capability for integration of 

microfabrication sensor technologies. Within integrated sensors, strain, and bio-

electrical potential measurement can be achieved in various applications, such as 

phacoemulsification microsurgery [21], testicular tubule assay [27], blood viscosity 

sensing [28] and ventricular fibrillation monitoring [29]. 

1.3 Summary of contributions 

This thesis presents results pertaining to three areas of investigation summarized 

below, along with the key contribution in each area. 
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Ultrasonically driven neural probe for reliable neural interfaces 

The key contributions in this area are listed below and presented in Chapters 2 and 

3. 

1. A systematic study on inserting ultrasonically driven neural probe as a function 

of ultrasonic driving voltage was performed The tissue damaged area consisted 

of highly jagged edges during normal insertion, but became compact and 

circular with ultrasonic insertion observed. Insertion force and acute microglial 

response reduction were also observed providing evidence of improved probe 

reliability. 

2. A mouse model was developed for chronic inflammatory response study. Two-

photon excited fluorescence microscopy combined with the ultrasonic neural 

interface are used to investigate the chronic affects with ultrasonic-assisted 

implantation over time. Initial results suggest improved lifetime of neural probe 

recording site.  

3. A silicon ultrasonic horn based neural probe insertion method is developed. An 

ultrasonic silicon horn inserter is designed to affix different types of neural 

probes using the polyethylene glycol (PEG) polymer as an adhesive and a bio-

dissolvable material. Neural probes with different geometries and configurations 

are bonded and debonded reversibly to a silicon ultrasound inserter. Insertion 

force reduction by 76.8% is observed in 2% agar gel tissue phantom is present. 

This method can potentially help inserting neural probes made in any new 

technology. 

4. Design and testing of a miniaturized control and recording system for ultrasonic 

neural probe including a wireless data transmission application-specific 

integrated circuit (ASIC). Using this system, multiple measurements of the 
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ultrasonic neural probe, neural electrical activity, resonance frequency, and 

strain, can be extracted wirelessly.  

Multimodal tissue characterization with electro-mechano silicon tweezer 

The key contribution in this area is listed below and presented in Chapter 4. 

1. A silicon/plastic hybrid tweezer that can be used for measuring multiple 

tissue electromechanical properties, Young’s modulus, insertion force 

(penetration force) and electrical impedance, is demonstrated. A silicon 

tweezer structure that can perform tweezing motion without silicon fracture 

is demonstrated. Two different distance sensing methodologies, ultrasonic 

pulse-echo, and integrated strain gauge, are investigated. This tweezer 

device can potentially provide more tissue information for surgeons deciding 

on several options to suture, cut or remove tissue. 

Ultrasonic viscometer with integrated submersion depth measurement 

The key contribution in this area is listed below and presented in Chapter 5. 

1. An ultrasonically actuated silicon viscometer with integrated immersion 

depth sensor and strain gauges were demonstrated. The immersion depth and 

viscosity information from the liquid can be measured simultaneously. This 

can potentially solve a major problem of depth calibration in the portable 

application of ultrasonic viscometers.  
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CHAPTER 2  

ULTRASONICALLY ACTUATED INSERTED NEURAL PROBES FOR 

INCREASED RECORDING RELIABILITY 

2.1 Introduction 

Advancements in the field of neural prosthetics can utilize neural interfaces to record 

large-scale neuronal activities, and using that information to control prosthetic limbs. 

This approach to prosthesis holds promise for high degree of control in prosthetics,  

offering potential treatment of patients who suffer from limb loss, damage after brain 

surgery, and other neuropathies  [30]. By implanting electrodes that can record and 

stimulate neural activity with the necessary spatial and temporal resolution, the neural 

probe technologies can help bridge a patient’s cortical activity to limbs or external 

devices. However, a major limitation in the use of neural probes is achieving a reliable 

long-term stable neural-probe interface, as the brain immune response typically 

passivates the electrodes preventing neural potentials to be measured.  

Neurons only comprise approximately 25% of the brain tissue, and the rest consists 

of glial cells and vasculature [31]. Glial cells include oligodendrocytes, astrocytes, and 

microglia, each of which serves particular functions. Oligodendrocytes create myelin 

for the nerve fibers. Astrocytes and microglia are mediators of the brain immune 

response. Astrocytes compose 30-65% and microglia comprises 5-10% of the total glial 

cells [31]. Astrocytes normally maintain the chemical environment and mechanically 

support neurons, while microglia can phagocytose and serve as cytotoxic cells. Both 

microglia and astrocytes change form when they become activated for an immune 

response. To achieve a useful neural interface, the requirements are high signal-to-noise 

ratio, the capability to record from many units, and well-defined electrode spatial 
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location allowing post-processing of the recorded signals to isolate distinct unit firing 

activity. Neural interfaces can be categorized by the tissue damage (invasiveness level) 

and spatial neural signal resolution (Figure 2.1). For example, electroencephalography 

(EEG) monitors voltage fluctuation resulting from ionic current within the neurons of 

the brain by placing electrode along the scalp, which does not cause any tissue damage. 

However, it suffers from the low spatial resolution on the scalp and poor signal-to-noise 

ratio. On the other hand, electrocorticography (ECoG), similar to EEG, which places 

electrodes directly on the exposed surface of the brain, is more invasive but can achieve 

better spatial signal resolution and signal-to-noise ratio. Microelectrode arrays (MEAs), 

which implant multiple electrodes once into a specific location in the brain, can obtain 

the best spatial resolution and signal-to-noise ratio. However, MEAs typically causes 

significant damage to the brain tissue and leads to the most severe immune response of 

the brain.  

Many researchers have observed that the loss of electrode function after chronic 

insertion leads to significant signal degradation [31]–[33]. Studies indicate two main 

types of reactions resulting from electrodes in tissue. The first results from the initial 

insertion trauma, which includes physical damage to capillaries, the extracellular matrix, 

and the neurons themselves. It has been observed that the initial insertion trauma causes 

hemorrhage and edema, in addition, to a microglia response that can fade, in some cases, 

after a few weeks. This phenomenon of an initial insertion trauma response is supported 

by control studies which examine the impact of electrode stab wounds on the tissue. 

These studies demonstrate little trace of electrode tracks several months after the stab 

wounds. The initial microglial response is followed by a chronic foreign body response 

where cell morphology and behavior change to reactive glial type cell. These glial cells 

most commonly form a glial scar surrounding the electrode a few weeks after insertion 

[34]. Also, various studies have pointed to different foreign body response reactions to  
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Figure 2.1: Different types of the neural interface and the reliability issues [1], [2], 

[35]–[37].  
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electrode insertion, depending on insertion material, tip-shape, insertion velocity, and 

other conditions. The effect of silicon electrode tip shape, probe size, tip angle, shaft 

number has been investigated as a potential way to reduce damage to cells [38]–[40]. It 

has been demonstrated that a chisel-point silicon electrode tip shape can produce a kill 

zone of less than 10 µm [41]. Additionally, electrode insertion velocity may have an 

effect on tissue response [42]. Thinner and less stiff materials are also being investigated 

to determine their effect on reducing tissue immune reactions [43]. However, one of the 

challenges of using very thin, flexible materials is that the electrode buckles during 

insertion. Biocompatible coating techniques to decrease electrode impedance have also 

been investigated. For example Poly (3, 4-ethylenedioxythiophene) (PEDOT) can 

decrease the initial impedance of electrodes and reduce the electrode size required to 

record from a given area [44], [45]. When inserted for long-term neural recordings, 

PEDOT-coated electrodes exhibit a lower electrode site impedance versus uncoated 

electrodes for a period of at least 40 days post-surgery, after an initial swelling period 

disappears [46]. 

The chronic electrical recording response includes [35] four phases: 1) acute 

(physical damage due to surgery), 2) recovery (inflammation impact), 3) chronic 

(chronic impact by neural matrix and electrodes) and, 4) failure (signal-to-noise ration 

become zero) (insert Figure2.1b). There are many challenges in achieving repeatable 

biological reactions to inserted electrodes, and creating viable solutions to allow 

decades-long high-quality electrical recordings from probe-based neural interfaces. 

However, by developing quantitative methods to assess tissue-electrode reactions in-

vivo and ex-vivo in large numbers of animals, we can seek to understand better the 

problem. In this chapter we specific address chronic reliability in the initial induced 

trauma during the neural probe implantation procedure. Our hypothesis is that an 

ultrasonically actuated neural probe can minimize both mechanical stress and damage 
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during and after insertion. Furthermore, histology, two-photon microscopic stress, and 

electrical activity can be monitored on the probe surface, providing feedback to change 

the neural electrode operation actively. 

2.2 Insertion forces model 

Different insertion methods had been reported. For example, micro-wire array is 

implanted by hydraulic micro positioner at the speed of 100 𝜇m per 1-min interval [47]. 

On the other hand, the Utah MEA array is implanted by a high speed piston device at 

the speed of 8.3 mm/s [48]–[50]. Michigan style probes are implanted by using a linear 

motor at the speed of 2 mm/s [34], [51]. Here we purposed an ultrasonically actuated 

neural probe insertion method. The neural probe is implanted with a linear motor at the 

speed of 2 mm/s and augmented by ultrasonic vibration at the tip of the neural probe. 

Our hypothesis is that an ultrasonic assist neural probe implantation can lead to reduced 

chronic inflammation and better electrode performance by reducing the initial insertion 

stress and tissue damage. A summary of the different insertion methods are summarized 

in Table 2.1. In this section, insertion force models are presented for both non-ultrasonic 

actuated and ultrasonic actuated. The secondary effects from the ultrasonic actuated 

insertion are discussed at the end of the section. 

2.2.1 Traditional insertion force 

The main goal of the inserting and cutting operation is to break the internal bonds 

in a material by stressing structural materials with constant force. The stress within the 

material is directly proportional to the applied force and inversely proportional to the 

contact area. When the total stress exceeds the strength of the material, the inserting 

and cutting starts. Soft biological material tissues are predominantly characterized by 

viscoelastic deformation properties, for example, the ability for stress relaxation and  
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Table 2.1: Different insertion methods of neural interface 

Neural probe style Insertion instrument Insertion speed 

Microwire arrays[47] 

 [52] 

100 μm per 1 min 

interval 

Michigan style nerual probes [34] 

 
 

2 mm/s 

Uath array [53] 

 
[54] 

8.3 m/s 

  



 

23 

 

consequent creep relaxation and deformation. From Kelvin-Voigt model, the stress of 

soft biological tissue can be express as: 

𝜎(𝑡) = 𝐸𝑡𝑖𝑠𝑠𝑢𝑒𝜀(𝑡) + 𝜂
𝑑𝜀(𝑡)

𝑑𝑡
 (2.1) 

where Etissue is the Young’s modulus of tissue, 𝜂 is the viscosity of the tissue, and 𝜀(𝑡) 

is time-dependent strain. These time-dependent effects are caused by the scattering of 

deformation energy in the area when the probe tip contacts the tissue and for the 

expanding deformation. Therefore, to reach the yield limit of the tissue, the inserting 

and cutting velocities must exceed the stress relaxation velocity. 

Let us look at a two-dimensional probe insertion model. A probe, infinite in depth, 

with a defined wedge angle 𝛼 and a shank thickness of d inserts into a tissue, three 

zones with different deformation characteristic can be distinguished: 1) separation zone 

in the immediate vicinity of the cutting edge, 2) deformation zone along the wedge, and 

3) compression zone along the shank of the probe (Figure 2.2). In the separation zone, 

upon contact with the edge of the probe, the tissue will be pushed down. The stress 

propagates and increases due to the resistance of the tissue until the yield stress is 

exceeded. The characteristic force component at this stage is the cutting resistance, Fr. 

In the deformation zone, the wedge leads to biaxial deformation, the magnitude of 

which depends on the wedge angle and the blade thickness. Lateral displacement leads 

to the deformation force, Fw, and friction force, Ffw, along the wedge surface. In the 

compression zone, displacement of the tissue causes the generation of lateral 

compression force Fl, and the relative motion develops the frictional force, Ffl, along 

the probe shank. In a plunge-style inserting configuration (insertion angle equals to 

zero), the total inserting force Fx is the sum of cutting resistance force and wedge  
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Figure 2.2: Force distribution during probe inserting/cutting into tissue. 

 

Figure 2.3: Insertion velocity components for non-ultrasonic actuation versus 

ultrasonic actuation.  
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deformation force. Additionally, the friction force from the wedge and shank need to be 

taken into account. The total insertion force can be express as 

𝐹𝑥 =⁡𝐹𝑟 + 2 ∙ 𝐹𝑤 ∙ 𝑠𝑖𝑛 (
𝛼

2
) + 2 ∙ 𝐹𝑓𝑤 ∙ 𝑐𝑜𝑠 (

𝛼

2
) + 2 ∙ 𝐹𝑓𝑙  (2.2) 

As the inertia force of the tissue due to its acceleration is not considered, Equation 

(2.2) only hold for low inserting velocities. The insertion force components depend 

greatly on the properties of the tissue and the properties of the probe so that the cutting 

forces can only be determined experimentally [55]. 

2.2.2 Ultrasonic enabled insertion force 

Ultrasonic enabled insertion can be distinguished from conventional insertion by the 

specific motion characteristics of the inserting tool, as the conventional movement of 

the device is augmented by ultrasonic vibration (Figure 2.3). In plunge-type insertion 

configuration (the main vibration axis and the moving axis of the inserting tool are 

identical, and the vibration axis is perpendicular to the tissue surface), the stress and 

strain action on the tissue due to the macroscopic feed motion is intensified or 

diminished by a periodical stress with a high frequency and a low amplitude. Stress and 

strain are mainly exerted in the separation zone where the tip is in contact with the tissue. 

The effective cutting velocity U can be expressed as the sum of the linear velocity from 

the feeding tool, Udc, and the vibration speed, Uus, of the tip in the following equation: 

𝑈 = 𝑈𝑑𝑐 + 𝑈𝑢𝑠 = 𝑈𝑑𝑐 + 𝑢0 ∙ 𝑒
𝑗𝜔𝑡 (2.3) 

where u0 is the vibration amplitude, 𝜔 is the angular velocity and t is time. 

The ultrasonic insertion can divide into three different phases: 1) the tip is moving 

into and cutting the tissue (active phase), 2) the tip is retracting away from tissue 
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(passive phase) and 3) the tip is approaching the tissue (passive phase). In the active 

phase, the actual cutting velocity approaches its maximum. As deformation per loading, 

cycle remains very small, cohesive bond in the tissue subjected to enormous stress. 

Time-dependent stress relaxation does not occur due to high-frequency cycle loading. 

The high deformation velocities virtually increase the stiffness of the tissue, therefore 

inducing local cleavage and a conversion from the ductile to brittle fracture. This results 

in reduced deformation and damage of the tissue and cut face. Both cutting force and 

energy necessary for separation are significantly reduced.  

During insertion of the tissue, the probe flanks, and separating surface are in 

permanent contact, and a relative motion occurs. Friction force, FF, is defined as the 

force which acts against the relative motion of two contacting materials. The friction 

force is determined by the force normal to the contact surface, FN, (tissue push again the 

probe flank) and the relative motion. When the probe is inserting into tissue, an 

alternating vibration velocity perpendicular to the normal force, but parallel to the 

contacted tissue and sliding direction directly affects the relative velocity between the 

contacting areas. The sliding velocity is as same as the cutting velocity, expressed in 

Equation (2.3). Despite a continuous movement, and alternating moving direction on a 

microscopic scale must also be considered. The friction forces consist of sliding friction 

and ultrasonic friction. When the sliding motion is the opposite direction to the motion 

induced by the ultrasonic vibrating cycle. Sliding is supported which, on a macroscopic 

level, leads to a reduction of friction. The average friction force [56] can be express with 

as  

𝐹𝐹 = {

𝐹𝐹 𝑖𝑓⁡𝜉 ≥ 1
2

𝜋
𝑠𝑖𝑛−1(𝜉)𝐹𝐹 ⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑖𝑓 − 1 < 𝜉 < 1

−𝐹𝐹 ⁡⁡⁡⁡𝑖𝑓⁡𝜉 ≤ ⁡−1

 (2.4) 
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where 𝜉 is the dimensionless velocity ration defined as 

𝜉 =
𝑈𝐷𝐶
𝑈𝑢𝑠

 (2.5) 

From Equation (2.4), the friction force reduction diminishes when as the sliding velocity 

increases. For the feeder velocity of 2 mm/s and the ultrasonic vibration velocity of 

548.13 mm/s, 30 Vpp driving voltage, the friction force can reduce by 87%.  

Nabibasdekov and Plyushchenkov presented a successful model for ultrasound 

enhanced insertion into soft tissues [57]. Their fundamental assumption was that the 

force required to penetrate tissue is a constant threshold and frictional forces in fluid 

and tissue are negligible. Furthermore, effects of cavitation and microstreaming are not 

considered. The force acting on the cutting edge of the probe includes three different 

forces: 1) the feeding tool applies a steady force, Fx, to the neural probe which acts 

against the tissue being cut. 2) The force generated by the vibration transducer. 3) The 

tissue reaction force, fr. Summing up these forces, the differential equation of motion 

for the neural probe acting against tissue can be expressed as 

𝑀𝑥̈ = 𝐹𝑥 −𝑚𝐴𝜔2 𝑠𝑖𝑛(𝜔𝑡 + 𝜑) − 𝑓𝑟 (2.6) 

where the force generated by the section of the tip that is cutting the tissue can be written 

as the product of acceleration, 𝜔A (𝜔 is the angular frequency and A is the transducer 

tip displacement amplitude, and the effective mass of the tip, m. In the case of a 

resonator half-wavelength long, the effective mass is from the tip to the first 

displacement node (the front quarter-wavelength section). The tissue reaction force, fr, 

can further expand into three different forces, 1) tissue reaction force, f0, 2) a viscous 
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damping term, k1, and 2) nonlinear dependence on velocity, k2. The total force, Ft, can 

be monitored by a load cell (Figure 2.4). Equation (2.6) can be rewritten as  

𝐹𝑡 = 𝐹𝑥 −𝑚𝐴𝜔2 𝑠𝑖𝑛(𝜔𝑡 + 𝜑) − 𝑓0 + 𝑘1𝑥̇ + 𝑘2𝑥̇
2 (2.7) 

where 𝑥̇ is the feeding tool insertion velocity. Since the friction force in fluid and tissue 

is assume negligible, only the active phase is responsible for force contribution. 

Therefore, the force from the ultrasound oscillation can be substituted into a constant, 

𝛾, times the driving voltage, V, of the transducer, which will determine the oscillation 

amplitude. Moreover, the tissue reaction force, f0, and the viscos term, k1, are depends 

on the tissue properties and the non-linear term, k2, can be ignore in the slow insertion 

velocity (2 mm/s). Therefore, equation (2.7) can be simplified as  

𝐹𝑡 = 𝛼𝑌 + 𝛽𝑌𝑥̇ + 𝛾𝑉 + 𝛿 (2.8) 

where, Y is the tissue properties (percentage of agar gel), which is an indication of the 

elasticity of the material, V is the applied driving voltage of the transducer, 𝛼, 𝛽, 𝛾, and 

𝛿 are constants. By performing a non-linear regression 𝜒-squared minimization function 

with experimental results on the known substrates, transducer driving voltages, and 

insertion speeds [58], equation (2.8) was fitted as  

𝐹𝑡 = (5.90 ± 0.52)𝑌 + (1.18 ± 0.26)𝑌𝑥̇ − (0.30 ± 0.18)𝑉 − (3.93 ± 0.97) (2.9) 

From equation (2.9), the calculated insertion force without ultrasonic actuation for 

2% agar gel is 12.9 mN, this is comparable to the result from [42] for 100 𝜇m diameter 

flat punch stainless steel cylindrical probe without removing dura and pia mater (11.594 

mN) and our in-vivo measurement result (Figure 2.18). While applying the ultrasonic  
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Figure 2.4: Insertion force modeling with ultrasonic assistance insertion. Fx is the 

applied force, and F0 is the tissue response force including a normal force, f0, a 

viscous damping term, k1, and nonlinear dependence on velocity term, k2. The force 

from the ultrasonic vibration can be express as the effective mass of the probe, m, 

times the vibration amplitude, A, and angular frequency, 𝝎. The overall force, Ft, 

can be measured from a force gauge.  
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actuation through the horn, the high velocity vibration on the tip can reduced the 

penetration force. We expect that with sonic drive the zone of damage is less as cutting 

is confined to the tip. According to equation (2.9), the insertion force can be reduced by 

3 to 9 mN with 10 Vpp to 30 Vpp driving voltage. The estimated force reduction agrees 

with our in-vivo measurement results (Figure 2.18). 

2.2.3 Secondary effects of ultrasound 

Due to the non-ideal elastic behavior of tissue, acoustic wave does not propagate 

indefinitely, but the energy of the wave declines by a conversion of mechanical energy 

into thermal energy. Depending on residence time and the amount of the converted 

energy, absorption causes an increase in tissue temperature. The major absorption loss 

is viscous loss. Viscous losses occur whenever there is relative motion between adjacent 

portions of the medium. From Navier-Stokes equation 

𝜌 (
𝜕𝑢

𝜕𝑡
+ 𝑢 ∙ 𝛻𝑢) = ⁡−𝛻𝑝 + 𝜂 ∙ 𝛻2𝑢 + 𝑓 (2.10) 

where 𝜌 is density of medium, u is the velocity of ultrasonic vibration, p is the pressure, 

𝜂 is the viscosity coefficient, and f is the external force. Assuming external force and 

pressure gradient are not presented, and the medium is incompressible. Equation (2.10) 

can be simplified as  

𝜌
𝜕𝑢

𝜕𝑡
= 𝜂

𝜕2𝑢

𝜕𝑧2
 (2.11) 

The velocity of ultrasonic vibration can be written as  
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𝑢 = 𝑢0𝑒
𝑧
𝛿𝑒𝑗𝜔𝑡 (2.12) 

where u0 is the amplitude of the vibration. Substituting Equation (2.12) into Equation 

(2.11), we can get the following expression 

𝜌𝑗𝜔 =
𝜂

𝛿2
 (2.13) 

Rearranging (2.13), 𝛿 can be expressed as  

𝛿 =
√2

1 + 𝑗
√
𝜂

𝑗𝜔
 (2.14) 

From Equation (2.14), Equation (2.12) can be rewritten as  

𝑢 = ⁡𝑢0𝑒

−
𝑧(1+𝑗)

√
2𝜂
𝜌𝜔 𝑒𝑗𝜔𝑡 = 𝑢0𝑒

−
𝑧
𝛿0𝑒

𝑗(𝜔𝑡−
𝑧
𝛿0
)
 

𝛿0 =⁡√
2𝜂

𝜌𝜔
 

(2.15) 

where 𝛿0 is the viscous penetration depth, the acoustic boundary layer thickness. The 

mechanical power loss into medium can express as force, F, times, velocity, u. The force 

can be written as  

𝐹 = 𝑊𝐿∫𝜂
𝜕2𝑢

𝜕𝑧2
𝑑𝑧 (2.16) 
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where W and L are the dimensions of the probe tip. From Equation (2.15) and Equation 

(2.16), the total mechanical power loss into medium can be estimated as  

𝑃 = 𝐹 ∙ 𝑢 = ⁡𝑊𝐿𝜂
𝜕𝑢

𝜕𝑧
∙ 𝑢 ≅ 𝑊 ∙ 𝐿 ∙

𝜂

𝛿0
∙ 𝑢2 (2.17) 

Studies [59], [60] have shown an increase in temperature of up to 65 ℃  was 

observed when using ultrasonic scalpels for cutting of flesh tissue. The ultrasonic 

transducers they used are high-power low-frequency transducers (20-30 watts output 

power and 40-60 kHz operation frequency) made with titanium alloy, which has order-

of-magnitude lower thermal conductivity than silicon. The good thermal conductivity 

property of silicon can help heat removal from the cutting area and reduced heat 

generation. Figure 2.5 shows a thermal image of the silicon-based ultrasonic neural 

probe operating at 408.95 kHz with different driving voltages over time in the air. The 

maximum increase of temperature is less than 1.5 ℃ after ten minutes of continuous 

operation. At least 4 ℃ temperature elevation is required for harmful bioeffects [61], 

and the thermal conductivity of silicon (149 𝑊/𝑚 ∙ 𝐾) is three orders of magnitude 

higher than biological tissue (Brain: 0.502 – 0.527 𝑊/𝑚 ∙ 𝐾) [62]. During the neural 

probe implantation procedure, the ultrasonic actuation time is normally less than 20 

seconds, depends on the depth of the implant. Most of the heat will be dissipated from 

silicon structure. Very limited amount of temperature elevation will not cause any tissue 

thermal damage during the ultrasonic enabled neural probe implantation. 

2.3 Integrated polysilicon piezoresistive strain gauge 

Conventionally, three type of materials are used to fabricate piezoresistors: metal, 

diffused single-crystal silicon, and diffused polysilicon. For metal piezoresistor, iron-

nickel-chromium and iron-nickel-molybdenum are commonly used. Though thin film  
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Figure 2.5: Heat generation for the ultrasonic horn transducer under different 

driving voltages over time in the air. 
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metal strain gauges are simple to fabricate and have a lower temperature coefficient, the 

gauge factors are relatively small, in the range of 2 or 3 [63], [64]. Diffused single-

crystal silicon piezoresistor are fabricated by diffusing impurities into single crystal 

silicon in a shape amplifying strain in one direction. Though the single-crystal 

piezoresistors have higher gauge factors in the range of 50 to 150, this gauge factor is 

strongly non-linear as a function of temperature [65], [66]. Also, it can suffer from 

leakage current from the resistor to the substrate in the reverse biased isolation diode. 

Polysilicon has a larger gauge factor than metal by at least one order of magnitude, but 

smaller than that for single crystal silicon. However, polysilicon is less sensitive to 

temperature (low temperature coefficient of gauge factor, TCGF) by three times with 

proper fabrication, and results in lower offset voltage change due to temperature 

changes [67]. In a Wheatstone bridge configuration, the temperature-dependent 

common mode output can be eliminated, but the fabrication variations between each 

piezoresistors can still induce the offset voltage. The output signal change of polysilicon 

piezoresistor is a linear function of temperature. Moreover, polysilicon piezoresistors 

do not have leakage current to substrate because they can have a dielectric insulation 

layer between the piezoresistor and the substrate. In this work, we choose polysilicon 

as our piezoresistor material. 

Two variable (R1 and R4) and two constant (R2 and R3) polysilicon resistors are 

arranged in a Wheatstone bridge configuration such that the strain sensitivity along the 

length of the needle structure is amplified over the other possible direction (Figure 2.6). 

As the probe cantilever bends, the resistance of the variable polysilicon resistors change 

allowing monitoring of the ultrasonic strain and the strain due to forces during 

penetrating tissue. In the strain gauge, the resistance of all four piezoresistor changes as 

a function of strain on the axis of principal stress. However, the strain experienced by 

R1 and R4 is significantly larger than R2 and R3 due to the thickness difference of the  
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Table 2.2 Piezoresistor materials summary 

Material Gauge factor Pros and Cons 

Metal 2 - 3  
Simple to fabricate, low temperature 

coefficient 

Diffused single-crystal 

silicon 
50 - 150 

Gauge factor is a strongly non-linear 

function of temperature. Also, it suffers 

from leakage current from the resistor to 

the substrate in the reverse biased 

isolation diode. 

Polysilicon Medium 

Less sensitive to temperature, a linear 

function of temperature, no leakage 

current 
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Figure 2.6: Schematic drawing (a), optical image (b) and cross-section (c) of the 

arrangement of piezoresistor in a Wheatstone bridge configuration. 
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silicon structure (Figure 2.6 (c)). By applying voltage Vbridge over the Wheatstone bridge, 

the output measured voltage depends on the non-variable resistor, R2 and R3 whose 

values are assumed to be approximately equal, and the variable resistor R1 and R4 which 

will have a resistance change of 𝛥R1 and 𝛥R4, assuming both resistor feels the same 

strain. The expression for the measured output voltage can be written as 

𝑉𝑜𝑢𝑡 = 𝑉𝑏𝑟𝑖𝑑𝑔𝑒 (
𝑅4 + 𝛥𝑅4

𝑅3 + 𝑅4 + 𝛥𝑅4
−

𝑅2
𝑅1 + 𝑅2 + 𝛥𝑅1

) (2.18) 

To simplify the expression, assume that all four polysilicon resistors are identical with 

the same resistance, and R1 and R4 both feel the same strain. The expression from 

equation (2.18) can be rewritten as 

𝑉𝑜𝑢𝑡 = 𝑉𝑏𝑟𝑖𝑑𝑔𝑒 (
𝑅1 + 𝛥𝑅1
2𝑅1 + 𝛥𝑅1

−
𝑅1

2𝑅1 + 𝛥𝑅1
) = 𝑉𝑏𝑟𝑖𝑑𝑔𝑒 (

𝛥𝑅1
2𝑅1 + 𝛥𝑅1

) (2.19) 

Assuming 𝛥R1 is much smaller R1 and a gain of A from an amplifier is used to amplify 

the output voltage. The output voltage can be further simplified as  

𝑉𝑜𝑢𝑡 = 𝐴 ∙ 𝑉𝑏𝑟𝑖𝑑𝑔𝑒 ∙
𝛥𝑅1
2𝑅1

 (2.20) 

From equation (2.20), we can see that the output voltage is proportional to the resistance 

change, which is proportional to the strain experienced by the piezoresistive resistors. 

The sensitivity of the piezoresistive strain gauge is governed by the gauge factor 

(GF), defined as  
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𝐺𝐹 =
𝑅𝑠 −⁡𝑅𝑜
𝑅𝑜𝜀

=

𝛥𝑅
𝑅
𝜀

 (2.21) 

where RS is the resistance with strain 𝜀 and Ro is the original resistance [68]. From 

equation (2.20) and (2.21), substitute 𝛥R/R with GF, the overall force sensitivity (SF) 

can be expressed as 

𝑆𝐹 =
𝑉𝑜𝑢𝑡
𝐹

=
1

2

𝐴 ∙ 𝑉𝑏𝑟𝑖𝑑𝑔𝑒 ∙ 𝐺𝐹 ∙ 𝜀

𝐹
⁡ (2.22) 

assume the cantilever is a linear elastic cantilever beam, the force sensitivity from 

equation (2.22) can be further expanded as  

𝑆𝐹 =
1

2
𝐴 ∙ 𝑉𝑏𝑟𝑖𝑑𝑔𝑒 ∙ 𝐺𝐹 ∙

1

𝐸𝑠𝑖𝑙𝑖𝑐𝑜𝑛
∙

1

𝐴𝑟𝑒𝑎𝑡𝑖𝑝
⁡ (2.23) 

where Esilicon is Young’s modulus of silicon and Areatip is the cross section area of the 

tip. 

The sensitivity of the piezoresistive strain gauge is limited by two primary sources 

of noise: thermal noise and flicker (1/f) noise [69]. 

Thermal noise: Thermal noise, the result of thermal motion of carriers within 

resistive elements, consists of both 1/f and white noise which is independent of 

frequency. The noise is dependent on the resistance R and temperature T of the resistor, 

and the noise power spectral density (V2/Hz) for a single resistor is  

𝑆𝑡
2̅̅ ̅ = 4𝑘𝐵𝑇𝑅 (2.24) 
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where kB is Boltzmann’s constant. The thermal noise of a balanced Wheatstone bridge 

is equal to the thermal noise of a single resistor so that the overall thermal noise power 

of the Wheatstone bridge can be express as 

𝑉𝑡
2̅̅̅̅ = 4𝑘𝐵 ∙ 𝑇 ∙ 𝑅 ∙ 𝐵𝑊 = 4𝑘𝐵 ∙ 𝑇 ∙

𝐿

𝑊
∙ 𝜌𝑠 ∙ 𝐵𝑊 (2.25) 

where BW is the frequency bandwidth of operation, L is the length of the piezoresistor, 

W is the width of the piezoresistor and 𝜌𝑠  is the sheet resistance of piezoresistive 

material.  

Flicker (1/f) noise: Flicker noise is a fluctuation in resistor conductance which can 

be attributed to defects in the bulk of the material. In contract with thermal noise, which 

is a voltage noise, flicker noise is a conductivity noise and the noise voltage depends on 

the bridge voltage. The noise is independent of the resistance and is inversely 

proportional to the number of carriers in the resistor. The voltage power spectral density 

of a single piezoresistor has been empirically modeled as  

𝑆𝑓
2̅̅ ̅ = 𝛼

(
1
2
𝑉𝑏𝑟𝑖𝑑𝑔𝑒)

2

𝑁𝑓
= 𝛼

(
1
2
𝑉𝑏𝑟𝑖𝑑𝑔𝑒)

2

𝐷 ∙ 𝐿 ∙ 𝑊

1

𝑓
⁡ 

(2.26) 

where 𝛼is Hooge’s constant, N is the total number of carriers in the resistor, D is dose 

of ion-implantation, L is the length of the piezoresistor, W is the width of the 

piezoresistor and f is the frequency. The Wheatstone bridge is composed of two 

piezoresistor which are uncorrelated 1/f noise source so the 1/f noise power is increased 

by a factor of 2 (voltage increased by⁡√2), and the integrated voltage noise power is 
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𝑉𝑓
2̅̅̅̅ =

𝛼𝑉𝑏𝑟𝑖𝑑𝑔𝑒
2

2 ∙ 𝐷 ∙ 𝑊 ∙ 𝐿
𝑙𝑛 (

𝑓𝑚𝑎𝑥

𝑓𝑚𝑖𝑛
)⁡ (2.27) 

where BW is the bandwidth of operation and fl is the lower cut-off frequency.  

The minimum detectable force (Fmin) can be calculated from the integrated voltage 

noise and the force sensitivity (Equation (2.23)) of the piezoresistive strain gauge as  

𝐹𝑚𝑖𝑛 =
𝑉𝑛𝑜𝑖𝑠𝑒̅̅ ̅̅ ̅̅ ̅

𝑆𝐹
 (2.28) 

where 𝑉𝑛𝑜𝑖𝑠𝑒̅̅ ̅̅ ̅̅ ̅ is the sum of the uncorrelated noise source from Equation (2.25) and 

equation (2.27). The overall root mean square voltage noise can be written by 

𝑉𝑛𝑜𝑖𝑠𝑒̅̅ ̅̅ ̅̅ ̅ = √𝑉𝑡
2̅̅̅̅ + 𝑉𝑓

2̅̅̅̅  (2.29) 

The minimum detectable force and the force sensitivity depends on the piezoresistor 

design, silicon cantilever, and the operation frequency range. Decreasing the size of the 

piezoresistor can increase the strain measurement localization. However, with the 

smaller piezoresistor, high resistance will increase both thermal and flicker noise [70]. 

From Equation (2.23), we characterized the integrated strain gauge in Wheatstone 

bridge configuration with cantilever dimensions of 3 mm in length, 100 𝜇m in width 

and thickness, 10 volts peak-to-peak bridge voltage and 65 dB amplifier gain with 

resulting gauge factor of 23.7 and the force sensitivity of 140 V/N. The Johnson noise 

of the strain gauge is 1.87 × 10-14 V2 and the flicker noise is 1.15 × 10-12 V2. From 

Equation (2.28), the minimum resolvable force is calculated as 7.76 nN.  

2.4 Device design, fabrication, and characterization 
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2.4.1 Structure design 

To enable ultrasonic vibration for a neural probe during insertion, a silicon-based 

neural probe co-fabricated with a catenoidal ultrasonic horn is designed (Figure 2.7). 

The detail of designing silicon ultrasonic horn is described in Chapter 1.2. A prong with 

a width of 100 𝜇m off the main horn forms the neural probe. The prong consists of two 

platinum electrical sites (35𝜇m × 35𝜇m) and integrated strain gauges at the interface of 

the horn and the prong for optimum strain measurement. As the tip bends, the resistances 

on the variable polysilicon resistors change allowing monitoring of strain on the probe. 

Including holes (60 𝜇m × 60 𝜇m, with 80 𝜇m pitch) in the probe tip may help promote 

biocompatibility or allow for better signal transduction. Sieve electrodes have been 

often used in nerve regeneration studies and peripheral nerve recording and have 

demonstrated promising results in allowing neurite growth and good electrical contact 

[71]. The mass of the tips are small compared with the mass of the ultrasonic horn and 

so do not significantly affect the motion of the horn. A Matlab GUI (graphical user 

interface) program is developed to quickly generate different ultrasonic horn dimension 

with neural probe in CIF (Caltech intermediate form) format (Appendix 6.1). 

2.4.2 Fabrication process flow 

The fabrication process flow, similar to [29], for the ultrasonic enabled neural probes 

are shown in (Figure 2.8). The process starts with four inches <100> silicon wafer 

coated with 600 nm thick film of LPCVD (low-pressure chemical vapor deposition) 

silicon nitride on both sides of the wafer. This insulation layer serves to isolate the metal 

signal line from the silicon substrate and impede the formation of Schottky electrical 

contacts. After LPCVD nitride deposition, 600 nm of LPCVD polysilicon is deposited. 

The polysilicon film is then ion-implanted with boron at a dose of 2x1015 ions/cm2 at 

100 keV with 7 degrees of tilt angle. The measured sheet resistance of the film, after  
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Figure 2.7: Layout of the integrated neural probe (a) Catenoidal horn and neural 

probe and (b) integrated polysilicon piezoresistors and platinum recording 

electrodes. 
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annealing in nitrogen at 950 ⁰C for an hour, is around 180-190Ω/□. After polysilicon 

annealing, 300 nm of thermal oxide is grown on top of the patterned polysilicon as an 

insulation layer for the polysilicon piezoresistors and patterned to expose the polysilicon 

to form electrical contacts. Aluminum alloy (aluminum + 1% silicon) metal lines are 

sputtered for the electrical contact to the pizeoresistors. The wafers are then annealed at 

250 ⁰C with 5% hydrogen and nitrogen again to activate the dopants and produce a good 

contact between the aluminum and polysilicon. Insulating PECVD (plasma-enhanced 

chemical vapor deposition) low-stress nitride is deposited at 250 ⁰C to ensure thermal 

compatibility with the low melting temperature metal on the wafer, followed by 

platinum evaporation to define electrical recording sites. Platinum is selected as the 

metal interface to the electrolyte due to its good biocompatibility and chemical stability. 

To promote adhesion of platinum to silicon nitride, a 25 nm layer of chrome is 

evaporated first as an adhesion layer followed by 250 nm of platinum. Another 

insulating PECVD low-stress nitride is deposited to define the electrical recording sites 

and the bond pad area. Two step of the DRIE (deep silicon reactive ion etch), front-side 

and back-side, is performed to release the shape of the structure. The probe tip thickness, 

100 𝜇m, is define by front-side DRIE with careful control of etching loops. For back-

side etching, a polymer coating, Protek SR-25, is spun to protect the front-side feature 

during DRIE probe release. The detailed process recipe and tool parameter is listed in 

Appendix 6.2. 

2.4.3 Device assembly  

A dummy horn structure without prong is adhesively bonded to the device for 

balancing the transverse motion during ultrasonic actuation. Two PZT piezoelectric 

plates (3.55 × 1.25 × 0.5 mm3) are affixed to the zero-displacement nodes of the 

longitudinal mode shape. The PZT is actuated at its 𝜆/2 resonance, which matched to  
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Figure 2.8: Fabrication process flows for ultrasonic neural probe with integrated 

strain gauges.  
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Figure 2.9: Picture of the final device (a) Miniature silicon horn with piezoelectric 

plates to drive the probe at its longitudinal resonance. (b) Microphotograph of 

probe tip with integrated strain gauges and platinum recording sites. 

the longitudinal resonance of the silicon probe to maximized the energy coupling from 

PZT plates to the silicon structure. The entire structure is then placed on a custom 

printed circuit board (PCB) with a 3D printed head stage for the chronic animal 

implantation (Figure 2.9). 



 

46 

 

2.4.4 Device characterization 

2.4.4.1Ultrasonic transducer characterization  

Finite element simulation of the ultrasonic neural probes indicates that the 

longitudinal resonance frequency is around 408.95 kHz (Figure 2.10). The silicon horn 

displays an approximately four-fold displacing amplification between the end of the 

probe and the tip of the probe. Interferometric measurements of the ultrasonic horn 

displacement were performed to verify the probe tip displacement through a frequency 

range around the anticipated longitudinal resonance frequency. The interferometer 

measures the phase shift between a laser directed at the sample and a reference laser 

beam (Polytec OFV2700). A Stanford Research Systems lock-in amplifier (SR 844) was 

used to extract the amplitude and phase of the measured interferometer signals with 

respect to the drive signals generated by a function generator (Agilent 33250A). 

LabVIEW code was used to control the function generator frequency and read in the 

lock-in amplifier data through a GPIB interface (Figure 2.11). Due to the limited 

interferometer range of focus, the probes were driven under sub 1 Vpp sinusoid waves, 

instead of the typical 10-30 Vpp used during neural probe insertion. As expected, the 

frequency sweep of the ultrasonic probe revealed the maximum displacement at a 

frequency of 418.13 kHz (Figure 2.12), which matches closely to the longitudinal 

resonance of the ultrasonic probe (408.95 kHz) given by finite element simulations. 

Small variations in probe longitudinal resonance are expected to arise from fabrication 

tolerances and bonding alignment. The measured values of oscillation amplitude under 

different driving voltages and fit are shown in Figure 2.13. Assuming an approximately 

linear PZT drive and tip displacement relation which would hold given a general forced 

response to a sinusoidal input driving function, the tip displacements for the probe with 

driving voltage can be estimated as 
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Figure 2.10: Finite element simulation for the displacement amplitude of the 

longitudinal mode with and without the integrated probe. 
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Figure 2.11: Interferometer measurement setup.  

𝐴𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒⁡(𝑛𝑚) = 7.11 × 𝑉𝑜𝑙𝑡𝑎𝑔𝑒(𝑉) + 0.0234 (2.30) 

From Equation (2.30), the estimate tip displacement amplitudes at driving voltages of 

10, 20 and 30 Vpp are 71.12 nm, 142.22 nm, and 213.32 nm, respectively. Using the 

expression 𝑣 = 2𝜋𝑓𝑢0, (where v is the tip vibration velocity, f is the frequency and u0 

is the tip displacement), the tip vibration velocity than can be calculated as 182.74 mm/s, 

365.44 mm/s, 548.13 mm/s, respectively, which are two order of magnitude higher than 

the insertion feeder velocity, 2 mm/s. 
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Figure 2.12: Interferometric measurement of the longitudinal displacement 

 

Figure 2.13: Probe tip vibration velocity versus driving voltages  
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2.4.4.2Recording electrode impedance characterization 

Electrochemical impedance spectroscopy (EIS) is used to measure the electrode 

impedance. A three-electrode configuration is used with a Gamry FAS2 potentiostat, 

with the setup shown in Figure 2.14. The silicon ultrasonic probe serves as the working 

electrode whose impedance is of interest. A platinum sheet with a larger area (2 cm2) 

compared to the working electrode (35 𝜇m) is used as the counter electrode, and a 

silver/silver chloride (Ag/AgCl) probe is used as the reference electrode. Cyclic 

voltammetry is first performed on the electrode sites to allow cleaning of the electrode 

surface prior to impedance measurements to remove any excess dirt. During the tests, 

the electrodes are immersed in 0.9% physiological saline. A 1 mV sinusoidal wave is 

applied between the counter electrode and the reference electrode. The resulting current 

required to maintain a constant voltage between the working electrode and the reference 

electrode is measured. The electroe-electrolyte interface properties were measured and 

fit to the model presented in the previous chapter, with the spreading resistance Rs, the 

interfacial capacitance, ZCPA, and the DC path characterized by the charge transfer 

resistance, Rct. The measured and fit circuit parameters for the silicon ultraosic probes 

are shown in Figure 2.15 [72], [73]. 

2.5 Miniaturized recording system 

The control system with multiple features, neural signal recording, ultrasonic 

transducer driving and sensing, and strain monitoring, of the ultrasonic neural probe, is 

developed (Figure 2.16). An integrated circuit was designed in AMS 0.35-𝜇m process 

with low-noise neural amplifiers and a voltage controlled oscillator (VCO) as a radio 

transmitter for neural signal recordings (Appendix 6.4). A two-stage amplifier topology 

composed of differential stage followed by a common source stage resulted in a 1.25 

µV input refereed noise and 50 dB gain over 10 kHz bandwidth. The VCO is designed  
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Figure 2.14: Experimental setup for electrochemical impedance spectroscopy 

(EIS). The counter electrode is a 2 cm2 platinum sheet. The reference electrode is 

a nonpolarizable Ag/AgCl electrode, and the working electrode is the 

microfabricated probe of interest. 
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Figure 2.15: Measured and fit electrode-electrolyte equivalent circuit parameters. 

The equivalent circuit consists of a spreading resistance, Rs, a charge transfer 

resistance, Rct, and an interfacial capacitance, ZCPA (adapted from [72]). 
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using a differential ring oscillator topology to avoid external components. The telemetry 

frequency range is designed to be 82 to 84 MHz. The strain signal is amplified with an 

instrument amplifier with gain of 200 and sent to the analog-to-digital converter in the 

microcontroller (TI CC2530). A programmable waveform generator (AD9833) 

provides sinusoidal frequency waves with voltage amplitudes up to ±5V for 

ultrasonically actuating the probe. By performing a frequency sweep and locating the 

frequency at which the motion current through the PZT is greatest, we can measure the 

resonance frequency of the neural probe. Resonance frequency shifts are detected and 

monitored during insertion with different loading cells. A LabVIEW interface allows 

for user control and a ZigBee RF interface is used for wireless data transmission. 

 

 

 

Figure 2.16: Block diagram of miniaturized control and recording system for 

ultrasonic neural probe. Different color correlated to the different functionalities: 

neural recording (red), insertion force (blue), and ultrasonic motion current 

monitoring (green). 
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2.6 Experimental results 

2.6.1 Insertion forces reduction 

The effect of ultrasonic actuation driven at different vibration velocity on the 

insertion force of the probe is evaluated and compared to the insertion force exhibited 

by regular insertion (no ultrasonic vibration). The ultrasonic horn is driven by PZT at 

different voltages at half wavelength frequency during insertion. The vibration 

velocities, 182.7 mm/s, 365 mm/s, and 548 mm/s, are controlled by the driving voltage 

of 10, 20, and 30 Vpp, respectively. Different driving voltages versus the insertion forces 

were characterized with a various percentage of agar gel as brain tissue phantom (Figure 

2.17). A small initial peak occurs as the probe breaks through the surface of the substrate.  

The forces steadily increase as the shear and damping forces increase. Finally, probe 

motion is stopped in the substrate, and damping forces dependent on the insertion 

velocity disappear, revealing the residual force in the substrate. This force can be used 

to monitor excessive stress caused by insertion. The integrated stain-gauges were used 

to measure the longitudinal strain during the probe insertion in vivo. Total 16 mice with 

160 insertions were performed with randomized location and driving voltages. Results 

demonstrate ultrasonic actuation in the cortex of the mouse significantly decreased the 

insertion force in a voltage-dependent manner (9.6 ± 0.7 vs. 3.8 mN ± 0.5, 0V vs. 30V, 

p<0.05; Figure 2.18) and the average stress around the probe. Ultrasonic insertion 

causes the tissue-probe interface to have reduced insertion force by a factor of 2.6 and 

net-stress by a factor of 1.5, due to the ultrasonic cutting leading to less average stress 

and providing stress relief. 
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Figure 2.17: Measured insertion force profile for ultrasonic horn probe driven at 

20 Vpp and inserted into 4% agarose at 2.4 mm/s. (adapted from [58]) 
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Figure 2.18: In-vivo insertion force of different PZT driving voltages and the model 

predicted insertion force for 2% agar gel with 2 mm/s insertion speed (*p<0.05). 
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2.6.2 Histology analysis 

Histology analysis of the probe insertion sites is performed on the brain tissue 

sampled an hour after the insertion procedure. Mice were anesthetized and perfused 

transcardially with phosphate-buffered saline (PBS, pH 7.4, SigmaAldrich) followed by 

4% paraformaldehyde (PFA) (ThermoFisher Scientific) in PBS. Following perfusion 

brains were removed and immersed in 30% (w/v) sucrose in PBS until saturated. For 

sectioning, brains were frozen in optimal cutting temperature (OCT) compound (Tissue-

Tek), and 30 µm sections were cut on a cryotome (Microm HM550, ThermoFisher 

Scientific). Horizontal sections of the brain slice were captured with an Olympus BX41 

wide-field fluorescence microscope (Figure 2.19) (The microglia cells were identified 

with green fluorescent protein (GFP)). From the horizontal tissue specimen, the initial 

area of tissue damage is evaluated.  Compared to the area of control insertions (0V), 

actuation at 10, 20 and 30V significantly reduced damaged tissue, caused by the inserted 

electrode (56246 ± 6889 vs. 34141 ± 5613 pixels, 0V vs. 30V, p< 0.05; Figure 2.20).  

To characterize the shape of the hole, a measure of circularity was performed to 

determine whether the damaged caused was more "circular" vs. "jaggered."  For 

example, a measure of 1 would indicate a perfect circle, 0 would be the least circular 

shape (or more jaggered).  As illustrated in (Figure 2.19), insertion at 0V resulted in the 

damaged area consisting of highly jaggered edges, indicative of tissue that had been 

ripped during the act of insertion. In comparison, insertion with actuation created a more 

compact and circular hole (Figure 2.21). 

Inflammation on the acute phase is evaluated by using microglia response. The 

number of microglia within a 200 𝜇m area of the electrode track were quantified in 30 

𝜇m thick histological sections that were sectioned perpendicular to the electrode 

insertion direction. There was a trend in the reduction of microglia with increase 

actuation, compared to control, which only perform the craniotomy without probe  
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Figure 2.19: Histology slides of insertion spot after one hour post-implant with 

different ultrasonic driving voltage. The white dotted square is the insertion probe 

tip size, and white dot is the activated microglia cells labeled with green fluorescent 

protein (GFP).  
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Figure 2.20: Area of the insertion site under different driving voltages. 

 

Figure 2.21: Calculation of the circularity over the insertion site with various 

driving voltages. 
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insertion. Figure 2.22 shows that number of microglia count under different driving 

voltage (56 ± 6 vs 34 ± 7 # microglia, 0V vs. 30V, p<0.05). Taken together, these data 

suggest that ultrasonic actuation during electrode insertion dramatically reduces acute 

microglial activation, to baseline levels, indicating a technological advancement to 

potentially increase neural microelectrode performance.  

Collectively; these data demonstrate a reduction of insertion force, area damage, 

extent of damage, as characterized by circularity, and acute inflammation response with 

ultrasonic actuation. Based on these results we hypothesized the acute inflammatory 

response to ultrasonic neural electrode implantation would be attenuated due to a 

reduced insertion force thereby creating less tissue damage. 

 

 

Figure 2.22: Number of Microglia count under different driving voltages. Control 

is the only craniotomy without any insertion (*p<0.05). 
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2.7 Chronic optical and electrical recording over time 

To further evaluate whether actuation reduces the chronic inflammatory response. 

The neural probes are tested for biological efficacy by inserting them into the motor-

sensory cortex region of genetically modified (cx3cr1) mice brain, which the microglia 

cells were identified with GFP. We used the advanced optical technique of two-photon 

excited fluorescence microscopy, and imaged the brains of transgenic mice that express 

fluorescent proteins in microglia through chronically-implanted cortical windows, 

centered over inserted electrodes (Figure 2.23). These ambulatory studies enabled us to 

identify dynamic interactions of microglia and to determine if they contributed to 

microelectrode failure. In addition, we investigated whether the immune response was 

reduced in response to actuation versus control electrode insertion. The chronic animal 

model implantation procedure and chronic studies results are described in the following 

sections.  

 

 

Figure 2.23: Chronic animal model with optical access window for two-photon 

excited fluorescence microscopy, ultrasonic neural probe, and miniature recording 

system. 
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Figure 2.24: Picture of the implanted ultrasonic neural probe. 

2.7.1 Chronic animal model preparation and implantation procedure 

In-vivo implantation: Preoperative care is administered using aseptic techniques for 

chronic animals. For chronic surgeries, instruments and materials are sterilized by 

autoclaving. Anesthesia is administered by 5% isoflurane (VetOne) and is maintained 

at 1.5-2% for the duration of the experiment. At the beginning of the surgery, mice 

receive an injection of glycopyrrolate, an anticholinergic, intramuscularly at 0.002 

mg/100g to assist in keeping the airways clear of fluid build-up and Ketoprofen (5 

mg/kg) and Dexamethasone Sodium Phosphate (0.2 mg/kg) are administered 

subcutaneously. The mouse is secured in a stereotaxic frame by standard ear bars. After 

surgical preparation of the area on the head, bupivacaine 0.125% (~0.1 ml) is injected 

subcutaneously above the skull. A short incision is made on top of the mouse’s skull, 

and the connective tissue is scraped away, exposing the bone. The dry skull is coated 

with a thin layer of cyanoacrylate adhesive (Vetbond). Three screws are placed in the 
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skull to provide a framework for the dental cement to create a strong adhesion. A 5mm 

diameter opening is drilled inside the chamber, leaving a bone flap in the center. After 

the bone flap is lifted off, the dura mater is kept moist with artificial cerebrospinal fluid 

(ACSF) and the chamber is filled with ACSF. 

Insertion of electrode probe: The probe is secured and slowly lowered to the base 

of the craniotomy by a fine-precision motorized micromanipulator. The probe is gently 

inserted and advanced into the brain until it is approximately 200 µm under the surface 

of the cortex.  The probe is secured to the base of the skull with dental cement. A glass 

coverslip is glued above the craniotomy site with cyanoacrylate and dental cement. The 

skin is closed around the margins of the cranial window with cyanoacrylate. 

2.7.2 Chronic study results 

A similar chronic neural recording trend, separated into four different stages [35], is 

observed (Figure 2.25). The signal-to-noise ratio (SNR) is defined as the average action 

potential peak-to-peak height (maximum – minimum, APheight) divided by the standard 

deviation of the background noise (STDnoise) over 0.3 ms preceding all spikes and can 

be expressed as [74] 

𝑆𝑁𝑅 = 20 𝑙𝑜𝑔10(
𝐴𝑃ℎ𝑒𝑖𝑔ℎ𝑡

𝑆𝑇𝐷𝑛𝑜𝑖𝑠𝑒
) (2.31) 

The recording failed over time and on the date of 48 post implantation. In-vivo chronic 

two-photon microscopy images shows the dynamic interactions of the microglia cells 

and the probe insertion site (Figure 2.26). On day 3, the image is blur due to hemorrhage 

causing by the neural probe implant, on the day 10, the microglia cells start to migrate 

toward the implant site, and on the day 21, a large amount of microglia completely cover 

the electrode sites, and the electrical signal begins to decrease and finally vanished. The  
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Figure 2.25: Signal-to-noise ratio versus post-implantation days. 

functional recording days is longer in average with ultrasound actuated insertion versus 

non-ultrasound insertion (Figure 2.27). The percentage of the fractional volume of 

microglia cells, the population of microglia cells around the implant site, in the two-

photon microscopy image is also quantified (Figure 2.28). The percentage of the 

fractional volume of the microglia cells is higher for the non-ultrasound actuated 

insertion than with ultrasound actuated. Total of 14 chronic mice, 7 with ultrasound 

actuation implant, 6 without ultrasound actuation implant, and 1 control (no 

implantation, only cortical windows) were studies.  

2.8 Conclusion and future directions 

The emerging field of neural interface technology has begun to provide valuable 

insights into electrode failure and as such, revealed a complex, multi-faceted problem. 

Therefore, therapeutic strategies will require interventions from many different angles.  
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Figure 2.26: Two-photon image and electrical recording signal over time. The 

green fluorescent is microglia cell, and red fluorescent is the vasculature. In day 3, 

the two-photon image is blurry due to hemorrhage from the implantation. In day 

10, massive microglial cells migrate to the implantation site. On day 21, recording 

electrode is engulfed by microglia cells. 
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Figure 2.27: Functional recording day comparison between non-actuated and 

actuated. The functional recording day is longer for ultrasonically actuated 

insertion.  

 

Figure 2.28: Percentage of fractional volume of microglia cell of the two-photon 

image. Ultrasonic actuated insertion has less microglia volume than non-actuated 

insertion over time.  
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In this chapter, we have demonstrated a systematic insertion study with different 

ultrasonic vibrating velocity. A damaged area consisting of edges with a high degree of 

randomness corresponding to a great number of jagged edges, during normal insertion 

compare to more compact and circular implantation site during ultrasonic insertion were 

observed. Insertion force and acute microglial response reduction were also 

demonstrated to provide essential qualities to characterize and improve neural probe 

reliability and importantly, extend the overall lifetime of the electrode.  Based on these 

results, we hypothesized that ultrasonic actuation would likely lead to reduced chronic 

inflammation and better electrode performance. This hypothesis is supported by the 

chronic animal studies. Within ultrasonic assisted neural probe implantation, the 

functional recording in average is longer and the volume fraction of microglia cells over 

time is less than non-ultrasonic assisted implants.  

The ultrasonic neural probe, comprise a neural probe, an ultrasonic transducer, and 

integrated strain gauge, can be implanted with less insertion force and tissue damage 

and further boost the neural interface performance. However, the whole structure is 

relatively large compared to other types of neural probes. During our chronic animal 

study, several mice suffer from catastrophic damage due to large head stage structure. 

Moreover, neural scientists prefer to use their own application specific neural probes for 

their own researches. In the following chapter, a method for implanting any other type 

of neural probe ultrasonically is developed.  
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CHAPTER 3  

DETACHABLE ULTRASONIC ENABLED INSERTER FOR NEURAL PROBE 

INSERTION USING BIODISSOLVABLE POLYETHYLENE GLYCOL (PEG) 

3.1 Introduction 

As introduced in Chapter 2.1, a reliable long-term stable neural interface is limited 

by the foreign body response of the brain against neural probes. As the immune reaction 

to probe insertion is caused by the presence of foreign material in the body, thinner and 

less stiff materials are being investigated to determine their effect on reducing tissue 

immune reactions [43]. Flexible polymer probes have been developed to reduce the 

stiffness mismatch between probe and tissue. One of the major challenges with very 

thin flexible materials is that the probe can buckle during insertion. Several insertion 

strategies had been developed for avoiding buckling, especially for the thin flexible 

neural probe, during insertions. Altering probe geometry, for example to fabricate 

probes with ribs or layers of other material for increasing the stiffness of part of 

compliance neural probe have been investigated. In addition, encapsulating polymer 

neural probe with biodegradable material or integrating microfluidic channel filled with 

biodegradable material for temporarily stiffening the probe have been developed [43], 

[75]–[77]. Smaller Young’s modulus of biodegradable material than silicon results in 

larger dimensions to achieve the same stiffness for the coated flexible probes. Moreover, 

rounded tips due to probe coating leads to higher penetration force and qualitatively 

increasing the difficulty of insertion. Another approach is applying stiffeners during 

insertion and removing them after insertion. One of the methods is adhering the polymer 

probe onto a shuttle probe coated with self-assembling monolayers that customized the 

surface interaction with probes by using electrostatic force [78]. Another method is 
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using bio- dissolvable polymer to affix the probe to a silicon stiffener during insertion 

[79]. However, all these strategies mentioned above can still induce the initial insertion 

trauma. 

In the previous chapter, we had shown that ultrasonic enabled neural probe insertion 

can decrease the initial insertion trauma with reduced insertion forces due to tissue 

stiffening and high-velocity micro-cutting. We demonstrated the microglia count 

reduction by a factor of 1.63, which indicates reduced immune response. However, the 

combined ultrasonic horn transducer and neural probe were too large to apply for 

chronic operation as described in Chapter 2.8. In this chapter, we demonstrated a 

detachable design using bio-dissolvable polymer to attach neural probe onto an 

ultrasonic actuator to achieve reduced insertion force and small neural probe. We 

selected polyethylene glycol (PEG) as bio-dissolvable adhesive material in this study. 

PEG has been used widely in implant applications such as neural probe and drug 

delivery [80], [81]. 

Ultrasonic drive can also effectively ʺstiffenʺ neural probe make with more flexible 

material against buckling. From the Euler’s compression buckling formula, the 

maximum force, Fb, a beam can withstand before buckling is  

𝐹𝑏 =
𝜋2𝐸𝑤𝑡3

12𝐾𝑙2
 (3.1) 

where K = 2 for a fixed-roller beam, w is probe width, t is probe thickness, l is probe 

length, and E is the Young’s modulus of the probe material. Here we define the force 

margin, Fm, as difference between the buckling force, Fb, and the force, Fi, required to 

implant probe into tissue (Fm = Fb - Fi). If Fm > 0, then buckling will not occur, on the 

other hand, if Fm ≤⁡0, buckling will occur. To prevent the buckling event, larger force 

margin is preferred. From Equation (3.1), given the same probe geometry, the buckling 
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force is a function of the Young’s modulus of the probe material. Material with less 

stiffness will suffer from less buckling force and hence small force margin. However, 

with ultrasonic actuated insertion, as described in Chapter 2, the insertion force can be 

reduced by 60 % at 30 Vpp driving voltage. We can predict that the buckling would 

occur less from the increased force margin and the tolerance for material stiffness can 

be lower with ultrasonic actuation insertion technique.  

3.2 Device design, fabrication, and characterization 

3.2.1 Structure design 

A silicon catenoidal horn with 40 mm length and 10 mm to 1 mm end-to-tip width 

ratio is used as an inserter for the neural probes (Figure 3.1(a)). A neural probe attaching 

platform (1 × 3 mm2) for different neural probe configurations is defined at the tip of 

the ultrasonic horn structure. A 25 𝜇m thick trench is designed at the tip of horn for 

affixing different neural probes. Two 500 𝜇m diameter holes are included in the trench 

to bind and release neural probes severing as adhesive leak cavities during bonding and 

enable very thin bond films of 4 – 6 𝜇m (Figure 3.1(b, c)). Four different neural probes 

model with various number of prongs and width of prongs are designed to mimic the 

commercial neural probes (Figure 3.1(d)). The dimension and effective contact area of 

each neural probes model are summarized in Table 3.1. 

Table 3.1: Dimensions of three different probes design. 

 Prong width # of prongs Prong contact area 

Probe 1 200 µm 1 200 µm2 

Probe 2 150 µm 2 300 µm2 

Probe 3 100 µm 3 300 µm2 

Probe 4 200 µm 2 400 µm2 
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Figure 3.1: (a) CAD design for ultrasonic inserter and probe attaching platform. 

(b) Zoom in and (c) cross-section for the probe adhesive platform. (d) Four 

different type neural probe models are designed, with different prong width and 

number of prongs, to evaluate the performance of the ultrasonic inserter.  
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Figure 3.2: Process flow for (a) ultrasonic inserter and (b) neural probes model. 

3.2.2 Fabrication process flow 

The ultrasonic horn inserter is fabricated from a 500 𝜇m thick silicon wafer using 

two-step DRIE dry etch utilizing the standard Bosh process. The etch process is similar 

to the one described in Chapter 2.4.2. During the first etching step, the thickness of 

neural probe attaching platform is defined. The secondary etching step defined the shape 

of ultrasonic horn and the adhesive cavity holes (Figure 3.2(a)). Neural probe model 

structures are fabricated from a 25 𝜇m device thickness silicon-on-insulator (SOI) 

wafer. The probe geometries are defined by DRIE, and the structure is released by 

etching away the insulator layer with vapor hydrofluoric acid (HF) (Figure 3.2(b)). 

3.2.3 Device assembly 

Two PZT piezoelectric plates (4.5 × 13.3 × 0.5 mm3) are affixed to the zero-

displacement nodes of the half wavelength longitudinal mode onto the horn structure 
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for coupling and amplifying the motion from PZT to the tip. The entire structure is then 

mounted on a 3D-printed holder. Thin, 25 𝜇m thick neural probes with multiple prongs 

geometries were bonded to the ultrasonic actuator using PEG (Figure 3.3(a)). The PEG 

(average molecular density of 10,000 g/cm3) starts in solid platelets form and can be 

liquefied by heating up to around 70℃. After heating, a pipette is used to transfer the 

liquid PEG into the leak cavity holes. The liquid PEG flows into the holes forming a 

thin adhesive layer in the gap between the adhesive platform and the probe as a result 

of capillary forces. Once the temperature decreases to room temperature, the PEG is 

solidified and bonds the neural probe to the ultrasonic inserter.  

3.2.4 Device characterization 

Finite element simulation of neural probe affixed to the ultrasonic horn inserter 

indicate that the longitudinal resonance frequency is much lower than integrated neural 

probe design (Figure 3.3(b)), since the length of the ultrasonic horn structure is longer 

(40 mm). The resulting half-wavelength resonance frequency is approximately 105.2 

kHz. The long length of ultrasonic transducer can also increase the strain amplification 

to achieve higher vibration velocity at the tip. Interferometry measurement (MSA-400, 

Polytec) is used to compare with the simulation results (Figure 3.4). The bode chart 

indicates the maximum longitudinal velocity is 473.7 mm/s with 10 Vpp driving voltage 

at 105.2 kHz. The velocity is higher than the integrated neural probe described in 

Chapter 2, as expected, since larger PZT plates can provide more energy coupling for 

more efficient actuation. Figure 3.5 shows the tip velocities versus longitudinal 

resonance frequency for different configurations of probe affixing on the ultrasonic horn 

inserter through PEG. The displacement of the ultrasonic horn resonator can be 

expressed as  
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Figure 3.3: (a) The assembly diagram of the ultrasonic inserter. Two PZT plates 

are affixed to the displacement node of the ultrasonic actuator. A neural probe is 

attached to the adhesive platform with two 500 𝝁m holes for adhesive leak cavity. 

(b) 3D COMSOL®  simulation to evaluate the longitudinal resonance frequency of 

the ultrasonic inserter affixes with a single prong neural probe. The longitudinal 

resonance frequency is at 105.2 kHz. 
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Figure 3.4: Velocity and phase versus frequency bode chart of the ultrasonic 

inserter affixes with a single prong neural probe model from the interferometric 

measurement. The maximum longitudinal velocity, 473.7 mm/s, is measured at 

105.18 kHz with phase angle of 89.11°. 
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Figure 3.5: Summary of the finite element simulation and interferometric result 

with different neural probe models affix to the ultrasonic horn inserter. The 

measured velocity is one order magnitude lower than the simulation result. This is 

due to no loss mechanism is considered during the simulation. The shift of the 

resonance frequency come from the ultrasonic inserter assembly and neural probe 

model bonding procedure with PEG. The amount of the adhesive material is not 

well controlled. Note that, with no probe bonded to the ultrasonic inserter; the 

measured resonance frequency is very close the simulation results.  
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𝑢 =
𝑓 𝑘⁄

(1 − (
𝜔
𝜔0

)
2
) +

𝑗𝜔
𝑄𝜔0

 
(3.2) 

where 𝜔0 is the resonance frequency, 𝜔 is the operation frequency, f is the force, and k 

is the spring constant. The resonance frequency decreased due to increase in resonator 

length due to neural probe attachment. The measured velocity is less than the simulated 

results, due to the difference of quality factor in the ultrasonic horn resonator. In the 

finite element simulation, the quality factor is very high (~3000), however, the measured 

quality factor (~300) is lower results from air damping, anchor losses, and other loss 

mechanisms. Probe2 and probe3 configurations show slightly lower resonance 

frequency, this might be because from the amount of PEG affixing to the inserter is not 

well controlled. Nevertheless, the tip velocity is in the range of 226 mm/s to 1.59 m/s 

from 10 Vpp to 30 Vpp driving voltage, which is two orders of magnitude higher than the 

insertion stage velocity. This high velocity vibration at the tip is sufficient for cutting 

the tissue and reduce insertion force, as demonstrated in the previous chapter.  

Ultrasonic waves are reflected at boundaries where there is a difference in acoustic 

impedance (Zact) of the material on each side of the boundary. Zact can be calculated by 

speed of sound times the density of the medium. The difference in Zact is commonly 

referred to as the impedance mismatch. The greater the impedance mismatch, the greater 

the percentage of energy that will be reflected at the boundary between one medium 

and another. The fraction of the incident wave intensity that is reflected can be derived 

because particle velocity and local particle pressure must be continuous across the 

boundary. Here we want to estimate the efficiency of acoustic wave propagation from 

ultrasonic inserter through adhesive layer to neural probe model. We modeled the 

structure into three sections: 1) ultrasonic inserter (silicon), 2) adhesive platform  
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Figure 3.6: Acoustic energy transmission model. We model the structure into three 

sections: 1) ultrasonic inserter (silicon), 2) adhesive platform (silicon), adhesive 

layer (PEG) and neural probe body (silicon), and 3) neural probe prong (silicon). 

(silicon), adhesive layer (PEG) and neural probe body (silicon), and 3) neural probe 

prong (silicon) (Figure 3.6). The first and last part is pure silicon, however, the second 

part consists of silicon and a thin layer of PEG. The effective density, 𝜌𝑒𝑓𝑓  can be 

estimated as  

𝜌𝑒𝑓𝑓 =
𝜌𝑠𝑖 ∙ 𝑉𝑠𝑖 + 𝜌𝑃𝐸𝐺 ∙ 𝑉𝑃𝐸𝐺

𝑉𝑠𝑖 + 𝑉𝑃𝐸𝐺
⁡⁡ (3.3) 
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where 𝜌𝑠𝑖  is the density of the silicon (2329 kg/m3), 𝜌𝑃𝐸𝐺  is the density of the PEG 

(1070 kg/m3), Vsi is the volume of the silicon and VPEG is the volume of PEG. The 

effective density of second part can be estimated as 2240 kg/m3 with the acoustic 

impedance of 18.89 MRayl. The transmission coefficient, T, is  

𝑇 = 1 − 𝛤 = 1 − (
𝑍𝑠𝑖 − 𝑍𝑖𝑛
𝑍𝑠𝑖 + 𝑍𝑖𝑛

) (3.4) 

where Γ is the reflection coefficient. The Zsi here is the acoustic impedance of the silicon 

(19.7 MRayl). The transmission coefficient from first part to the third part is 0.96. Most 

of the acoustic power can be transfer from the inserter to the neural probe model. 

3.3 Experimental results 

The experimental setup is shown in Figure 3.7. A tissue phantom (1% agarose gel) 

is placing on top of the load cell (GSO-10, Transducer Technique). The inserter with 

neural probe affix on top of it controlled by a motorized micromanipulator (MP285, 

Sutter Instrument). Insertion forces were measured at the rate of 60 Hz while the inserter 

is moving toward the neural tissue phantom with constant velocity (2 mm/s). A sample 

of the insertion force monitored by the load cell is shown in (Figure 3.8). A function 

generator (33521A, Keysight) and a piezo amplifier (EPA-104, Piezo Systems) are used 

to drive the inserter at resonance frequency with different voltage levels. A frequency 

tracking system is used to track frequency shift during each insertion procedure to 

ensure the ultrasonic transducer is driving under maximum efficiency. Once the 

insertion procedure is complete, a syringe with 0.9 % phosphate buffered saline is used 

to flush PEG away through holes at the back side of the platform. The average dissolving 

time for the PEG is around 5 minutes. The inserter is then retracted by the manipulator 

and leave the neural probe inside the tissue model (Figure 3.9). 
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Figure 3.7: Diagram of the experiment setup. The motion of ultrasonic inserter is 

controlled by a high precision motorized micromanipulator. A function generator 

and a piezoamplifier are used to actuate the ultrasonic inserter with different 

voltage and frequency. Insertion forces are monitored by a load cell of different 

neural probe models. 
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Figure 3.8: Insertion force profile measured by the load cell. With ultrasound 

actuation, the peak insertion force reduced 78.5% compare to non-ultrasound 

actuation.  
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Figure 3.9: Cross section of the adhesive platform and assembly process. (a) 

Assembled neural probe with the ultrasonic inserter. (b) Insert the probe into 

tissue phantom. (c) Apply saline to the holes of the inserter to dissolve PEG. (d) 

Inserter retraction.  
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To further investigate the ultrasonic enabled neural probe insertion technique and 

the performance of detachable ultrasonic inserter design, insertion force for three 

different experiment configurations are performed: 1) detachable design versus non-

detachable design, 2) longitudinal versus transverse mode actuation, and 3) different 

designs of detachable probes. Total ten runs with randomized driving voltage sequences 

were performed for each configuration. 

3.3.1 Detached versus non-detached design 

Detachable single prong neural probe model and the co-fabricated with ultrasonic 

inserter neural probe are evaluated. The ultrasonic transducers are both driving at half 

wavelength longitudinal resonance frequency. The insertion force profile between these 

two designs versus different actuation voltages is shown in (Figure 3.10). As we can see 

from the figure, the non-detachable design yields more force reduction (83.7%) than the 

detachable design (76.8%) at 30 Vpp driving voltage. This is due to the decrease in 

quality factor of the resonator cause from the PEG adhesive layer and non-perfect probe 

alignment. The force reduction from the detachable design is still significant.  

3.3.2 Longitudinal mode versus transverse mode 

In this section, two different actuation modes, longitudinal and transverse, under 

different driving voltages are investigated. Single prong non-detachable design is used 

for the experiment. The insertion forces profile between two different modes are shown 

in (Figure 3.11). Interestingly, for both longitudinal mode and transverse mode, the 

insertion force can be reduced. However, due to the low quality factor of the transverse 

mode, the reduction of force is limited. An amplitude modulation with the carrier 

frequency, fc, of 122.95 kHz and modulating frequency, fm, of 17.75 kHz driving scheme 
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is also applied to the ultrasonic inserter to evaluate the insertion force. The driving 

function can be express as 

𝑦(𝑡) =
𝐴𝑀

2
[𝑠𝑖𝑛⁡(2𝜋(𝑓𝑐 + 𝑓𝑚)𝑡 + 𝑠𝑖𝑛⁡(2𝜋(𝑓𝑐 − 𝑓𝑚)𝑡] (3.5) 

where A is the amplitude of the carrier frequency, and M is the amplitude of the 

modulation frequency. Two frequency components for both longitudinal and transverse 

(105.2 kHz and 140.7 kHz) are co-exist in the output modulated waveform with 

amplitude of AM/2. The insertion force reduction for the amplitude modulation driving 

is in between the longitudinal and transverse mode actuation.  

3.3.3 Different design of detachable probes 

Four different configurations of the neural probe models with different prong 

contact area were evaluated. The insertion force under different ultrasonic driving 

voltages measurement results are summarized in (Figure 3.12). The insertion force is 

proportional to the contact area of the neural probes. The probes with the larger contact 

area due to more prongs presented a different resonance frequency and coupling of 

energy but were able to get similar force reductions. Nevertheless, the insertion force 

can still be reduced more than 70% for all four different neural probe models, while 

driving at 30 Vpp longitudinal mode (Figure 3.13). Note that all experiments were 

performed by using the same inserter, to detach and reattach probes indicating the 

reusability of the inserter. 

3.4 Conclusion and future directions 

In this chapter, we presented a silicon ultrasonic neural probe insertion method. An 

ultrasonic inserter is designed to affix different types of neural probes using PEG  
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Figure 3.10: Insertion force of detached versus non-detached design with different 

inserter driving voltages at longitudinal mode resonance frequency. 

 

Figure 3.11: Insertion force measurement of different driving modes with different 

inserter driving voltages.  
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Figure 3.12: Summary of insertion force of different neural probe models affix to 

ultrasonic inserter under different actuating voltage at longitudinal mode 

resonance frequency. Within the increase of the contact area, from Probe1 to 

Probe4, the required peak insertion force is increased.  
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Figure 3.13: Force reduction percentage of different probe geometries with 

different inserter driving voltages. The insertion force reduction percentage is all 

above 75% for four different neural probes.  

polymer as an adhesive and a bio-dissolvable material. The method can reversibly bond 

neural probes onto the ultrasonic inserter, taking advantage of the ultrasonic micro 

cutting induced reduced damage, and debonded after the implantation procedure by 

aqueous dissolution. We have demonstrated the insertion force reduction over 70% with 

four different neural probe models with 30 Vpp driving voltage at longitudinal mode 

actuation (105.2 kHz). This method can help inserting neural probes made in any new 
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technology and address a critical problem in increasing lifetime of neural probe 

recording sites.  

In the future, neural probe bonding procedure needs to be improved with better 

adhesive quantity control and probe alignment technique to reduce the variation 

between each experiment. Moreover, similar to the previous chapter, strain gauges can 

be integrated with the ultrasonic inserter for monitoring the condition of the ultrasonic 

vibration amplitude. Last but not least, in vivo experiments with the ultrasonic inserter 

bonded to commercial available neural probes need to perform for further investigating 

the chronic reliability.   
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CHAPTER 4  

A SILICON ELECTRO-MECHANO TISSUE ASSAY SURGICAL TWEEZER 

4.1 Introduction 

Surgeons make decisions on the use of different surgical tools providing a spectrum 

of contact forces to cut and manipulate tissue. These decisions are mostly made without 

quantitative data about the mechanical integrity and mechanical properties of the tissue. 

Different physical modalities, for example, tissue electrical impedance, tissue Young’s 

modulus, and tissue insertion force, can be used to measure tissue and material electrical 

and mechanical properties.  

Tissue electrical impedance (Bioimpedance): Bioimpedance describes the passive 

electrical properties of biological materials and serves as an indirect transducing 

mechanism for physiological events, often in cases where no specific transducer for that 

event exist. Impedance, Z, is a general term related to the ability to oppose ac current 

flow, expressed as the ratio between an AC sinusoidal voltage and an AC sinusoidal 

current in an electric circuit. Impedance is a complex quantity because a biomaterial, in 

addition to opposing current flow, phases-shifts the voltage with respect to the current 

in the time-domain. Admittance, Y, is the inverse of impedance (Y=1/Z). The common 

term for impedance and admittance is immittance. Tissue is composed of cells with 

poorly conducting thin cell membranes; therefore, tissue has capacitive properties: the 

higher the frequency, the lower the impedance. Bioimpedance is frequency-dependent, 

and impedance spectroscopy, hence, gives important information about tissue and 

membrane structures as well as intra and extracellular liquid distributions. Recent 

studies [82]–[84] cancerous and normal tissue was investigated using a tetrapolar 

electrode. Electrical admittivity (conductivity and permittivity) was recorded at 31 
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discrete frequencies of 0.1 to 100 kHz from each of ex-vivo human prostates. 

Discriminatory power of admittivity properties of cancer and other tissues was proven 

by receiver operating characteristic (ROC) analysis for in-vitro tissue studies. 

Conductivity is reported significant less in the malignant (140 ± 32 mS/m) than benign 

tissue (150 ± 31 mS/m). Another study [85] also investigated cancerous and benign 

tissue using transrectal ultrasound guided sextant needle biopsy at the frequency range 

from 100 kHz to 4 MHz ex-vivo. Electrical impedance at 100 kHz is reported 

significantly higher in cancerous tissue (1312 ± 265 Ω) than benign tissue (1123 ± 245 

Ω). Hence, the measurement of electrical impedance could provide a confidence level 

high enough for tissue characterization. These studies, however, were on in-vitro tissue, 

which can be different from in-vivo tissue. Experiments could not be done on in-vivo 

experiments because the probe and electronics are not small enough for in-vivo 

measurements. 

Tissue Young’s Modulus (Elastic properties): Young’s modulus describes the ability 

of an elastic material to resist deformation to an applied stress and is defined as the ratio 

of applied stress (𝜎) to resultant strain (𝜖) (𝐸 = 𝜎/𝜖). Stress is the force divided by the 

area over which it is applied. Strain is a dimensionless quantity defined by the stress-

induced change in length of a material divided by its unstressed length (ΔL/L). Soft 

tissues are not perfectly elastic materials or homogeneous, and they typically display 

both viscous and elastic properties that are dependent on time and typically display 

nonlinear stress-strain function. For perfectly elastic materials a single Young’s 

modulus value defines the response of material to deformation. For soft biological 

tissues, the resistance to deformation typically increases as the applied stress increases. 

Therefore, Young’s modulus is not constant and depends on the specific applied stress, 

which is particularly important as tissues in-vivo typically exist in a pre-stressed state 

[86]. However, soft tissues are typically assumed to behave as elastic solids if a 
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significant linear regime of stress-to-strain exist in the limit of small strain response to 

applied stress [87]. In [88], viscoelastic properties were used to characterize the 

mechanical stress relaxation data measured from human prostate tissue samples. The 

measurement results show that the viscoelastic properties of cancerous prostate tissue 

are greater than normal tissue by a factor of approximately 2.4. Moreover, in [89] the 

measurement of prostate viscoelastic properties indicates the normal tissue Young’s 

modulus is 15.9 ± 5.9 kPa, while the cancerous tissue is 40.4 ±15.7 kPa. Studies have 

also shown that resonance properties of piezoelectrically driven actuators in tissue have 

significantly different resonance frequencies, and loss-factors [27]. Moreover, the 

viscosity of cancer tissue was found higher than normal tissue [90]. 

Tissue Insertion Force: In [91] a needle with a centimeter-scale force gauge was 

used to characterize insertion force into prostate tissue. It was intended to be used in 

robotic brachytherapy where a needle is inserted into the tissue, force-torque data 

collected and results show that cancer tissue is harder, prostate density and prostate-

specific antigen (PSA) have significant effects on mean forces. Moreover, in [6], the 

penetration force in tissue can be used to image fine vessels and measure morphology 

of tissue at 25-50 µm resolution. Hence, measurement of insertion force could 

differentiate healthy from the unhealthy tissue. 

Many previous works have demonstrated individual modalities for tissue 

characterization. A summary of three different modalities for tissue characterization is 

shown in Figure 4.1. Given that different approaches can be used to characterize tissue, 

it would be beneficial to the surgeon to have a surgical tool that can measure the various 

properties during surgery with minimal effect on the surgery time or procedure. With 

multimodal tissue characterization, the surgeons can narrow down the patient-specific 

criteria. In particular, during intestinal anastomoses (the joining of two intestinal loops 

after removal of a diseased intestinal segment) are commonly performed with stapling  
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Figure 4.1: Summary of different modalities for the tissue characterization, 

including bioimpedance, Young’s modulus, and insertion force. Cancerous tissue 

(red dot) tends to have a higher impedance, Young’s modulus, and insertion force 

than benign tissue (green dot).  
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devices. To compensate for the difference in intestinal wall thickness due to individual 

patient variability and different pathologic conditions, stapling devices come loaded 

with staples of different height.  The most common staples, when fired, have a profile 

height that varies between 1.0 mm and 2.0mm. Despite the high reliability of stapling 

devices, intestinal anastomosis fails to heal appropriately in about 1-7% of cases [92].  

The failure is called a "dehiscence."  Dehiscences are catastrophic events for patients 

regarding additional morbidity, the need for additional interventions, increased length 

of hospital stay and recovery, occasional mortality, and overall increased the cost of the 

healthcare system [93]. It is calculated that dehiscences add an average of $30,000 to 

50,000 to the expense of a simple bowel resection. Intestinal resections and anastomoses 

are common procedures.  With close to 500,000 intestinal resections each year for 

cancer, acute and chronic inflammatory bowel disease, hemorrhage, obstruction and 

congenital malformations, the cost of caring for 1-7% of patients suffering a dehiscence 

amounts to millions of dollars. There are many reasons for the non-healing of intestinal 

anastomosis.  Two of them are 1) the mismatch between the size of the staplers and the 

thickness of the intestine, and 2) a decrease in compliance and pliability of the intestinal 

wall. In the first case, the intestinal wall may be too thick even for the largest staple; in 

the second case, the intestinal wall may be too rigid to accept a staple without being 

fractured. At present, most gastrointestinal surgeries do not use any tissue monitoring 

devices. The surgeons’ expertise drives the choice of anastomotic technique and, if a 

stapling device is chosen, the size of the staples to be used. A device which could 

accurately measure both intestinal wall thickness and compliance could help surgeons 

to choose the appropriate size staples or to identify situations where alternative methods 

to perform an anastomosis should be used, for example, hand sewn anastomosis rather 

than stapled anastomosis. 
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Figure 4.2: (a) Schematic of the silicon tissue multimodal assay tweezer. Three 

different tissue properties (insertion force, Young’s modulus, and electrical 

impedance) can be measured simultaneously. (b) The tweezer structure consists 

four three parts: 1) hinge, 2) arm and leg, and 3) microprobes. (c) Polysilicon 

piezoresistor strain gauge are integrated into the hinge structure as a displacement 

sensor. During the tweezing motion, the building stress along with the circular 

hinge can be used as an indicator for indentation distance. (d) Two different 

geometry of the microprobes for indentation force (round probe) and insertion 

force (sharp probe) measurement. The force is measured by polysilicon 

piezoresistors configured in Wheatstone bridge. Two platinum electrodes are 

integrated on the sharp probe for tissue electrical impedance measurement after 

insertion.  
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In this chapter, we presented a surgical tool in tweezer structure to provide a 

platform for the clinical use during surgery (Figure 4.2(a)). Instead of attaching sensors 

on to an existing tweezer [94] and probe-like tissue stiffness tactile sensors, an all-

silicon structure offers several advantages. These include: (1) repeatability between 

tweezers (Figure 4.2), a wide variety of sensors, and sensor matching, (2) Highly 

accurate placement of sensors across from one handle of the tweezer to the opposing 

side, and (3) the potential integration of complementary metal-oxide semiconductor 

(CMOS) into the tweezer for a highly integrated system. The lithographic precision of 

a few microns over a 10-cm tweezer provides 1-10 part-per-million repeatability of 

spring constants and force sensitivity. The all-silicon structure also enables extensive 

embedded sensor integration, potentially alongside CMOS circuits, for a highly 

functional surgical tweezer. Multimodal measurements can also help tease out 

differences in seemingly similar tissue samples without time-consuming tissue assays. 

4.2 Device design, fabrication, and characterization 

4.2.1 Structure design 

The silicon tissue multimodal assay tweezer was designed in three different parts 

(Figure 4.2(b)), including 1) hinge, 2) leg and arm, and 3) microprobes.  

Hinge design: The silicon tweezing radius-of-curvature is designed for taking less 

than the maximum silicon fracture stress to avoid in-use fracture. However, different 

fracture stresses of silicon have been reported range from 0.6 to 6.9 GPa [95]–[97]. The 

silicon tweezer structure with different radius and width of circular hinge design was 

trial and error along with finite element simulation. A simulated stress versus hinge 

radius and width is shown in (Figure 4.3(a)). The hinge with a radius of 7.5 mm, width 

of 400 𝜇m and maximum von Mises stress of 286 MPa is chosen to have the reliable 

and repeatable performance (Figure 4.3(b)).  
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Figure 4.3 Finite element simulation for von Mises stress on the hinge structure 

during tweezing motion. (a) The maximum stress for hinge structure with a 

diameter of 15 mm and width of 400 𝝁m is 286 MPa. (b) Summary of maximum 

stresses of different diameters of circular hinge structure with different width.  
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The spring constant for the circular hinge can be calculated by using Castigliano’s 

Theorem,  

𝛿 =
𝜕𝑈

𝜕𝐹
 (4.1) 

where 𝛿 is the displacement of the point of application of force F, and U is strain energy. 

Due the symmetry, the hinge structure can be simplified as the beam shown in Figure 

4.4(a) with the force applied on the arm structure. Since the ratio of radius-of-curvature, 

R, and thickens of the hinge beam, h, is larger than 10 (R/h > 10). Only the moment is 

considered. The moment from AB (Figure 4.4(b)) is 

𝑀𝐴𝐵 = 𝐹𝑥 (4.2) 

and the moment from BC (Figure 4.4(c)) is 

𝑀𝐵𝐶 = 𝐹𝐿 + 𝐹𝑅(1 − 𝑐𝑜𝑠𝜃⁡) (4.3) 

The total strain energy from the moment can be written as  

𝑈 = 𝑈𝐴𝐵 + 𝑈𝐵𝐶 = ∫
𝑀𝐴𝐵

2

2𝐸𝐼𝑎𝑟𝑚

𝐿

0

𝑑𝑥 + ∫
𝑀𝐵𝐶

2

2𝐸𝐼ℎ𝑖𝑛𝑔𝑒

0.94𝜋

0

𝑅𝑑𝜃 (4.4) 

From Equation (4.2)-(4.4), we can obtain the displacement in Equation (4.1) as  

𝛿 = ∫𝐹𝑥
𝑥

𝐸𝐼𝑎𝑟𝑚
𝑑𝑥 +

𝐿

0

∫ (𝐹𝐿 + 𝐹𝑅(1 − 𝑐𝑜𝑠𝜃)
(𝐿 + 𝑅(1 − 𝑐𝑜𝑠𝜃))

2𝐸𝐼ℎ𝑖𝑛𝑔𝑒

0.94𝜋

0

𝑅𝑑𝜃 (4.5) 
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Figure 4.4: (a) Simplified half circular hinge structure. The force is applied at 

distance L away from the hinge (the location of the tweezer arm). The ratio of 

radius-of-curvature and thickness of the hinge is 18.75. (b) The moment from A to 

B. (c) The moment from B to C.  
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Figure 4.5: Spring constant measurement results and curve fit. The spring constant 

for the radius of 8 mm and width of 400 𝝁m is 9 N/m. The measured results is 

closely matched to the model estimated value (Equation 4.3), 9.33 N/m.  
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The final expression for the displacement is  

𝛿 =
𝐹

𝐸𝐼𝑎𝑟𝑚
(
𝐿3

3
) +

𝐹

𝐸𝐼ℎ𝑖𝑛𝑔𝑒
(1.48𝐿2𝑅 + 5.52𝐿𝑅2 + 1.95𝑅3) (4.6) 

The spring constant can be calculated from F/𝛿. For the tweezer structure with hinge 

radius of 16 mm and with of 400 𝜇m, and arm with length of 21 mm and thickness of 1 

mm. The spring constant is calculated as 9.33 N/m. The value is very close to the 

measurement results, 9 N/m (Figure 4.5). This is sufficient for human tweezing motion 

compared to the regular stainless steel tweezer spring constant is in the range of 30-40 

N/m.  

Four polysilicon piezoresistors in Wheatstone configuration is integrated along with 

the hinge structure as displacement sensor (Figure 4.2(c)). By monitoring the stress 

along the hinge structure during the tweezing motion, the displacement of the tweezer 

can be measured. A 4 mm by 4 mm square structure with 1 mm width connection 

structure is designed as an electrical interface for the displacement sensors and wire 

bonding area. A hole with 750 𝜇m radius on the square platform is designed for 

alignment during assembly.  

Legs and arms: The leg with a width of 1 mm carried interconnects from the 

microprobes to the tweezing-arm for the electronic interface. At the same time, a set of 

stopper structure was designed to confine the motion of the tweezer avoiding crashing 

of the probe tips on opposing sides (Figure 4.2(b)). 

Microprobe design: Two types of microprobe geometries with a thickness of 200 

µm are designed to measure indentation force (rounded probe) and insertion force (sharp 

probe) (Figure 4.2(d)). Polysilicon strain gauges were integrated at the junction of the 

leg and the microprobe to measure the longitudinal and flexural strain due to tissue 
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contact. The sharp probe is designed to penetrate tissue; it includes strain gauges in half 

Wheatstone bridge configuration for the insertion force monitoring. On the other hand, 

the rounded probe is designed not to penetrate but to compress tissue. It includes a set 

of strain gauge in single balanced Wheatstone bridge configuration for indentation force 

measurement. Four platinum electrodes were also co-fabricated into the sharp probe to 

measure electrical impedance. Total of six indentation probe and two insertion probe 

were integrated at the end of each tweezer legs. Simultaneous measurements of tissue 

stiffness, insertion force and electrical impedance at different points provide fast 

measurement in time critical surgeries. 

4.2.2 Fabrication process flow 

The fabrication process is similar to the ultrasonic neural probe as described in 

Chapter 2.4.2. Briefly, polysilicon strain gauge resistors are realized by LPCVD 

polysilicon film implanted with boron at a dose of 2×1015 ions/cm2 at 100 keV. The 

resistors are electrically contacted with aluminum alloy (Al + 1% silicon) metal lines. 

Insulating PECVD silicon nitride is deposited, followed by platinum evaporation to 

define electrode sites. Two step, front-side and back-side, DRIE etching is used to 

release the device from the wafer. The front side etching defines the tweezer structure 

and thickness of microprobes and the back-side etching release the entire structure. A 

polymer coating, Proteck SR-25 is spun on the front-side to protect features during the 

back-side etching process.  

4.2.3 Device assembly 

The fabricated silicon tweezer device is placed on a 3D printed plastic package. The 

silicon/plastic composite structure increased the out-of-plane rigidity. The Young’s 

modulus of the plastic material is 3091.7 MPa, and provides the 18 times more flexural 
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rigidity as silicon at a thickness of 5 mm. To further enhance the out-of-plane rigidity, 

a z-direction motion confined structure is also designed in the 3D printed package to 

further limit the z-direction motion (Figure 4.6(a)). The plastic package can also provide 

the robustness during tweezer operation as human hands will find it easier to manipulate 

a plastic surface as opposed directly contacting the silicon surface. A PCB affixed on 

the on the top of 3D printed package hinge area interfacing the displacement sensors 

and two flexible cables is used to interfacing sensors from the microprobe. An 

assembled tweezer is shown in Figure 4.6(b). 

4.3 Experimental Results 

The experimental setup is shown in Figure 4.7(a). The silicon tweezer is attached 

on a 3D printed holder with the custom printed circuit board (PCB) and flexible cable. 

Tissue sample is placed between two tweezer legs. One side of the arm is fixed while 

the other size of the arm is moved by a high precision micromanipulator (MP285, Sutter 

Instrument) with 0.2 µm resolution for motion control. Strain gauge signals of the 

insertion force, indentation force and displacement from the microprobe and silicon 

hinge are amplified through a four channel instrumental amplifier (EX-400, Dagan) 

with a gain of 500 and continuously monitored during the tweezing motion. 

Two different fish (tuna and salmon) tissue samples were used due to similarity to 

clinical tissue. Two different tissue freshness, fresh (from the market) and non-fresh 

(stored for 3 days in 4℃), were performed with a total of ten tests on measuring different 

tissue properties. The tissue electrical impedance is measured by using impedance 

analyzer (HP4194A) through the platinum electrodes located on the sharp probe. Total 

twenty sets of impedance data are collected in air and tissue. All data is collected by a 

data acquisition system (USB-6259, National Instrument) to a host computer and 

processed by MATLAB program. An example data set for insertion force, indentation  
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Figure 4.6: (a) 3D printed package for the tweezer device. An extended platform 

on the top of the tweezer is used for holding hinge PCB. Two through holes at the 

arm location is used for installing flexible cables. A z-axis limit structure between 

two legs is designed to increase the out-of-plane rigidity. (b) Picture of assembled 

silicon tweezer with two flexible cable interfacing microprobes and one hinge PCB 

for interfacing the displacement sensor on the hinge structure.  
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Figure 4.7: (a) Picture of the experimental setup. Tissue sample is held between 

two legs of the tweezer. One side of the tweezer is fixed while the other side of the 

tweezer is tweezed by a motorized micromanipulator. (b) Example data set for the 

insertion force, indentation force, and displacement sensor. The insertion force 

signal raise prior then the indentation force is due to the length of the insertion 

probe is longer than the indentation probe. (c) Example data set for tissue electrical 

impedance measurement with frequency range from 100 Hz to 1 MHz.  
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force and hinge displacement is shown in (Figure 4.7(b)) The insertion signal raise prior 

then the indentation force is due to the length of the insertion probe is longer than the 

indentation probe. The electrical impedance difference between tissue and air is shown 

in (Figure 4.7(c)). 

4.3.1 Bioimpedance measurement results 

Tissue electrical impedance is a function of its structure, and it can be used to 

differentiate normal and cancerous tissues in a variety of organs, including breast, 

cervix, skin, bladder and prostate [98]. Biological tissue structure exhibit two 

electrically conducting compartments, the extra- and intracellular spaces separated by 

insulating membranes. The conduction of electric current through such a structure is 

highly frequency dependent [99]. The conductivity reflects the conduction properties of 

the tissue. Therefore, the tissue impedance spectrum in the frequency ranges up to about 

1MHz reflects the properties of the structures. This frequency-dependent relationship 

between impedance (Z), conductivity (𝜎) and relative permittivity (𝜀𝑟) is given by the 

expression [100] 

𝑍 = 𝑍′ + 𝑗𝜔𝑍′′ = 1/(𝜎 + 𝑗𝜔𝜀0𝜀𝑟) (4.7) 

where Z is the total impedance, 𝑍′ and 𝑍′′ are the real and imaginary components of Z 

respectively, 𝜔 is the radial frequency, and 𝜀0 is the permittivity of free space. The total 

impedance for two different fish tissue sample are measured under seven frequency, 

range from 100 Hz to 1 MHz (Figure 4.8). At low frequencies of applied electric field, 

the membrane is highly resistant and, a low electric current will travel in the 

extracellular fluid surrounding the cells, hence the impedance is very high. As the 

frequency increases, this impedance decreases as the resistance drops due to its 

predominate capacitive behavior. At very high frequency, since 𝑍′′=Xc=1/2𝜋fC and 𝑍′ 
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is very small, the membrane impedance approaches zero and the membranes appear as 

a short circuit; the electric filed lines pass more uniformly through the tissue structure 

as the impedance decreases towards its minimum value [101], [102]. An equivalent 

circuit model is used to model the behavior (Figure 4.9), where Ca is the capacitor 

modeling the intracellular bilayer membranes, Ra is the modeling of the electrolyte 

between membrane structures and Rp represents the resistance of the dc-path across the 

extracellular environment. Tuna has 22.8 % higher total impedance than salmon while 

fresh at 1 kHz. After three days, the impedance for both tuna and salmon decreased. The 

decrease in impedance is due to the increase spoilage caused by micro-organisms or 

enzymes, the concentration of dissolved ionic metabolic products would increase, 

resulting in an increase in conductivity, or a decrease in system impedance. The similar 

results had been shown in the different studies [103]–[105].  

4.3.2 Tissue Young’s modulus results 

To measure the elastic properties of the tissue, applied force and indentation 

deformation are required to be measured simultaneously. In this design, the force can 

be measured by the integrated strain gauge in the round shape probe, and the distance 

of deformation can be measured through strain gauge integrated on the hinge. The hinge 

displacement sensor was characterized under a motorized micromanipulator with 20 

nm resolution. Figure 4.10 shows the output voltage signal from strain gauge versus 

displacement in both compressing (blue line) and relaxing (red line) direction. Linear 

curve fitting (green line) is performed for the displacement function. The results indicate 

that there is no hysteresis between the direction of motion, and the sensitivity of the 

hinge displacement sensor is 101.2 µV/µm with a noise equivalent displacement of 41.8 

fm. The force can be measured by the integrated strain gauge from the round shape  
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Figure 4.8: Tissue impedance measurement with two different tissue sample under 

different freshness.  

 

Figure 4.9: Equivalent circuit model for biological tissue impedance. Ca is the 

capacitor modeling the intracellular bilayer membranes, Ra is the modeling of the 

electrolyte between membrane structures and Rp represents the resistance of the 

dc path across the extracellular environment. 
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Figure 4.10: Hinge displacement sensor output of different direction of motion, 

compress (blue line) and relax (red line) versus the travel distance from the 

motorized micromanipulator. From the linear curve fitting (green dot line), we 

obtain a sensitivity of 101.2 µV/µm from the hinge displacement sensor. 

probe. The round shape microprobe will indent tissue longitudinally during tweezing 

motion. The force can be expressed as [87] 

𝐹 =
4

3

𝐸𝑡𝑖𝑠𝑠𝑢𝑒
1 − 𝑣2

𝛿
3
2𝑅

1
2⁡ (4.8) 

where Etissue is the tissue Young’s modulus, δ is the displacement, υ is the Poisson’s ratio 

(0.5 [106]), and R is the radius of the sphere indenter (250 𝜇m). The tissue Young’s 

modulus can further be expressed as  
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𝐸𝑡𝑖𝑠𝑠𝑢𝑒 =
2 ∙ 𝑉𝑜𝑢𝑡

𝑉𝑏𝑟𝑖𝑑𝑔𝑒 ∙ 𝐺𝐹
∙ 𝐴 ∙ 𝐸𝑠𝑖𝑙𝑙𝑖𝑐𝑜𝑛 ∙

3

4
(1 − 𝑣2)𝛿−

3
2𝑅−

1
2 (4.9) 

where Vout is the voltage output from the Wheatstone bridge, Vbridge is the voltage across 

the bridge (3V), GF is gauge factor of the polysilicon piezoresistor (10), A is the contact 

area of the probe to tissue (2×10-9 m2), , and Esilicon is the silicon Young’s modulus (169 

GPa). Two different fish tissue with different freshness sample is tested, and the 

Young’s modulus is shown in (Figure 4.11). The tuna has 26.6 % higher Young’s 

modulus than salmon while fresh. When freshness goes down, the tissue Young’s 

modulus decreases by 56.85 % and 46.61 % for salmon and tuna, respectively. The 

decrease in the Young’s modulus is due to the spoilage. 

4.3.3 Tissue insertion force results 

The insertion force is measured by the sharp probe with polysilicon resistors in half 

bridge configuration. Since the sharp probe geometry is as same as the ultrasonic neural 

probe, for the half bridge configuration the piezoresistor force sensitivity is half of 

sensitivity described in Chapter 2.3, 70 V/N. The insertion force for the two different 

fish tissue and freshness sample is shown in Figure 4.12. The insertion force for fresh 

tuna is 38.47 % higher than fresh salmon. Interestingly, the insertion force increases by 

29.13 % for the non-fresh tuna, but stay approximately the same for non-fresh salmon. 

4.4 Conclusion and future directions 

Given all these measurement results, we can see tuna had higher Young’s modulus, 

insertion force, and electrical impedance than salmon. Interestingly, these parameters 

can also identify tissue freshness; the fresh tissue tends to have lower Young’s modulus, 

but higher insertion force, and impedance. A three-dimensional cluster plot for four  
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Figure 4.11: Young’s modulus measurement of two different tissue sample with 

two different freshness 

 

Figure 4.12: Insertion force measurement of two different tissue sample with two 

different freshness.  



 

112 

 

 

Figure 4.13: 3D cluster plot for multimodal tissue properties for two different 

tissue sample with two different freshness. 

different tissue samples is shown in Figure 4.13, demonstrating tissue type and age 

determination.  

In this chapter, we present a silicon tweezer that can be used for measuring multiple 

tissue property, and for the first time using polysilicon strain gauges for displacement 

measurement. The silicon tweezer structure can perform tweezing motion without 

silicon fracture, and the displacement can be monitored by the displacement sensor 

integrated on the hinge. We also report for the first time, simultaneous measurement of 

tissue Young’s modulus, insertion force, and electrical impedance, to distinguish 
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different tissue type and changes in tissue types after aging. Two different types of 

microprobes with different penetration force versus distance are designed to measure 

indentation and insertion. Two platinum electrodes are integrated on insertion probes 

for electrical impedance measurement. This device can potentially provide more 

information for surgeons during the surgery operation. 

In the future, more various tissue samples, especially cancerous versus benign tissue, 

should be investigated. For the multimodal tissue characterization tweezer platform, an 

algorithm can be developed based on the measurement for narrowing down the patient-

specific criteria to further provide more accurate assay results. A miniaturized recording 

and wireless transmitting system can be developed toward a more probable device 

during the surgery operation. 
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CHAPTER 5  

ULTRASONIC VISCOMETER WITH INTEGRATED DEPTH MEASUREMENT  

5.1 Introduction 

Measurement of fluid viscosity has played a significant role in both industrial and 

medical applications to monitor state of industrial fluids such as intermediate chemical 

products of food and chemical industries, and biological fluids such as blood. 

Miniaturized liquid sensors are critical devices for quality control and condition 

monitoring when sample sizes are small, or when sensing need to be done in the field. 

Conventional laboratory equipment to measure viscosity, for example, capillary tubes, 

rotating and falling ball or needle viscometers, can measure viscosity at a specified 

constant shear rate. However, these devices often cannot be used in applications 

constrained by cost, space, and portability requirements. Moreover, measurements from 

existing devices often involve manual labor and require large sample volume. In the 

case of viscosity and density sensing, microacoustic wave sensors, such as piezoelectric 

crystals and electroceramics have been used extensively for the measurement of fluid 

viscosity. The physical properties of the fluid can be extracted from the shift in the 

resonant frequency, the quality factor and the vibration amplitude of a resonator. Quartz 

thickness shear mode (TSM) resonators [107], [108] and surface acoustic wave (SAW) 

devices [109] have proved particularly useful alternatives to the traditional viscometers 

[110]. However, these devices measure viscosity at comparatively high frequencies at 

small vibration amplitudes. The high frequency of operation limits these devices to the 

measurement of thin liquid layers, owing to the low shear viscous depth and smaller 

bulk absorption depth. The depth of penetration can be express as  
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𝛿 = √
2𝜇

𝜔𝜌
 (5.1) 

where 𝜇 is the viscosity, 𝜔 is the angular oscillation frequency and 𝜌 is the fluid density. 

The penetration of depth of water in 1 MHz is only 0.4 𝜇m. These parameters are often 

not accurately comparable to the macroscopic parameters probed by conventional 

viscometers operating at 1-100 Hz in liquid. For example for liquids such as emulsions, 

it had also been shown that microacoustic device may not be sufficient to detect 

rheological effect that are present only on the macroscopic scale [111].  

Micromachined vibrating structures, such as miniaturized cantilever-based devices 

[112] offer an alternative for non-Newtonian and complex liquids with a lower 

resonance frequency and higher vibration amplitudes. Microcantilevers commonly used 

in atomic force microscopy [113] have been successfully used as liquid viscometers. 

They allow for simultaneous measurement of viscosity and mass density of the liquid, 

require sample volumes of less than one nanoliter [114]. However, the optical readout 

is needed to measure vibration amplitude of the cantilever beam. Strong deterioration 

of the quality factor while immersed in the liquid due to high-dissipative effects limited 

the measurement range to low viscous fluids. In other works, micromachined cantilevers 

and double clamped beams driving by Lorentz force [115], or by the piezoelectric effect 

[116] have been utilized as liquid property sensors, and the feasibility of these sensors 

has been demonstrated for viscosities in the range up to several Pa·s. Optical techniques 

derived from the damping of an immersed vibrating structures, such as micropipette and 

optical fiber, have also been used for fluid viscosity measurement [117]. 

Another challenge in viscosity measurement with a probe is the precise immersion 

depth control, which directly controls the change in the variable being measured. The  
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Table 5.1: Summary of depth of penetration (𝜹) of different viscous liquid sample 

under different operation frequency 

Sample 𝛿 @ 100kHz 𝛿 @ 300kHz 𝛿 @ 450kHz 

Honey 33.5 𝜇m 19.33 𝜇m 15.8 𝜇m 

AK350 silicon oil 26.7 𝜇m 15.4 𝜇m 12.6 𝜇m 

AK150 silicon oil 14.6 𝜇m 8.45 𝜇m 6.90 𝜇m 

Ethylene Glycols 5.34 𝜇m 3.08 𝜇m 2.52 𝜇m 

Milk 2.15 𝜇m 1.24 𝜇m 1.01 𝜇m 

Blood 2.12 𝜇m 1.23 𝜇m 1.00 𝜇m 

Water 1.26 𝜇m 0.72 𝜇m 0.59 𝜇m 

 

depth control limits the measurement accuracy as cumbersome optical systems are 

needed to measure the depth of insertion. For handheld portable viscosity measurements, 

such as those for biomedical sample testing, one needs to be able to measure the 

viscosity where the complete insertion of the probe may not be possible, due to the need 

to measure quickly or the need to measure in volumes in which the depth is varying. 

This is case when one needs to measure viscosity of a liquid in a droplet with unknown 

or variable volume. Here we demonstrate a viscometer that can measure fluid viscosity 

by monitoring the fluid damping effect on immersed vibrating silicon microprobes 

integrated with polysilicon strain gauge while keeping track of the depth of insertion. 

Silicon ultrasonic horn actuators have been reported previously for exciting flexural 

vibration mode in microprobes integrated at the tip of the horn and used as a viscometer 

[28], [118].  

In this chapter, a similar ultrasonic microprobe was fabricated with piezoresistive 

strain gauges integrated on the microprobe to measure its vibration amplitude. The 
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silicon cantilever beam is actuated at its λ/2 longitudinal resonance, 95 kHz. From 

Equation (5.1), the shear viscous depth of penetration of the device operating at couple 

hundred of kHz with different viscous liquid is summarized in Table 5.1. The damping 

in the vibration of the microprobe is quantified by the strain gauge when immersed in 

viscous reference standard solutions with different viscosities. Device design, 

fabrication, and characterization 

5.1.1 Structure design  

The ultrasonic viscometer is comprised of 1) a silicon beam structure, 2) polysilicon 

piezoresistors and 3) pores array along the silicon beam structure (Figure 5.1(a)-(c)). 

Silicon beam: The beam (2.5 × 50 × 0.5 mm3) is designed to drive at its half-

wavelength resonance frequency by PZT. This mode excited by the actuator are a 

combination of surface motion generating the shear strain in liquid and an out-of-plane 

motion drive bulk mode into the liquid. From finite element simulation (Figure 5.2), a 

half-wavelength longitudinal resonance frequency of 94.8 kHz is expected, which is 

close to the impedance analyzer (HP4194A) measurement on the fabricated device (95.2 

kHz).  

Polysilicon piezoresistors: To monitor the vibration amplitude damping of the 

device while immersing into viscous liquids. Four sets of polysilicon piezoresistor strain 

gauges are integrated for the vibration amplitude sensing. In each set strain gauge, two 

polysilicon resistors (passive) are positioned perpendicular to the longitudinal mode 

direction that sense less strain at the longitudinal mode while the other two 

piezoresistors (active) are positioned in parallel to maximize the strain (Figure 5.3(a)). 

The output voltage of the strain gauge, 𝑉𝑜𝑢𝑡 can be written as a function of the stain.  
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Figure 5.1: Ultrasonic viscometer with integrated depth sensors. (a) Layout view 

of the viscometer, (b) integrated polysilicon piezoresistor strain gauge in 

Wheatstone bridge configuration, (c) pores structure on the cantilever beam, and 

(d) optical photos of assembled device. 
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Figure 5.2: (a) COMSOL simulation on longitudinal mode at 94.78 kHz. (b) Motion 

impedance simulation versus measurement results. 

𝑉𝑜𝑢𝑡 = 𝑉𝑏𝑟𝑖𝑑𝑔𝑒 ∙
𝛥𝑅

2𝑅
= 𝑉𝑏𝑟𝑖𝑑𝑔𝑒 ∙

𝐺𝐹 ∙ 𝜀

2
 (5.2) 

where Vbridge is the bridge exciting voltage, GF is the gauge factor of the piezoresistor, 

and 𝜀 is the strain. In order to maximize the sensitivity, strain gauges are placed across 

the beam in the maximum strain of the silicon at longitudinal mode (Figure 5.3(b)). Four  
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Figure 5.3: (a) Polysilicon piezoresistor in Wheatstone bridge configuration. (b) 

Strain gauges are placed on the maximum strain along with the silicon beam 

structure.  
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sets of strain gauges are used to differentially measure strain to subtract common mode 

shift in strain due to temperature and electromagnetic noises.  

Pores array: Two rows of 700 𝜇m pores are used as immersion depth indicator by 

manipulating the contact area while moving into the liquid. The total contact area 

(Figure 5.4) can be expressed as 𝐴(𝑧) = 𝐴0 + (𝐴𝑛 + 𝐴′(𝑧)), 𝑛 = 1,2,3…, where z is 

the direction along the cantilever beam, A0 is the initial area, 𝐴′(𝑧) is the area with pores 

and n is the number of segment. Area with pores can be express as  

𝐴′(𝑧) = 𝑤𝑧 + 𝑧ℎ − 2ℎ [
𝑟2

2
(
2 𝑐𝑜𝑠−1 (𝑟 −

𝑧
𝑟)𝜋

180𝑜⁡
) − 𝑠𝑖𝑛⁡(2 𝑐𝑜𝑠−1 (𝑟 −

𝑧

𝑟
)] (5.3) 

where 𝑤 is the width of the cantilever beam, h is the thickness of the cantilever beam 

and 𝑟 is the radius of the pore. Figure 5.4 shows the total contact area versus immersion 

depth between pores design (red line) and non-pores design (blue line). Reduced contact 

area will cause reduced damping of the silicon structure and create discrete jumps in the 

transducer amplitude upon immersion in liquid. These discrete jumps cause steps in the 

transducer amplitude, due to increasing the sensor-liquid contact area in stepwise 

fashion, which can provide the immersion depth and liquid viscosity information 

simultaneously. The profile of transducer amplitude can also be used to estimate the 

speed of insertion into the liquid. 

5.1.2 Fabrication process flows and device assembly 

A silicon beam (2.5 × 50 × 0.5 mm3) is fabricated from a 500 𝜇m thick silicon 

wafer using through wafer DRIE dry-etching with standard Bosch process. Two rows 

of 700 𝜇m diameter pores are co-fabricated at the same time. Four polysilicon resistors 

arranged in single balanced Wheatstone bridge configuration are integrated on the  
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Figure 5.4: Contact area versus immersion depth between pores and non-pores 

design.  

 

Figure 5.5: Fabrication process flows (Process cross section)  
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surface of the beam. The fabrication of the ultrasonic viscometer is similar to the 

ultrasonic neural probe and silicon tweezer described in the previous chapters. Briefly, 

polysilicon strain gauge resistors are realized by LPCVD polysilicon implanted with 

boron at a dose of 2×1015 ions/cm2 at 100 keV. The resistors are electrically contacted 

with aluminum alloy (Al + 1% silicon) metal lines. PECVD nitride is deposited as an 

insulation layer. During the through wafer etching, a polymer coating Protek SR-25 is 

spun to protect the front side features. The fabrication process cross section is shown in 

(Figure 5.5). One Lead Zirconate Titanate Oxide (PZT-4H) piezoelectric plate (17.48 × 

3.2 × 0.5 mm3) is affixed to the zero-displacement nodes of the longitudinal mode shape. 

The PZT/silicon actuator is then adhesively bonded to a PCB, and the contact metal 

pads on the actuator are wire-bonded to the PCB (Figure 5.1(d)). 

5.2 Experimental results 

The ultrasonic viscometer is affixed on a precision motorized micromanipulator 

(MP285, Sutter Instrument) with 0.2 𝜇m resolution for motion control. To drive the 

device at correct longitudinal resonance frequency, PZT motional current is monitored 

periodically with an impedance analyzer (HP4194A) to track the frequency variation 

throughout each experiment. A function generator with a piezo amplifier, gain of 20, 

are used to drive the ultrasonic viscometer at the frequency measured by the impedance 

analyzer. Switching control system is implemented and controlled by a microcontroller 

(LPC1768) between the driving and sensing the PZT of the ultrasonic viscometer. The 

device is positioned above viscosities reference standards around 1000 𝜇m and moving 

toward the viscosities reference standards at 200 𝜇m step with velocity of 1000 𝜇m/s 

per step. The total traveling distance is 5000 µm, and the final immersion depth is 

around 4000 𝜇m. During each step, four ultrasonic induced strain signal are amplified 

through four channel instrumental amplifier (EX-400, Dagan) with gain of 500. A data  



 

124 

 

 

 

 

Figure 5.6: Block diagram of experimental setup (a) Motorized micromanipulator 

is used to control the motion of the viscometer. Function generator and piezo 

amplifier are used to drive PZT while impedance analyzer is used to sense the 

motion current of PZT to monitor the resonance frequency. Four set of strain 

signals is amplified by a differential amplifier and acquired by a data acquisition 

system and send to host PC. (b) Fast Fourier transform is performed on host PC, 

and the voltage variation is monitored at each immersion depth. 
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Figure 5.7: Example data set of strain signal under different immersion depth. 

acquisition system (USB-6259, National Instrument) is used to record the data to a host 

computer. Software demodulation is performed on the host PC using MATLAB with 

known driving frequency to extract the voltage. The experiment setup is shown in 

(Figure 5.6).  

Three different viscosity reference standard are tested: N2, N10 and S20 (Cannon 

Instrument), with dynamic viscosity of 2.0, 16, and 29 mPa·s, respectively, at 25ºC. A 

temperature control bath is used to maintain temperature during the experiment. 

However, the absorption loss from the viscous loss can still cause an increase in liquid 

temperature due to the relative motion from the microprobe surface and viscosity 

reference standard. The increased temperature can be estimated from Navier-Stokes 

equation 
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𝜌 (
𝜕𝑢

𝜕𝑡
+ 𝑢 ∙ 𝛻𝑢) = ⁡−𝛻𝑝 + 𝜂 ∙ 𝛻2𝑢 + 𝑓 (5.4) 

where 𝜌 is density of medium, u is the velocity of ultrasonic vibration, p is the pressure, 

𝜂 is the viscosity coefficient, and f is the external force. Assuming external force and 

pressure gradient are not presented, and the medium is incompressible. Equation (5.4) 

can be simplified as  

𝜌
𝜕𝑢

𝜕𝑡
= 𝜂

𝜕2𝑢

𝜕𝑧2
 (5.5) 

The velocity of ultrasonic vibration can be written as  

𝑢 = 𝑢0𝑒
𝑧
𝛿𝑒𝑗𝜔𝑡 (5.6) 

where u0 is the amplitude of the vibration. Substituting Equation (5.6) into Equation 

(5.5), we can get the following expression 

𝜌𝑗𝜔 =
𝜂

𝛿2
 (5.7) 

Rearranging (5.7), 𝛿 can be expressed as  

𝛿 =
√2

1 + 𝑗
√
𝜂

𝑗𝜔
 (5.8) 

From Equation (5.8), Equation (5.6) can be rewritten as  
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𝑢 = ⁡𝑢0𝑒

−
𝑧(1+𝑗)

√
2𝜂
𝜌𝜔 𝑒𝑗𝜔𝑡 = 𝑢0𝑒

−
𝑧
𝛿0𝑒

𝑗(𝜔𝑡−
𝑧
𝛿0
)
 

𝛿0 =⁡√
2𝜂

𝜌𝜔
 

(5.9) 

where 𝛿0 is the viscous penetration depth, the acoustic boundary layer thickness. The 

mechanical power loss into medium can express as force, F, times, velocity, u. The force 

can be written as  

𝐹 = 𝑊 ∙ 𝐿 ∙ ∫ 𝜂
𝜕2𝑢

𝜕𝑧2
𝑑𝑧 = 𝑊 ∙ 𝐿 ∙ 𝜂 ∙

𝜕𝑢

𝜕𝑧
⁡ (5.10) 

where W and L are the dimensions of the microprobe, and the integral of the shear stress 

is from the surface (𝑧 = 0)⁡to infinity. From Equation (5.10), the total mechanical power 

loss (force times velocity) into medium can be estimated as 

𝑃 = 𝐹 ∙ 𝑢 = ⁡𝑊 ∙ 𝐿 ∙ 𝜂 ∙
𝜕𝑢

𝜕𝑧
∙ 𝑢 ≅ 𝑊 ∙ 𝐿 ∙

𝜂

𝛿0
∙ 𝑢2 (5.11) 

The one-dimension thermal diffusion equation for constant 𝜅, 𝜌, and 𝑐𝑝 (thermal 

conductivity, density and specific heat) can be expressed as  

𝜕𝑇

𝜕𝑡
= 𝛼

𝜕2𝑇

𝜕𝑥2
 (5.12) 

where 𝛼 is the thermal diffusivity 𝛼 = 𝜅⁡/⁡(𝜌 ∙ 𝑐𝑝). Since the thermal conductivity of 

silicon microprobe, 130 𝑊/(𝑚 ∙ 𝐾) is three order of magnitude higher than the silicon 
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oil viscous standard, between 0.1 to 0.15 𝑊/(𝑚 ∙ 𝐾). Most of the heat will conduct to 

the silicon microprobe. The steady state temperature variation, Δ𝑇 , of silicon 

microprobe can be estimated as 

Δ𝑇 =
𝑃′

𝑀 ∙ 𝑐𝑝
 (5.13) 

where 𝑃′ is the total energy loss of the probe, M is the mass of immersed silicon probe 

and cp is the specific heat capacity of silicon, 710 𝐽/(𝑘𝑔 ∙ 𝐾) . The steady state 

temperature of three different viscous standards, N2, N10, and S20, are 0.06℃, 0.17℃, 

and 0.22℃, respectively. Solving Equation (5.12) with constant surface temperature 

boundary condition, T(0,t) = Ts, we can obtain the temporal temperature profile in a 

semi-infinite domain as [119] 

𝑇(𝑥, 𝑡) = 𝑇∞ + (𝑇∞ − 𝑇𝑠) erf (
𝑥

2√𝛼𝑡
) (5.14) 

Figure 5.8 shows the temperature profiles for the three different viscous standard (2, 

16, and 29 mPa ∙ s) after thirty seconds of operation time period. The maximum 

temperature increase is in the range of 0.06 ℃ to 0.22 ℃.  

Total fifteen experiments are performed, each reference standard is repeated five 

times using the same device. Between each experiment, the probe went through a 

cleaning procedure (10 mins of Acetone sonication bath follow by two 10 mins of 

isopropyl alcohol (IPA) sonication bath) to ensure there is no residue on the probe. An 

example data set (voltage difference between air and viscous fluid) of the measurement 

is shown in (Figure 5.7). When the device is in the air, the voltage difference is constant. 

Once the microprobe contacts the viscous standard reference, a dramatic change is  
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Figure 5.8: The temperature profile of three different viscous standard under 30 

seconds of operation time period. 

observed (point A). This is because vibration amplitude is reduced from fluid damping. 

While immersing through the pore structure, the signal difference increased very 

slightly (point B and D) due to reduced contact area. A small jump of the voltage 

difference is observed when the liquid experience increased contact area (point C). 

These voltage steps from the strain gauge signal can be used as an immersion depth 

indicator.  

A lumped spring-mass-damper model of the viscometer leads to the motion of the 

device as  

𝑢 =

𝑓
𝑘

(1 − (
𝜔
𝜔0

)
2
) +

𝑗𝜔𝜂⁡
𝑘

 (5.15) 
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where 𝑢 is the displacement of the device, f is the force, k is the spring constant, 𝜔0 is 

the resonance frequency, 𝜔 is the operation frequency, and 𝜂 is the damping terms. The 

damping includes damping from viscous liquid, air and adhesive between PZT and 

silicon structure. The damping can be expressed and simplified as  

𝜂 = 𝜂𝑣𝑖𝑠𝑐𝑜𝑢𝑠⁡𝑙𝑖𝑞𝑢𝑖𝑑 + 𝜂𝑎𝑖𝑟 + 𝜂𝑎𝑑ℎ𝑒𝑠𝑖𝑣𝑒 +⋯ = 𝜂(𝑧) + 𝜂′ (5.16) 

where 𝜂(𝑧) is the damping from the viscous liquid, a function of the immersion depth 

and 𝜂′ is damping from all other sources which is not a function of immersion depth. 

The quality factor of the resonator is 𝑄 = 𝑚𝜔0/𝜂, and from Equation (5.16), Equation 

(5.15) can be rewritten as  

𝑢 =

𝑓
𝑘

(1 − (
𝜔
𝜔0

)
2
) +

𝑗𝜔
𝑄(𝑧)𝜔0

+
𝑗𝜔
𝑄′

 (5.17) 

While operating at resonance frequency, Equation (5.17) can be expressed as a 

function of quality factor: 𝑢 = ℬ(𝑄(𝑧) + 𝑄′), where 𝑄(𝑧) is inversely proportional to 

the contact area, 𝐴(𝑧) and the fluid viscosity, 𝜇 , (𝑄(𝑧) ∝ 1/(𝐴(𝑧)𝜇)⁡). The output 

voltage, Vout, from the strain gauges at different immersion depths, z1 and z2, can be 

expressed as  

𝑉𝑜𝑢𝑡|𝑧1 =
𝛤

𝜇

1

𝐴(𝑧1)
+
𝛤

𝜇
𝑄′ =

𝛤

𝜇

1

𝐴(𝑧1)
+ 𝑉0 

𝑉𝑜𝑢𝑡|𝑧2 =
𝛤

𝜇

1

𝐴(𝑧2)
+
𝛤

𝜇
𝑄′ =

𝛤

𝜇

1

𝐴(𝑧2)
+ 𝑉0 

(5.18) 
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where Γ⁡is a constant. By subtracting two output voltage, Δ𝑉, the fluid viscosity can be 

expressed as a function of the Δ𝑉. 

𝛥𝑉 = 𝑉𝑜𝑢𝑡|𝑧1 − 𝑉𝑜𝑢𝑡|𝑧2 =
𝛤

𝜇
⁡(

1

𝐴(𝑧1)
−

1

𝐴(𝑧2)
) (5.19) 

From equation (5.19), voltage difference (ΔV1, ΔV2, and ΔV3 in Figure 5.7) between each 

step are used to determine the fluid viscosity. Figure 5.9 shows the voltage at different 

step with different viscous reference standard. While increasing immersion depth, the 

vibration voltage decreased. The decreased voltage is proportional to the viscosity. 

Figure 5.10 shows the voltage differences between step2 and step1 versus different 

viscosity. From the vibration amplitude measured by the strain gauges, we were able to 

quantify the damping in the fluid that is proportional to the viscosity and immersion 

depth information can be extracted simultaneously. 

5.3 Conclusion and future directions 

In this chapter, we demonstrate an ultrasonically actuated silicon viscometer with 

integrated immersion depth sensor and strain gauges. We presented a microfabricated 

silicon ultrasonic sensor with integrated holes and four sets of piezoresistive strain 

gauge for viscosity measurement. The silicon beam is actuated at its λ/2 longitudinal 

resonance frequency, 95 kHz, by a PZT plate bonded at its longitudinal mode node. The 

modes excited by the actuator are a combination of surface motion generating the shear 

strain in liquids and an out-plane motion drive bulk mode into the liquid. Two rows of 

700 𝜇⁡m pores are used to create a depth dependent varying liquid sampling volume. 

The viscosity is measured by changes in the transducer strain signals upon immersion 

in liquid. Steps in the strain signal are obtained by increasing the sensor-liquid contact 

area in a non-continuous steps, which can provide the immersion depth and liquid  
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Figure 5.9: Strain gauge signal difference with various viscous reference standard 

at various steps 

 

Figure 5.10: Strain gauge signal difference of steps at different viscosity sample. 
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viscosity information simultaneously. The pure transverse mode with resonance 

frequency of 8.7 kHz is also tested, however, pores structure non-continuous step 

response did not observed. The microprobe was characterized in various bulk viscosities 

reference standards. From the vibration amplitude measured by the strain gauges, we 

were able to quantify the damping in the fluid that is proportional to the viscosity. The 

immersion depth and viscosity information from the liquid can be measured 

simultaneously. This can potentially solve a major problem of depth calibration in the 

portable application of ultrasonic viscometers.  

The viscous reference standard used in this work is a Newtonian fluid that is 

independent of the shear rate. In the future, the capability of measuring non-Newtonian 

fluid such as blood need to investigate by changing PZT actuation voltage to change 

amplitude and velocity of longitudinal (shear) vibration in the fluid.  
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CHAPTER 6 APPENDIX 

6.1 Ultrasonic horn layout generator GUI 

Matlab GUI code for generating different catenoidal horn dimensions in CIF 

(Caltech Intermediate Form) format. The GUI is shown in Figure 6.1.  

 

 

Figure 6.1: GUI for the catenoidal horn generator. 
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function varargout = UltrasonicHornGenerator_GUI_v2(varargin) 

% ULTRASONICHORNGENERATOR_GUI_V2 MATLAB code for 

UltrasonicHornGenerator_GUI_v2.fig 

%      ULTRASONICHORNGENERATOR_GUI_V2, by itself, creates a new 

ULTRASONICHORNGENERATOR_GUI_V2 or raises the existing 

%      singleton*. 

% 

%      H = ULTRASONICHORNGENERATOR_GUI_V2 returns the handle to a new 

ULTRASONICHORNGENERATOR_GUI_V2 or the handle to 

%      the existing singleton*. 

% 

%      

ULTRASONICHORNGENERATOR_GUI_V2('CALLBACK',hObject,eventData,handles,.

..) calls the local 

%      function named CALLBACK in ULTRASONICHORNGENERATOR_GUI_V2.M 

with the given input arguments. 

% 

%      ULTRASONICHORNGENERATOR_GUI_V2('Property','Value',...) creates 

a new ULTRASONICHORNGENERATOR_GUI_V2 or raises the 

%      existing singleton*.  Starting from the left, property value 

pairs are 

%      applied to the GUI before 

UltrasonicHornGenerator_GUI_v2_OpeningFcn gets called.  An 

%      unrecognized property name or invalid value makes property 

application 

%      stop.  All inputs are passed to 

UltrasonicHornGenerator_GUI_v2_OpeningFcn via varargin. 

% 

%      *See GUI Options on GUIDE's Tools menu.  Choose "GUI allows 

only one 

%      instance to run (singleton)". 

% 

% See also: GUIDE, GUIDATA, GUIHANDLES 

  

% Edit the above text to modify the response to help 

UltrasonicHornGenerator_GUI_v2 

  

% Last Modified by GUIDE v2.5 01-May-2013 12:14:19 

  

% Begin initialization code - DO NOT EDIT 

gui_Singleton = 1; 

gui_State = struct('gui_Name',       mfilename, ... 

                   'gui_Singleton',  gui_Singleton, ... 

                   'gui_OpeningFcn', 

@UltrasonicHornGenerator_GUI_v2_OpeningFcn, ... 

                   'gui_OutputFcn',  

@UltrasonicHornGenerator_GUI_v2_OutputFcn, ... 

                   'gui_LayoutFcn',  [] , ... 

                   'gui_Callback',   []); 

if nargin && ischar(varargin{1}) 

    gui_State.gui_Callback = str2func(varargin{1}); 
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end 

  

if nargout 

    [varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:}); 

else 

    gui_mainfcn(gui_State, varargin{:}); 

end 

% End initialization code - DO NOT EDIT 

  

  

% --- Executes just before UltrasonicHornGenerator_GUI_v2 is made 

visible. 

function UltrasonicHornGenerator_GUI_v2_OpeningFcn(hObject, 

eventdata, handles, varargin) 

% This function has no output args, see OutputFcn. 

% hObject    handle to figure 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

% varargin   command line arguments to UltrasonicHornGenerator_GUI_v2 

(see VARARGIN) 

  

% Choose default command line output for 

UltrasonicHornGenerator_GUI_v2 

handles.output = hObject; 

  

% Update handles structure 

guidata(hObject, handles); 

  

% UIWAIT makes UltrasonicHornGenerator_GUI_v2 wait for user response 

(see UIRESUME) 

% uiwait(handles.figure1); 

  

plot_update(hObject, eventdata, handles) 

  

  

% --- Outputs from this function are returned to the command line. 

function varargout = 

UltrasonicHornGenerator_GUI_v2_OutputFcn(hObject, eventdata, handles)  

% varargout  cell array for returning output args (see VARARGOUT); 

% hObject    handle to figure 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

  

% Get default command line output from handles structure 

varargout{1} = handles.output; 

  

  

function edit_probe_len_Callback(hObject, eventdata, handles) 

% hObject    handle to edit_probe_len (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 
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% handles    structure with handles and user data (see GUIDATA) 

  

% Hints: get(hObject,'String') returns contents of edit_probe_len as 

text 

%        str2double(get(hObject,'String')) returns contents of 

edit_probe_len as a double 

plot_update(hObject, eventdata, handles) 

  

  

% --- Executes during object creation, after setting all properties. 

function edit_probe_len_CreateFcn(hObject, eventdata, handles) 

% hObject    handle to edit_probe_len (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    empty - handles not created until after all CreateFcns 

called 

  

% Hint: edit controls usually have a white background on Windows. 

%       See ISPC and COMPUTER. 

if ispc && isequal(get(hObject,'BackgroundColor'), 

get(0,'defaultUicontrolBackgroundColor')) 

    set(hObject,'BackgroundColor','white'); 

end 

  

  

  

function edit_probe_A0_Callback(hObject, eventdata, handles) 

% hObject    handle to edit_probe_A0 (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

  

% Hints: get(hObject,'String') returns contents of edit_probe_A0 as 

text 

%        str2double(get(hObject,'String')) returns contents of 

edit_probe_A0 as a double 

plot_update(hObject, eventdata, handles) 

  

% --- Executes during object creation, after setting all properties. 

function edit_probe_A0_CreateFcn(hObject, eventdata, handles) 

% hObject    handle to edit_probe_A0 (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    empty - handles not created until after all CreateFcns 

called 

  

% Hint: edit controls usually have a white background on Windows. 

%       See ISPC and COMPUTER. 

if ispc && isequal(get(hObject,'BackgroundColor'), 

get(0,'defaultUicontrolBackgroundColor')) 

    set(hObject,'BackgroundColor','white'); 

end 
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function edit_probe_A1_Callback(hObject, eventdata, handles) 

% hObject    handle to edit_probe_A1 (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

  

% Hints: get(hObject,'String') returns contents of edit_probe_A1 as 

text 

%        str2double(get(hObject,'String')) returns contents of 

edit_probe_A1 as a double 

plot_update(hObject, eventdata, handles) 

  

  

% --- Executes during object creation, after setting all properties. 

function edit_probe_A1_CreateFcn(hObject, eventdata, handles) 

% hObject    handle to edit_probe_A1 (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    empty - handles not created until after all CreateFcns 

called 

  

% Hint: edit controls usually have a white background on Windows. 

%       See ISPC and COMPUTER. 

if ispc && isequal(get(hObject,'BackgroundColor'), 

get(0,'defaultUicontrolBackgroundColor')) 

    set(hObject,'BackgroundColor','white'); 

end 

  

  

% --- Executes on selection change in pop_layer. 

function pop_layer_Callback(hObject, eventdata, handles) 

% hObject    handle to pop_layer (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

  

% Hints: contents = cellstr(get(hObject,'String')) returns pop_layer 

contents as cell array 

%        contents{get(hObject,'Value')} returns selected item from 

pop_layer 

  

  

% --- Executes during object creation, after setting all properties. 

function pop_layer_CreateFcn(hObject, eventdata, handles) 

% hObject    handle to pop_layer (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    empty - handles not created until after all CreateFcns 

called 

  

% Hint: popupmenu controls usually have a white background on 

Windows. 
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%       See ISPC and COMPUTER. 

if ispc && isequal(get(hObject,'BackgroundColor'), 

get(0,'defaultUicontrolBackgroundColor')) 

    set(hObject,'BackgroundColor','white'); 

end 

  

  

function edit_fileName_Callback(hObject, eventdata, handles) 

% hObject    handle to edit_fileName (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

  

% Hints: get(hObject,'String') returns contents of edit_fileName as 

text 

%        str2double(get(hObject,'String')) returns contents of 

edit_fileName as a double 

  

  

% --- Executes during object creation, after setting all properties. 

function edit_fileName_CreateFcn(hObject, eventdata, handles) 

% hObject    handle to edit_fileName (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    empty - handles not created until after all CreateFcns 

called 

  

% Hint: edit controls usually have a white background on Windows. 

%       See ISPC and COMPUTER. 

if ispc && isequal(get(hObject,'BackgroundColor'), 

get(0,'defaultUicontrolBackgroundColor')) 

    set(hObject,'BackgroundColor','white'); 

end 

  

  

function edit_prong_len_Callback(hObject, eventdata, handles) 

% hObject    handle to edit_prong_len (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

  

% Hints: get(hObject,'String') returns contents of edit_prong_len as 

text 

%        str2double(get(hObject,'String')) returns contents of 

edit_prong_len as a double 

plot_update(hObject, eventdata, handles) 

  

  

% --- Executes during object creation, after setting all properties. 

function edit_prong_len_CreateFcn(hObject, eventdata, handles) 

% hObject    handle to edit_prong_len (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 
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% handles    empty - handles not created until after all CreateFcns 

called 

  

% Hint: edit controls usually have a white background on Windows. 

%       See ISPC and COMPUTER. 

if ispc && isequal(get(hObject,'BackgroundColor'), 

get(0,'defaultUicontrolBackgroundColor')) 

    set(hObject,'BackgroundColor','white'); 

end 

  

  

function edit_prong_width_Callback(hObject, eventdata, handles) 

% hObject    handle to edit_prong_width (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

  

% Hints: get(hObject,'String') returns contents of edit_prong_width 

as text 

%        str2double(get(hObject,'String')) returns contents of 

edit_prong_width as a double 

plot_update(hObject, eventdata, handles) 

  

  

% --- Executes during object creation, after setting all properties. 

function edit_prong_width_CreateFcn(hObject, eventdata, handles) 

% hObject    handle to edit_prong_width (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    empty - handles not created until after all CreateFcns 

called 

  

% Hint: edit controls usually have a white background on Windows. 

%       See ISPC and COMPUTER. 

if ispc && isequal(get(hObject,'BackgroundColor'), 

get(0,'defaultUicontrolBackgroundColor')) 

    set(hObject,'BackgroundColor','white'); 

end 

  

function edit_prong_angle_Callback(hObject, eventdata, handles) 

% hObject    handle to edit_prong_angle (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

  

% Hints: get(hObject,'String') returns contents of edit_prong_angle 

as text 

%        str2double(get(hObject,'String')) returns contents of 

edit_prong_angle as a double 

plot_update(hObject, eventdata, handles) 

  

  

% --- Executes during object creation, after setting all properties. 
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function edit_prong_angle_CreateFcn(hObject, eventdata, handles) 

% hObject    handle to edit_prong_angle (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    empty - handles not created until after all CreateFcns 

called 

  

% Hint: edit controls usually have a white background on Windows. 

%       See ISPC and COMPUTER. 

if ispc && isequal(get(hObject,'BackgroundColor'), 

get(0,'defaultUicontrolBackgroundColor')) 

    set(hObject,'BackgroundColor','white'); 

end 

  

% --- Executes on button press in pushbutton1. 

function pushbutton1_Callback(hObject, eventdata, handles) 

% hObject    handle to pushbutton1 (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

% update(hObject, eventdata, handles) 

  

  

% get parameters from GUI 

% Probe_LEN = str2num(get(handles.edit_probe_len, 'string')); 

Probe_LEN = str2double(get(handles.edit_probe_len,'String')); 

Probe_A0 = str2double(get(handles.edit_probe_A0, 'string')); 

Probe_A1 = str2double(get(handles.edit_probe_A1, 'string')); 

fileName = get(handles.edit_fileName, 'string'); 

% Obtain values from the popmemu 

% pop_list = get(handles.pop_layer, 'string'); 

% pop_val = get(handles.pop_layer, 'value'); 

% layer_name = pop_list{pop_val}; 

layer_val = get(handles.pop_layer, 'value'); 

switch layer_val 

    case 1 

        layer_name = 'CMF'; 

    case 2 

        layer_name = 'CMS'; 

end 

% contents = cellstr(get(hObject,'String')) 

  

print_layer_name = ['L ' layer_name '; \n']; 

  

s=2000; %%(SCALING: 1 CIF Unit = 1/2000 Microns); 

  

%% File start statement 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

%Writing to file and displaying graphs 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

% file = fopen('tttt.cif','w'); 

file = fopen(fileName,'w'); 

fprintf(file,'DS 1 2 40; \n'); 
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fprintf(file,'UltrasonicHorn; \n'); % Input lines in CIF file 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

  

%Define printing layers 

% fprintf(file, 'L ', layer_name, '; \n'); 

fprintf(file, print_layer_name); 

  

%% Horn Body drawing 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

%Define catenonid horn shape 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

%boxwidth: small horn (25) big horn (100) 

%boxheight: samll horn (250) big horn (1000) 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

% Probe_box_width=25;   %box width 

% Probe_box_height=250; %box height 

  

Probe_box_width=Probe_A1/10;   %box width 

Probe_box_height=Probe_A0/10; %box height 

  

%Note: for the back side, make the box hight slightly larger!! 

  

% default value 

% % % Probe_LEN=10000;  %Length of the probe 

% % % Probe_A0=2500;    %End width of the probe 

% % % Probe_A1=250;     %Tip width of the probe 

Probe_offset=Probe_A1; 

alpha=acosh(sqrt(Probe_A0/Probe_A1))/Probe_LEN;     %design parameter 

for probe 

  

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

%Define catenonid horn equation 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

x=0:Probe_box_width:Probe_LEN; 

A=Probe_A1*cosh(alpha*(Probe_LEN-x)).^2+Probe_offset; 

catenoid=A/2; 

  

for qq=1:length(catenoid)   

    %Drawing upper curve 

    fprintf(file, 

'B %10.0f %10.0f  %10.0f , %10.0f ;\n',Probe_box_width*s, 

Probe_box_height*s, x(qq)*s, catenoid(qq)*s); 

    %Drawing lower curve 

    fprintf(file, 

'B %10.0f %10.0f  %10.0f , %10.0f ;\n',Probe_box_width*s, 

Probe_box_height*s, x(qq)*s, -catenoid(qq)*s); 

end 

  

%Drawing the bottom 
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fprintf(file, 'B %10.0f %10.0f  %10.0f , %10.0f ;\n', 

Probe_box_height*s, (Probe_A0+Probe_box_height*2)*s, -

(Probe_box_height/2)*s, 0); 

  

%% Prong drawing 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

%Define prong 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

Prong_width=str2double(get(handles.edit_prong_width, 'string')); 

Prong_length=str2double(get(handles.edit_prong_len, 'string')); 

% Default values 

% Prong_width=200; 

% Prong_length=3000; 

Prong_x=0; 

Prong_y=0; 

Prong_box=Probe_A1; 

Prong_rad=Probe_offset-(Prong_width/2+Prong_box/2); 

Prong_offsetX=Probe_LEN+Prong_rad; 

Prong_offsetY=Probe_A1; 

  

% fprintf(file, 'R %10.0f  %10.0f , %10.0f ;\n',Prong_rad*2*s, 

Prong_offsetX*s, Prong_offsetY*s); 

% prong length 

% fprintf(file, 

'B %10.0f %10.0f  %10.0f , %10.0f ;\n',Prong_length*s, Prong_box*s, 

(((Prong_length)/2-Prong_rad)+Prong_offsetX)*s,(Probe_A1/2)*s); 

% plot the prong length 

fprintf(file, 'B %10.0f %10.0f  %10.0f , %10.0f ;\n',Prong_length*s, 

Prong_box*s, (Probe_LEN+Prong_length/2)*s, 

(Prong_width/2+Prong_box/2)*s); 

fprintf(file, 'B %10.0f %10.0f  %10.0f , %10.0f ;\n',Prong_length*s, 

Prong_box*s, (Probe_LEN+Prong_length/2)*s, -

(Prong_width/2+Prong_box/2)*s); 

% fill the prong with the body box 

fprintf(file, 'B %10.0f %10.0f  %10.0f , %10.0f ;\n',Prong_length*s, 

Prong_box*s, (Probe_LEN+Prong_length/2)*s, Probe_offset*s); 

fprintf(file, 'B %10.0f %10.0f  %10.0f , %10.0f ;\n',Prong_length*s, 

Prong_box*s, (Probe_LEN+Prong_length/2)*s, -Probe_offset*s); 

% fill the round with the body box 

fprintf(file, 'R %10.0f  %10.0f , %10.0f ;\n',Prong_rad*2*s, 

Probe_LEN*s, (Prong_rad+Prong_width/2)*s); 

fprintf(file, 'R %10.0f  %10.0f , %10.0f ;\n',Prong_rad*2*s, 

Probe_LEN*s, -(Prong_rad+Prong_width/2)*s); 

  

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

%Tip blade definition 

%Factors Influencing the Biocompatibility of Insertable  

%Silicon Microshafts in Cerebral Cortex, 1992 

%the tip angle should less than 20 degree 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

degree=20;  %unit in degree 
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prong_trilength=Prong_width/2/sind(degree); 

yextend=sind(20)*prong_trilength; 

xextend=cosd(20)*prong_trilength; 

% etchBond=250; 

  

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%% 

% need more work!!!! now only work for 20 degree sharpe tip 

%define the tip slop 

fprintf(file,'P');  

fprintf(file,'%10.0f , %10.0f \n', (Probe_LEN+Prong_length)*s, 

(Prong_width/2)*s); 

fprintf(file,'%10.0f , %10.0f \n', 

((Probe_LEN+Prong_length)+xextend)*s, (Prong_width/2)*s); 

fprintf(file,'%10.0f , %10.0f \n', 

((Probe_LEN+Prong_length)+xextend)*s, (Prong_width/2-yextend)*s); 

fprintf(file,'; \n'); 

  

fprintf(file,'P');  

fprintf(file,'%10.0f , %10.0f \n', (Probe_LEN+Prong_length)*s, -

(Prong_width/2)*s); 

fprintf(file,'%10.0f , %10.0f \n', 

((Probe_LEN+Prong_length)+xextend)*s, -(Prong_width/2)*s); 

fprintf(file,'%10.0f , %10.0f \n', 

((Probe_LEN+Prong_length)+xextend)*s, -(Prong_width/2-yextend)*s); 

fprintf(file,'; \n'); 

  

%fill the tip with surroundings 

fprintf(file, 'B %10.0f %10.0f  %10.0f , %10.0f ;\n',xextend*s, 

Prong_box*s,(Probe_LEN+Prong_length+xextend/2)*s, 

(Prong_width/2+Prong_box/2)*s); 

fprintf(file, 'B %10.0f %10.0f  %10.0f , %10.0f ;\n',xextend*s, 

Prong_box*s,(Probe_LEN+Prong_length+xextend/2)*s, Probe_offset*s); 

fprintf(file, 'B %10.0f %10.0f  %10.0f , %10.0f ;\n',xextend*s, 

Prong_box*s,(Probe_LEN+Prong_length+xextend/2)*s, -

(Prong_width/2+Prong_box/2)*s); 

fprintf(file, 'B %10.0f %10.0f  %10.0f , %10.0f ;\n',xextend*s, 

Prong_box*s,(Probe_LEN+Prong_length+xextend/2)*s, -Probe_offset*s); 

  

%define the box in front of tip 

fprintf(file, 

'B %10.0f %10.0f  %10.0f , %10.0f ;\n',Probe_box_height*s,(Probe_offs

et/2+Probe_box_height)*s,(Probe_LEN+Prong_length+xextend+Probe_box_he

ight/2)*s, (Probe_offset/2+Probe_box_height)/2*s); 

fprintf(file, 

'B %10.0f %10.0f  %10.0f , %10.0f ;\n',Probe_box_height*s,(Probe_offs

et/2+Probe_box_height)*s,(Probe_LEN+Prong_length+xextend+Probe_box_he

ight/2)*s, -(Probe_offset/2+Probe_box_height)/2*s); 
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%% File Clsing statements 

fprintf(file,'DF; \n'); 

fprintf(file,'C 1;\n'); 

fprintf(file,'E \n'); 

fclose(file); 

  

  

function plot_update(hObject, eventdata, handles) 

% obtain the updated value from the edit box 

Probe_LEN = str2double(get(handles.edit_probe_len,'String')); 

Probe_A0 = str2double(get(handles.edit_probe_A0, 'string')); 

Probe_A1 = str2double(get(handles.edit_probe_A1, 'string')); 

Prong_width=str2double(get(handles.edit_prong_width, 'string')); 

Prong_length=str2double(get(handles.edit_prong_len, 'string')); 

  

% setupt the design values 

Probe_box_width=25;   %box width 

Probe_box_height=250; %box height 

Probe_offset=Probe_A1/2-Probe_box_height/2; 

alpha=acosh(sqrt(Probe_A0/Probe_A1))/Probe_LEN;     %design parameter 

for probe 

% Probe_box_width=25;   %box width 

% Probe_box_height=250; %box height 

  

%% Ploting the horn 

plot_x=0:Probe_LEN; 

plot_xaxes_min=-Probe_LEN*0.2; 

plot_xaxes_max=(Probe_LEN+Prong_length)*1.2; 

plot_yaxes_min=-Probe_A0*0.8; 

plot_yaxes_max=Probe_A0*0.8; 

% plot_A=Probe_A1*cosh(alpha*(Probe_LEN-plot_x)).^2+Probe_offset; 

plot_A=(Probe_A1*cosh(alpha*(Probe_LEN-plot_x)).^2)/2; 

plot_catenoid=plot_A; 

  

% plot_botton_line=-Probe_A0/2-

Probe_box_height/2:Probe_A0/2+Probe_box_height/2; 

plot_botton_line=-Probe_A0/2:Probe_A0/2; 

  

%plotting function for visulization 

axes(handles.axes1); 

area(plot_x, plot_catenoid,'FaceColor', 'b'); hold on; %Upper side 

area(plot_x, -plot_catenoid, 'FaceColor', 'b'); %Lower side 

plot(0, plot_botton_line, 'b'); hold off; 

xlabel('Ultrasonic Horn') 

%define the max and min axis value for axes1 

rectangle('Position',[(Probe_LEN),-

Prong_width/2,Prong_length,Prong_width], 'FaceColor', 'b') 

  

axis([plot_xaxes_min plot_xaxes_max plot_yaxes_min 

plot_yaxes_max]); %define the max and min axis value for axes1 

% rectangle('Position',[x,y,w,h]) 



 

146 

 

  

  

% --- Executes on selection change in popupmenu2. 

function popupmenu2_Callback(hObject, eventdata, handles) 

% hObject    handle to popupmenu2 (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

  

% Hints: contents = cellstr(get(hObject,'String')) returns popupmenu2 

contents as cell array 

%        contents{get(hObject,'Value')} returns selected item from 

popupmenu2 

  

  

% --- Executes during object creation, after setting all properties. 

function popupmenu2_CreateFcn(hObject, eventdata, handles) 

% hObject    handle to popupmenu2 (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    empty - handles not created until after all CreateFcns 

called 

  

% Hint: popupmenu controls usually have a white background on 

Windows. 

%       See ISPC and COMPUTER. 

if ispc && isequal(get(hObject,'BackgroundColor'), 

get(0,'defaultUicontrolBackgroundColor')) 

    set(hObject,'BackgroundColor','white'); 

end 
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6.2 Process flow  

Detailed process flow description, equipment and parameters is shown in Table 6.1.  
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Table 6.1: Detailed process flow description 

Step Process description Equipment Parameters 

1 Start 
 

p or n type, 4 inch 500 micron thick Si 

wafers 

2 Make the mask 
DWL 2000 

Hamatech 

Developed the mask with the MIF 726 

Chrome etch  

Hot strip bath 10 mins for both baths 

3 MOS clean 
MOS clean 

hood 

Base Bath(10min), Acid Bath(10min), final 

resistivity of bath = 16Mohm-cm 

4 
Deposit LPCVD LS 

Silicon Nitride 
E4, B4 furnace 

Low stress recipe, 800C, 18A/min, single 

spaced loading, ~0.6 micron 

5 
Deposit LPCVD 

polysilicon 
E3 furnace furnace ~0.6 um thick 

6 Ion Implant polysilicon Innovion  boron 2e15/cm^2 at 100keV, 7 degree tilt 

7 MOS clean 
MOS clean 

hood 

Base Bath(10min), Acid Bath(10min), final 

resistivity of bath = 16Mohm-cm 

8 
Anneal 950 C, 1 hour 

in N2 ambient  
A1 furnace 

General anneal furnace, measure sheet 

resistance ~ 180-190 

9 Pattern PR 

P-20 

SPR220-3 

MA6 

P-20 (primer), 3000/1000/30 

SPR220-3, 3000/1000/30, pre-bake 115C 

90s 

MA6 expo: 5.5 sec, PEB 115C 90 sec 

MIF726 develop for 90 sec 

Hard bake in 90C oven for 30 mins 

(optional) 

10 Etch polysilicon 
Oxford 80 #1 or 

#2 

1.Oxygen clean chamber 10 mins 

2.CF4 seasoning for 10 mins 

3.Oxygen clean (descum) for 1.5mins 

4.CF4 for 12-13 mins 

5.Rotate the wafer 

6.CF4 for another 12-13 mins 

7.Oxgen clean the chmaber for 5 mins 

11 Remove PR 1165 

put in 1165 (at least 1 hr) over night and 

sonication 

or Aura1000, 03F recipe  

12 MOS clean 
MOS clean 

hood 

Base Bath(10min), Acid Bath(10min), final 

resistivity of bath = 16Mohm-cm 

13 Grow thermal oxide E2 furnace 

300 nm in oxide furnace (recipe #8, T = 

1000 P), set wet HCL oxide 50 min, cycle 5-

>1000 P) 

Measured ~340nm 

14 Pattern PR 

P-20 

SPR220-3 

MA6 

P-20 (primer), 3000/1000/30 

SPR220-3, 3000/1000/30, pre-bake 115C 

90s 

MA6 expo: 5.5 sec, PEB 115C 90 sec 

MIF726 develop for 90 sec 
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Hard bake in 90C oven for 30 mins 

(optional) 

15 Etch Oxide 
Oxford 80 #1 or 

#2 

Oxygen clean for 1.5 minutes 

CHF3/O2 for 15min 

17 
Verify the oxide 

etching 

 

probe station for measuring the poly 

resistors 

could also verified with the optical thickness 

measurmenet 

18 
Strip PR and Cleaning 

wafer surface 
1165 

over night + Sonication 

Spray Acetone and IPA and spin rinse the 

wafer 

Spinner and wash the wafer 

Put in 90C oven to dehydrate for at least 10 

mins 

19 Sputter Al 
CVC Sputter 

Al+1% Si 

Al + 1% silicon, Sputter time 30.5 mins 

~600 nm 

20 Pattern PR 

P-20 

SPR220-3 

MA6 

P-20 (primer), 3000/1000/30 

SPR220-3, 3000/1000/30, pre-bake 115C 

90s 

MA6 expo: 5.5 sec, PEB 115C 90 sec 

MIF726 develop for 90 sec 

Hard bake in 90C oven for 30 mins 

(optional) 

21 Etch aluminum PT740 1.5min break through and 25 mins etch 

22 
Strip PR and Cleaning 

wafer surface 
1165 

over night + Sonication 

Spray Acetone and IPA and spin rinse the 

wafer 

Spinner and wash the wafer 

Put in 90C oven to dehydrate for at least 10 

mins 

23 Anneal aluminum C1, C2 furnace 

5% H2/N2 Anneal 250C, Ramp for 30, 

Anneal for 60 mins 

Note: it will take very long time to cool 

down ~0.86C/min, Generally proecss will 

take around 4~5 hours 

24 

Measure aluminum 

sheet resistance w/ 

probe station 

CDE resistance 

map 
90~100 mOhm/square 

25 
Passivation nitride 

deposition 
GSI 

1. Auto clean/Etch for 10-20 mins 

2. LS Nitride pre-deposition for 3 mins 

3. Desposite the device for 5-6 mins 

(~600nm) 

 

LS Nitride - 600nm @ 250C ; the deposition 

time should be equal to clean time 

26 Cleaning wafer surface Spinner 

Spray Acetone and IPA and spin rinse the 

wafer 

Spinner and wash the wafer 
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Put in 90C oven to dehydrate for at least 10 

mins 

27 Pattern PR 

LOR-3a 

SPR220-3 

MA6 

LOR-3a, 2500/500/60, back 180C 5 mins 

SPR220-3, 3000/1000/30, pre-bake 115C 3 

mins 

MA6 expo: 5.5 sec, wait for 10 mins to 

rehydration  

PEB 115C 3 mins 

MIF726 develop for 90-120 sec (manually) 

Hard bake in 90C oven for 30 mins 

(optional) 

28 Descum 
Oxford 80 #1 or 

#2 
2 minutes, Oxygen Clean 

29 
Measure resist 

thickness 
P10 Thickness ~ 2.6 um 

30 Metal Evaporation 
CHA 50 

(NBTC) 

Cr - 250A; Pt - 2300A 

1.5A/s 1A/s 

31 Lift-off Photolith bench 

Leave wafers face down in 1165 solutions 

overnight or at least 6 hours 

Sonicate the wafer in 1165 individually 

before clean the wafer to make sure the lift-

off is good 

32 Cleaning wafer surface Spinner 

Spray Acetone and IPA and spin rinse the 

wafer 

Spinner and wash the wafer 

Put in 90C oven to dehydrate for at least 10 

mins 

33 
Passivation nitride 

deposition 
GSI 

1. Auto clean/Etch for 10-20 mins 

2. LS Nitride pre-deposition for 3 mins 

3. Desposite the device for 6 mins (~600nm) 

 

LS Nitride - 600nm @ 250C ; the deposition 

time should be equal to clean time 

34 Cleaning wafer surface Spinner 

Spray Acetone and IPA and spin rinse the 

wafer 

Spinner and wash the wafer 

Put in 90C oven to dehydrate for at least 10 

mins 

35 Pattern PR 

P-20 

SPR220-3 

MA6 

P-20 (primer), 3000/1000/30 

SPR220-3, 3000/1000/30, pre-bake 115C 

90s 

MA6 expo: 5.5 sec, PEB 115C 90 sec 

MIF726 develop for 90 sec 

Hard bake in 90C oven for 30 mins 

(optional) 

36 PECVD Nitride etch 
Oxford 80 #1 or 

#2 

CHF3/O2 Nitride etch recipe; thickness to 

be etched ~1800 nm 

10 mins oxygen clean  
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10 mins seasoning (use monitor wafer to 

test) 

2 mins descum 

30 min CHF3/O2 

5 mins oxygen clean 

37 
Strip PR and Cleaning 

wafer surface 
1165 

over night + Sonication 

Spray Acetone and IPA and spin rinse the 

wafer 

Spinner and wash the wafer 

Put in 90C oven to dehydrate for at least 10 

mins 

38 Pattern PR 

HDMS oven 

SPR220-7 

MA6 

HDMS oven, take about 30 mins 

SPR220-7, 2000/1000/45 

proxy-bake 115C 60 sec; pre-bake 115C 

120s 

MA6 expo: 22 sec, wait for at least 45 mins 

to rehydration 

PEB 115C 90 sec 

MIF726 develop for 2.5 mins (manually) 

Hard bake in 90C oven for at least 6 hours 

39 
Manual Edgebead 

removal 
Spinner hood 

Use cotton swabs drenched in acetone to 

manually remove 5mm ring of PR on the 

circumference of the wafer 

40 

Frontside Etch - 

PECVD and LPCVD 

Nitride etch 

Oxford 80 #1 or 

#2 

CHF3/O2 Nitride etch recipe; thickness to 

be etched -  

600nm LS-LPCVD Nitride + 2000nm LS-

PECVD Nitride (35 mins) 

41 
Frontside Etch - 

DRIE Silicon etch 
Unaxis UN770 

0TRENCH recipe; thickness to be etched - 

200 microns 

or 1THRUJPC recipe 

-run 150 loops (thickness around 135~140 

um) 

42 
Strip PR and Cleaning 

wafer surface 
1165 

over night + Sonication 

Spray Acetone and IPA and spin rinse the 

wafer 

Spinner and wash the wafer 

Put in 90C oven to dehydrate for at least 10 

mins 

43 
Frontside - Spin SR25 

(proTek) 
Spinner 2000 rpm, 1000 rpm/sec, 60 sec 

44 
Soft bake/solvent 

removal 
Hot Plate 

4 minutes, 115~130C (at least) 

4 minutes, 160~180C (at least) 

4 minutes, 205C (at least) 

45 Exposure 

HDMS oven 

SPR220-7 

MA6 

HDMS oven, take about 30 mins 

SPR220-7, 2000/1000/45 

proxy-bake 115C 60 sec; pre-bake 115C 

120s 

MA6 expo: 9s, 3 cycle, 10s wait time, (PEB 
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115C 90 sec) 

Rehydration for at least 1 hour 

MIF726 develop for 2.5 - 3 mins 

Hard bake in 90C oven for at least 6 hours 

46 
Manual Edgebead 

removal 
Spinner hood 

Use cotton swabs drenched in acetone to 

manually remove 5mm ring of PR on the 

circumference of the wafer 

47 
Backside Etch -  

LPCVD Nitride etch 

Oxford 80 #1 or 

#2 

CHF3/O2 Nitride etch recipe; thickness to 

be etched - 600nm 

~10 mins oxygen clean 

~2 mins descum 

~10 mins CHF3/O2 Oxide etch  

~11 mins SF6/O2 Si etching 

~5 mins Oxygen clean 

48 
Backside Etch -  

DRIE Silicon etch 
Unaxis UN770 

0TRENCH recipe; thickness to be etched - 

360 microns 

or 1THRUJPC recipe (~580 loops total) 

49 

Strip ProTek SR-25 

and Cleaning wafer 

suface 

1165 

overnight + sonication 

Spray Acetone and IPA and spin rinse the 

wafer,  

Spinner and wash the wafer 

Put in 90C oven to dehydrate for at least 10 

mins 

50 Cleaning device 
Oxford 80 #1 or 

#2 
Oxgen clean for 5 mins (optional) 
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6.3 Wheatstone bridge calculator 

Matlab GUI code for calculating each piezoresistor values from six measurements. 

The GUI is shown in Figure 6.2.  

 

Figure 6.2: GUI for the Wheatstone bridge calculator. 
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function varargout = wheatStoneBridge_cal(varargin) 

% WHEATSTONEBRIDGE_CAL MATLAB code for wheatStoneBridge_cal.fig 

%      WHEATSTONEBRIDGE_CAL, by itself, creates a new 

WHEATSTONEBRIDGE_CAL or raises the existing 

%      singleton*. 

% 

%      H = WHEATSTONEBRIDGE_CAL returns the handle to a new 

WHEATSTONEBRIDGE_CAL or the handle to 

%      the existing singleton*. 

% 

%      WHEATSTONEBRIDGE_CAL('CALLBACK',hObject,eventData,handles,...) 

calls the local 

%      function named CALLBACK in WHEATSTONEBRIDGE_CAL.M with the 

given input arguments. 

% 

%      WHEATSTONEBRIDGE_CAL('Property','Value',...) creates a new 

WHEATSTONEBRIDGE_CAL or raises the 

%      existing singleton*.  Starting from the left, property value 

pairs are 

%      applied to the GUI before wheatStoneBridge_cal_OpeningFcn gets 

called.  An 

%      unrecognized property name or invalid value makes property 

application 

%      stop.  All inputs are passed to 

wheatStoneBridge_cal_OpeningFcn via varargin. 

% 

%      *See GUI Options on GUIDE's Tools menu.  Choose "GUI allows 

only one 

%      instance to run (singleton)". 

% 

% See also: GUIDE, GUIDATA, GUIHANDLES 

  

% Edit the above text to modify the response to help 

wheatStoneBridge_cal 

  

% Last Modified by GUIDE v2.5 02-May-2013 17:40:23 

  

% Begin initialization code - DO NOT EDIT 

gui_Singleton = 1; 

gui_State = struct('gui_Name',       mfilename, ... 

                   'gui_Singleton',  gui_Singleton, ... 

                   'gui_OpeningFcn', 

@wheatStoneBridge_cal_OpeningFcn, ... 

                   'gui_OutputFcn',  

@wheatStoneBridge_cal_OutputFcn, ... 

                   'gui_LayoutFcn',  [] , ... 

                   'gui_Callback',   []); 

if nargin && ischar(varargin{1}) 

    gui_State.gui_Callback = str2func(varargin{1}); 

end 
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if nargout 

    [varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:}); 

else 

    gui_mainfcn(gui_State, varargin{:}); 

end 

% End initialization code - DO NOT EDIT 

  

  

% --- Executes just before wheatStoneBridge_cal is made visible. 

function wheatStoneBridge_cal_OpeningFcn(hObject, eventdata, handles, 

varargin) 

% This function has no output args, see OutputFcn. 

% hObject    handle to figure 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

% varargin   command line arguments to wheatStoneBridge_cal (see 

VARARGIN) 

  

% Choose default command line output for wheatStoneBridge_cal 

handles.output = hObject; 

  

% Update handles structure 

guidata(hObject, handles); 

  

% load the picture 

axes(handles.axes1) 

image(imread('wheatStoneBridge.png')); 

axis off 

  

  

  

  

% UIWAIT makes wheatStoneBridge_cal wait for user response (see 

UIRESUME) 

% uiwait(handles.figure1); 

  

  

% --- Outputs from this function are returned to the command line. 

function varargout = wheatStoneBridge_cal_OutputFcn(hObject, 

eventdata, handles)  

% varargout  cell array for returning output args (see VARARGOUT); 

% hObject    handle to figure 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

  

% Get default command line output from handles structure 

varargout{1} = handles.output; 
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function edit_RAB_Callback(hObject, eventdata, handles) 

% hObject    handle to edit_RAB (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

  

% Hints: get(hObject,'String') returns contents of edit_RAB as text 

%        str2double(get(hObject,'String')) returns contents of 

edit_RAB as a double 

  

  

% --- Executes during object creation, after setting all properties. 

function edit_RAB_CreateFcn(hObject, eventdata, handles) 

% hObject    handle to edit_RAB (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    empty - handles not created until after all CreateFcns 

called 

  

% Hint: edit controls usually have a white background on Windows. 

%       See ISPC and COMPUTER. 

if ispc && isequal(get(hObject,'BackgroundColor'), 

get(0,'defaultUicontrolBackgroundColor')) 

    set(hObject,'BackgroundColor','white'); 

end 

  

  

  

function edit_RAC_Callback(hObject, eventdata, handles) 

% hObject    handle to edit_RAC (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

  

% Hints: get(hObject,'String') returns contents of edit_RAC as text 

%        str2double(get(hObject,'String')) returns contents of 

edit_RAC as a double 

  

  

% --- Executes during object creation, after setting all properties. 

function edit_RAC_CreateFcn(hObject, eventdata, handles) 

% hObject    handle to edit_RAC (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    empty - handles not created until after all CreateFcns 

called 

  

% Hint: edit controls usually have a white background on Windows. 

%       See ISPC and COMPUTER. 

if ispc && isequal(get(hObject,'BackgroundColor'), 

get(0,'defaultUicontrolBackgroundColor')) 

    set(hObject,'BackgroundColor','white'); 

end 
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function edit_RAD_Callback(hObject, eventdata, handles) 

% hObject    handle to edit_RAD (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

  

% Hints: get(hObject,'String') returns contents of edit_RAD as text 

%        str2double(get(hObject,'String')) returns contents of 

edit_RAD as a double 

  

  

% --- Executes during object creation, after setting all properties. 

function edit_RAD_CreateFcn(hObject, eventdata, handles) 

% hObject    handle to edit_RAD (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    empty - handles not created until after all CreateFcns 

called 

  

% Hint: edit controls usually have a white background on Windows. 

%       See ISPC and COMPUTER. 

if ispc && isequal(get(hObject,'BackgroundColor'), 

get(0,'defaultUicontrolBackgroundColor')) 

    set(hObject,'BackgroundColor','white'); 

end 

  

  

  

function edit_RBC_Callback(hObject, eventdata, handles) 

% hObject    handle to edit_RBC (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

  

% Hints: get(hObject,'String') returns contents of edit_RBC as text 

%        str2double(get(hObject,'String')) returns contents of 

edit_RBC as a double 

  

  

% --- Executes during object creation, after setting all properties. 

function edit_RBC_CreateFcn(hObject, eventdata, handles) 

% hObject    handle to edit_RBC (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    empty - handles not created until after all CreateFcns 

called 

  

% Hint: edit controls usually have a white background on Windows. 

%       See ISPC and COMPUTER. 
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if ispc && isequal(get(hObject,'BackgroundColor'), 

get(0,'defaultUicontrolBackgroundColor')) 

    set(hObject,'BackgroundColor','white'); 

end 

  

  

  

function edit_RBD_Callback(hObject, eventdata, handles) 

% hObject    handle to edit_RBD (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

  

% Hints: get(hObject,'String') returns contents of edit_RBD as text 

%        str2double(get(hObject,'String')) returns contents of 

edit_RBD as a double 

  

  

% --- Executes during object creation, after setting all properties. 

function edit_RBD_CreateFcn(hObject, eventdata, handles) 

% hObject    handle to edit_RBD (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    empty - handles not created until after all CreateFcns 

called 

  

% Hint: edit controls usually have a white background on Windows. 

%       See ISPC and COMPUTER. 

if ispc && isequal(get(hObject,'BackgroundColor'), 

get(0,'defaultUicontrolBackgroundColor')) 

    set(hObject,'BackgroundColor','white'); 

end 

  

  

  

function edit_RCD_Callback(hObject, eventdata, handles) 

% hObject    handle to edit_RCD (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

  

% Hints: get(hObject,'String') returns contents of edit_RCD as text 

%        str2double(get(hObject,'String')) returns contents of 

edit_RCD as a double 

  

  

% --- Executes during object creation, after setting all properties. 

function edit_RCD_CreateFcn(hObject, eventdata, handles) 

% hObject    handle to edit_RCD (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    empty - handles not created until after all CreateFcns 

called 
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% Hint: edit controls usually have a white background on Windows. 

%       See ISPC and COMPUTER. 

if ispc && isequal(get(hObject,'BackgroundColor'), 

get(0,'defaultUicontrolBackgroundColor')) 

    set(hObject,'BackgroundColor','white'); 

end 

  

  

% --- Executes on button press in pushbutton_calculate. 

function pushbutton_calculate_Callback(hObject, eventdata, handles) 

% hObject    handle to pushbutton_calculate (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

  

% Obtain value from the edit box 

R_AB = str2double(get(handles.edit_RAB,'String')); 

R_AC = str2double(get(handles.edit_RAC,'String')); 

R_AD = str2double(get(handles.edit_RAD,'String')); 

R_BC = str2double(get(handles.edit_RBC,'String')); 

R_BD = str2double(get(handles.edit_RBD,'String')); 

R_CD = str2double(get(handles.edit_RCD,'String')); 

  

% equation for each indivudual resistor values 

C2=(R_AB+R_BC-R_AC)/2; 

C3=(R_AB+R_AD-R_BD)/2; 

C4=(R_AC-R_BC+R_BD-R_AD)/2; 

  

R1=(C4*C4-(R_CD*R_AB))/(C4-R_CD); 

R2=(R1*C2)/(R1-R_AB); 

R3=(R1*C3)/(R1-R_AB); 

R4=(R1*C4)/(R1-R_AB); 

% display the calcuated results 

set(handles.text_R1, 'String', num2str(R1)); 

set(handles.text_R2, 'String', num2str(R2)); 

set(handles.text_R3, 'String', num2str(R3)); 

set(handles.text_R4, 'String', num2str(R4)); 
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6.4 Wireless neural amplifier circuit dimensions 

The block diagram of the wireless neural amplifier is shown in Figure 6.3. The 

neural amplifier acquires the biopotential signal from neuron cells and transmit the 

recorded data with a radio frequency (RF) data transmitter wirelessly. The architecture 

of neural amplifier is shown in Figure 6.4, the transconductance (Gm) stage is shown in 

Figure 6.5. A Colpitts oscillator (Figure 6.6) is used for transmitting data modulated in 

analog frequency modulation scheme. The dimensions of each elements are listed in 

Table 6.2.  

 

Figure 6.3: Block diagram of wireless neural amplifier. 

 

Figure 6.4: Neural amplifier circuit structure. 
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Figure 6.5: Transconductnace (Gm) stage circuit. 

 

 

Figure 6.6: Colpitts oscillator circuit is used as data transmitter. The data is 

transmitted with analog frequency modulation.  
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Table 6.2: Dimension of elements in the neural amplifier 

Device  W/L 

M1, M2 800/1 

M3, M4, M5, M6 60/50 

M7, M8 10/30 

M9 12/3 

M10 6/3 

M11 40/3 

Md1, Md2, Md3, Md4 2/2 

Mvar 8/0.35 

C1 20 pF 

C2 200 fF 

C3 22 pF 

C4 13 pF 

L1 150 nH 

R1 10 kΩ 
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