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Distributed spacecraft missions (DSM) are gaining traction in the space com-

munity for the potential to deploy multiple simple and low-cost spacecraft to pro-

vide high temporal resolution of observations over regions of interest. Designing

a DSM, however, remains challenging due to the many architectural decisions in-

volved at both the spacecraft-level and system-level and due to the presence of mul-

tiple conflicting objectives of maximizing performance while minimizing cost and

risk. One proven approach to architecting DSMs is to gather a team of design ex-

perts from multiple disciplines and leverage their combined experiences to quickly

identify a few feasible mission architectures. The rapid design process allows the

team to refine the design problem several times to better capture the stakeholders’

needs. A typical design team, however, only explores a handful of alternative mis-

sions, which limits their understanding of the key design decisions that determine

a DSM’s metrics. Another popular approach is to convert the design problem

into an optimization problem and rely on search algorithms to explore more of

the tradespace. In particular, multiobjective evolutionary algorithms (MOEA)

have shown promise on DSM design problems, but they are considered compu-

tationally inefficient because they generally don’t leverage the available domain-

or problem-specific knowledge. To identify promising missions, MOEAs require

evaluating hundreds or thousands of candidate solutions using computationally

expensive simulations to compute their metrics. These computational burdens



hinder designers from iterating through multiple problem formulations.

This thesis proposes a new tradespace exploration tool that combines the ef-

ficiency of expert design heuristics with the explorative power of an MOEA. The

tool exploits the available expert knowledge to push the exploration to the most

promising regions of the tradespace while searching other regions of the tradespace

for novel solutions not captured by the knowledge. First, expert design knowledge

is encoded as knowledge-dependent operators so that they can easily be incor-

porated into MOEAs. Next, an MOEA is augmented with an adaptive operator

selection strategy (AOS) that allows an MOEA to efficiently utilize multiple evolu-

tionary operators by constantly monitoring each operator’s ability to create high-

quality solutions and adapting the search strategy to apply the most effective ones.

Given several knowledge-dependent operators along with conventional, knowledge-

independent operators, the AOS can explore the tradespace by leveraging both the

expert design heuristics and the explorative power of an MOEA.

This thesis also develops an MOEA that can extract new knowledge by applying

a data mining algorithm to candidate solutions generated during an optimization

run. This tool is useful when there are few or no design heuristics available for a

given problem. The proposed tool encodes the extracted knowledge as evolutionary

operators and uses them with an AOS to guide the remainder of the optimization

process. The extracted knowledge is also provided to the user in an easy-to-

understand form, with the hope that the information can help decipher the results

and elucidate the key design decisions.

The efficacy of the proposed tradespace exploration tools are demonstrated on a

DSM design problem for climate monitoring. The results shows that combining an

MOEA with knowledge from experts or data mining algorithms leads to significant

improvements in computational efficiency over a conventional MOEA.
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CHAPTER 1

INTRODUCTION

1.1 Motivation

In recent years, interest in distributed spacecraft missions (DSM) have been gain-

ing traction [2, 159] because of their advantages over a monolithic missions and

the recent advances in space technology that are making DSMs more economi-

cally feasible. Compared to a monolithic mission, a DSM can fly multiple simpler

and inexpensive spacecraft [47,143] and provide increased capabilities such as im-

proved temporal, spatial, and angular sampling [29,135,136]. Funding a DSM has

historically been cost-prohibitive, but the recent popularization of standards such

as CubeSat specifications [149], development of smaller and cheaper instruments

and bus components [166], and availability of more economical launch opportuni-

ties [159] are creating new possibilities for DSMs.

As a result government agencies and the private sector are now seriously ex-

ploring and investing in DSM missions. One example is NASA’s CYclone Global

Navigation Satellite System (CYGNSS) mission, which launched in 2017 and is

tasked with monitoring wind speeds of tropical cyclones with 8 spacecraft [154].

Previous monolithic missions, such as ASCAT and QuikSCAT, measuring ocean-

surface wind speeds have a mean revisit time of over 24 hours in the tropical

regions [160]. In comparison, CYGNSS can sample a tropical cyclone with a mean

revisit time of 4 hours [156], drastically increasing the ability to not only predict

a storm’s evolution, but also to accurately model storm genesis and intensifica-

tion. In 2016, NASA funded another DSM called Time-Resolved Observations

of Precipitation structure and storm Intensity with a Constellation of Smallsats
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(TROPICS) to provide all-weather observations of 3D temperature and humidity

profiles of tropical storms with 12 CubeSats [12]. TROPICS is expected to achieve

median revisit times of 60 minutes or less in the tropics, which will advance our

understanding of tropical storms and develop more accurate numerical weather

prediction models. In the private sector, Planet Labs has been on the forefront

of investing in DSMs having launched 149 satellites as of 2017 [1]. Their goal

is to provide medium-to-high resolution imaging of the entire planet on a daily

basis and deliver Earth imagery and imagery-derived data products to customers

involved in agriculture, defense, emergency response, and insurance among other

markets [1, 14].

DSMs have a lot of potential in many domains, but due to their complexities in

design and operation, any DSM’s success will depend on its system architecture.

The architecture of a system is “an abstract description of the entities of a system

and the relationship between those entities” [31], and it represents the high-level

decisions made by system engineers and architects. All complex systems involve

many stakeholders and different interacting components, and it is important to

establish an appropriate architecture in the early phases of the design process

because architectural decisions have large impacts on downstream decisions and on

the system’s performance, cost, risk, flexibility, and other metrics [31,42,155,161].

Examples of architectural decision for a DSM include the number of spacecraft

to utilize for the mission, their individual instrument payloads, and their assigned

orbits.

A key step in selecting an appropriate system architecture is tradespace explo-

ration, where many candidate concepts are generated and evaluated to understand

the key tradeoffs and drivers of the metrics. Tradespace exploration for DSMs,
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however, is challenging due to: 1) the large number of design variables includ-

ing each satellite’s orbital parameters, payload, bus, and launch vehicle and their

complex, nonlinear interactions; 2) many nonlinear constraints involving packag-

ing space, power requirements, link budgets, thermal control, and on-board data

handling capabilities; 3) multiple conflicting objectives of maximizing performance

while minimizing cost and risk; 4) and the computationally expensive models used

to simulate and evaluate a given mission.

Currently, there are two main approaches for handling the complexity

tradespace exploration for DSMs. The first approach, adopted by concurrent de-

sign teams such as Team X at NASA JPL, is to rely heavily on a team of design

experts to quickly generate and evaluate candidate missions and to rapidly iterate

through multiple design formulations [42, 87, 142, 198]. Leveraging their combined

expertise, design heuristics, model-based simulation tools, and effective communi-

cation within the team, a concurrent design team can rapidly identify a few of the

most promising missions within a vast tradespace. The quick turn-around allows

the team to iterate and explore new design formulations that take into consider-

ation new information gained from previous formulations. By iterating through

multiple formulations, the team is not only more knowledgeable about the par-

ticular mission at hand, but also more confident that the mission selected at the

end of the process will meet the stakeholder needs [87, 119]. This human-centric

approach, however, requires a lot of human resources, years of design experience

in multiple disciplines, and often a dedicated facility or center to promote an in-

teractive and collaborative design process [87, 142]. Moreover, the experts’ design

heuristics that quickly reveal promising mission architectures can limit and bias

the concept generation to only the seemingly promising regions of the tradespace

and ignore any novel solutions that may exist in other regions [155]. Finally, with
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limited time and effort, these concurrent design teams can analyze only a dozen

or so concepts in-depth before selecting a final mission architecture to develop in

detail [29, 90].

The other approach is to formulate the design problem as an optimization

problem [31, 90] and use a computer algorithm to explore the vast tradespace

of possible DSMs and discover promising missions. In particular, multiobjective

optimization algorithms such as multiobjective evolutionary algorithms (MOEA)

are playing a critical role as a decision support tool in architecting and designing

DSMs [24, 50–53, 75, 79, 127, 163, 165, 177, 177, 184]. Unlike single-objective opti-

mization methods, multiobjective optimization approaches explicitly allow trade-

off analysis because they keep each objective separate and present the architect

with promising solutions that optimally trade the multiple system metrics such as

performance, cost, and risk. Moreover, MOEAs can evaluate thousands or mil-

lions of alternative missions and provide insights of the key trades and drivers

through multiobjective visual analytics [25, 26, 100, 104, 189, 191, 192] and data

mining algorithms [7, 37, 40, 141]. Compared to a human-centric tradespace ex-

ploration, conventional MOEAs utilize a stochastic sampling process that is not

guided by expert knowledge, resulting in exploration of seemingly unpromising ar-

eas of the tradespace and an opportunity to discover novel solutions. The disregard

for problem- or domain-specific knowledge, however, results in an computationally

inefficient search that relies on evaluating many solutions before discovering a set

high-quality solutions. Evaluating many thousands or millions of alternative mis-

sions is impractical when architecting a DSM because evaluating even a single

mission requires computationally expensive model-based simulations that can take

minutes, hours, or days to complete. Consequently, tradespace exploration with

MOEAs on one problem formulation is time intensive, and iterating through mul-
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tiple formulations becomes challenging. The inability to iterate through multiple

problem formulations greatly inhibits the problem discovery process [188,190] that

helps to refine model assumptions and arrive at an appropriate problem formula-

tion.

Table 1.1 summarizes the advantages and disadvantages of these two paradigms

for architecting DSMs. Note that the table is not comprehensive, and thus, the

number of advantages versus the number of disadvantages for a particular method

does not imply that a certain method is better or worse. Instead, Table 1.1 is

meant to show that the two methods have many complimentary features. On the

one hand, expert-based tradespace exploration is able to quickly identify promising

missions and iterate through multiple problem formulations, but it is resource and

knowledge intensive and can only explore a small number of alternative mission

concepts. On the other hand, an MOEA can explore a vast area of the tradespace

using little design expertise, but its computational inefficiency makes it difficult

for mission architects to iterate through multiple problem formulations.

This thesis aims to develop a tradespace exploration tool for architecting DSMs

that can explore a vast region of the tradespace and identify promising mission

concepts quickly. To achieve this goal, the tool brings together the reasoning

capabilities of humans with computationally powerful algorithms. Specifically, the

efficient and powerful design heuristics used in expert-based tradespace exploration

are combined with the explorative capabilities of MOEAs to help system architects

design DSMs. This thesis demonstrates the decision-support tool’s capability to

not only efficiently explore the tradespace and identify high-quality solutions, but

also to reveal new insights into the design problem that can inform decision making

and future tradespace exploration.
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Table 1.1: Advantages and disadvantages of expert- and MOEA-based
tradespace exploration

Advantages Disadvantages
E

x
p

er
t-

b
as

ed • Quickly identifies promising missions

• Enables multiple problem formulations

• Requires years of experience

• Limited tradespace exploration

• Neglects seemingly unpromising solutions

M
O

E
A

• Requires little design expertise

• Able to explore millions of missions

• Explores seemingly unpromising solutions

• Computationally inefficient

• Does not leverage expert knowledge

• Hinders problem discovery

The remainder of this Introduction chapter is organized as follows. Section 1.2

presents the necessary background on tradespace exploration, multiobjective opti-

mization problems, MOEAs, prior work on incorporating knowledge into MOEAs,

limitations of existing approaches, and the research gaps. A general problem state-

ment is given in Section 1.3, and Section 1.4 presents the approach for developing

an efficient and effective decision-support tool. Section 1.5 poses the research ques-

tions that are addressed in this thesis. Lastly, Section 1.6 lays out the structure of

the rest of the thesis.
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1.2 Background

1.2.1 Tradespace Exploration

The set of possible architectures in a space defined by two or more metrics is called

the tradespace [31, 155]. For real-world design problems, it is often challenging to

identify an architecture that appropriately balances multiple conflicting metrics,

and designers strive to find a good tradeoff in all metrics. A common trade seen in

many systems including DSMs is between some performance metric (e.g., revisit

time) and cost, where an increase in performance will generally increase the cost

of a system. The relationship in this trade is typically not uniform throughout the

tradespace; it might be possible for architectures in one region of the tradespace

to significantly improve their performance with little additional cost while archi-

tectures in another region of the tradespace require substantial cost increases for

a modest or no improvement in performance.

An architect is responsible for understanding the characteristics and causes

of such trends within a tradespace in order to move forward with a final archi-

tecture or set of architectures for further analysis. An effective approach to un-

derstanding the tradespace is through the Design by Shopping approach [6]. In

Design by Shopping, designers or architects are presented with several to many

candidate architectures to build a better intuition of the tradespace, and based

on the presented architectures the architect can “shop” for or choose an architec-

tures to analyze further. An architect can make an informed decision by relying

on visualization tools [25, 26, 100, 104, 115, 141, 180, 188, 192] or data mining algo-

rithms [45,75,88,95,164] to analyze the candidate architectures and gain valuable

information about the attainable limits of each metric, the tradeoffs between met-
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rics, the key design decisions that impact the tradeoffs, and how one architecture

compares with others. In the early phases of the design process, Design by Shop-

ping is preferred over point solution comparisons, which compares two or three

specific design solutions in detail [31]. Point solution comparisons provides an

architect with incomplete knowledge about the tradespace and can prematurely

focus the design process on a specific solution without considering other, poten-

tially better, alternatives [155].

In order to conduct Design by Shopping, a set of candidate architectures must

be generated and evaluated to compute their metrics. A sufficient number of can-

didate architectures needs to be generated in different regions of the tradespace

such that the architect can draw accurate and meaningful conclusions about which

architectures are preferable. This solution generation process for DSMs is challeng-

ing because 1) the size of the tradespace is large [90, 158,163] and 2) evaluating a

single architecture can be time and computationally expensive [51, 53]. The size

of the tradespace and expensive evaluations preclude solution generation methods

such as full or fractional factorial enumeration that sample the entire tradespace

and generate too many solutions [167]. Instead, tradespace exploration methods

are used to generate and evaluate solutions in the most promising regions of the

tradespace and avoid generating low-quality solutions that have poor tradeoffs in

the metrics. To achieve this, recent tradespace exploration tools focus on convert-

ing the design problem into a multiobjective optimization problem [31] and utilizing

a multiobjective optimization algorithm [51,53,54,75,79,90,118,153,165,183,191].
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1.2.2 Multiobjective Optimization Problems

Multiobjective optimization problems (MOP) can capture many real-world design

problems that involve optimizing multiple conflicting and incommensurable objec-

tives [28]. Formulating a problem with multiple objectives is particularly useful

when the decision makers’ preferences in the objectives are difficult to define with a

utility function (e.g., a weighted sum of multiple objectives) that collapses the mul-

tiple objectives into a single objective. Under the Design by Shopping paradigm,

the goal of multiobjective optimization is to simultaneously optimize in all objec-

tives, present the decision makers with a diverse set of solutions that optimally

trade the objectives, and allow the decision makers to develop their preferences

based on the presented solutions and their tradeoffs.

Without loss of generality, it is assumed that all objectives are to be minimized

and describe a continuous or discrete multiobjective problem as:

min
x∈X

f(x) subject to

gi(x) ≤ 0, i = 1, 2, ..., p

hj(x) = 0, j = 1, 2, ..., q

where x is a design vector containing L real- or discrete-valued design variables,

X ⊆ RL is the decision space that can include continuous or discrete design vari-

ables, f(x) : X → Rm is the objective function mapping x into the m-dimensional

objective space, gi(x) is the ith inequality constraint, p is the number of inequality

constraints, hj(x) is the jth equality constraint, and q is the number of equality

constraints.

For an MOP, two solutions can be objectively compared using Pareto domi-

nance. Given two solutions with objective vectors u and v, u is said to dominate v
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if and only if ∀i ∈ {1, 2, ...,m} ui ≤ vi and ∃j ∈ {1, 2, ...,m} such that uj < vj. “u

dominates v” is expressed as u ≺ v, where ≺ is an extension of < in R [200]. Given

a set of solutions S, the subset s ⊆ S that are not dominated by any other solution

in S are called the non-dominated solutions, also referred to as the Pareto front PF

of S. The truly optimal set of solutions is called the true Pareto Front PF ∗, which

consists of feasible solutions that are not dominated by any other solution belong-

ing to the set of all possible solutions X. In practice, however, exactly determining

PF ∗ is difficult or impossible, so the ultimate goal when solving a multiobjective

problem is to obtain a set of solutions whose Pareto front PF approximates PF ∗.

Since PF ∗ typically has a diverse set of solutions, a multiobjective optimization

algorithm not only has to push convergence of PF toward PF ∗, but also must

obtain diverse solutions in PF that spread across PF ∗.

1.2.3 Multiobjective Evolutionary Algorithms

Real-world problems often have multiple incommensurable objectives and have

unfavorable mathematical properties (e.g. non-linear, discontinuous, non-

differentiable, non-convex) in the objective and constraint functions f, g, and h.

These properties make it difficult or impossible to apply efficient optimization

algorithms, such as gradient descent algorithms, without making strong simplify-

ing assumptions about the problem. Instead, many practitioners tackle real-world

problems with heuristic and meta-heuristic optimization algorithms including mul-

tiobjective evolutionary algorithms (MOEA) [22,24,50–53,75,79,106,116,118,127,

153,163,165,177,177,184].

MOEAs are a popular choice to solve real-world problems because they can not

only handle objective functions that are multimodal, nonlinear, and nonconvex, but
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also optimize all objectives simultaneously. MOEAs are inspired by natural evolu-

tion, where “fit” individuals are able to pass on their genetic information to their

offspring. In an MOEA, a solution to the problem is represented by an individual,

and a set of individuals create a population. The individuals undergo asexual and

sexual reproduction via one or more mutation and crossover operators to create

new offspring that enter the population. To maintain a specified population size

and improve the overall quality of the population, a selection operator tends to se-

lect the fittest individuals to remain in the population. Occasionally, the selection

operator will allow less fit individuals to remain in the population to help maintain

diversity within the population and avoid excessive selection pressure, which can

cause the search to prematurely converge on local optima. Over time, an effec-

tive MOEA will evolve a population of solutions toward more fit individuals that

contain good trades in the objectives.

MOEAs are versatile and can be applied to problems across many domains,

and they have shown much promise on space-related problems including optimizing

satellite constellation configurations [50–53,177,184] and the architecture for Earth

observing satellite systems [163,165]. Conventional MOEAs such as NSGA-II [39]

or MOEA/D [193], however, are considered computationally inefficient because

they stochastically sample the search space and require many function evaluations

to identify a high-quality solution set [22, 118]. If each function evaluation is

computationally expensive and takes hours or days, then evaluating thousands of

solutions becomes intractable.

An MOEA’s inefficiency can in part be explained by their failure to leverage any

available knowledge about the problem structure or the domain [13,22,118] or take

advantage of good design features that can be explicitly extracted by data min-

11



ing the solutions discovered during the optimization. It is well known from the No

Free Lunch Theorem (NFLT) for optimization that general purpose algorithms like

MOEAs cannot perform well across all possible problems [186,187]. The NFLT for

optimization, in short, says that if no prior assumptions are made about the prob-

lem at hand, no optimizer can be expected to perform better than any other [80].

In other words, to improve an algorithm’s computational efficiency and its ability

to consistently discover high-quality solutions, it must be specialized to a specific

problem or class of problems by incorporating problem- or domain-specific infor-

mation [13]. Note that this does not violate the NFLT for optimization because

the increased efficiency and performance of the specialized algorithm is offset by

its decreased performance on problems outside of its specialization. The decreased

efficiency and performance on the other problems, however, is of little importance

as long as the algorithm is applied to problems that are relevant to the provided

information. The following subsection discuss the existing literature on knowledge-

intensive EAs, which incorporate problem- or domain-specific knowledge into EAs

to significantly improve their search performance and efficiency.

1.2.4 Knowledge-intensive EAs

Even prior to the formal proofs of the NFLT for optimization, the pioneers of evo-

lutionary computing advocated for the incorporation of domain-specific knowledge

into EAs and other “black-box” optimization algorithms [33, 66, 129, 152]. Early

work focused on genetic algorithms and Schema Theory [81] and recommended

using domain-specific knowledge to obtain good solution representations, where

the schema or “building blocks” [66] were meaningful to the underlying problem

and could be passed onto offspring solutions. Specialized solution representations
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can also help by reducing the size of the search space if they can remove redun-

dant representations of a given solution [49]. Furthermore, if the problem involves

constraints, it is beneficial to use a representation that reduces or eliminates the

generation of infeasible solutions [13, 27, 49, 128]. However, defining a specialized

representation for the problem at hand can be difficult [74], so it is not always a

feasible method of incorporating knowledge.

Expert knowledge can also be leveraged to create a low-fidelity evaluation model

to approximate the fitness of a solution [91] and inform initialization, selection, mu-

tation, or crossover [92]. For example, a 3D finite element analysis can sometimes

be approximated using a less costly 2D analysis. If a good approximation model

does not exist for the problem of interest, however, it may be time consuming

or intractable to create a low-fidelity model from first principles or from avail-

able training-data. Moreover, it is difficult to construct an approximate model

that is globally correct and does not introduce false optima that can mislead the

search [91,92].

A simpler and popular alternative is to intelligently initialize the population

with known high-quality solutions as opposed to random initialization or statistical

methods such as Latin hypercube sampling [98]. Seeding a population with a few

known good solutions can “warm start” the algorithm and significantly reduce the

time required to discover high-quality solutions [63,118,172]. Initializing the pop-

ulation with known feasible solutions can also be beneficial for solving constrained

optimization problems because it reduces the time spent on finding a feasible re-

gion of the design space [13, 168]. Intelligent initialization must be implemented

with caution, however, so that it does not significantly reduce the diversity of the

population and hinder the search [168, 172]. Moreover, intelligent population ini-
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tialization only applies knowledge at the very beginning of the search, and the

algorithm does not explicitly use that knowledge to conduct the rest of the search.

In contrast, KD operators or KD constraints can be used to continuously

guide the search process. In addition, both approaches can accommodate multiple

sources of knowledge, which is desirable when solving complex design problems

that benefit from leveraging a lot of available knowledge from expert designers

or multiple rules learned by a KDO algorithm. Despite their advantages, how-

ever, there are three main issues that must be addressed to successfully apply KD

operators and KD constraints. First, in the presence of multiple sources of knowl-

edge, an EA should be able to detect and focus on applying the knowledge that

is most beneficial in improving the search performance. Not all knowledge will

be equally beneficial in accelerating the optimization [77], but prior to the search,

it can be difficult to assess how well a KD operator or constraint will help guide

the search. Moreover, there is some evidence in the literature showing that incor-

porating knowledge can actually fail to improve an EA’s search performance [22].

Second, multiple sources of knowledge can introduce conflicting information, espe-

cially when trying to solve multiobjective problems because many design heuristics

focus on improving a single objective. For example, in a spacecraft design problem

maximizing scientific benefit and minimizing cost, one heuristic suggests group-

ing several instruments together on the same spacecraft to leverage data fusion

opportunities and increase the scientific benefit, but another heuristic advocates

for fewer onboard instruments to reduce the spacecraft weight and cost. These

heuristics are in direct conflict with each other, but different solutions from sepa-

rate regions of the tradespace can be improved using one or the other. Therefore,

an EA should have a mechanism to balance the use of these heuristics to achieve

good tradeoffs in the conflicting objectives. Finally, an EA should not over-rely on
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the provided knowledge because it can introduce a strong bias that leads the EA

to prematurely converge on local optima [169, 172]. Therefore, an EA should not

only exploit the knowledge to guide the search toward the promising regions of the

tradespace, but also explore the tradespace to potentially discover novel solutions

that are not captured by the provided knowledge.

The following two subsections provide the details of related work on EA’s that

utilize KD operators and KD constraints and their mechanisms to address the

three issues above. It should be noted that while we use the term KD constraints

in this thesis, a solution that does not satisfy a KD constraint is not necessarily

an infeasible solution to the problem at hand. For example, a KD constraint may

penalize a solution for a satellite if its payload contains too many instruments,

which can result in low duty cycles due to limited onboard power and deliver low

scientific benefit. Such a satellite is still a feasible solution, however, and may even

be preferred for the data fusion opportunity on the measurements taken at the same

time and from the same perspective. Such KD constraints are meant to guide the

search to promising solutions but not change the underlying problem formulation.

So, to remove possible confusion with regard to the feasibility of a solution, a

solution that satisfies a KD constraint will be referred to as consistent as opposed to

feasible. Similarly, a solution that does not satisfy a KD constraint will be referred

to as inconsistent instead of infeasible. Lastly, analogous to constraint violations,

the amount by which a solution violates a KD constraint will be quantified and

called a knowledge violation.
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Knowledge-dependent operators

Early work on KD operators focused on exploiting the problem structure to pre-

serve the feasibility of solutions, specifically for combinatorial problems dealing

with scheduling or permutations [49, 152]. If the problem structure cannot be

fully exploited to develop operators that maintain feasibility, repair operators can

be employed to remedy a solution’s infeasibility [128, 130]. These operators that

preserve the feasibility of the solutions eliminate or reduce the need to search for

feasible solutions and allow the algorithm to spend the entire search within the

feasible region.

More commonly, knowledge-intensive EAs leverage domain-specific heuristics

or knowledge of features common in high-quality solutions. For example, Bonissone

et al. create specialized mutation operators to improve lamp filters. They focus

on modifying the design variables known to significantly impact the efficiency and

color temperature of the transmitted light and modify the design variables to

create smooth transitions in transmittance over the visible spectrum [13]. Similarly,

Chabuk et al. exploit a known causal relationship where an impedance mismatch

between the transmission lines and radiating elements of a dipole antenna is caused

by a suboptimal antenna length [22]. Solutions with this impedance mismatch are

subject to larger mutations on the antenna length and are less likely to pass on

the gene associated with antenna length when recombined with another solution.

Mahbub et al. use knowledge of the gross effect of a design variable for a mixed-

energy portfolio on the objectives (e.g. increasing the pro portion of natural gas

generally increases emissions and reduces cost). The knowledge is used to bias

the mutation to prefer increasing or decreasing design values to improve specific

objective values [118]. Calvo et al. search for protein structures with minimal free
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energy by using mutations that alter the angles formed in their secondary and

tertiary structure such that they are consistent with known angle dependencies in

similar proteins [18]. Finally, Hitomi and Selva utilized several KD operators on

a multi-satellite design problem that, for example, added specific instruments to

a satellite to leverage cross-registration of data products or removed superfluous

instruments from its payload [77].

While the above have demonstrated that KD operators can help improve an

algorithm’s search performance, over-utilizing them can cause a reduction in the

population’s diversity and lead the search to prematurely converge on local op-

tima [169]. KD operators drive the search to regions of the tradespace that are

known to contain promising solutions, but this bias can be too strong and under-

mine the exploration of the tradespace. One solution is to apply both knowledge-

independent and KD operators together, and increase and decrease their rates,

respectively, according to a predetermined schedule [18, 88, 118]. This allows the

algorithm to exploit the given knowledge at the beginning to push the search to-

ward promising regions of the tradespace, and then focus on exploration at the end

of the search to avoid premature convergence. However, determining an appropri-

ate schedule prior to the search is not straightforward because the performance of

many good operators, including knowledge-independent ones, depends on both the

particular instance of a problem and on the state of the search [74,78]. Moreover,

determining an appropriate schedule becomes more complicated in the presence

of operators encoding conflicting knowledge because they can undo each other’s

modifications.

A more adaptive procedure is used in hyperheuristics [17,30] and adaptive oper-

ator selection (AOS) strategies [56,78]. Given a set of operators, these approaches
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continuously adapt their search strategy by focusing on utilizing the best subset

of operators that consistently discovers improving solutions. Hyperheuristics and

AOS strategies are often used to increase the robustness of the search to the given

problem or algorithm parameters [17,72,78,109], but they have further advantages

when incorporating domain-specific knowledge [77]. These methods allow users to

incorporate multiple KD operators instead of only a few (1-3 operators) in other

approaches [13,18,22,118]. Even in the presence of conflicting knowledge, the algo-

rithm will focus on applying the knowledge that leads to better solutions, given the

current state of the search. Furthermore, knowledge-independent operators such

as crossover and mutation can be employed alongside KD operators, so if or when

the KD operators are unable or no longer able to create improving solutions, the

algorithm can adapt its search strategy to a more conventional evolutionary search.

Thus, the adaptive selection over the given operators balances the exploitation of

the provided knowledge with the exploration of other regions in the tradespace.

Knowledge-dependent constraints

Despite the plethora of literature on constraint-handling methods for EAs [27,

128, 157], the literature contains few examples of applying knowledge through

constraints. The existing constraint-handling methods are purposed for solving

constrained-optimization problems, where it is assumed that the constraints are

part of the problem definition and must be satisfied. Therefore, existing constraint-

handling methods would treat KD constraints as an absolute truth even though

expert knowledge and heuristics may not actually be accurate or relevant for a

given problem instance. Moreover, additional constraints effectively reduce the

size of the search space and prevent the exploration of novel solutions in seemingly

unpromising regions of the tradespace [155]. Finally, conflicting knowledge in the
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form of constraints can create contradictions that always lead to inconsistent solu-

tions, and the constraint-handling methods will guide the search to solutions with

fewer knowledge violations as opposed to solutions with better objective values.

For example, one KD constraint might limit the mass of a satellite to avoid using

large and expensive spacecraft buses and launch vehicles, while another KD con-

straint forces a satellite to carry a minimum number of instruments to facilitate

data cross-registration and leverage economies of scale. If the minimum number

of instruments is large enough, then it can cause the satellite to exceed the upper

limit on its mass. In this case, obtaining a solution that is consistent with both

KD constraints becomes impossible.

Nevertheless, constraints provide a natural and simple way of guiding the search

process to known good regions of the tradespace using existing constraint-handling

methods. The Learnable Evolution Models (LEM) algorithm combines evolution-

ary algorithms with data mining to extract knowledge during the optimization and

apply it to guide the remainder of the search. The knowledge is encoded as a logi-

cal rule in disjunctive normal form (DNF), where each literal in the rule represents

a feature commonly appearing in good solutions [132]. This rule is applied to cre-

ate new solutions that satisfy at least one literal in the rule. Since a solution only

needs to satisfy one literal, conflicting knowledge can be incorporated into the DNF

rule. However, the LEM does not have an adaptive mechanism to select the most

appropriate literal or set of literals that a solution should satisfy to improve upon

the best solutions found so far. This is especially problematic when the search

moves to a region of the tradespace where all solutions are consistent with one of

the KD constraints. If the newly created offspring also lie in the same region, then

they will also satisfy the DNF rule, and none of the other KD constraints will help

guide the search until the search moves away from that region.
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A more adaptive constraint-based approach is seen in a work by Gaur and

Deb [65]. A relationship between design variables is enforced only if it is present in

a user-specified fraction of the non-dominated solutions in the current population,

assuming that other high-quality solutions will also contain the same relationship.

Thus, a KD constraint is enforced or activated as the algorithm discovers improving

solutions that are also consistent with the knowledge. However, this approach

does not have a mechanism for handling conflicting knowledge. Non-dominated

solutions in separate regions of the tradespace can be consistent with different

conflicting KD constraints. As a result, it is possible with Gaur and Deb’s method

that conflicting KD constraints are simultaneously enforced, which will produce

solutions that are inconsistent with at least one of the KD constraints.

1.2.5 Knowledge Driven Optimization

Many knowledge-intensive EAs assume the knowledge is readily-available prior to

the search, but often, it must be acquired by soliciting expert designers or gath-

ering known, high-quality solutions, both of which can be time-consuming and

complicated processes. Optimization algorithms that hybridize machine learning

with evolutionary algorithms can bypass this human-centric, knowledge-acquisition

process by extracting useful information from a set of known solutions or solu-

tions discovered during the optimization. Bayesian optimization and Estimation

of Distribution Algorithms are examples that use solutions discovered during the

optimization to obtain knowledge in the form of a probabilistic model, which pre-

dicts the objective values and their associated uncertainties as a function of the

decision values [23,62,101,146,197]. The probabilistic models inform the algorithm

on how to sample the decision space to create new solutions that are expected to
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improve the current objective values and/or reduce the uncertainty in the model.

Although these probabilistic models store useful knowledge, the knowledge they

store is implicit in their models and is generally too complex for a human to inter-

pret and understand. Therefore, the user has difficulty gaining new insights into

the problem that can be easily communicated to other designers or stakeholders

and documented for use on similar problems in the future [7, 89,126].

Knowledge-driven optimization (KDO) approaches focus on extracting easy-

to-understand design features from high-quality solutions or non-dominated solu-

tions under the assumption that solutions near or on the Pareto front share certain

properties that make them optimal [40]. By analyzing these properties, a system

architect can not only have more confidence in the evaluation model but also gain

valuable insights into the problem relating the decision variables and objective

values. For example, on a hybrid rocket design problem, Watanabe, Chiba, and

Kanazaki found that 83% of all Pareto-optimal designs had similar port radii [180],

so when designing hybrid rockets in the future, it would be beneficial to explore de-

signs with a similar port radius. These important design features are often revealed

off-line through data visualization methods applying clustering and manifold learn-

ing such as self-organizing maps [141], iso-maps [104], heat maps with cp-lines [25],

Hyper-Radial Visualization [26], analysis of non-correspondence areas [192], and

Cityplot [100]. However, the knowledge, implicit in the visualizations, is subject to

human interpretation, and unambiguously communicating the knowledge to other

designers or translating the knowledge to future problems can be challenging [89].

To this extent, other KDO algorithms focus on extracting knowledge in a more

explicit form with a formal, mathematical representation that also resembles nat-

ural language (e.g. first-order logic) so that it can be clearly communicated and

21



understood by humans [7, 89, 126]. Moreover, these KDO algorithms do not re-

quire a human in-the-loop, allowing for a more automated process, where the

newly learned knowledge is codified and can be reapplied during an optimization

to accelerate the convergence or stored for future use. Such KDO algorithms rely

on data mining methods including classification rule mining [75], classification

trees [45, 88,95,164], and Algorithm Quasi-optimal (AQ) learning [21,131].

One shortcoming of current KDO algorithms is that they do not discriminate

knowledge that is effective at accelerating the convergence of the search from knowl-

edge that has little benefit to the optimization process. Instead, they combine the

extracted knowledge into a single rule or apply the knowledge through constraints.

Even among the knowledge that helps guide the search, it is likely that some lead to

more improving solutions than others. In fact, the ability of the extracted knowl-

edge to accelerate the search has been shown to vary during the optimization,

often with diminishing efficacy as the search progresses [75]. As the knowledge is

applied to solutions in the population, the entire population may begin to reflect

the encoded design features, after which, the knowledge cannot contribute further

modifications. Therefore, rigidly applying knowledge may waste computational

resources and prevent the algorithm from sufficient tradespace exploration to dis-

cover new regions with high quality solutions, which can lead to convergence on

local optima [77].

EMO/I is a KDO algorithm that applies linear regression to a log-linear model

during the search to obtain a rule in the form of a power-law that captures common

design features in non-dominated solutions. EMO/I then uses the power-law to

“repair” solutions during the remainder of the optimization process [65], but there

is no mechanism that prevents applying the power-law rule if it does not lead
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to improving solutions. A similar approach uses distance-based regression trees

during the search to extract rules that differentiate solutions that are near and far

from regions of interest, and the extracted rules are then imposed as constraints

on any new solutions [140]. As constraints, each extracted rule is given equal

importance in guiding the search, which prevents the algorithm from focusing

on applying the rule, if any, that leads to more improving solutions. Learnable

evolution models (LEM) [133] uses AQ learning to generate multiple logical rules

that relate specific design features to the high-quality solutions in the population.

The rules are combined into one logical sentence in a disjunctive normal form,

and future solutions must satisfy the sentence by conforming to at least one of

the rules. Since it does not matter which rule in the sentence is satisfied, LEM

cannot differentiate the rules within the ruleset that are effective in accelerating

the convergence from those that do not help guide the search. LEMMO [95] is a

variation of LEM that uses C4.5, a decision tree induction algorithm, instead of

AQ learning. Each positive rule produced by C4.5 is used to create a new solution,

treating each rule as equally important in guiding the search.

1.3 General Problem Statement

If MOEAs are to tackle complex problems that have computationally expensive

evaluation functions, it will be beneficial for them to leverage as much available

knowledge. The existing knowledge-intensive EAs and KDO algorithms, however,

do not fully address the three main concerns when incorporating domain- and

problem-specific knowledge from multiple sources into MOEAs. These concerns

are presented again below.
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1. In the presence of multiple sources of knowledge, an EA should be able

to detect and focus on applying the knowledge that is most beneficial in

improving the search performance.

2. Using knowledge from multiple sources can introduce conflicting information

since many design heuristics focus on improving only one of the multiple

conflicting objectives. MOEA should have a mechanism to balance the use

of these heuristics to achieve good tradeoffs in the objectives.

3. An MOEA should balance the exploitation of the provided knowledge with

the exploration of regions of the tradespace that are not captured by the

knowledge to push the convergence rate without sacrificing the discovery of

novel solutions and converging on local optima.

Some of the existing knowledge-intensive MOEAs and KDO algorithms simply

have no mechanism that allows multiple sources of knowledge to be incorporated,

while others apply the provided knowledge too rigidly and generally do not monitor

whether the design heuristics are helping to produce improving solutions. There

is a need to develop a more flexible and adaptive algorithm that can incorporate

knowledge from multiple sources, identify and apply the knowledge that leads to

improving solutions even in the presence of conflicting information, and balance

the exploitation of the provided knowledge with exploration of other regions of the

tradespace.

1.4 Approach

This work proposes a flexible and adaptive mechanism for applying knowledge,

available prior to the search or extracted during the search using data mining
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methods, to guide the optimization process and improve the efficiency and efficacy

of an MOEA. A major component of this work relies on using knowledge-dependent

(KD) operators and an adaptive operator selection (AOS) strategy. The KD op-

erators are used to encode available knowledge into design heuristics that are used

during the search to try to improve a given solution. For example, in satellite

design, if an active instrument and passive instrument operating near the same

spectral bands are assigned to the same instrument payload, then the instruments

will experience noise in their measurements from electromagnetic interferences.

This knowledge can be encoded into a KD operator that removes one of the two

instruments from the satellite’s payload to alleviate the situation. The AOS is

used to control the application of multiple evolutionary operators through a credit

assignment strategy, which rewards operators for creating improving solutions and

an operator selection strategy, which selects and applyies the operators with many

credits. Through an AOS, multiple KD operators can be assigned to an MOEA

and used alongside multiple knowledge-independent (KI) operators such as conven-

tional crossover and mutation operators. The efficacy of these operators on a given

problem is dependent on the state of the search [74,78], so an adaptive selection of

the given operators allows for the selection of the most effective operators at each

iteration. Moreover, the AOS will help to balance the application of the provided

knowledge with the exploration of other regions of the tradespace not captured by

the knowledge. The performance of both KD and KI operators will be monitored,

and the KD operators will be used more often only when the provided knowledge

consistently leads to improving solutions. Otherwise, the AOS can adopt a more

conventional evolutionary search with the KI operators that can better explore the

tradespace.

For problems when knowledge is not available prior to the search process, a
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KDO method can be utilized with the proposed approach using an AOS. New

knowledge, extracted through data mining solutions discovered during the op-

timization, is encoded as new KD operators. These KD operators are utilized

alongside KI operators by an AOS, and the search strategy is adapted to utilize

the extracted knowledge if it beneficial to the optimization process.

1.5 Research questions

Prior to the work conducted in this thesis, no MOEA had been augmented with an

AOS with the purpose of incorporating domain- and problem-specific knowledge.

The literature on knowledge-intensive EAs focus on single-objective problems [106],

discuss algorithms that do not have a mechanism to adapt the use of the provided

knowledge [118,162,163], or both [13,18,22,88]. The existing literature regarding

AOS strategies explores the elevated generality of an EA and increased robustness

of an EA’s performance to its parameterization that result from utilizing multiple

KI operators [68, 73, 82, 109, 113, 117, 125, 178]. Consequently, it is not surprising

that no prior work on KDO algorithms has utilized an AOS to balance the use of

KD operators created from data mining methods with the use of KI operators.

The lack of existing literature on knowledge-intensive MOEAs and KDO algo-

rithms using an AOS prompts three research questions that are addressed in this

thesis.

1. What are appropriate credit assignment strategies for an AOS on an multi-

objective optimization problem?

2. Does employing knowledge-dependent operators with an AOS improve an
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MOEA’s search performance?

3. Does an AOS improve the search performance of KDO algorithms?

The first question explores a fundamental component of AOS strategies. Re-

call that an AOS monitors each operator’s performance or its ability to create

improving solutions through a credit assignment strategy. The AOS then uses the

information about the operators’ performances to select the most appropriate op-

erator at each iteration. Much work has been conducted on how an AOS selects

the next operator once the operator performance metrics are given, and these op-

erator selection strategies have been empirically compared in several comparative

experiments [58, 68, 103, 109, 174]. In contrast, there is no existing study compar-

ing the credit assignment strategies for an AOS on a multiobjective optimization

problem [68,73,82,109,113,117,125,178]. The absence of such a comparative exper-

iment provides little guidance for algorithm developers on which credit assignment

strategy to use when implementing an AOS. Since the proposed approach for a

knowledge-intensive MOEA utilizes an AOS, a better understanding of the credit

assignment strategies is required.

The second question addresses the benefits of utilizing KD operators with an

AOS. Given the same amount of computational resources (e.g. number of function

evaluations or wall clock time), a successful knowledge-intensive MOEA should be

able to discover a higher-quality set of solutions than a knowledge-independent

MOEA even when provided with multiple KD operators that might contain con-

flicting information. Moreover, to elucidate the advantages and disadvantages of

the proposed method, the use of KD operators should be compared to the use of

KD constraints, which are also used in existing algorithms. There is no prior work

that examines the performance of an MOEA incorporating knowledge through op-
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erators versus through constraints, so it is unclear when one approach is more

appropriate than the other.

The final question examines the application of an AOS within a KDO algorithm

to adaptively apply KD operators that are created during the optimization. As

with a successful knowledge-intensive MOEA, a successful KDO algorithm should

be able discover a higher-quality set of solutions than a conventional MOEA when

given the same amount of computational resources. No prior work has attempted

to extend a KDO algorithm with an AOS, and therefore, an AOS’s contribution to

the KDO search strategy must be examined carefully. Specifically, the application

of the knowledge-dependent operators by an AOS should be compared with existing

methods that are less adaptive.

1.6 Structure

The structure of this thesis is as follows.

Chapter 2 provides a survey of the literature on existing credit assignment

strategies for AOS on multiobjective problems. Based on the existing literature,

a classification of these strategies is developed for the first time, identifying nine

categories based on the type of fitness function and set of solutions used to assess

an operator’s impact. This classification reveals gaps in the literature and five

new credit assignment strategies are proposed to fill the gaps. This chapter also

addresses the lack of any previous comparative experiment analyzing the efficacy

of existing credit assignment strategies. Nine credit assignment strategies are com-

pared experimentally on standard benchmarking problems to evaluate their effect

in elevating the generality of an MOEA and outperforming a random operator
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selector.

Chapter 3 develops a knowledge-intensive MOEA that utilizes an AOS to con-

trol the use of KD operators alongside KI operators. The chapter also addresses

the lack of comparative experiments between knowledge-intensive EAs that apply

the available knowledge through KD operators and those that utilize KD con-

straints. This chapter benchmarks one EA using KD operators and two EAs using

KD constraints against an analogous knowledge-independent EA on a design prob-

lem for a climate-monitoring DSM. Each EA is evaluated for its ability to attain

high-quality solutions with the fewest possible number of function evaluations. In

addition, each method is assessed for its ability to focus on applying the knowledge

that improves the search performance, handle conflicting information that suggests

improving solutions with opposing modifications, and balance the exploitation of

the available knowledge with the exploration of the tradespace to prevent prema-

ture convergence on local optima.

Chapter 4 introduces KDO\AOS, a novel KDO algorithm that utilizes an AOS

to apply KD operators that are created from information extracted from data

mining previously discovered solutions. KDO\AOS uses both KI operators such as

crossover and KD operators created during the optimization by reallocating compu-

tational resources to the most effective search strategy. The efficacy of KDO\AOS

is demonstrated on a multiobjective design problem for a climate monitoring DSM

and benchmarked against other KDO algorithms that apply the extracted knowl-

edge through less adaptive methods.

Chapter 5 provides a summary of the thesis and its contributions to the litera-

ture. Limitations of the proposed work are addressed and opportunities for future

work are discussed.
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CHAPTER 2

A CLASSIFICATION AND COMPARISON OF CREDIT

ASSIGNMENT STRATEGIES FOR MULTIOBJECTIVE

ADAPTIVE OPERATOR SELECTION

2.1 Introduction

Multiobjective evolutionary algorithms (MOEA) are popular methods when solv-

ing a real-world problem because they can handle multiobjective, multi-modal,

nonconvex, and nonlinear problems. Their popularity has led to a prolific area of

research producing many MOEAs such as NSGA-II [39], SPEA2 [201], IBEA [202],

and MOEA/D [193], but the success of a given MOEA is largely dependent on its

parameterization and on the problem it is solving [72, 97]. With the myriad of

MOEAs in the literature, the possibly infinite ways to parameterize them, and

little to no a priori information about the search landscape of the problem, a

user has difficulty finding the best algorithm and parameters to solve the prob-

lem at hand. Furthermore, in real-world applications, the problem formulation

occasionally changes as the decision makers or algorithm users learn more about

the problem and change the range or number of decision variables, add or change

the objectives, or refine the model used to evaluate the solutions. This dynamic

problem formulation causes even more distress to the algorithm user, because the

algorithm’s parameters, in general, must be re-tuned for the current problem for-

mulation [48]. While parameter tuning methods exist, they can be expensive and

time consuming [48,59], making them impractical for some real-world applications.

Therefore, it is desirable to have an optimization method whose performance is ro-

bust to the problem formulation such that more effort can be spent on refining
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the problem formulation and on analysis rather than on algorithm development or

parameter tuning.

Adaptive operator selection (AOS) is one approach to increase the generality

of heuristic optimization methods such as MOEAs [32, 59, 97, 122]. An AOS is

a high-level controller that searches the decision space by selecting and applying

an operator at every iteration based on its past performance and rewarding or

penalizing it for the solutions it produces. An AOS strategy is defined by its

two main components: the credit assignment strategy to evaluate the performance

of an operator with a scalar metric and the operator selection method to select

the next operator to apply based on its performance [32]. While there are many

existing AOS strategies for single-objective problems [10, 17, 19, 30, 32, 44, 57, 58,

70,103,120–123,151,170], there are comparatively few for multiobjective problems

(MOP) [68, 69, 73, 82, 108, 109, 113, 117, 125] despite the plethora of research on

MOEAs. Unfortunately, migrating existing AOS strategies from single-objective

problems to MOPs is nontrivial because defining credit assignment strategies for

MOPs is neither straightforward nor well understood. Moreover, there is no known

comparative study examining the efficacy of existing credit assignment strategies

for MOPs, so it is unclear which strategies are most appropriate.

The purpose of this chapter is to provide greater insights and recommenda-

tions on multiobjective credit assignment strategies, which we hope will spur more

work on AOS for MOPs. The main contributions of this chapter are to 1) in-

troduce a classification of credit assignment strategies, 2) introduce new credit

assignment strategies based on research gaps revealed by the classification, and 3)

conduct a comparative experiment of nine different credit assignment strategies

to identify effective approaches. To the best of our knowledge, there is currently
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no classification available for multiobjective credit assignment strategies to offer

guidance when defining new strategies. The proposed classification categorizes

credit assignment strategies by the MOEA method to compute the fitness of so-

lutions (e.g. decomposition- , indicator-, dominance-based) and the different sets

of solutions used to compute the credits (e.g. parent solution, Pareto front, neigh-

borhood). This classification reveals research gaps in credit assignment strategies

for MOPs, and helps us define new strategies to fill the gaps. Finally, this paper

offers recommendations on credit assignment strategies for MOPs through com-

parative experiments. To date, comparative experiments with AOS have only

examined the efficacy of different credit assignment strategies for single-objective

problems [57,70,121] or operator selection methods [58,68,103,109,174].

Unlike credit assignment strategies, operator selection methods can be easily

extended to MOPs because the credit assignment strategies measure an operator’s

performance with a scalar value, so there is no difference between single-objective

and multiobjective problems for the operator selector. Therefore, this paper seeks

to address the research gap of credit assignment strategies for MOPs and does not

investigate the different operator selectors. However, this paper provides insights

on the dynamics of an operator’s credits to complement studies examining the

effects of fast and slow dynamics on an operator selector’s performance [58, 174].

The combined knowledge will help users select an effective combination of credit

assignment strategy and operator selector such that the overall AOS will perform

well over a range of problems.

The remainder of this paper is organized as follows. Section 2.2 provides a

background on MOEAs and AOS. Section 2.3 presents the classification of credit

assignment strategies and provides a detailed overview of existing credit assignment
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strategies for multiobjective AOS. The research gaps identified by the classification

are filled in by newly proposed credit assignment strategies. The experimental

setup and results of the comparative study are presented in Section 2.4 and Section

2.5, respectively. Section 2.6 summarizes findings on the different credit assignment

strategies and Section 2.7 discusses the conclusions and future work.

2.2 Background

2.2.1 Multiobjective Evolutionary Algorithms

A critical component to the success of an MOEA is its fitness function because

it determines which individuals will remain in the population. Defining a fitness

function in single-objective problems is relatively straightforward because an in-

dividual’s fitness is typically a simple function of its objective value. For MOPs,

however, it is more complicated because the fitness function must map the vector

of objective values to a scalar value. Moreover, the fitness function of an MOEA

must simultaneously promote the progress of the approximate Pareto front PF

toward the true Pareto front PF ∗ and the diversity of the solutions in PF .

Although a vast amount of work explores different fitness functions, MOEAs

can be categorized into three main groups based on their fitness function [111,112,

179]: dominance-based, indicator-based, and decomposition-based. In dominance-

based MOEAs, if x ≺ y then x is preferred over y, and pairwise comparisons of the

individuals establish a partial ordering of the individuals such as Pareto ranking

in NSGA-II [39] or Pareto strength in SPEA2 [201]. It is common for dominance-

based MOEAs to use a density estimator such as crowding distance as a secondary
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selection criterion to establish a total order. Indicator-based MOEAs such as IBEA

[202] and its variants use a quality indicator (e.g. hypervolume or R2 indicator)

to assign a fitness to solutions. For each individual in the population, IBEA and

R2-IBEA [148] use a binary indicator to compare two solutions and assign an

individual’s fitness by aggregating the indicator values of pairwise comparisons

to the rest of the individuals in the population. Finally, decomposition-based

MOEAs decompose the m-dimensional MOP into k single objective subproblems,

often using a Tchebycheff approach like in MOEA/D [193, 194]. The fitness of an

individual is related to its ability to optimize one or more of the subproblems.

While MOEAs have been hugely popular, there are three concerns. Firstly,

MOEAs have various parameters that generally need to be tuned for a specific

problem in order to efficiently and effectively approximate PF ∗. Hadka et al.

performed a comprehensive sensitivity analysis of 9 MOEAs on 33 benchmarking

problems by testing thousands of parameter configurations for each MOEA on

each problem [72]. Their results showed that the performance of many MOEAs,

including NSGA-II and IBEA, is sensitive to their parameterization. Secondly,

choosing the MOEA operators amongst the myriad provided in the literature is not

straightforward [17] because some operators are effective on problems with specific

properties such as linear separability [84], and the operators also have parameters

that may need to be tuned. This leads to a difficult and time consuming process of

not only finding the right combination of an MOEA and operators, but also tuning

their parameters [17]. Finally, an optimal parameterization at the beginning of the

search may be suboptimal by the end of the search [48, 57]. To this extent, some

adaptive MOEAs encode parameters in an individual’s chromosome in an attempt

to adjust the parameters during the search process [48, 97], but combining the

parameters with the decisions variables in the same chromosome increases the size
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of the problem, which can make the problem harder to solve.

2.2.2 Adaptive Operator Selection (AOS)

AOS is one approach to combat the difficulty in deciding on the appropriate op-

erators and parameters to solve the problem at hand [97]. AOS is related to hy-

perheuristics [17] consisting of a high-level controller that adaptively selects high

performing operators from a candidate set of recombination or mutation operators.

Note that hyperheuristics or multimethod algorithms such as AMALGAM [178] or

HHMO CF [117] differ from AOS primarily in the selection of metaheuristics (e.g.

NSGA-II, differential evolution [171]) as opposed to operators and are otherwise

similar. Therefore, we reference work on multi-method algorithms in addition to

those on AOS strategies.

The general flow of an MOEA with an AOS strategy follows Fig. 2.1. At iter-

ation t, the AOS selects an operator to generate offspring solutions. The offspring

are evaluated and inserted into the population and updated according to the un-

derlying MOEA. If the operator has a positive impact on the search process, it is

rewarded credits, which increases its chance to be selected by the AOS in successive

iterations. The search continues until a termination criterion is met.

The two main components of an AOS strategy are the credit assignment strat-

egy that defines how to reward an operator based on its impact in the search

process and the operator selection strategy that uses the rewards to determine the

next operator to apply [32]. Both are detailed in the following subsections. For

brevity, AOS strategies and credit assignment strategies will be referred to as AOS

and credit assignments, respectively, for the remainder of this paper.
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Credit Assignment

The most common credit assignment rewards an operator for its ability to improve

the fitness of an offspring solution over its parent solution(s) [57]. Other credit as-

signments also reward the operators that generate the ancestors, beyond the parent

solution, of a high quality offspring [30], but it is unclear if such credit assignments

are effective [55]. Fialho et al. suggest that more credit should be rewarded to op-

erators that make rare but large improvements as opposed to operators that make

frequent, small improvements [56, 57]. Finally, some credit assignments, such as

Compass [123], reward operators that can improve the fitness of a solution while

maintaining diversity in the solution set.

Research on credit assignments focuses on AOS for single-objective problems

[30, 57, 121], and there is a lack of credit assignments for AOS to solve MOPs

[68, 109]. The main challenge of developing an AOS for MOPs is in defining an

appropriate credit assignment because it is not obvious how one should compare

a solution with another, especially when there are a multitude of existing MOEA

fitness functions. Furthermore, many single-objective AOS use single-point search

[17], but with population-based search methods such as MOEAs, it is not clear

which individuals in the population should be analyzed in every iteration.

The existing credit assignments for MOPs differ in which individuals are com-

pared and how they are compared, but with no comparative study examining

their efficacy, it is difficult to assess which credit assignments are most appro-

priate for MOPs. MOSaDE [82], which uses differential evolution, rewards an

operator if it successfully replaces an incumbent solution using Pareto-dominance

and crowding distance as a secondary measure. In MCHH [125], an operator is

rewarded for creating offspring that dominate many solutions from the previous
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Figure 2.1: The general flow of an AOS strategy for MOEAs

generation. Adap-MODE [108] rewards an operator for improving the fitness of a

solution, where fitness is a weighted sum of a Pareto strength metric and a den-

sity metric. In more current work, Li et al. develop MOEA/D-FRRMAB [109],

which uses a decomposition-based fitness function to reward an operator for its

ability to improve the objective value of a subproblem and its neighboring sub-

problems. Borg [73], on the other hand, uses dominance-based fitness to reward

an operator for the number of solutions it has contributed to the external archive.
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Similarly, after updating its population using the nondominated sorting procedure

from NSGA-II [39], AMALGAM [178] rewards a metaheuristic for the number of

solutions it contributes to the population. Preliminary work by the authors ex-

amined three different credit assignments that also use dominance-based fitness

but instead reward operators for creating offspring that dominates their parent

(ODP-IC), inserting offspring in the Pareto front (PF-IC), or for its contribution

to the current Pareto front (PF-AC) [76]. Finally, HHMO CF [117] uses the D-

metric [199], an extension of the hypervolume indicator, to reward an MOEA for

improving the quality of the population over the previous generation.

Operator Selection

Using the assigned credits, an AOS selects an operator at every iteration, but is

faced with the exploration versus exploitation dilemma commonly seen in search

algorithms. While it is advantageous to select operators with many credits, it

is also beneficial to occasionally explore the poorly performing operators because

they may begin to produce high quality solutions as the population evolves.

A common operator selection strategy is probability matching (PM) [67]. Given

a finite set of operators O, an operator oi ∈ O is selected at iteration t with a

probability pi,t, proportional to the operator’s quality qi,t, which is determined from

the credits ci,t received by oi. A minimum selection probability, pmin > 0, is defined

to foster the exploration of poorly performing operators. The quality update rule

for an operator oi that receives credit ci,t is shown in (2.1), where the adaptation

rate α ∈ [0, 1] controls the importance of recently received credits compared to

older credits received in the past. The update rule for selection probabilities is
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shown in (2.2), where pmin ≤ 1
|O| and qi,t ≥ 0 to guarantee pi,t ∈ [0, 1].

qi,t+1 = (1− α) · qi,t + α · ci,t (2.1)

pi,t+1 = pmin + (1− |O| · pmin) · qi,t+1∑|O|
j=1 qj,t+1

(2.2)

Thierens argues that PM does not perform well when there are several mediocre

operators and only a few high performing operators [174]. The selection probabili-

ties from many mediocre performing operators can sum to a significant value with

respect to that of the high performing operators, and PM can have difficulty select-

ing the high performing operators amongst the mediocre ones. Adaptive pursuit

(AP) tries to address the shortcomings of PM by employing a greedier selection

strategy [174]. Following the same principles in PM, AP also utilizes pmin to foster

exploration, but AP uses a different probability update rule. AP first identifies the

operator with the greatest quality, o∗, and defines the probability, pmax, as shown

in (2.3) and (2.4). Then, AP begins to asymptotically pursue o∗ with pmax and all

others with pmin by updating the probabilities with (2.5) where β ∈ [0, 1] is the

learning rate.

o∗ = argmax
oi∈O

qi,t (2.3)

pmax = (1− (|O| − 1) · pmin) (2.4)

pi,t+1 =


pi,t + β · (pmax − pi,t) if oi = o∗

pi,t + β · (pmin − pi,t) otherwise

(2.5)

Balancing exploitation and exploration of the operators is crucial because the

performance of the operators, and therefore the distribution of the credits they

receive, is dynamic. During the search, operators may experience small or large

fluctuations in their performance as the population evolves, and the dynamics in

the distribution of the credits received by the operators can greatly affect the
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efficacy of an operator selector [58]. Fialho et al. show that PM and AP are

not effective when the dynamics in the credits are fast because they cannot adapt

their selection policy quick enough. Other operator selectors such as dynamic

multi-armed bandit (DMAB) [32] or sliding multi-armed bandit (SlMAB) [58] are

able to adapt to faster dynamics by tuning their hyper-parameters.

Nonetheless, this paper only experiments with PM and AP for their simplicity

and intuitive parameters. Other operator selection strategies based on multi-armed

bandit algorithms [32, 58, 59, 103], choice functions [30, 69, 117], dynamic island

models [19, 170], or Markov chain models [125] have more hyper-parameters that

can affect the behavior of the AOS [58]. In addition, the purpose of the paper

is not to find the best operator selector and credit assignment combination, but

rather to experiment with different credit assignments for MOPs.

2.3 Multiobjective Credit Assignment

Existing multiobjective credit assignments, discussed earlier, differ in 1) the so-

lutions or solution sets used as inputs (e.g. offspring and parent, offspring and

Pareto front) and 2) the MOEA fitness function (i.e. decomposition-, indicator-,

or dominance-based) used to compare the input solutions. A credit assignment can

be defined by a function h(φ, ψ, oi) = ci,t, which computes the credit ci,t assigned

to an operator oi at iteration t with inputs solution sets φ and ψ. Using this

formulation and the two defining dimensions above, we propose a classification

of multiobjective credit assignments shown in Table 2.1. The rows of the table

show three groupings for the inputs to h(φ, ψ, oi) called offspring vs. parent (OP),

set improvement (SI), and contribution to the set (CS), while the columns of the
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Table 2.1: A classification of multi-objective credit assignments

MOEA Fitness Function

Decomposition Dominance Indicator

In
p
u
ts

OP

Adap-MODE [108]

MOSaDE [82]

ODP-IC [76]

SI

MOEA/D-UCB [68]

MOEA/D-FRRMAB [109]

MOEA/D-CDE [113]

MCHH [125]

PF-IC [76]
MOHH CF [117]

CS

Borg [73]

AMALGAM [178]

PF-AC [76]

table show the three types of MOEA fitness functions. The empty cells in Table

2.1 reveal that several credit assignment classes have not yet been explored. The

following subsections describe each of the nine multiobjective credit assignment

categories and propose new credit assignments to fill the empty cells of Table 2.1.

2.3.1 Inputs to Credit Assignment Function h(φ, ψ, oi)

As stated earlier, in population-based searches, it is not straightforward which

solutions or solution sets should be used to assess an operator’s impact. Based

on the existing multiobjective credit assignments in Table 2.1, we propose three

categories of inputs φ and ψ.
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The first category is called offspring vs. parent (OP) and takes the form

hOP (xp, xoi,t, oi), where xp is a parent solution and xoi,t is the offspring solution

created at iteration t by operator oi. OP credit assignments reward an operator

based on the fitness improvement of xoi,t over xp, and only the operator applied

at time t is rewarded. This follows credit assignments commonly seen in single-

objective AOS [57, 58], and it is computationally inexpensive involving only one

pairwise comparison. However, OP only provides information about an operator’s

local impact and does not account for its overall impact to the population. In this

paper, if xoi,t has more than one parent, such as in crossover operations, a random

parent is assigned as xp with uniform probability.

The second category of credit assignments is called set improvement (SI), and

compared to OP, SI provides a broader perspective of an operator’s impact. The

SI function hSI(S, x
oi,t, oi) compares S, the objective vectors of a set of solutions,

with the union set S ∪ xoi,t, where xoi,t 6∈ S, and it rewards operators creating

offspring that improve S by increasing its diversity or pushing convergence of S to

PF ∗. Candidates for S are the current population, the neighborhood of xoi,t, the

current Pareto front PF , or the archive. SI only rewards the operator applied at

time t and will favor operators that make frequent improvements to S.

Finally, the third category of credit assignments is called contribution to set

(CS), which takes the most holistic view by rewarding an operator for its total

contribution to S instead of just the contribution of its most recent offspring.

The CS function hCS(S, , oi) computes the contribution of oi to S, and is used

in Borg [73] to reward oi for the number of solutions it has contributed to the

archive. Candidates for S are the current population, the neighborhood of xoi,t,

the current Pareto front PF , or the archive. Since the composition of S can change
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significantly with the insertion of even a single solution, the contribution of each

operator must be recomputed every iteration. Therefore, as opposed to OP and SI,

CS computes the performance of all operators and rewards them at every iteration,

even those not applied at t. CS credit assignments will favor operators that make

large improvements to S as opposed to those that make incremental improvements

to S. Solutions that make large improvements to S will remain in S for several

iterations, and an operator will continue to receive credit for them. A solution that

makes a small improvement to S, however, may be quickly replaced by another

solution.

2.3.2 MOEA Fitness Function in h(φ, ψ, oi)

Each credit assignment function, h(φ, ψ, oi), requires a method to compute the

fitness of a solution in order to compare the input solutions or sets of solutions from

the previous subsection. We turn to MOEA fitness functions to define the OP, SI

and CS credit assignment functions, and the following subsections are divided into

decomposition-based, indicator-based, and dominance-based multiobjective credit

assignments. Definitions of existing and newly proposed credit assignments are

provided in their respective subsections. In addition, the computational complexity

of each credit assignment used in our comparative study is provided in terms of

m the number of objectives, n the number of solutions in the population, nPF the

number of solutions in the Pareto front, nT the size of the neighborhood T of a

solution, and Λ the set of weight vectors to compute the R2 indicator value.
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There are too many possible definitions for multiobjective credit assignments to

present a comprehensive list in this paper, so we only give one example definition

for each category but provide suggestions for others at the end of this section.

Table 2.2 shows a summary of the credit assignments used in this paper with their

associated type, abbreviated name, and computational complexity. Names in bold

indicate the new credit assignments introduced in this paper.

Decomposition-based Credit Assignment

A natural way to transition AOS from single-objective problems to MOPs is to

use a decomposition-based credit assignment [109]. The m-objective problem is

decomposed into k single-objective problems using an algorithm such as MOEA/D,

and an operator is rewarded an amount proportional to the improvement in the

objective value of an offspring solution to that of its parent. MOEA/D creates

single-objective subproblems using a set of k weight vectors V = {v1, . . . , vk},

where 1 =
∑m

i=1 v
j
i and vji ≥ 0 for all i = {1, . . . ,m} and for all j = {1, . . . , k}.

The objective for a subproblem vj is to minimize the weighted Tchebycheff distance

in the objective space between the subproblem’s solution x and the utopia point

u∗, as shown in (2.6). If nT is the size of the neighborhood, each subproblem

has a neighborhood T that includes the nT closest weight vectors using Euclidean

distance. A new offspring is produced for vj by combining parents solutions from vj

and from its neighboring subproblems, and the offspring replaces up to a maximum

number nR of incumbent solutions for both vj and its neighboring subproblems if it

minimizes the objective value for that subproblem. For further detail see [193,194].

gte(x|vj, u∗) = max
1≤i≤m

{vji |x− u∗i |} (2.6)
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OP-De: The OP-type decomposition-based credit assignment is referred to as

OP-De. It compares the objective value of xoi,t with that of xp on subproblem vj

and is given by (2.7). oi receives credit only if xoi,t replaces xp. The runtime to

compute OP-De is O(m).

hOP -De(x
p, xoi,t, oi) =

gte(xp|vj, u∗)− gte(xoi,t|vj, u∗)
gte(xp|vj, u∗)

(2.7)

SI-De: SI-De is the SI-type decomposition-based credit assignment used by

FRRMAB-MOEA/D [109], MOEA/D-UCB [68], and MOEA/D-CDE [113]. SI-

De rewards oi for its ability to improve the objective value of not only subproblem

vj, but also the subproblems in the neighborhood of vj. SI-DE uses (2.8) to reward

oi, where R is the set of incumbent objective vectors replaced by xoi,t. Since it is

possible that xoi,t may be checked against all solutions in T before nR solutions

are replaced, the complexity to compute SI-De is O(m · nT ).

hSI-De(R, x
oi,t, oi) =

∑
y∈R

hOP−De(y, x
oi,t, oi) (2.8)

CS-De: The CS-type decomposition-based credit assignment, CS-De given in

(2.9), measures the contribution of oi by counting how many solutions it has created

in T j, which is the set of incumbent solutions in the neighborhood of subproblem

vj. The awarded credit is normalized by nT = |T j|. Every solution is tagged with

its operator identification to keep track of which operator created a given solution.

Updating T j with xoi,t and computing CS-De has complexity O(m · nT ).

hCS-De(T
j, , oi) =

1

nT

∑
xoi,t∈T j

1 (2.9)
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Dominance-based Credit Assignment

Pareto dominance is a popular choice for MOEA fitness functions, explaining why

most of the existing multiobjective credit assignments use Pareto dominance re-

lationships to measure an operator’s performance. Like many dominance-based

MOEAs, some dominance-based credit assignments also use a density metric such

as crowding distance in NSGA-II [39]. For simplicity, we do not implement density

metrics in the credit assignments presented in this paper, but discuss potential

implementations in the end of this section.

OP-Do: Dominance-based OP-type credit assignment have previously been

used in MOSaDE [82] and Adap-MODE [108]. In MOSaDE, which uses differential

evolution, an operator is rewarded if the offspring dominates the parent solution or

has a larger crowding distance if the two solutions are nondominated with respect

to each other. Adap-MODE first assigns a fitness value to all individuals using

a Pareto strength metric combined with a density metric and then rewards an

operator for the improvement in the offspring fitness over its parents. Similar

to MOSaDE, ODP-CI [76] is a credit assignment defined in previous work that

rewards an operator if it creates an offspring xoi,t that dominates its parent xp.

We reuse ODP-CI in this paper but refer to it as OP-Do. OP-Do defined in (2.10)

has a binary outcome that only provides information on whether or not xoi,t is

preferred over xp and not by how much. OP-Do has a runtime of O(m).

hOP -Do(x
p, xoi,t, oi) =


1 if xoi,t ≺ xp

0 otherwise

(2.10)

SI-Do: The credit assignment in MCHH [125] and PF-IC [76] take a broader

perspective of an operator’s impact by implementing an SI-type credit assignment.
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In MCHH, an operator is rewarded if it creates offspring that dominate many

solutions from the previous generation. PF-IC, previously introduced by authors,

rewards an operator oi if it creates xoi,t such that it enters the current Pareto front

PF because a solution entering PF improves it by either pushing convergence

towards PF ∗ by replacing one or more existing solutions in the set or increasing

the diversity if it doesn’t replace any existing solutions in PF . In this paper, we

reuse PF-IC but rename it as SI-Do. SI-Do is given in (2.11), and since xoi,t must

be compared with all solutions in PF , the runtime for SI-Do is O(m ·nPF ). Similar

to OP-Do, SI-Do also results in a binary outcome; xoi,t either enters or does not

enter PF .

hSI-Do(PF, x
oi,t, oi) =


1 if xoi,t enters PF

0 otherwise

(2.11)

CS-Do: Borg [73] uses a dominance-based CS-type credit assignment where

an operator is rewarded an amount proportional to the number of solutions it has

created in the archive. Similarly, PF-CA, previously introduced by the authors

[76], examines the solutions in PF instead of the archive. The credit assignment

function used in this paper is analogous to that of Borg and PF-CA, and will

be referred to as CS-Do. It is defined in (2.12), and as in CS-De, every solution

is tagged with its operator identification to track which operator created a given

solution. To maintain and check PF , CS-Do has a runtime of O(m · nPF ).

hCS−Do(PF, , oi) =
1

nPF

∑
xoi,t∈PF

1 (2.12)

Indicator-based Credit Assignment

To the best of the authors’ knowledge, indicators have not yet been used in AOS

credit assignments despite their popular use for solving multiobjective problems
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[11, 16, 43, 111, 112, 148]. As previously mentioned, however, an indicator-based

credit assignment is used in the hyperheuristic HHMO CF [117], which uses the

D-metric [199] to reward an MOEA for improving the quality of the population over

the previous generation. Inspired by HHMO CF, we propose new indicator-based

credit assignments for multiobjective AOS.

Several indicators are used in indicator-based MOEAs including the additive

epsilon indicator [202], the R2 indicator [16,43,148], and the hypervolume indicator

[11, 202]. We use the R2 indicator instead of the popular hypervolume indicator

because it provides a similar measure to the hypervolume indicator but is less

computationally expensive [16].

The R2 indicator with the standard weighted Tchebycheff function is shown in

(2.13), where S is a solution set, z∗ is a reference point, and Λ is a set of weight

vectors. For our experiments, we use 50 and 91 uniformly distributed vectors

for two and three-dimensional problems, respectively, which are obtained from

jMetal [46], an open source Java platform for creating and testing MOEAs. The

small number of weight vectors provides an approximation of the R2 value without

making the indicator calculation computationally prohibiting.

R2(S,Λ, z∗) =
1

|Λ|
∑
λ∈Λ

min
x∈S
{ max

1≤j≤m
λj · |z∗j − xj|} (2.13)

OP-I : R2-IBEA [148] provides a binary R2 indicator, IR2(x, y), to compare two

solutions, so it is directly applicable to OP-type credit assignments. IR2(x, y) is

dominance-preserving, so for solutions x and y, IR2(x, y) ≤ IR2(y, x) if x ≺ y. The

binary R2 indicator from R2-IBEA is shown in (2.14) and is used to define OP-I

shown in (2.15). If the indicator value is negative, zero credit is awarded. Since
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OP-I only compares one pair of solutions, it has complexity O(m · |Λ|).

IR2(x, y) = R2(x,Λ, z∗)−R2(x ∪ y,Λ, z∗) (2.14)

hOP -I(x
p, xoi,t, oi) = max{0, IR2(xp, xoi,t)} (2.15)

SI-I : Recent MOEAs such as SMS-EMOA [11], R2-MOEA [43], and R2-EMOA

[16] use a solution’s contribution to an indicator value as the fitness value. The

same concept is used for SI-type indicator-based credit assignments, where the

contribution of a solution, x 6∈ S, to the R2 indicator value is computed as:

CR2(x, S,Λ, z∗) = R2(S ∪ x,Λ, z∗)−R2(S,Λ, z∗) (2.16)

In this paper, we employ the fast computation of the R2 contribution given by

Diaz-Manriquez et al. [43], which has complexity O(m · |Λ| · |S|). SI-I, defined in

(2.17), uses CR2 to examine if xoi,t improves the indicator value of the population

P . The absolute value converts improvements to the R2 indicator value to positive

credits. SI-I has complexity O(m · |Λ| · n).

hSI-I(P, x
oi,t, oi) = |CR2(xoi,t, P,Λ, z∗)| (2.17)

CS-I : CS-I, defined in (2.19), also uses CR2. For each operator oi, CS-I com-

putes the contribution Ci shown in (2.18), which is the sum of the absolute CR2

values belonging to the solutions in the population P created by oi. Ci is then nor-

malized by Cmin and Cmax, which are the minimum and maximum Ci achieved by

any operator. Using the fast computation of the R2 contribution, finding CR2 for

all x ∈ P has complexity O(m·|Λ|·n). Therefore, CS-I has complexity O(m·|Λ|·n).

Ci =
∑

xoi,t∈P

|CR2(xoi,t, P,Λ, z∗)| (2.18)

hCS-I(P, x
oi,t, oi) =

Ci − Cmin
Cmax − Cmin

(2.19)
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Alternative Credit Assignments

While this section presented only nine multiobjective credit assignments, there

are many other possible definitions. Dominance-based credit assignments could

benefit from the use of density information when solving many-objective problems

with more than three objectives where information gained from Pareto dominance

relations diminishes [110–112,150,179]. It has been shown that modified density es-

timates can make dominance-based MOEAs competitive with decomposition-based

or indicator-based MOEAs [110], so it may also be useful in credit assignments.

Furthermore, modified Pareto dominance relationships such as ε-dominance [105]

may be used in place of the regular dominance relationship. MOEAs using ε-

dominance [38, 73] have also been successful in solving many-objective problems.

Lastly, different indicators, such as the hypervolume indicator can be used for the

indicator-based credit assignments.

It should also be noted that one can combine categories in Table 2.1 to define

a credit assignment that uses a hybrid fitness function like BCE algorithms [111]

that use both dominance and non-dominance based fitness functions or MOEA/DD

[107] that uses dominance and decomposition-based fitness. These hybrid MOEAs

among others [11, 16] have shown promise in solving many-objective problems, so

credit assignments may also benefit from a similar hybrid approach.

2.4 Experimental Setup

Our experimental studies investigate the effect of each credit assignment on the effi-

cacy of the AOS by combining each credit assignment with an operator selector and

51



an MOEA for solution management tasks such as selecting solutions for the opera-

tors and updating the population and archive. We implement decomposition-based

credit assignments with MOEA/D-DRA [194], dominance-based credit assignment

with NSGA-II [39], and indicator-based credit assignments with IBEA [202]. These

algorithms are the representative MOEAs for each method (i.e. decomposition-,

dominance-, and indicator-based). The three MOEAs are modified using their re-

spective implementations from MOEAFramework [71], another open source Java

platform for creating and testing MOEAs. The source code used for this paper is

publicly available at https://github.com/seaklab/mopAOS.

2.4.1 AOS Algorithms

Decomposition-based AOS

Decomposition-based credit assignments require a decomposition-based MOEA

such as MOEA/D, so we follow MOEA/D-FRRMAB [109] and use MOEA/D-

DRA [194], a variant of MOEA/D that adaptively focuses computational effort to

subproblems that have progressed the least by assigning utilities to each subprob-

lem, where the utility, πj, decreases as the subproblem vj improves its objective

function. The pseudocode for the MOEA/D-DRA AOS is given in Algorithm 1.

For each subproblem that is selected, an offspring is generated from parent solu-

tions selected from the mating pool, which is determined as the solutions to the

neighboring subproblems with probability δ, or the whole population, otherwise.

An offspring solution can replace up to nR neighborhood solutions if it improves

the respective subproblem’s objective function. To create an offspring, the AOS

selects oi and the required number of parent solutions are selected from the mating
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Algorithm 1: Pseudocode for MOEA/D-DRA AOS

1: Initialize population P = {x1, · · · , xn};
2: Compute utopia point u∗;
3: Compute or load weights V = {v1, · · · , vn};
4: for j=1 to n do
5: Create neighborhood T j;
6: πj = 1;
7: end for
8: t← 0;
9: gen← 0;

10: while Termination criteria have not been satisfied do
11: J ← Select indices of the subproblems to search;
12: for all j ∈ J do
13: t+ +;
14: oi ← select operator;
15: M ← select mating pool;
16: γ ← xj;
17: while oi needs more parents solutions do
18: Randomly select xr from M ;
19: γ ← γ ∪ xr;
20: end while
21: xoi,t ← oi.operate(γ);
22: Update u∗;
23: c = 0;
24: while c < nr or M is not empty do
25: Randomly select a solution xr from M ;
26: if gte(xoi,t|vr, u∗) ≤ gte(xr,t|vr, u∗) then
27: Replace xr with xoi,t;
28: M ←M \ xr;
29: end if
30: end while
31: Compute credit ci,t and reward to oi;
32: end for
33: gen+ +;
34: if mod(gen, 50) then
35: Update utility π for all subproblems;
36: end if
37: end while
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pool, with one parent coming from the current subproblem. oi then creates xoi,t,

which is evaluated, and the impact of oi is assessed with the credit assignment.

We employ the uniformly distributed weight vectors provided by jMetal [46], and

MOEA/D-DRA parameters used for this paper are the same as those used in

MOEA/D-FRRMAB [109] and are listed in Table 2.4.

Dominance-based AOS

Dominance-based credits are used with NSGA-II, where the credits are computed

and rewarded after each new offspring is created. The pseudocode for NSGA-II

AOS is shown in Algorithm 2. Since SI-Do and CS-Do use the Pareto front PF to

compute the credits, PF is computed at the beginning of the search and updated

with every new offspring. Updating PF one solution at a time has a complexity

O(m ·nPF ). As with the standard NSGA-II, in line 18, fast non-dominated sorting

and crowding distance are used to select individuals for the next generation.

Indicator-based AOS

Indicator-based credit assignments are used with IBEA, which uses a binary in-

dicator I({x}, {y}) to compare two solutions at a time. Since the R2 indicator is

used in the credit assignments, we use the binary R2 indicator within IBEA. The

fitness of a solution is determined by computing indicator values for all pairs of in-

dividuals in the population and aggregated according to (2.20), where κ is a scaling

factor and c is the maximum absolute indicator value. The pseudocode for IBEA

AOS is shown in Algorithm 3 and parameter values are given in Table 2.4. As with

the standard IBEA, selection in line 22 continues to remove the least fit individual

and updates the fitness values of the remaining solutions in the population until
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Algorithm 2: Pseudocode for NSGA-II AOS

1: Initialize population P = {x1, · · · , xn};
2: PF ← compute the Pareto front
3: t← 0;
4: while Termination criteria have not been satisfied do
5: PO ← ∅
6: while |PO| < n do
7: t+ +;
8: oi ← select operator;
9: while oi needs more parents solutions do

10: Use binary tournament to select x from P ;
11: γ ← γ ∪ x;
12: end while
13: xoi,t ← oi.operate(γ);
14: PF.update(xoi,t)
15: PO ← PO ∪ {xoi,t};
16: Compute credit ci,t and reward to oi;
17: end while
18: P ← select(P ∪ PO)
19: end while

the population returns to its original size.

gfit(x, S) =
∑

y∈S\{x}

−e−I(y,x)/(c·κ) (2.20)

In the original version of IBEA, when computing the fitness, all objective vec-

tors in the population are normalized and the reference point to compute hyper-

volume is set to 2.0m. This is because the binary hypervolume indicator favors

the center of the Pareto front, and a reference point far from the Pareto front

reduces this bias [202]. Similarly, the reference point z∗ for R2 is set far from the

normalized population to z∗ = −1.0m because the R2 indicator also favors solu-

tions near the center of the Pareto front [16]. The credit assignments will use the

normalized population and the same z∗. To keep the computational overhead to

a minimum, the normalization bounds and the reference point are only updated
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Algorithm 3: Pseudocode for IBEA AOS

1: Initialize population P = {x1, · · · , xn};
2: t← 0;
3: while Termination criteria have not been satisfied do
4: PO ← ∅
5: while |PO| < n do
6: t+ +;
7: oi ← select operator;
8: while oi needs more parents solutions do
9: Use binary tournament to select x from P ;

10: γ ← γ ∪ x;
11: end while
12: xoi,t ← oi.operate(γ);
13: Po ← Po ∪ xoi,t
14: Compute credit ci,t and reward to oi;
15: end while
16: P ← P ∪ PO
17: Update bounds for normalization;
18: c← argmaxx,y∈P |I(x, y)|;
19: for all x ∈ P do
20: x.fitness←

∑
y∈P\{x}

−e−I(y,x)/(c·κ);

21: end for
22: P ← select(P )
23: end while

every generation.

2.4.2 Operators

Some AOS apply adaptive operators [82,120,151], and a recent study showed that

adapting operator parameters can improve the search performance of an AOS [113].

To decouple the adaptation of the operator selector and the operator parameters,

however, we do not utilize adaptive operators. Instead, in this first comparative

study of multiobjective credit assignments, we turn to other popular operators. We

examine simulated binary crossover (SBX) [35], DE/rand/1 (DE) [171], uniform
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mutation (UM), parent-centric crossover (PCX) [36], unimodal normal distribution

crossover (UNDX) [144], and simplex crossover (SPX) [176]. Polynomial mutation

is applied to all solutions created by the above operators, except for UM, and

SBX, PCX, UNDX and SPX create 2 offspring with each application. These are

the same operators available to Borg’s adaptive operator selector, and we reuse

them here because they cover a broad range of operators.

The SBX operator simulates single-point crossover on real-valued variables and

generates offspring around the parent solutions primarily along the coordinate

axes of the decision space. While SBX is commonly used in MOEAs, it is not

rotationally invariant, so it does not search efficiently on nonseparable problems

with strongly coupled decision variables [84].

The DE, UNDX, PCX and SPX operators, on the other hand, are rotationally

invariant operators and perform well on separable problems [84]. DE creates an

offspring by translating one parent in the direction of the difference vector created

by two other parents. UNDX creates a search line by connecting two parents with

a line and uses another parent to determine the distance the offspring will lie from

the search line. PCX is similar to UNDX but generates offspring in the vicinity

of the parent solutions. SPX creates a geometrical simplex with vertices at the

parent solutions, slightly expands the simplex, and generates offspring uniformly

within the expanded simplex.

While the other operators require more than one parent solution, UM perturbs

the decision variables of a single parent solution. The UM operator mutates each

index of a parent solution with some probability, and an index selected to mutate

is assigned a value drawn uniformly at random within the upper and lower bounds

of the decision variable.

57



Similarly, the polynomial mutation operator mutates each index of a single par-

ent solution with some probability, but the indices selected to mutate are assigned

values drawn from a distribution centered around the parent value.

We use the recommended parameters for each operator. For the SBX operator,

the distribution index and crossover rate is set to 20 and 1.0, respectively, as used

in NSGA-II [36]. The DE operator uses a scaling factor of 0.5 and a crossover rate

of 1.0 similar to MOEA/D-DRA and MOEA/D-FRRMAB [109,194]. The UNDX,

PCX, and SPX operators require three parent solutions, and ση = 0.35/
√
L and

σξ = 0.5 for UNDX [99] where L is the number of decision variables, ση = σζ = 0.1

for PCX as in experiments by Deb et al. [36], and the expanding rate is set to

1.0 for SPX uses as in experiments by Tsutsui et al. [176]. UM and polynomial

mutation mutates each index with probability 1/L, and polynomial mutation uses

a distribution index of 20.

2.4.3 Comparative Study

A comparative study is conducted on 26 problems from the WFG [83], CEC 2009

[195], and DTLZ [41] test suites, and the performance of each AOS is recorded. The

number of decisions variables L, the number of the objectives m, and the properties

of each problem are summarized in Table 2.3. This diverse set of problems contains

problems with different features that are considered difficult to solve including

concavity, multimodality, discrete Pareto fronts, discontinuous Pareto front, and

nonlinear objective functions.

Experiment A: The first experiment establishes a baseline performance and

identifies the best operator for each MOEA on each problem. We hypothesize
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Table 2.3: Test problem properties

Problem L m properties

WFG1 22 2 mixed, separable, deceptive

WFG2 22 2 nonseparable, discontinuous

WFG3 22 2 nonseparable, degenerate

WFG4 22 2 concave, multimodal, separable

WFG5 22 2 concave, separable, deceptive

WFG6 22 2 concave, nonseparable

WFG7 22 2 concave, separable

WFG8 22 2 concave, nonseparable

WFG9 22 2 concave, multimodal, nonseparable

UF1 30 2 complex Pareto set

UF2 30 2 complex Pareto set

UF3 30 2 complex Pareto set

UF4 30 2 complex Pareto set, concave

UF5 30 2 complex Pareto set, discrete

UF6 30 2 complex Pareto set, discontinuous

UF7 30 2 complex Pareto set

UF8 30 3 complex Pareto set, concave

UF9 30 3 complex Pareto set, discontinuous

UF10 30 3 complex Pareto set, concave

DTLZ1 7 3 multimodal, separable

DTLZ2 12 3 concave, separable

DTLZ3 12 3 concave, multimodal, separable

DTLZ4 12 3 concave, biased

DTLZ5 12 3 concave

DTLZ6 12 3 concave, biased

DTLZ7 22 3 discontinuous

that the best operator will differ from problem to problem because an operator’s

performance is dependent on the problem at hand. Furthermore, on a given prob-

lem, we expect that an operator’s behavior will vary with different MOEAs due

to the ways each MOEA selects parent solutions for recombination and maintains

the population. The best single-operator MOEA will be compared with the AOS
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Table 2.4: Parameters for the MOEAs and operator selectors

Parameter Value

Neighborhood size nT 20

Probability of selecting mating pool δ 0.9

Crossover rate CR 1.0

Maximum number of solutions an offspring can replace nR 2

Number of iterations until utility update 50

Minimum probability of selecting an operator pmin 0.1

Adaptation rate α 0.8

Learning rate β 0.8

IBEA scaling factor κ 0.5

in Experiment B to see if the combined use of a diverse set of operators leads to

better or comparable performance than the best single operator.

Experiment B : The second experiment investigates the performance of each

credit assignment paired with both PM and AP operator selectors. Each AOS

is compared with 3 control strategies: 1) the default operator of MOEA/D-DRA,

NSGA-II, and IBEA, which are DE, SBX, and SBX, respectively; 2) the best single-

operator MOEA from Experiment A on each problem; and 3) an operator selector

that randomly selects operators with uniform probability, to check whether intel-

ligent operator selection is superior to random operator selection. We hypothesize

that at least some of the AOS will be superior to the three control strategies.

Parameters for the MOEAs and operator selectors are shown in Table 2.4,

which are the same as those from [202] and [109]. The population size and number

of function evaluations for each problem is shown in Table 2.5, which is consistent

with other comparative experiments [109, 111, 194]. Initial populations for each

run are generated randomly.

Performance Metrics : Quality indicators are commonly used to measure the
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performance of MOEAs [28], and while a variety of indicators exists, no unary

indicator can fully characterize an MOEAs performance [15]. Therefore, we use

two popular indicators; the inverted generational distance (IGD) and hypervolume

(HV).

The IGD indicator, shown in (2.21), computes the average of the minimum

distance of each point in the true Pareto front, PF ∗, to a point in PF , where the

function d(x, y) computes the Euclidean distance between the objective vectors x

and y. PF ∗ for all problems were obtained through the solution database available

within MOEAFramework. A lower IGD indicates that PF is closer to PF ∗.

IGD(PF, PF ∗) =

∑
x∈PF ∗(miny∈PF d(x, y))

|PF ∗|
(2.21)

Unlike in IGD, PF ∗ is not required to compute HV. The HV indicator simulta-

neously measures diversity and convergence by computing the closed hypervolume

created in the objective space by a reference point, z∗, and the union of the all the

solutions x ∈ PF . HV is given by (2.22), where v(x, z∗) is the hypercube created

with x and z∗. Any point in PF that is dominated by z∗ does not contribute to

HV. Following the same approach presented in [111], the objective values of the

solutions are normalized using the range of PF ∗, and then the HV is computed

using a reference point at 1.1m as done in [111,112] and [86]. HV is computed using

jMetal [46], which implements the fast hypervolume algorithm from the Walking

Fish Group [182]. A large value for HV implies that PF has good convergence

and diversity.

HV (PF, z∗) = volume
( ⋃
x∈PF

v(x, z∗)
)

(2.22)
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Table 2.5: Population size and number of function evaluations for each prob-
lem

Problem Population size Function Evaluations

WFG 100 25,000

2-objective UF 600 300,000

3-objective UF 1,000 300,000

DTLZ 105 30,000

To statistically compare the performance metrics of any two AOS, we conduct

30 independent runs for each problem on each experiment and use the Wilcoxon

rank sum test with a significance level of 0.05. This non-parametric statistical test

is commonly used to compare the performance of two algorithms [28] and can be

applied to non-normal distributions. It ranks the measured performance of two

AOS and compares the sum of ranks to see if the data from the two methods come

from the same distribution (i.e. the performance of the two AOS are statistically

equivalent).

2.5 Results

2.5.1 Experiment A

Our first experiment establishes a baseline performance of MOEA/D-DRA, IBEA,

and NSGA-II with each of the six operators introduced earlier. Due to limited

space, we only show the operators that achieved the best mean IGD and HV in

Table 2.6 and Table 2.7, respectively.

The SBX operator performs well on many problems with all three MOEAs, es-

pecially on the WFG and DTLZ problems. Even when used with MOEA/D-DRA,
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SBX significantly outperforms the default DE operator on many of the WFG and

DTLZ problems. The SBX operator is effective on separable problems [84], ex-

plaining its superior performance with two or more MOEAs in both metrics on the

WFG1, WFG4, WFG7, DTLZ1, and DTLZ3 problems. Although DTLZ2 is also a

separable problem, the SPX operator is competitive with SBX in the inverted gen-

erational distance metric. On the WFG6 and WFG8 problems, SBX is not the top

performing operator since these problems are nonseparable, and instead, rotation-

ally invariant operators such as DE and SPX are more effective. Surprisingly, SBX

performs well on the other nonseparable problems, namely WFG2, WFG3 and

WFG9. The SBX operator performs poorly on biased problems such as DTLZ4

and DTLZ6 that are designed to mislead an MOEA with nonuniform distribution

of solutions in the objective space. On these problems, the DE operator, which can

explore regions further from the parent solutions, outperforms the default IBEA

and NSGA-II that use the SBX operator.

The problem properties can help explain the performance of the operators.

Thus, if the properties of a problem are known in advance, they can help when

selecting the MOEA and operator to solve the problem. Unfortunately, the prob-

lem properties are usually not well understood a priori, especially for real-world

problems. Moreover, the problem properties do not always explain an operator’s

behavior as seen by the superior performance of SBX on the nonseparable WFG2,

WFG3, and WFG9 problems.

Using the default operator for a given MOEA is not a robust strategy either

because on many problems, it is outperformed by other operators in one or both

metrics. Moreover, interactive effects between the operator and the MOEA signif-

icantly influence the search performance, but prior to the search, it is difficult to
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Table 2.6: Experiment A: Best Operator and mean IGD

Problem MOEA/D-DRA [DE] NSGA-II [SBX] IBEA [SBX]

WFG1 PCX 4.151E-1† SBX 4.195E-1 SBX 4.121E-1

WFG2 SBX 1.056E-2† SBX 3.707E-3 SBX 1.846E-2

WFG3 SBX 3.383E-2† SBX 3.442E-2 SPX 3.471E-2†

WFG4 SBX 5.961E-3† SBX 5.202E-3 SBX 1.023E-2

WFG5 DE 2.773E-2 SBX 2.774E-2 UNDX 2.811E-2†

WFG6 SPX 2.007E-2 DE 7.203E-3† DE 1.279E-2†

WFG7 SBX 5.215E-3† SBX 5.788E-3 UNDX 5.520E-3†

WFG8 DE 3.487E-2 DE 3.205E-2† DE 3.606E-2†

WFG9 SBX 9.172E-3† SBX 8.843E-3 UNDX 1.028E-2†

UF1 DE 2.902E-3 DE 3.058E-2† DE 4.345E-2†

UF2 DE 1.126E-2 UM 1.788E-2† UNDX 2.758E-2†

UF3 DE 3.385E-2 DE 5.109E-2† DE 2.903E-2†

UF4 UM 3.587E-2† UM 3.057E-2† UM 3.586E-2†

UF5 UM 2.079E-1† UM 1.742E-1† UM 1.988E-1†

UF6 SBX 1.151E-1 SBX 1.024E-1 UM 1.441E-1

UF7 DE 7.950E-3 DE 1.252E-2† DE 2.096E-2†

UF8 DE 5.502E-2 UM 1.050E-1† SBX 4.139E-1

UF9 SBX 5.196E-2 UM 8.789E-2† DE 1.025E-1†

UF10 SBX 2.010E-1† SBX 2.436E-1 UNDX 4.111E-1†

DTLZ1 SBX 6.031E-2† SBX 9.289E-2 SBX 3.252E-1

DTLZ2 SBX 6.739E-2† SPX 6.297E-2† SPX 8.200E-2†

DTLZ3 SBX 3.013E-1 SBX 4.840E0 SBX 6.469E-1

DTLZ4 DE 5.464E-2 UM 4.157E-2† DE 5.032E-2†

DTLZ5 DE 1.547E-2 SPX 6.023E-3† UNDX 1.518E-2†

DTLZ6 DE 1.494E-2 DE 5.780E-3† DE 3.837E-2†

DTLZ7 SBX 1.192E-1 SBX 4.921E-2 SBX 9.992E-2

Using a Wilcoxon rank sum test with 0.05 significance level, † indicates significantly better IGD than the MOEA

with its respective default operator. The default operator for each MOEA is given in the first row in [·].

assess if a given operator will help or hinder the MOEA. Fig. 2.2 shows boxplots

of the hypervolume achieved by each single-operator MOEA on the WFG7 and

DTLZ7 problems, where single-operator MOEAs are labeled as MOEA-operator.

On the WFG7 problem, the UNDX operator performs the best with IBEA as

opposed to the second and third worst with NSGA-II and MOEA/D-DRA, respec-
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Table 2.7: Experiment A: Best Operator and mean HV

Problem MOEA/D-DRA [DE] NSGA-II [SBX] IBEA [SBX]

WFG1 SBX 2.992E-1† SBX 3.133E-1 SBX 3.082E-1

WFG2 SBX 7.725E-1† SBX 7.741E-1 SBX 7.706E-1

WFG3 SBX 6.171E-1† SBX 6.164E-1 SPX 6.157E-1†

WFG4 SBX 4.310E-1† SBX 4.304E-1 SBX 4.246E-1

WFG5 PCX 4.006E-1† SBX 4.042E-1 PCX 4.025E-1†

WFG6 SPX 3.886E-1 DE 4.129E-1† DE 4.072E-1†

WFG7 SBX 4.190E-1† SBX 4.173E-1 UNDX 4.154E-1†

WFG8 DE 3.497E-1 DE 3.513E-1† DE 3.451E-1†

WFG9 SBX 4.510E-1† SBX 4.560E-1 PCX 4.507E-1

UF1 DE 8.716E-1 DE 8.246E-1† DE 8.145E-1†

UF2 DE 8.592E-1 UM 8.504E-1† UNDX 8.379E-1

UF3 DE 8.287E-1 DE 7.846E-1† DE 8.262E-1†

UF4 UM 4.746E-1† UM 4.867E-1† UM 4.807E-1†

UF5 UM 3.598E-1 UM 3.966E-1† UM 3.685E-1†

UF6 SBX 4.306E-1 SBX 4.485E-1 SBX 4.226E-1

UF7 DE 6.944E-1 DE 6.873E-1† DE 6.787E-1†

UF8 DE 6.881E-1 UM 5.721E-1† UNDX 4.638E-1

UF9 DE 1.007E0 UM 9.207E-1† DE 9.389E-1†

UF10 SBX 3.823E-1† UNDX 3.352E-1† UNDX 3.059E-1†

DTLZ1 SBX 1.084E0† SBX 1.027E0 SBX 6.073E-1

DTLZ2 SBX 7.127E-1† SBX 7.037E-1 SBX 7.415E-1

DTLZ3 SBX 5.104E-1† DE 9.803E-3† SBX 1.680E-1

DTLZ4 DE 6.862E-1 SBX 7.096E-1 DE 7.390E-1†

DTLZ5 SBX 2.621E-1† SBX 2.667E-1 SPX 2.638E-1†

DTLZ6 DE 2.643E-1 DE 2.696E-1† DE 2.604E-1†

DTLZ7 SBX 4.661E-1† SBX 5.383E-1 SBX 5.222E-1

Using a Wilcoxon rank sum test with 0.05 significance level, † indicates significantly better IGD than the MOEA

with its respective default operator. The default operator for each MOEA is given in the first row in [·].

tively. On the DTLZ7 problem, the same UNDX operator achieves the second best

median hypervolume with NSGA-II but the worst with MOEA/D-DRA and third

worst with IBEA.

The results from Experiment A illustrate the unintuitive, yet significant, conse-

quences of selecting an effective combination of an operator and MOEA for a given
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Figure 2.2: Boxplot of HV achieved by single operator MOEAs on the WFG7
and DTLZ7 problems.

problem. A single-operator MOEA that works well on one problem does not work

well on another, supporting the No Free Lunch Theorem of Optimization [187],

which states that a heuristic optimization method works well for only a subset

of problem instances. This provides the motivation for AOS, which attempts to

elevate the generality of an MOEA in order to be effective across more problems.

2.5.2 Experiment B

Decomposition-based Credit Assignment

First, we examine the performance of the decomposition-based credit assign-

ments. Table A.1 and Table A.2 in Appendix A show the performance metrics

of each decomposition-based AOS compared to the default operator MOEA/D-

DRA (i.e. DE). Table 2.8 and Table 2.9 summarize how the IGD and HV of each

decomposition-based AOS statistically compares to the default operator, the best
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Table 2.8: Statistical comparison of the final IGD achieved by
decomposition-based AOS and the control strategies

Default Operator Best Operator Random

+ = - + = - + = -

Random 11 6 9 2 10 14

PM-OP-De 11 6 9 4 7 15 2 24 0

PM-SI-De 12 6 8 3 11 12 8 18 0

PM-CS-De 11 5 10 5 6 15 7 16 3

AP-OP-De 10 5 11 4 7 15 1 23 2

AP-SI-De 11 7 8 3 12 11 7 18 1

AP-CS-De 11 5 10 4 8 14 6 19 1

Using a Wilcoxon rank sum test with 0.05 significance level, +, =, - indicate the number of problems that the

corresponding AOS performed statistically better, equivalent, or worse than the control strategy.

single-operator from Experiment A, and the random operator selector. Each AOS

is denoted as operator selector-credit assignment such as PM-OP-De for probability

matching with the decomposition-based OP-De credit assignment.

Table 2.8 and Table 2.9 show that the performance of a decomposition-based

AOS with PM is similar to that with AP. Additionally, all of the decomposition-

based AOS are competitive with the default operator MOEA/D-DRA in the in-

verted generational distance metric, but superior in the hypervolume metric. Ex-

periment A showed that the best operator for MOEA/D-DRA changed from prob-

lem to problem, but the decomposition-based AOS are able to leverage the diversity

in the operators to outperform the default MOEA/D-DRA.

The decomposition-based AOS are outperformed by the best single-operator

MOEA/D-DRA, but in general, they achieve better performance than the major-

ity of the single-operator MOEA/D-DRA strategies. For example, Fig. 2.3 shows

the hypervolume achieved on the WFG7 and DTLZ7 problems by each single-

operator MOE/D-DRA, the random operator selector, and each decomposition-
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Table 2.9: Statistical comparison of the final HV achieved by decomposition-
based AOS and the control strategies

Default Operator Best Operator Random

+ = - + = - + = -

Random 14 4 8 3 7 16

PM-OP-De 14 4 8 5 4 17 1 25 0

PM-SI-De 16 4 6 4 10 12 11 15 0

PM-CS-De 14 4 8 5 7 14 7 17 2

AP-OP-De 15 2 9 5 4 17 2 21 3

AP-SI-De 15 5 6 5 9 12 11 14 1

AP-CS-De 14 4 8 5 8 13 7 18 1

Using a Wilcoxon rank sum test with 0.05 significance level, +, =, - indicate the number of problems that the

corresponding AOS performed statistically better, equivalent, or worse than the control strategy.

based AOS. It shows the decomposition-based AOS outperforming all single-

operator MOEA/D-DRA except the one with SBX, the best operator for these

problems. Moreover, the decomposition-based AOS outperforms the best single-

operator MOEA/D-DRA in one or both metrics on a few problems, namely WFG1,

UF5, DTLZ4, and DTLZ7. This is significant because the AOS does not use any a

priori knowledge of the best operator for MOEA/D-DRA, which is different from

problem to problem as seen in Experiment A. Furthermore, the statistically signif-

icant improvement in the search performance over the single-best operator implies

that there are positive interactions between some operators.

The relatively high performance of the random operator selector supports the

hypothesis that positive interactions exist between the operators. While the AOS

with SI-De and CS-De credit assignments perform better than the random oper-

ator selector overall, it is interesting to see the random operator selector perform

comparably to the decomposition-based AOS on many problems as seen in Table

2.8 and Table 2.9.

68



Figure 2.3: Boxplot of HV achieved on the WFG7 and DTLZ7 problems by
single-operator MOEA/D-DRA, random operator selector with
MOEA/D-DRA (MOEA/D-DRA-Rand), and decomposition-
based AOS.

Figure 2.4: The average credits received per epoch by each operator during
the search on the WFG7 problem using dominance-based credits
and PM. An epoch is equivalent to 250 evaluations. Note the
difference in scale for each AOS.

Of the three decomposition-based credit assignments, OP-De is the most statis-

tically similar to the random operator selector. One explanation for the similarity

is that OP-De does not provide the operator selector with sufficient information
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about an operator’s impact because OP-De rewards operators based only on local

improvements. Fig. 2.4 shows the average credits received by each operator ev-

ery epoch, or 250 evaluations, averaged over 30 runs on the WFG7 problem when

using PM-OP-De. It shows that PM-OP-De rewards the UM and SPX operators

the least even though the SPX operator performs well on this problem as shown in

Fig. 2.3. For the rest of the search, all the other operators are rewarded similarly,

resulting in statistically similar performance to the random operator selector. We

can conclude from Experiment A, that the SBX, DE, and SPX operators perform

well with MOEA/D-DRA on the WFG7 problem because they can replace incum-

bent solutions in neighboring subproblems as well as the current subproblem, but

since the OP-De credit assignment only rewards operators for their local impact,

it does not take into account this effect on neighboring subproblems.

Contrary to the OP-De credit assignment, SI-De rewards operators for creating

offspring that replace the incumbent and neighboring solutions to a subproblem,

and it performs better overall than the random operator selector in the hypervol-

ume metric. This broader perspective helps the AOS with SI-De to outperform

the random operator selector on 11 out of the 26 problems when used with the

PM or AP operator selector. An inspection of the credit history on the WFG7

problem, shown in Fig. 2.4, reveals that improvements to the neighborhood are

only incremental after the 10th epoch. The AOS is able to discriminate UM as

the worst operator and it receives few to zero credits during the search. After the

20th epoch, however, it is difficult to see any differentiation between the credits

rewarded to the remaining operators. As suggested by the random operator se-

lector, a good strategy on this problem is to use a uniform combination of the

operators, and the SI-De credit assignment signals the operator selector to begin

using a uniform combination of operators. The AOS with SI-De significantly out-
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performs the random operator selector in both metrics most likely because SI-De

quickly identifies UM’s poor performance.

CS-De, which rewards operators for creating many solutions in the neighbor-

hood of a subproblem, also outperforms the random operator selector on several

problems. It does not perform as well as the AOS with SI-De, especially in the hy-

pervolume metric, most likely because older solutions created in previous iterations

are viewed as equally important as newly created ones when using CS-De. This in-

troduces a lag in the credit assignment’s ability to track an operator’s performance.

For example, Fig. 2.4 shows that the SBX, UNDX, SPX, and PCX operators are

rewarded similarly for the first third of the search, and it takes some time before

SBX, the top performing operator on this problem, begins to receive the most

credits. The slow dynamics is due to the implemented version of MOEA/D-DRA

that only allows up to 2 solutions to be replaced, so the other solutions created by

the UNDX, SPX, and PCX operators remain in the neighborhood and continue to

contribute towards the rewarded credits. Moreover, solutions created by UM, the

worst performing operator on this problem, remain in the neighborhoods, so UM

continues to receive credits for a significant portion of the search. Note that as

SBX replaces solutions in the neighborhood the credits of the other operators nec-

essarily decrease because each solution in the fixed-sized neighborhood corresponds

to credit rewarded to only one operator.

Dominance-based Credit Assignment

Table A.3 and Table A.4 in Appendix A show the performance metrics of each

dominance-based AOS and their performance compared to the default operator

NSGA-II (i.e. SBX). Table 2.10 and Table 2.11 summarize how the IGD and HV

71



of each dominance-based AOS statistically compares to the default operator, the

best single-operator from Experiment A, and the random operator selector.

The dominance-based AOS generally perform worse than the best single-

operator NSGA-II but are competitive with the default NSGA-II. Experiment A

showed that the SBX operator with NSGA-II achieved the best performance on

roughly half of the problems, so the dominance-based AOS have a more difficult

time outperforming the default NSGA-II. The poor performance of the dominance-

based AOS relative to the best single-operator NSGA-II is partially due to large

differences in performance between the best and worst operators. For example,

on the WFG7 or DTLZ7 problems, NSGA-II with the SBX operator achieves a

significantly larger hypervolume than with any of the other operators. The AOS

must learn to use SBX more often than the others, but in the learning process,

the AOS must use all operators multiple times and expend evaluation functions.

Consequently, the AOS do not perform as well as the best operator on the WFG7

or DTLZ7 problems, but as with the decomposition-based AOS, the application

of AOS on NSGA-II elevates the generality of the algorithm as shown in Fig.

2.5. Despite the presence of poorly performing operators, each AOS achieves a

similar or better hypervolume to the SBX operator compared to the second best

single-operator NSGA-II.

While the random operator selector performs relatively well on all problems, it

is significantly outperformed by each dominance-based AOS. The random operator

selector is even outperformed by AOS with OP-Do. OP-Do uses very local infor-

mation to reward an operator for creating offspring that dominates their parents,

so we had expected it to perform poorly like the OP-De credit assignment. In-

stead, AOS with OP-Do are the top performing dominance-based AOS most likely
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Table 2.10: Statistical comparison of the final IGD achieved by dominance-
based AOS and the control strategies

Default Operator Best Operator Random

+ = - + = - + = -

Random 9 4 13 2 5 19

PM-OP-Do 11 6 9 3 7 16 11 13 2

PM-SI-Do 10 6 10 3 8 15 8 14 4

PM-CS-Do 10 5 11 3 8 15 13 11 2

AP-OP-Do 12 5 9 5 6 15 13 11 2

AP-SI-Do 10 5 11 2 8 16 10 15 1

AP-CS-Do 11 6 9 4 7 15 13 10 3

Using a Wilcoxon rank sum test with 0.05 significance level, +, =, - indicate the number of problems that the

corresponding AOS performed statistically better, equivalent, or worse than the control strategy.

Table 2.11: Statistical comparison of the final HV achieved by dominance-
based AOS and the control strategies

Default Operator Best Operator Random

+ = - + = - + = -

Random 9 3 14 3 2 21

PM-OP-Do 9 8 9 2 9 15 14 10 2

PM-SI-Do 9 4 13 2 8 16 9 14 3

PM-CS-Do 8 7 11 1 10 15 16 7 3

AP-OP-Do 9 9 8 2 10 14 18 7 1

AP-SI-Do 9 5 12 3 8 15 10 14 2

AP-CS-Do 10 3 13 4 6 16 12 12 2

Using a Wilcoxon rank sum test with 0.05 significance level, +, =, - indicate the number of problems that the

corresponding AOS performed statistically better, equivalent, or worse than the control strategy.

because OP-Do prefers operators that push convergence over those that increase

diversity and the diversity management is left to underlying MOEA. Fig. 2.6 offers

a closer look at the credits rewarded by the dominance-based credit assignments

on the DTLZ7 problem, where each epoch is 300 evaluations. OP-Do correctly

identifies SBX as the best operator and rewards it the most throughout the entire
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search, but a small amount of credit is rewarded to the other operators, signaling

the operator selector to continually explore the other operators. This explains why

AOS with the OP-Do credit assignment outperforms the random operator selector,

but cannot outperform NSGA-II with SBX on this problem.

AOS strategies using the SI-Do credit assignment do not perform as well as

AOS with OP-Do or CS-Do credit assignments, but it still outperforms the random

operator selector. One explanation for the lower performance with the SI-Do credit

assignments is that it rewards an operator for creating a solution that enters the

Pareto front but does not consider if the new solution adds to the diversity of the

front. A solution that enters the Pareto front that crowds an existing solution is

less desirable than one that enters the Pareto front in a sparsely populated region,

but SI-Do rewards both solutions equally. Fig. 2.6 shows that the SI-Do credit

assignment identifies SBX as one of the top performing operators but not the best.

Instead, SI-Do rewards the PCX operator the most, despite its poor performance on

this problem as shown in Fig. 2.5. We can infer from the credit history of PM-OP-

Do that the PCX operator does not consistently create offspring that dominate its

parents. In addition, PCX creates offspring near the parent solutions. Therefore,

the lower performance of the AOS with SI-Do on the DTLZ7 problem is likely due

to PCX inserting solutions in an already occupied region of the Pareto front.

The AOS with the CS-Do credit assignment, which rewards an operator for

its contribution of solutions to the Pareto front, perform almost as well as those

with OP-Do. CS-Do is more robust to being misguided by crowded solutions on

the Pareto front even though it is similar to SI-Do and does not estimate density

metrics. In Fig. 2.6, CS-Do initially identifies SBX as the best performing operator,

but solutions created by the PCX operator gradually increase their presence in the
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Figure 2.5: Boxplot of HV achieved on the WFG7 and DTLZ7 problems by
the single-operator NSGA-II, the random operator selector with
NSGA-II (NSGA-II-Rand), and the dominance-based AOS.

Figure 2.6: The average credits received per epoch by each operator during
the search on the DTLZ7 problem using dominance-based credits
and PM. An epoch is equivalent to 300 evaluations. Note the
difference in scale for each AOS.

Pareto front until about half of the Pareto front consists of solutions created by

PCX. If the PCX operator is indeed inserting solutions in crowded regions of the

Pareto front, after some time, it will begin replacing its own solutions preventing

PCX from earning a disproportionate amount of credits. From the credit history
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of PM-SI-Do, we see that the PCX and SBX operators consistently insert solutions

into the Pareto front, but the credit history of PM-CS-Do exhibits stability in the

credits rewarded to all operators in the second half of the search. Therefore, the

SBX and PCX operators must be replacing their own solutions on the Pareto front

and not significantly changing each operator’s contribution to the Pareto front.

Indicator-based Credit Assignment

Table A.5 and Table A.6 in Appendix A show the performance metrics of each

indicator-based AOS and their performance compared to the default operator

IBEA (i.e. SBX). Table 2.12 and Table 2.13 summarize how the IGD and HV

of each indicator-based AOS statistically compares to the default operator, the

best single-operator from Experiment A, and the random operator selector.

Table 2.12 and Table 2.13 shows that the indicator-based AOS perform sig-

nificantly better than the default-operator IBEA in both performance metrics.

However, as with decomposition-based and dominance-based AOS, the indicator-

based AOS are significantly outperformed by the best single-operator IBEA on

the majority of the problems. Nonetheless, the indicator-based AOS elevate the

performance of the MOEA toward that of the single-best operator, which is also

consistent with the effect of the decomposition-based and dominance-based AOS.

Fig. 2.7 shows the achieved hypervolumes on the WFG7 and DTLZ7 problems

of the single-operator IBEA, IBEA with the random operator selector, and the

indicator-based AOS, and it shows the indicator-based AOS performing well de-

spite the inclusion of poor performing operators in the operator set such as UM on

the WFG7 problem or UM and SPX on the DTLZ7 problem. Interestingly, Table

2.12, Table 2.13, and Fig. 2.7 show that, once again, the random operator selector
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Table 2.12: Statistical comparison of the final IGD achieved by indicator-
based AOS and the control strategies

Default Operator Best Operator Random

+ = - + = - + = -

Random 13 5 8 3 3 20

PM-OP-I 12 7 7 3 3 20 4 20 2

PM-SI-I 12 6 8 2 4 20 3 23 0

PM-CS-I 13 9 4 3 5 19 8 18 0

AP-OP-I 12 9 5 2 6 18 4 20 2

AP-SI-I 12 7 7 3 2 21 5 21 0

AP-CS-I 13 7 6 3 5 18 7 19 0

Using a Wilcoxon rank sum test with 0.05 significance level, +, =, - indicate the number of problems that the

corresponding AOS performed statistically better, equivalent, or worse than the control strategy.

Table 2.13: Statistical comparison of the final HV achieved by indicator-
based AOS and the control strategies

Default Operator Best Operator Random

+ = - + = - + = -

Random 13 8 5 3 7 16

PM-OP-I 15 5 6 3 9 14 7 17 2

PM-SI-I 16 6 4 4 7 15 4 22 0

PM-CS-I 18 5 3 4 8 14 9 17 0

AP-OP-I 15 5 6 3 7 16 7 16 3

AP-SI-I 16 5 5 4 6 16 6 20 0

AP-CS-I 17 5 4 4 7 15 13 13 0

Using a Wilcoxon rank sum test with 0.05 significance level, +, =, - indicate the number of problems that the

corresponding AOS performed statistically better, equivalent, or worse than the control strategy.

performs well relative to the other indicator-based AOS, further confirming that a

diverse set of operators improves the robustness of the algorithm.

Similar to the AOS with OP-Do, AOS using OP-I outperforms the random
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Figure 2.7: Boxplot of HV achieved on the WFG7 and DTLZ7 problems
by single-operator IBEA, random operator selector with IBEA
(IBEA-Rand), and indicator-based AOS.

operator selector on a handful of problems despite rewarding an operator based on

its local impact. On several problems, however, OP-I incorrectly categorizes the

top performing operators as poor performers, which causes PM-OP-I and AP-OP-I

to be significantly outperformed by the random operator selector on the WFG1

and UF4 problems. Fig. 2.8 shows the credit history rewarded by OP-I on the

DTLZ7 problem using the PM operator selector. OP-I identifies SPX as the best

performing operator although it is one of the worst performers on this problem as

shown in Fig. 2.7. In addition, OP-I views SBX, the best performing operator

on this problem, as mediocre. Despite being misguided, AOS with OP-I still has

statistically equivalent performance as the random operator selector on DTLZ7,

which shows that using a diverse set of operators adds robustness to poor selection

of the operators.

The SI-I credit assignment has better accuracy in identifying the top performing

operators, which prevents AOS with SI-I from performing worse than the random

operator selector. In Fig. 2.8, we see that PM-SI-I on the DTLZ7 problem correctly
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Figure 2.8: The average credits received per epoch by each operator during
the search on the DTLZ7 problem using indicator-based credits
and PM. An epoch is equivalent to 300 evaluations. Note the
difference in scale for each AOS.

identifies SBX as the best operator at the beginning of the search. However, as

in the case of the dominance-based SI-Do credit assignment, the PCX operator

eventually surpasses SBX in received credits. Again, the PCX operator exploits the

high quality solutions created by the SBX operator and is able to more frequently

create new offspring that contribute to the R2 indicator value. Thus, the SBX

operator is selected less frequently than optimal, but the early detection of high

performing operators allows AOS with SI-I to perform somewhat better than the

random operator selector in general.

Examination of the credit history of PM-CS-I in Fig. 2.8 confirms that the

PCX operator on the DTLZ7 problem takes advantage of the high quality solutions

produced by the SBX operator. After the 40th epoch, the credit history of the

PCX operators mirrors that of SBX, indicating that the PCX operator is replacing

solutions created by SBX in the set that contributes to the R2 indicator. Unlike in

PM-SI-I, with CS-I, there is a clearer distinction between the credits rewarded to

the SBX or PCX operators and the credits rewarded to the other lower performing
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operators, which helps the AOS with CS-I to outperform the random operator

selector to a greater degree. In fact, the AOS using CS-I perform the best out of

all indicator-based AOS.

2.6 Discussion

Of the decomposition-based AOS presented in this paper SI-De and CS-De out-

performed the default operator MOEA/D-DRA in the hypervolume metric and

the random operator selector in both performance metrics. The OP-De credit

assignment, which rewards operators that improve the solution of the current

subproblem, led to statistically similar performance to the random operator se-

lector because it relies on local information. SI-De and CS-De leverage a broader

perspective of an operator’s impact and reward operators that improve the solu-

tions of the neighboring subproblem and that contribute solutions to the neighbor-

hood, respectively. The performance of SI-De is the best amongst the presented

decomposition-based credit assignments. Moreover, the values used by SI-De are

already computed within MOEA/D-DRA so it requires little computational over-

head. A potential improvement upon CS-De would be to increase the number of

solutions an offspring can replace to get a broader measure of an operator’s impact,

which could speed up the response of the credit assignment to the dynamic state

of the evolving population. Unfortunately, the search performance of MOEA/D-

DRA is sensitive to the neighborhood size [85,196], so while a larger neighborhood

may benefit the CS-De credit assignment, it may be detrimental to the general

performance of the AOS.

All dominance-based credit assignments are competitive with the default oper-
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ator NSGA-II but superior to the random operator selector in general. Contrary to

the decomposition-based credit assignments, the dominance-based OP-Do, which

rewards operators for creating offspring that dominate their parent, uses the most

local information but leads to better performance than SI-Do. Since OP-Do per-

forms well on the tested problems and has the least computational complexity of

the presented dominance-based credit assignments, we recommend using OP-Do

credit assignments for problems with two or three objectives. The performance of

AOS using SI-Do, which rewards operators for inserting offspring into the Pareto

front, or CS-Do, which rewards operators for their contribution of solutions to

the Pareto front, are hindered by operators that insert solutions into crowded

areas of the Pareto front. This can be prevented by incorporating a density met-

ric such as crowding distance or using a modified dominance-relation such as ε-

dominance [105] in these credit assignments. Furthermore, the addition of a density

metric or modified dominance-relation may be necessary in many-objective prob-

lems to counter the loss in selection pressure of Pareto-dominance relationships in

a high-dimensional objective space [110,112,179].

All indicator-based credit assignments outperform both the default operator

IBEA and the random operator selector in both metrics. OP-I, which rewards op-

erators for creating offspring with a high binary indicator value when compared to

their parent, is the only indicator-based credit assignment to be outperformed by

the random operator selector on a few problems because it relies on highly local-

ized information and inaccurately identifies the top performing operators. SI-I and

CS-I, which reward operators for creating offspring that improve and contribute to

the R2 indicator value, respectively, suffer from similar issues as SI-Do and CS-Do,

where the credit assignments reward operators for inserting offspring into crowded

regions of the objective space. Since SI-I and CS-I both have the same computa-
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tional complexity and AOS with CS-I perform better, CS-I is recommended over

SI-I. Indicator-based credit assignments are expensive to compute, however, so we

recommend using indicators with low computational complexity or a solution set

that contains few individuals.

In summary, we offer a few general statements about AOS using multiobjective

credit assignments.

• An AOS elevates the generality of an algorithm. The goal of an

AOS is to raise the generality of an algorithm so that it can perform well

over a greater number of problems. The results in this paper show that

the AOS consistently outperform most of the single-operator MOEAs. AOS

also significantly improves upon the performance of the default versions of

MOEA/D-DRA and IBEA.

• An AOS can outperform the best single-operator MOEA. While

the AOS were outperformed by the best single-operator MOEA in general,

all AOS were able to outperform the best single-operator MOEA on a few

problems. This indicates that some operators are complementary and search

cooperatively.

• Outperforming random operator selection is nontrivial. The results

show that simply using a diverse set of operators randomly, without an intel-

ligent operator selector, can also lead to improved performance. Past studies

on single-objective AOS have also observed the random operator selector

performing well [70,134,145]. The results show the random operator selector

performing well in many problems compared to the tested AOS and even

outperformed the best single-operator MOEA on a few problems. The di-

verse set of operators increases the exploration and exploitation capabilities
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of the MOEA because solutions can be translated using multiple methods

through the decision space. The robustness in the search performance de-

spite selecting poor operators is likely due to the MOEA’s effective selection

and retention of the high quality solutions.

• Multiobjective AOS can outperform random operator selection. Of

the 9 credit assignments presented in this paper, all but one (i.e. OP-De)

were able to significantly outperform the random operator selector. The

other 8 credit assignments, namely SI-De, CS-De, OP-Do, SI-Do, CS-Do,

OP-I, SI-I and CS-I, should be examined further in future work.

2.7 Conclusion

This paper, for the first time, introduced a classification of multiobjective credit

assignments for AOS in order to identify the main components of multiobjective

credit assignments and study their effects on the efficacy of measuring an operator’s

impact when solving a multiobjective problem. The classification is based on 1) the

solutions or solution sets used to assess an operator’s impact (e.g. parent solution,

Pareto front, neighborhood) and 2) the MOEA fitness function used to compare

the quality of solutions. 9 credit assignment classes were identified with research

gaps in 5 of the 9, and to fill in the gaps, we proposed new decomposition-based

credit assignments (i.e. OP-De, CS-De) and indicator-based credit assignments

(i.e. OP-I, SI-I, and CS-I). A total of 9 multiobjective credit assignments spanning

all categories were examined through a comparative study.

We showed that a diverse set of operators with a random operator selector can

consistently perform better than many of the single-operator MOEAs and that it is
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nontrivial to outperform this random operator selector on standard benchmarking

problems. The credit assignments that succeeded in outperforming the random

operator selector should be investigated further. These include SI-De, CS-De,

OP-Do, SI-Do, CS-Do, OP-I, SI-I and CS-I credit assignments.

The operators used in this paper were selected based on their popularity and

diversity, but they may have overlapping behaviors which can prevent the opera-

tor selector from distinguishing one operator from another. Redundant operator

behaviors on a problem may have contributed to the similar performance of the

random operator selector and some of the AOS. The credit assignments in this

paper should be applied to different sets of operators to generalize the findings.

Finally, AOS with credit assignments introduced in this paper should be ap-

plied on real-world problems because standard benchmarking problems are not

necessarily representative of real-world problems. Real-world problems may reveal

more difficulties or opportunities to modify and improve the credit assignments.
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CHAPTER 3

INCORPORATING EXPERT KNOWLEDGE INTO

EVOLUTIONARY ALGORITHMS WITH OPERATORS AND

CONSTRAINTS TO DESIGN SATELLITE SYSTEMS

3.1 Introduction

Evolutionary algorithms (EA) are popular optimization algorithms to solve real-

world design problems because they can be applied to problems with non-linear,

non-convex, and non-differentiable properties in addition to problems with multiple

incommensurable and conflicting objectives [28]. However, EAs can be considered

computationally inefficient since they rely on many function evaluations to discover

high-quality solutions for the problem at hand, and if each evaluation requires

computationally expensive or time-consuming simulations, evaluating thousands

of solutions is impractical [22,118].

A well-known approach to improve the search performance of an EA on a given

problem is to incorporate relevant domain-specific or expert knowledge into the

EA [33,66,74,129,152,187]. According to the No Free Lunch Theorem (NFLT) for

optimization [187], an EA that does not make any assumptions or use knowledge

about a given problem has the same expected search performance as any other

black-box search algorithm, including a random search [80]. On the other hand,

by taking advantage of available expert knowledge and using it to guide the opti-

mization, a knowledge-intensive EA is able to outperform a knowledge-independent

one and find high-quality solutions with fewer function evaluations [13,22,77,118].

If EAs are to tackle complex problems that have computationally expensive
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evaluation functions, it will be beneficial for the EA to leverage available knowl-

edge from domain-experts. There are three main issues that need to be addressed,

however, when incorporating knowledge into EAs. First, it has been shown that

not all available knowledge is equally beneficial in improving the search perfor-

mance [22, 77]. The value that domain-specific knowledge adds to the search can

depend not only on its quality, but also on the state of the search and the ability

of the knowledge to produce improving solutions [75,77]. Second, design heuristics

from experts typically focus on improving just one of the multiple objectives, and

obtaining knowledge from multiple experts or other sources can introduce conflict-

ing information. Finally, an EA should not over-exploit the provided knowledge

because it can introduce a strong bias that leads the EA to neglect exploration of

the tradespace for novel solutions that are not captured by the provided knowledge,

and thus cause premature convergence on local optima [169,172].

The above issues are applicable not only to EAs that utilize expert knowledge

available prior to the search, but also to knowledge-driven optimization (KDO) [9]

algorithms, which integrate data mining into the EA to learn new knowledge from

solutions discovered during the optimization. As KDO algorithms become more

popular [8, 37, 65, 75, 132], there is a greater need for approaches that address the

above issues on effective knowledge utilization, especially because KDO algorithms

can automatically extract and apply new knowledge without a human in-the-loop

to assess the utility of the extracted knowledge. Moreover, many data mining

techniques used within KDO algorithms extract multiple rules or patterns that

guide the optimization, and without human intervention, the KDO must decide

which, if any, of the extracted knowledge to apply.

The existing KDO-compatible methods to incorporate knowledge can be largely
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categorized into EAs that encode knowledge in specialized evolutionary opera-

tors referred to in this paper as knowledge-dependent operators [75] or a special

type of constraint referred to in this paper as knowledge-dependent constraints.

Knowledge-dependent (KD) operators modify specific decision variables by bias-

ing them towards or away from predetermined values, whereas KD constraints

are used to penalize or eliminate solutions that are not consistent with the pro-

vided knowledge. The literature contains successful examples of using KD opera-

tors [13, 22, 77, 118] and KD constraints [65, 132], but there are no known exper-

iments comparing their efficacy. Instead, developers of knowledge-intensive EAs

and KDO algorithms show that an EA that leverages domain-specific knowledge

has superior search performance over an analogous knowledge-independent EA.

As a result, there is little guidance on which approach to use when implementing

knowledge-intensive EAs or KDO algorithms.

The purpose of this paper is to address the lack of comparative experiments on

methods to incorporate knowledge into EAs and to help identify which ones are

promising for future knowledge-intensive EAs and KDO algorithms. To general-

ize the findings to cover both knowledge-intensive EAs and KDO algorithms, the

scope of the experiments includes existing methods that can accommodate both

knowledge available prior to the search and knowledge learned during the search.

However, to eliminate confounding effects from the data mining strategies and to

focus specifically on analyzing the strategies to incorporate knowledge, the EAs in

the experiment do not implement any data mining. Instead, the EAs in the exper-

iment only utilize expert knowledge available prior to the search. Consequently,

some of the findings from the experiments may not be directly applicable to KDO

algorithms because of differences between expert knowledge and knowledge learned

through data mining algorithms. Nevertheless, we believe that the insights into
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how or when an EA should leverage available knowledge will also be valuable for

KDO algorithm developers.

The comparative experiment presented in this paper involves benchmarking

one EA using KD operators and two EAs using different implementations of KD

constraints against an analogous knowledge-independent EA on a design problem

for a climate-monitoring satellite system. This design problem is a multiobjective,

nonlinear, and non-convex version of the general assignment problem [60], which is

NP-Hard and common in the combinatorial optimization literature. The satellite

system design problem is appropriate for comparing methods for incorporating

knowledge because prior work [163, 165] and the literature on climate-monitoring

satellite systems [102] allow us to supply each knowledge-intensive EA with a rich

set of domain-specific knowledge. Moreover, the results indicate that some of

the supplied design heuristics are much more effective in discovering high-quality

solutions for the presented problem, which reflects a realistic situation where it

is difficult or impossible to assess the quality of heuristics prior to the search

[22]. Therefore, while the performance of a knowledge-intensive EA will generally

depend on the quality of the provided knowledge, the problem and experiment

presented in this paper are suitable for comparing the methods to incorporate

knowledge and identifying the strengths and weaknesses in how each approach

utilizes the provided knowledge to improve an EA’s search performance.

The remainder of this paper is organized as follows. Section 3.2 explains the

algorithms used in the experiments. Section 3.3 and Section 3.4 introduce the

design problem and the available knowledge that are provided to each knowledge-

intensive EA. Section 3.5 gives the details on the experimental setup. Section 3.6

provides the results and Section 3.7 discusses the conclusions and future work.
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3.2 Method

In this paper, we empirically compare the efficacy of applying knowledge through

operators and constraints. The purpose of the experiment is twofold. First, it

should confirm the findings from related work [77,118] that an effective EA should

adapt its use of knowledge as the search progresses. Specifically, it should be

beneficial if the EA learns to differentiate knowledge that improves the search

performance from that which hinders the search and modifies the search strategy

accordingly. Second, the experiment should elucidate some of the advantages and

disadvantages of applying knowledge through operators versus through constraints.

We compare a total of four EAs: one baseline knowledge-independent EA, one

EA that applies KD operators, and two EAs that apply KD constraints. Suc-

cessful knowledge-intensive EAs should attain at least the same level of solution

quality as the knowledge-independent EA and discover those solutions faster. Each

knowledge-intensive EA extends the baseline algorithm for a fair comparison that

helps isolate the effects of applying knowledge through operators and constraints.

While there are a myriad of EAs to select as the baseline algorithm, we use ε-

MOEA [38]. ε-MOEA is well known and has theoretical convergence and diversity

guarantees through its use of ε-dominance [105] in its archive, which stores the best

solutions discovered so far. Moreover, it performs well on various multiobjective

optimization problems [112] and has been shown to be robust to its parameteriza-

tion [72]. Finally, ε-MOEA is a steady-state algorithm that updates its population

one solution at a time, which allows an adaptive search strategy to quickly react

and modify its strategy. Note that while other EAs can be used as the baseline

algorithm in a general implementation of a knowledge-intensive EA, the strengths

of ε-MOEA make it a suitable algorithm for the comparative experiment.
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All EAs are applied to the discrete-valued, multiobjective test problem de-

scribed in Section 3.3. To handle the discrete-valued variables, we replace ε-

MOEA’s default simulated-binary crossover and polynomial mutation operators

with single-point crossover and a discrete-valued uniform mutation. The exten-

sions of ε-MOEA are shown in Algorithm 4, where γ and ω are the parent and

offspring solutions, respectively. The details of each knowledge-intensive EA are

provided in the following subsections.

3.2.1 Knowledge-intensive EA: Operators

The knowledge-intensive EA employing KD operators will be referred to as O-

AOS. It utilizes an AOS to adapt the use of multiple KD operators alongside

knowledge-independent operators and focuses on applying the operators that lead

to improving solutions. Applying KD operators with an AOS has been successfully

employed within a knowledge-intensive EA [77] and a KDO algorithm [75]. O-

AOS is similar to the algorithm from [77] with the same credit assignment but

a modified operator selection strategy explained below. The credit assignment of

an AOS defines when and how to reward operators for the solutions they create,

and the operator selection strategy selects the next operator to apply based on the

rewards [56]. O-AOS uses one of the recommended credit assignment strategies

from [78] to reward operators for improving the quality of the archive, where an

operator oi in the set of operators O is rewarded one credit ci,t = 1 at time t if

it creates a solution entering the archive. In the next iteration, adaptive pursuit

[173] selects an operator with a probability pi,t+1, which is updated according to

equations (1)-(4). A minimum selection probability pmin is set to 0.03 to encourage

some exploration of poorly performing operators, in case they begin to perform
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Algorithm 4: Extended ε-MOEA

1: Initialize population P and archive A

2: t← 0

3: while termination criteria not satisfied do

4: t+ +

5: γ ← select parent solutions

6: if O-AOS then

7: oi ← selectOperator(γ)

8: else

9: oi ← single-point crossover

10: end if

11: ω ← oi.operate(γ)

12: if ε-MOEA then

13: P.update(ω)

14: A.update(ω)

15: else if O-AOS then

16: P.update(ω)

17: A.update(ω)

18: Compute credit ci,t

19: Update selection probabilities

20: Reward ci,t to oi

21: else if C-DNF then

22: P.updateDNF (ω)

23: A.updateDNF (ω)

24: else if C-ACH then

25: P.updateACH(ω)

26: A.updateACH(ω)

27: end if

28: end while
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better as the population evolves. α and β ∈ [0, 1] are user-specified parameters,

which are set to default values of 0.8 [173] for this paper. Operator selection and

credit assignment occur on line 7 and line 20, respectively, of Algorithm 4. The

population and archive are updated according to the same procedures as ε-MOEA.

qi,t+1 = (1− α) · qi,t + α · ci,t (3.1)

o∗ = argmax
oi∈O

qi,t (3.2)

pmax = (1− (|O| − 1) · pmin) (3.3)

pi,t+1 =


pi,t + β · (pmax − pi,t) if oi = o∗

pi,t + β · (pmin − pi,t) otherwise

(3.4)

Algorithm 5 shows one modification applied to the operator selection strategy,

where a KD operator is applied only if it can use its encoded knowledge to modify

the selected parent solutions. Many KD operators are encoded in the form of an

“if-then” rule where a solution must meet a condition in order for the knowledge to

be applied [22,75,77]. With a normal operator selection strategy, a parent solution

that does not satisfy the KD operator’s condition would remain unmodified but

would be evaluated, wasting limited evaluations. Therefore, if a KD operator is

selected but its conditions are not met by the parent solutions, then, in line 4 -

6, the operator is given 0.0 credit, the selection probabilities are updated, and a

new operator is selected to modify the parent solutions. With this method, KD

operators that are no longer able to operate on solutions in the population can

never be selected as o∗ in equation (2). Typically, the condition of a KD operator

is a specific pattern in the design variables or other computed values recorded after

solutions are evaluated, so it is reasonable to assume that it is computationally
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inexpensive to determine if a solution satisfies the condition.

Algorithm 5: selectOperator(γ)

Input: Parent solutions γ

1: oi ← select operator according to probabilities

2: for all solution y ∈ γ do

3: if y does not meet oi conditions then

4: Reward 0.0 to oi

5: Update selection probabilities

6: return selectOperator(γ)

7: end if

8: end for

9: return oi

3.2.2 Knowledge-intensive EAs: Constraints

The two knowledge-intensive EAs employing KD constraints employ the popular

constrained-domination principle [34] method used in NSGA-II [39], but instead

of penalizing solutions based on their constraint violations, solutions are penalized

based on their knowledge violations, as shown in Algorithm 6. When comparing

two solutions, the one with a smaller knowledge violation is preferred, and the

consistent solution is always preferred over an inconsistent one, regardless of their

objective values. In the presence of multiple KD constraints, the knowledge viola-

tions are first normalized to weight all KD constraints equally and then summed.

If both solutions are consistent, regular selection methods are applied (e.g. Pareto

dominance) to select the preferred solution. This process in Algorithm 6 is used

for selecting parent solutions in line 5 and updating the population and archive in

lines 22 - 26 of Algorithm 4. The following two knowledge-intensive EAs differ in

their computation of the knowledge violations.
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Algorithm 6: constrainedDomination(x, x̂)

Input: Solutions x, x̂

1: computeV iolation(x, x̂)

2: if both x and x̂ are consistent then

3: return select(x, x̂)

4: else if x is consistent then

5: return x

6: else if x̂ is consistent then

7: return x̂

8: else

9: return argmin
y∈{x,x̂}

(y.violation)

10: end if

The first of the two EAs utilizing KD constraints will be referred as C-DNF and

is based on LEM [132], where multiple KD constraints are combined into a disjunc-

tive normal form (DNF) rule. The knowledge violations for solutions are computed

using Algorithm 7. A solution is deemed consistent in line 7 if it satisfies the DNF

rule (i.e. consistent with at least one of the KD constraints). The solutions that

do not satisfy the rule will be penalized by the overall knowledge violation. While

C-DNF does not adapt its search strategy to prefer the knowledge that produces

more improving solutions, it is able to accommodate conflicting knowledge with

the DNF since only one KD constraint needs to be satisfied. Moreover, C-DNF

switches to a more conventional evolutionary search to explore the tradespace as

the solutions begin to satisfy at least one of the KD constraints and are penalized

less frequently.

The other EA, C-ACH is jointly inspired by the KDO algorithm from Gaur

and Deb [65] and an adaptive constraint-handling method based on [185]. The

knowledge violations for solutions are computed using Algorithm 8. In lines 4 - 8,
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Algorithm 7: computeV iolationDNF (x, x̂)

Input: Solutions x, x̂

1: for all y ∈ {x, x̂} do

2: y.violation← 0

3: for all KD constraints kdc(y) do

4: if kdc(y) > 0 then

5: y.violation+ = kdc(y)

6: else

7: y.violation← 0

8: break

9: end if

10: end for

11: end for

C-ACH activates each KD constraint with a probability proportional to the number

of solutions in the archive that are consistent with the constraint’s knowledge.

Therefore, a KD constraint that is satisfied by many high-quality solutions will

be enforced more frequently. Otherwise, the knowledge is not seen as beneficial

to the search and is not applied often. More than one KD constraint can be

imposed simultaneously, and if two solutions have some knowledge violation, the

better solution is determined based on the sum of the knowledge violations from

the enforced KD constraints. C-ACH handles conflicting knowledge by biasing the

application of the KD constraint that is more consistent with the solutions in the

archive. In the event that the conflicting KD constraints are equally preferred,

their stochastic application makes it possible, although does not guarantee, that

only one of the conflicting KD constraints is enforced. As with O-AOS, a minimum

probability is set for each constraint to 0.03 in line 6 to encourage the exploration

of enforcing constraints that are not satisfied by many solutions in the archive.
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Algorithm 8: computeV iolationACH(x, x̂)

Input: Solutions x, x̂

1: x.violation← 0

2: x̂.violation← 0

3: for all KD constraints kdc(x) do

4: τ ← fraction of archive consistent with kdc;

5: ρ← randomNumber ∈ [0, 1]

6: if ρ ≤ max{τ, 0.03} then

7: x.violation+ = kdc(x)

8: x̂.violation+ = kdc(x̂);

9: end if

10: end for

3.3 Design Problem

Each EA is tasked with architecting a climate-monitoring system, where multiple

spacecraft work together to obtain climate-related measurements such as atmo-

spheric temperature, precipitation rate, ocean color, and atmospheric ozone. The

objectives are to simultaneously maximize the system’s scientific benefit and min-

imize its lifecycle cost. The scientific benefit is a function of how well the system

satisfies over 370 measurement requirements provided by the World Meteorologi-

cal Organization OSCAR database (www.wmo-sat.info/oscar). The lifecycle cost

includes the costs to develop the instruments, fabricate the spacecraft bus com-

ponents, assemble and test the spacecraft, launch the spacecraft, and operate the

system for five years. All costs are estimated using the NASA Instrument Cost

Model, Small Spacecraft Cost Model, and other cost models and cost estimating

relationships from [181]. Further details of the scientific benefit and cost models

can be found in [163,165].
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Table 3.1: Candidate Instruments

No. Instrument

1 Ocean color spectrometer

2 Aerosol polarimeter

3 Differential absorption lidar

4 Broadband radiometer

5 Cloud and precipitation radar

6 Polarimetric L-band synthetic aperture radar

7 Vegetation/ice green lidar

8 UV/VIS limb spectrometer

9 SWIR nadir spectrometer

10 SWIR-TIR hyperspectral imager

11 IR atmospheric sounder

12 Wide-swath radar altimeter

The system is limited to a maximum of five spacecraft, each of which can host

any combination of 12 of the candidate instruments recommended by the National

Research Council’s Earth Science Decadal Survey [139] and listed in Table 3.1. The

spacecraft can be launched into any orbit listed in Table 3.2, which include common

orbits for Earth observation such as polar and sun-synchronous orbits (SSO) with

different local times of the ascending node (LTAN). A solution is represented with

a 5 × 13 matrix D, where each row represents a potential satellite in the system.

The first 12 columns of the matrix take on binary values representing instruments

hosted on the spacecraft, where Di,j = 1 means that the ith spacecraft hosts a copy

of the jth instrument. The last column of the matrix takes on integer values to

define the spacecraft’s orbit, where Di,13 = k means that the ith spacecraft flies in

the kth orbit.

Each instrument provides different types of measurements (e.g. atmospheric

temperature, ocean color, or atmospheric ozone) with different performance at-
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Table 3.2: Candidate Orbits

No. Altitude Inclination LTAN

1 400 km 90◦ -

2 400 km 97.0298◦ (SSO) Morning

3 400 km 97.0298◦ (SSO) Dawn-Dusk

4 400 km 97.0298◦ (SSO) Afternoon

5 600 km 90◦ -

6 600 km 97.7874◦ (SSO) Morning

7 600 km 97.7874◦ (SSO) Dawn-Dusk

8 600 km 97.7874◦ (SSO) Afternoon

9 800 km 90◦ -

10 800 km 98.6029◦ (SSO) Morning

11 800 km 98.6029◦ (SSO) Dawn-Dusk

12 800 km 98.6029◦ (SSO) Afternoon

tributes (e.g. spatial resolution, and accuracy), which affect how well measurement

requirements are satisfied. Moreover, the spatial and temporal resolution of the

instruments’ measurements are directly impacted by their assigned orbit. The

illumination conditions, determined by the selection of the orbit, can also affect

the capabilities of the instruments. For example, the color of the ocean, which

indicates the level of plankton photosynthesis activity, can only be measured if

there is adequate lighting, discouraging flying the ocean color spectrometer in

dawn-dusk orbits. Furthermore, a system can benefit from grouping certain in-

struments onboard the same payload to combine two or more data products from

different instruments to obtain a new or enhanced data product. For example,

an instrument that can measure the aerosol concentration can reduce the error

of another instrument measuring ocean color by estimating the noise created by

aerosols present in the atmosphere. Combining instruments in the same payload,

however, can lead to nonlinear increases in development costs related not only
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to integrating the instruments, but also to increasing the requirements for power,

data handling and storage, and communications. These instrument requirements

along with orbit perturbations and illumination conditions, which are determined

by the selection of the orbit, are used to automatically size the attitude control,

power, and communication subsystems, among others, so increased instrument re-

quirements directly impact the cost. The system’s lifecycle cost is also heavily

dependent on the choice of the launch vehicle, which is largely determined by the

spacecraft’s mass, volume, and assigned orbit. To reduce cost, our model tries to

package spacecraft that are assigned to the same orbit into one launch vehicle, if

it is compatible with the spacecraft’s combined mass and dimensions.

This design problem is closely related to the general assignment problem, where

the goal is to find an optimal assignment of a set of tasks to a set of agents. While

the general assignment problem is NP-Hard [60], relaxation methods allow the

problem to be tackled with branch and bound methods when the cost function

and the constraints are linear and convex [20]. The instrument-instrument and

instrument-orbit relationships discussed above make this design problem nonlinear

and non-convex, which make the use of EAs appropriate for solving this problem.

3.4 Available Knowledge

This section introduces the knowledge provided to each knowledge-intensive EA.

Some of the design heuristics focus on improving an individual spacecraft within

the multi-satellite system, while others try to improve the whole system. In ad-

dition, there is some conflicting knowledge, where some heuristics suggest adding

instruments to the satellite to improve the science benefit and others suggest re-
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moving them to decrease the lifecycle cost. The provided knowledge comes from

prior work [161,165] and the authors’ expertise, and it represents reasonable expert

knowledge that could be applied to this problem. We emphasize, however, that

the knowledge is comprised of design heuristics that are not absolute truths, so

there will be some high-quality solutions that are not entirely consistent. Equa-

tions for knowledge violations involve summing the violations for each satellite s

in the system S and normalizing over the number of satellites |S|, where | · | gives

the cardinality of the set and |S| ∈ {0, 1, 2, 3, 4, 5} for the presented problem.

3.4.1 Spacecraft Mass

The majority of civilian Earth observing satellites in low Earth orbit launched by

the U.S. weigh less than 3,000 kg [102], so spacecraft for this problem can also be

expected to weigh less than 3,000 kg. Since the satellite subsystems are sized based

on the instrument requirements, a KD operator removes a random instrument from

each satellite in the system weighing more than 3,000 kg. The knowledge violation

is defined as:

Vmass =
1

|S|
∑
s∈S

max

{
mass(s)− 3000

mass(s)
, 0

}
(3.5)

where mass(s) is the mass of satellite s.

3.4.2 Instrument Duty Cycle

Previous work studying a similar problem [77,165] suggested that the performance

of the satellite system was limited by the duty cycle of the instruments. The

instrument duty cycle for satellite s is determined by the lowest of the duty cycle
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limited by onboard power DCp(s) and the duty cycle limited by data downlink rate

DCdr(s). A low duty cycle can result from too many instruments sharing these

limited resources and implies a poor design since the instruments are flown but not

used all the time. To guide the search toward systems with higher duty cycles, a

KD operator removes a random instrument from each satellite in the system whose

instrument duty cycle is lower than 0.5. We do not impose a higher threshold that

would discourage exploring spacecraft that carry several instruments to exploit

data fusion opportunities but consequently have low duty cycles. The knowledge

violation is defined as:

Vdc =
1

|S|
∑
s∈S

max

{
0.5−DC(s)

0.5
, 0

}
(3.6)

DC(s) = min

{
DCp(s), DCdr(s)

}
(3.7)

where we assume all instruments hosted by s have the same duty cycle DC(s).

3.4.3 Launch Vehicle Packing Efficiency

The launch vehicle packing efficiency can be defined as the ratio of the volume

of the launch vehicle’s payload fairing to the volume of the spacecraft assigned to

that launch vehicle. Alternatively, the packing efficiency can be the fraction of the

launch vehicle’s lifting capability that is used by the assigned spacecraft, where

the lifting capability depends on the injection orbit. For this problem, we use

the maximum of the two ratios as the packing efficiency. It is expected that high-

quality solutions will efficiently utilize the launch vehicles assigned to each satellite,

so if a launch vehicle has a low packing efficiency, there may be an opportunity

to add more instruments to the satellites and increase their capabilities. In this

case, a KD operator adds a new instrument at random to a satellite if its launch
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vehicle has a packing efficiency lower than 0.4. This relatively low threshold still

allows some exploration of lower cost systems with small satellites that may not

efficiently utilize any of the launch vehicles. The knowledge violation is defined as:

Vpe =
1

|S|
∑
s∈S

max

{
0.4− PE(s)

0.4
, 0

}
(3.8)

PE(s) = max

{∑
s′∈LV (s) volume(s

′)

volume(LV (s))
,

∑
s′∈LV (s) mass(s

′)

lift(LV (s))

}
(3.9)

where PE(s) is the packing efficiency of the launch vehicle assigned to satellite

s, LV (s) is the launch vehicle assigned to s, s′ are all the satellites assigned to

LV (s), volume(s) and volume(LV (s)) is the volume of s and the available volume

aboard LV (s), mass(s) is the mass of s, and lift(LV (s)) is the maximum mass

LV (s) can lift to the assigned orbit.

3.4.4 Instrument-Orbit Relationships

Remote sensing knowledge can exploit the instruments’ properties to better as-

sign the instruments to satellites flying in specific orbits. Instruments measuring

atmospheric ozone provide the most value when flown in an afternoon SSO to ob-

serve the peak pollution, which occurs in the afternoon [124]. Additionally, optical

instruments operating in the visible or near-infrared spectra require good illumi-

nation conditions and should be restrained from flying in dawn-dusk orbits with

low-light conditions. Finally, the radars that look off-nadir should not be flown

in the 400 km altitude orbits because at low altitudes, measurements off-nadir are

significantly distorted by the atmosphere. With this information, a KD operator

first identifies suboptimal assignments between the instruments and their desig-

nated orbits. For each suboptimal assignment, the operator randomly selects a

satellite in the system with an acceptable orbit, and moves the instrument from
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the original satellite to the selected satellite. If there are no satellites flying in an

orbit that would ameliorate a suboptimal instrument-orbit relationship, then the

instrument remains in its currently assigned satellite. The knowledge violation is

defined as:

Vio =
1

|S|
∑
s∈S

θ(s)

36
(3.10)

where θ(s) is the number of suboptimal instrument-orbit assignments for satellite

s and 36 is the total possible number of suboptimal instrument-orbit assignments.

3.4.5 Synergistic Instrument Pairs

We can also utilize information about favorable instruments pairings, whose data

products can be combined to obtain a new or enhanced data product and increase

the scientific benefit provided by the system. The improvement in the system’s

capability is greatly facilitated when data products from instruments aboard the

same spacecraft can be combined because it takes advantage of multiple measure-

ments of the same region of Earth, taken at the same time, and from the same

perspective. For example, as mentioned earlier, the accuracy of the ocean color

spectrometer can be improved if it is flown together with a lidar that can measure

the aerosol optical depth. Aerosols in the atmosphere reflect, absorb, and scatter

light, affecting the spectral radiances measured by the ocean color spectrometer,

but these can be corrected for by measuring the aerosol optical depth [61]. Such

positive interactions are referred to as synergistic relationships [165], and we use

10 known synergistic instrument pairs. A KD operator examines each satellite in

the system in a random order for missed opportunities of synergistic instrument

pairings, i.e., when the satellite has one of the instruments in a synergistic pairing

and the complementary instruments is assigned to another satellite. Then, for
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each missed synergy opportunity, the KD operator moves the latter complemen-

tary instrument to the former satellite to complete one of the synergy pairings.

The knowledge violation is defined as:

Vsyn =
1

|S|
∑
s∈S

φs
10

(3.11)

where φs is the number of missed opportunities of synergistic pairings for satellite

s.

3.4.6 Interfering Instrument Pairs

While some instrument pairs lead to more scientific value, there are also instru-

ment pairings that have negative effects on engineering costs, and therefore lifecycle

costs, because of the increased complexity of integrating the instruments on the

same payload. For example, radars and lidars are large and require significant

power for operation, so hosting a radar and lidar on the same spacecraft requires a

large power subsystem, which in turn leads to larger and heavier attitude control

and propulsion subsystems. These negative interactions are referred to as inter-

fering relationships [165] and we use 10 specific interfering instrument pairs. A

KD operator examines each satellite in the system in a random order for the pres-

ence of interfering instrument pairings (i.e. when both instruments in a pair are

present). Then, for each interfering instrument pair present on a satellite, the op-

erator breaks up the pair by moving one of the instruments in the pair to another

satellite that does not contain the other instrument in the pair. The knowledge

violation is defined as:

Vint =
1

|S|
∑
s∈S

ψs
10

(3.12)

where ψs is the number of interfering pairings present in satellite s.
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3.5 Experiment

All proposed methods were implemented using MOEAFramework [71], an open

source Java-based library for developing multiobjective evolutionary algorithms.

ε-MOEA and the knowledge-intensive EAs use a single-point crossover with a prob-

ability of 1.0 and a discrete-valued, uniform mutation with a probability of 1/65,

the inverse of the chromosome length. The ε-values in the archive are set to 0.001

and $1M for the science benefit and lifecycle cost, respectively, to limit the archive

size to about 1,000 solutions. Each of the four EAs is applied to the problem from

Section 3.3 with a limit of 5,000 function evaluations and for 30 independent trials,

where the population randomly initialized in each trial.

Since the true Pareto front is not known for the presented problem, an ap-

proximate Pareto front PF ∗ is constructed by merging all of the non-dominated

solutions found at the end of each run and recording the non-dominated solutions

from the merged dataset. To eliminate scaling difference between the objectives,

the objectives are normalized using the ranges of the objective values from PF ∗ be-

fore using hypervolume (HV) and inverted generational distance (IGD) to measure

the search performance of each trial.

HV is the closed hypervolume created in the objective space by a reference

point z∗ and each non-dominated solution u in the Pareto front PF . A large

HV implies that the PF has good convergence and diversity. Specifically, HV is

given by equation (3.13), where vol(u, z∗) is the hypercube created with u and z∗,

and any point in PF that is dominated by z∗ does not contribute to HV. z∗ is

set at [-0.1, 1.1] for the normalized values of scientific benefit and hypervolume,
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respectively, to reduce the bias of HV to favor the center of PF [5, 86].

HV (PF, z∗) = volume
( ⋃
u∈PF

vol(u, z∗)
)

(3.13)

IGD, given by equations (3.14), computes the average of the minimum distance

of each point in PF ∗ to a point in PF , where the function d(x, y) computes the

Euclidean distance in the objective space between two solutions x and y. A lower

IGD indicates that PF is closer to PF ∗.

IGD(PF, PF ∗) =

∑
x∈PF ∗(miny∈PF d(x, y))

|PF ∗|
(3.14)

HV and IGD values are recorded at intervals of 5 function evaluations, and

statistical differences in HV and IGD between the knowledge-intensive EAs and

ε-MOEA are tested for using the Wilcoxon rank sum test with a significance level

of 0.05. This non-parametric statistical test is commonly used to compare the

performance between two or more MOEAs [28, 64]. In addition, we focus on an-

alyzing the number of function evaluations required to reach a moderate-quality

population instead of examining the final HV and IGD attained by each algo-

rithm. A successful algorithm will discover a set of solutions close to the Pareto

front by the end of the search, but the goal of this paper is to identify the ef-

fective knowledge-intensive EAs that reach high-quality populations faster than a

knowledge-independent EA. In this experiment, a moderate-quality population is

measured as more than 75% of the range of HV and less than 25% of the range

of IGD, where the ranges of the HV and IGD are computed using the minimum

and maximum recorded values across all 120 trials. These thresholds for HV and

IGD are similar to the ones used in the analysis from Hadka et al. [72] to assess

the search robustness of MOEAs under a multitude of parameterizations.
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3.6 Results

3.6.1 Search performance

Figure 3.1 and Figure 3.2 show the HV and IGD attained by each EA over the

number of function evaluations (NFE). The solid lines show the median value

attained by each algorithm, and the bold portions of the lines indicate when the

algorithm’s performance is statistically significantly different to that of ε-MOEA

using the Wilcoxon rank sum test and a significance level of 0.05. The median and

standard deviation of the HV and IGD values for each algorithm are also given in

Table 3.3 and Table 3.4 at every 1000 NFE. Using a Wilcoxon rank sum test with

0.05 significance level, the † symbol in the tables indicates significantly better HV

than ε-MOEA. Boldface entries indicate best median value.

The HV and IGD metrics reveal that, of all the EAs in the experiment, O-AOS

is the best performer. Compared to ε-MOEA, O-AOS has a much sharper increase

in HV and decrease in IGD, which indicates that O-AOS obtains a high-quality

population with fewer evaluations. Moreover, O-AOS statistically outperforms ε-

MOEA in HV and IGD until about 2530 NFE and 2780 NFE, respectively, and

O-AOS is never statistically outperformed by ε-MOEA. By the end of the search,

O-AOS achieves an average HV and IGD that are slightly inferior to those of ε-

MOEA, but the difference is not statistically significant, which suggests that their

resulting final populations are similar in quality.

C-DNF and ε-MOEA attain similar values for both HV and IGD until 1700

NFE, except for a few brief moments when C-DNF has statistically inferior values

for IGD in the first 300 NFE. From 1700 NFE to the end of the search, the aver-
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Figure 3.1: The history of the hypervolume (HV) over the number of function
evaluations (NFE).

Figure 3.2: The history of the inverted generational distance (IGD) over the
number of function evaluations (NFE).

age HV attained by C-DNF is slightly worse than ε-MOEA, which is statistically

significant between 2820 and 3850 NFE. For the majority of the search, however,

the two algorithms have statistically equivalent performance in both HV and IGD.
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Finally, C-ACH is the worst performer of all the tested EAs. At every stage

in the optimization, including the end of the search, C-ACH is always statistically

inferior to ε-MOEA in both HV and IGD. This indicates that compared to ε-

MOEA, C-ACH not only arrives at a significantly lower quality population at the

end of the search, but also is slower in attaining a given population quality.

Figure 3.3 supplements the HV and IGD information, and it shows the set

of non-dominated solutions from a representative trial for each algorithm at 500

NFE, 1,000 NFE, 2,000 NFE, and 5,000 NFE. At 500 NFE, solutions found by

O-AOS are not only the closest to the approximate Pareto front PF ∗, but also the

most spread out over PF ∗. In fact, the set of non-dominated solutions found by

O-AOS strictly dominates the set of non-dominated solutions found by ε-MOEA.

In contrast, at 500 NFE, C-ACH does not find any solutions near PF ∗. At 1,000

NFE, O-AOS maintains its superiority with it non-dominated solutions spread out

along much of the length of PF ∗. ε-MOEA and C-DNF have found some solutions

that are as good or better than some found by O-AOS, but their non-dominated

sets are not as well spread. At 1,000 NFE the solutions found by C-ACH are still

relatively far from PF ∗, with some dominated by solutions found by the other three

algorithms. By 2,000 NFE, much of the difference between the non-dominated

solutions found by O-AOS, ε-MOEA, and C-DNF has diminished, but O-AOS is

better able to populate the low-benefit, low-cost region of the tradespace. At 2,000

NFE, C-ACH still lags behind the other algorithms, especially in the high-benefit,

high-cost region. Finally, at the end of the search, the sets of non-dominated

solutions found by O-AOS, ε-MOEA, and C-DNF are comparable and cover much

of PF ∗, which is in line with their statistically equivalent HV and IGD values.

C-ACH, on the other hand, struggles to discover any of the high-benefit, high-cost

solutions belonging to PF ∗.
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Figure 3.3: The set of non-dominated solutions found in a representative trial
by each method at 500 NFE, 1,000 NFE, 2,000 NFE, and 5,000
NFE. The dashed black line shows the approximated Pareto front
PF ∗

Figure 3.4: The fraction of trials by an algorithm attaining more than 75%
of the range of the attained HV values as a function of NFE.
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Figure 3.5: The fraction of trials by an algorithm attaining less than 25% of
the range of the attained IGD values as a function of NFE.

Figure 3.1, Figure 3.2, and Figure 3.3 show that the search performance for

O-AOS, C-DNF, and C-ACH compared to ε-MEOA was better, equivalent, and

worse, respectively. These differences in search performance are shown more clearly

in Figure 3.4 and Figure 3.5 using the 75% and 25% threshold values for HV and

IGD, which are 0.7498 and 0.5108, respectively. Compared to ε-MOEA, O-AOS

has superior search performance since 90% (27 trials) and 83% (25 trials) of its

30 trials reach the HV and IGD thresholds, respectively, with fewer NFE than

the best trial of ε-MOEA. On average, O-AOS uses 600 and 260 fewer evaluations

than ε-MOEA to reach the HV and IGD thresholds, respectively. C-DNF and

ε-MOEA have comparable search performance, as shown by their similar profiles

in Figure 3.4 and Figure 3.5. Finally, 40% (12 trials) and 33% (10 trials) of the

30 trials from C-ACH reach the HV and IGD thresholds, respectively, with more

NFE than the worst trial from ε-MOEA. This corresponds to C-ACH using an

average of 690 and 270 more evaluations than ε-MOEA to reach the HV and IGD

thresholds, respectively. Therefore, compared to ε-MOEA, C-ACH has an inferior
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search performance.

3.6.2 Application of knowledge

This subsection delves into the details of how the provided knowledge helped or hin-

dered the search in each knowledge-intensive EA. Figure 3.6 presents the knowledge

violations of all solutions that entered the population across all 30 of ε-MOEA’s

trials, which were not biased by any knowledge. The knowledge violations help

interpret the quality or predictive power of each design heuristic, and the potential

capability to improve an EA’s search performance. The knowledge violations are

used directly by the knowledge-intensive EAs employing KD constraints and also

indicate which solutions can be modified by the respective KD operators.

The most recognizable patterns come from the knowledge violations associated

with instrument duty cycle and spacecraft mass. The knowledge violations for

these gradually decrease as solutions get closer to the Pareto front, and in fact,

all of the solutions on the Pareto front are consistent with both KD constraints,

implying that high-quality solutions tend to be small to medium-sized spacecraft.

While there are several factors that determine a spacecraft’s size, the main driver

is the spacecraft’s instrument payload. The instruments define many of the space-

craft’s design requirements including electrical power, data storage and handling,

communications, and attitude determination and control, among others. Fewer

instruments lead to lower requirements, and therefore, smaller and lighter space-

craft components. Fewer instruments also mean that there is less competition for

onboard resources such as power so the instruments’ duty cycles tend to be higher,

allowing each to provide more value. Note that consistency with the spacecraft

mass constraint is not unique to high-quality solutions because many mediocre
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Figure 3.6: The knowledge violations corresponding to the provided knowl-
edge for all solutions that entered the population during the op-
timization across all 30 trials of ε-MOEA. The color indicates the
level of each knowledge violation.

solutions are also consistent with this knowledge. Thus, the better indicator of a

high-quality solution is the knowledge regarding instrument duty cycle.

The absence of interfering instrument pairs in the system and suboptimal

instrument-orbit assignments are the next best indicators for solutions near the

Pareto front. Since high-quality solutions tend to carry few instruments, as ex-

plained above, there are fewer chances for interfering instrument pairs to exist
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within a spacecraft’s instrument payload. Moreover, the small number of instru-

ments per spacecraft reduces the chances of suboptimal instrument-orbit assign-

ments resulting from compromises between instruments on the same spacecraft

that have conflicting orbit requirements. So, while the general trend is that high-

quality solutions are consistent with the knowledge of interfering instrument pairs

and optimal instrument-orbit relationships, the solution quality is influenced more

by the number of instruments carried by the spacecraft than by the knowledge vi-

olations for interfering instrument pairs or optimal instrument-orbit relationships.

The knowledge violations for the synergistic instrument pairs follow a similar

pattern, where solutions near the Pareto front tend to be more consistent with the

knowledge. The low-benefit, low-cost region has little to no knowledge violation

for synergistic instrument pairs because this regions contains constellations with

few instruments and satellites, which reduces the chance that a pair of synergistic

instruments is assigned to separate spacecraft. In contrast, many solutions on the

Pareto front in the high-benefit, high-cost region are inconsistent with this knowl-

edge. The inconsistent, high-quality solutions indicate that, for this problem, it is

unfavorable to package certain instruments together to increase a satellite’s capa-

bility. Taking advantage of some data fusion opportunities may not not be worth

the increased costs of a larger spacecraft due to the increased requirements such as

power, data storage and handling, and communications. Moreover, the addition of

another instrument may be detrimental to both instruments’ duty cycles, decreas-

ing the overall scientific benefit obtained from their individual measurements and

the data fusion. Finally, forcing a pair of instruments in the same payload may

require one of the instruments to occupy a compromise orbit instead of an optimal

one and reduce the overall scientific benefit.
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Lastly, the majority of solutions have small violations regarding launch vehicle

packing efficiency, indicating that 40% of the lift capability or volume of most

launch vehicles is being utilized. The solutions near the Pareto front in the low-

benefit, low-cost region of the objective space have larger knowledge violations

with respect to launch vehicle packing efficiency. These solutions have very small

satellites carrying only one instrument and assigned to high-altitude orbits (800 km

altitude) to achieve good temporal resolution. These small satellites only require

a fraction of the volume and lift capability of the smallest launch vehicle in our

database capable of reaching high-altitude orbits.

In summary, most of the knowledge violations are small near the Pareto front,

which show that the presented expertise is generally correct. The knowledge associ-

ated with the instrument duty cycle and spacecraft mass are the best indicators for

high-quality solutions and are expected to be utilized heavily by the knowledge-

intensive EAs. Given the relevant information above and from Figure 3.6, the

following subsections describe how each knowledge-intensive EA utilized the pro-

vided knowledge to explain the search performance of each knowledge-intensive

EA.

O-AOS

Figure 3.7 and Figure 3.8 show how O-AOS rewards and selects the KD and

knowledge-independent operators during the optimization. At the very begin-

ning of the search, when O-AOS attains large gains in HV and reductions in IGD,

O-AOS strongly favors the selection of the operators responsible for repairing the

instrument duty cycle and spacecraft mass, both of which contain knowledge that

accurately describes high-quality solutions. O-AOS does not select the other KD
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Figure 3.7: The credits earned by each operator over 5,000 NFE, averaged
over the 30 trials by O-AOS.

Figure 3.8: The selection frequency of each operator over 5,000 NFE, aver-
aged over the 30 trials by O-AOS. The dashed line shows the
minimum selection probability of 0.03.

operators as frequently, demonstrating O-AOS’s ability to identify the most bene-

ficial knowledge for the search.
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As KD operators for instrument duty cycle and spacecraft mass remove in-

struments and push the search to a better region of the tradespace containing

smaller spacecraft, the majority of solutions in the population become comprised

of spacecraft weighing less than 3,000 kg. Once this happens, the KD operator

for the spacecraft mass can no longer aid in discovering improving solutions and is

rarely used for the remainder of the search, which prevents O-AOS from applying

obsolete knowledge and consuming limited function evaluations. Similarly, the KD

operator for duty cycle quickly becomes less successful in discovering improving

solutions because many of the satellites begin to operate their instruments with

a 0.5 duty cycle or greater. Unlike the spacecraft mass, however, the instrument

duty cycle is affected by the illumination available in the assigned orbit for power

generation, so as solutions are modified, instrument duty cycles can drop below

the 0.5 threshold.

After just 400 NFE, the KD operators struggle to consistently discover im-

proving solutions, and accordingly, O-AOS switches its search strategy to foster

the exploration of the tradespace by heavily applying the knowledge-independent

single-point crossover. The single-point crossover remains the most successful op-

erator in finding improving solutions as it explores the space by recombining so-

lutions, some of which are created by the KD operators. In contrast, the KD

operators for duty cycle, synergistic instrument pairs, and packing efficiency are

infrequently selected because they only contribute a few improving solutions as

indicated by their credits in Figure 3.7. These ineffective KD operators continue

to be selected largely due to the minimum selection probability, which consumes

some of the limited function evaluations with little benefit. The overall behavior

of O-AOS, however, is to focus on exploration after exhausting the benefits of the

provided knowledge, demonstrating its ability to balance the exploitation of the
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knowledge with the exploration of the tradespace during the search.

C-DNF

The main reason why C-DNF performs slightly worse than ε-MOEA is C-DNF’s

strong preference for solutions that are consistent with at least one KD constraint.

Recall that C-DNF employs the constrained-domination principle to penalize a

solution only if it is inconsistent with all the KD constraints. Figure 3.9 shows

that about 7.5% of the solutions entering C-DNF’s population meet this criterion,

most of which are created when initializing the population. In comparison, about

13% of solutions entering ε-MOEA’s population were inconsistent with all the KD

constraints, and only about half of the inconsistent solutions are from the initial

population. Due to the constrained-domination principle and the presence of some

solutions in the population that are consistent with at least one KD constraint,

C-DNF quickly discards the solutions that are inconsistent with all KD constraints

and never allows such solutions to enter the population. This strict bias prevents

the exploration of solutions that violate all KD constraints and possibly reduces

the population diversity necessary to attain the same or better search performance

as ε-MOEA.

This bias, however, does not cause a disastrous failure in the search for C-

DNF, as evidenced by the comparable HV and IGD attained over the majority

of the 5,000 NFE. In fact, C-DNF and ε-MOEA employed nearly identical search

strategies on the presented problem. The vast majority of the solutions maintained

and encountered by C-DNF are consistent with at least one of the KD constraints,

which means that C-DNF does not apply the constrained-domination principle

often to leverage the provided knowledge. Without the constrained-domination
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Figure 3.9: The solutions that entered the population during the 30 trials by
ε-MOEA (left) and C-DNF (right). Solutions highlighted in red
are inconsistent with all KD constraints. Solutions highlighted
in blue are consistent with at least one KD constraint.

principle, C-DNF and ε-MOEA are identical. Since ε-MOEA also maintained a

population that was mostly comprised of solutions consistent with at least one of

the KD constraints, the two EAs performed similarly.

C-ACH

One reason for C-ACH’s poor search performance is that it does not exploit the

most beneficial knowledge early in the search. Figure 3.10 shows the fraction of the

archival solutions that are consistent with each KD constraint, averaged over the

30 trials, and the fractions directly correspond to the probability of applying the

respective KD constraints. C-ACH doesn’t apply the knowledge for the instrument

duty cycle very frequently until more than 1,000 NFE, but from Figure 3.6 we

know that the instrument duty cycle is a good indicator of high-quality solutions

and was heavily utilized by O-AOS to improve its search performance. The KD
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Figure 3.10: The fraction of the solutions in the archive that are consistent
with each KD constraint, averaged over the 30 trials by C-ACH.

constraint for the instrument duty cycle is initially difficult to satisfy because

both a spacecraft’s instruments and orbit both affect the duty cycle as well as the

scientific benefit and lifecycle cost. Therefore, C-ACH struggles to inject solutions

consistent with the instrument duty cycle knowledge into its archive early in the

search, which results in the infrequent enforcement of that KD constraint.

Another, more detrimental, cause of C-ACH’s poor search performance, is its

over-exploitation of the provided knowledge and strong preference for solutions

that are consistent with all the KD constraints. C-DNF’s preference for consistent

solutions did not significantly impair the search since only one KD constraint

needed to be satisfied, but in C-ACH, more than one KD constraint can cause a

solution to be inconsistent. Figure 3.10 shows evidence of the strong preference for

consistent solutions, where after 3,000 NFE, all solutions in the archive no longer

have any knowledge violations. In other words, after 3,000 NFE, C-ACH enforces

each KD constraint at every iteration and disallows solutions with any knowledge

121



Figure 3.11: The sum of knowledge violations of solutions that entered the
EA’s population across all 120 trials. The color indicates the
level of the overall knowledge violation.

violations to enter the population or archive. The strict preference hinders the

search because many of the solutions near the Pareto front have some knowledge

violations as shown in Figure 3.11. Many high-benefit, high-cost solutions are

inconsistent with at least one KD constraint, but C-ACH biases the search away

from these solutions and toward the low-benefit, low-costs solutions on the Pareto

front. This is reflected in the non-dominated solutions found by C-ACH at 5,000

NFE, shown in Figure 3.3, since there is a lack of solutions in the high-benefit,

high-cost region of the Pareto front.

3.7 Conclusion

Incorporating knowledge into an EA is a common approach to improving its search

efficiency to obtain a high-quality set of solutions with fewer function evaluations.
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Past examples of successful knowledge-intensive EAs utilize knowledge-dependent

operators or knowledge-dependent constraints, but no previous work has com-

pared the efficacy of these approaches. This paper, for the first time, conducted a

comparative experiment to elucidate the strengths and weaknesses of incorporat-

ing knowledge through knowledge-dependent operators and knowledge-dependent

constraints. The insights provided through the experiment will serve as a reference

for algorithm developers when creating future knowledge-intensive EAs.

We experimented with three EAs that 1) utilize an adaptive operator selector

to control the application of several knowledge-dependent operators (O-AOS), 2)

prefer solutions that are consistent with at least one of the provided knowledge-

dependent constraints (C-DNF), and 3) apply knowledge-dependent constraints

with a probability proportional to the number of consistent archival solutions

(C-ACH). Similar methods appear in knowledge-driven optimization algorithms,

which combine data mining within an EA. Going forward, it is important to

understand each methods’ advantages and disadvantages in applying expert or

data-mined knowledge as knowledge-driven optimization algorithms become more

popular. The three knowledge-intensive EAs were benchmarked against an anal-

ogous knowledge-independent EA (ε-MOEA) on a design problem for a climate-

monitoring satellite system. Six design heuristics based on a rich set of domain

knowledge and problem specific expertise were provided to the knowledge-intensive

EAs. Some of the heuristics were more effective than others in identifying or pro-

ducing high-quality solutions on this problem. This created a more realistic situ-

ation, where, prior to the search, it is difficult or impossible to assess a heuristic’s

ability to guide the optimization toward promising solutions.

Knowledge-dependent operators have dominated the literature on knowledge-
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intensive EAs, and our experiment showed that O-AOS successfully employed its

adaptive operator selector to significantly reduce the number of function evalua-

tions required to obtain a high-quality population. The adaptive operator selector

can not only handle multiple knowledge-dependent operators encoding different

sources of information, but also adapt its search strategy to focus on the most effec-

tive operators at any given stage in the search. When knowledge-independent op-

erators, such as single-point crossover, are used alongside the knowledge-dependent

operators, the adaptive search strategy helps to balance the exploitation of the pro-

vided knowledge with the exploration of other novel solutions in the tradespace.

One downside of the adaptive operator selector is that it is forced to apply poorly

performing knowledge-dependent operators with a small probability even toward

the end of the search, consuming some function evaluations on unpromising so-

lutions. Improvements might be attained if knowledge-dependent operators are

selected at a much lower minimum probability than knowledge-independent ones

to discourage using the knowledge-dependent operators once they become ineffec-

tive in producing improving solutions.

C-DNF had comparable search performance to the knowledge-independent EA

on the presented problem, both in terms of the final population quality and the

number of function evaluations required to reach a high-quality population. The

majority of the solutions encountered during the search on the presented problem

did not violate all the knowledge-dependent constraints, so the knowledge-intensive

EA did not have many opportunities to apply its penalties to solutions. In other

words, the provided knowledge was underutilized and the search strategy resem-

bled that of the knowledge-independent EA, causing the two algorithms to have

comparable search performance.
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C-ACH was effective at eliminating inconsistent solutions from the popula-

tion and archive, but this strong preference for consistent solutions overexploited

the provided knowledge and prevented the search from discovering non-dominated

solutions in the seemingly unpromising regions of the tradespace. Moreover, the

adaptive constraint handling method was not able to focus on applying the effective

knowledge about the instrument duty cycle at the beginning of the search to reach

a high-quality population with few function evaluations. The combined short-

comings of incorporating knowledge with an adaptive constraint handling method

resulted in significantly inferior search performance compared to the knowledge-

independent EA.

The comparative experiment presented in this paper confirms that incorpo-

rating domain-specific knowledge can significantly improve an EA’s search perfor-

mance, but its benefits to the search efficiency heavily relies on how the EA uses

the given knowledge. One limitation of our study is that the presented knowledge-

intensive methods were only incorporated into ε-MOEA. ε-MOEA was an appro-

priate algorithm for the experiments since it is well-known and performs well on

many multiobjective problems, but other EAs, when augmented with knowledge,

may experience different search behaviors due to differences in the selection op-

eration and population maintenance. However, the insights from the experiment

should be beneficial in guiding algorithm developers to leverage the presented

advantages of knowledge-dependent operators and avoid the pitfalls of knowledge-

dependent constraints. The findings are also limited by the application of the

three knowledge-intensive algorithms to only one real-world design problem. There

may be other problems when knowledge-dependent constraints are appropriate and

when knowledge-dependent operators are inappropriate. Moreover, the efficacy of

each method is likely sensitive to the quality or broader characteristics of the knowl-
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edge provided. While this paper does not investigate the sensitivity of the methods

to the problem or to the provided knowledge, the presented problem and knowl-

edge were representative of a realistic implementation of a knowledge-intensive EA.

Reasonable knowledge was provided to the knowledge-intensive EAs, but some of

the provided heuristics were ineffective at guiding the search. Therefore, the pre-

sented problem was an appropriate benchmarking problem to reveal some of the

limitations and disadvantages of methods employing knowledge-dependent opera-

tors and constraints. These limitations need to be addressed as we seek to improve

the efficiency of EAs by incorporating domain-specific knowledge or develop new

knowledge-driven optimization algorithms.

In addition to generalizing the findings of this paper across more problems

in other domains, future work should expand on the presented work by delving

deeper into analyzing the sensitivities of knowledge-intensive EAs to the quality of

the provided knowledge, such as specificity or generality. A deeper understanding

of these sensitivities may allow experts to better select appropriate knowledge to

incorporate into EAs or help knowledge-driven optimization algorithms to downs-

elect the more relevant information to apply during the search from the myriad of

rules extracted during data mining.
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CHAPTER 4

EXTRACTING AND APPLYING KNOWLEDGE WITH

ADAPTIVE KNOWLEDGE-DRIVEN OPTIMIZATION TO

ARCHITECT AN EARTH OBSERVING SATELLITE SYSTEM

4.1 Introduction

Distributed satellite systems are becoming increasingly appealing for Earth obser-

vation as the tradeoffs between monolithic and distributed systems become more

apparent and are reported in the literature. A distributed satellite system can

simplify each spacecraft and reduce the system’s lifecycle cost [47, 143] and pro-

vide more capabilities not attainable with a monolithic system such as improved

temporal, spatial, and angular sampling [29, 135, 136]. Designing a distributed

satellite system, however, presents considerable challenges due to: 1) the large

number of design variables including each satellite’s orbital parameters, payload,

bus, and launch vehicle and their complex, nonlinear interactions; 2) many non-

linear constraints involving packaging space, power requirements, link budgets,

thermal control, and on-board data handling capabilities; 3) multiple conflicting

objectives of maximizing performance while minimizing cost and risk; and 4) the

presence of local optima in the tradespace.

State-of-the-art decision-support tools [54,137,138,163] are helping system ar-

chitects overcome these design challenges for complex space systems. These tools

can explore thousands of candidate architectures and present the architect with

promising ones that optimally trade the multiple system objectives such as scien-

tific value, lifecycle cost, and reliability. Moreover, these tools provide insights

into the trades that the architect must make and identify the key drivers in
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promising architectures, both of which are helpful when architecting a complex

system [42, 198]. With a deeper understanding of the key tradeoffs and drivers,

a system architect can more confidently make the critical architectural decisions

that have large impacts on downstream decisions and on the system’s performance,

cost, risk, flexibility, and other figures of merit [42,161].

Multiobjective evolutionary algorithms (MOEA) are a popular and power-

ful decision-support tool for system architects and have shown much promise in

tradespace exploration and analysis on real-world design problems. Unlike single-

objective optimization methods, multiobjective optimization approaches explicitly

allow tradeoff analysis because they keep each objective separate and provide a set

of Pareto optimal solutions as opposed to a single solution. MOEAs are popular

for multiobjective optimization because they can handle the nonlinearity, non-

convexity, and non-differentiable properties that are common in real-world design

problems [28]. Organizations including NASA, The Aerospace Corporation, and

JAXA have applied MOEAs to schedule communications on NASA’s Deep Space

Network [93], design satellite constellations [51, 53,54,137,153], and design rocket

engines [104,180].

Despite their benefits, MOEAs tend to be computationally inefficient because

they rely on evaluating many solutions before converging on a set of optimal so-

lutions. A single evaluation of a distributed satellite mission often requires prop-

agating the orbits of each satellite over time and computing metrics (e.g. average

revisit time over regions of interest) that are typically a function of the state of

the satellites, ground stations, and the system as a whole. Depending on the sim-

ulation’s fidelity, it can take minutes to hours to complete, so it is impractical

to evaluate many hundreds or thousands of alternative solutions, especially when
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there are resource or time constraints. Knowledge-driven optimization (KDO) [7]

is one approach, among many [13,22,75,118,169,172], to improving the efficiency

of an MOEA. KDO algorithms are unique because they employ data mining dur-

ing the optimization to learn good design heuristics, which are based on patterns

in the design variables that are common in the high-quality solutions discovered

so far [25, 37, 65, 132, 164]. KDO algorithms can leverage the extracted knowl-

edge during the optimization by encoding it into new evolutionary operators called

knowledge-dependent operators [75] that guide the search toward promising regions

of the tradespace [65, 132] and accelerate the convergence rate. Moreover, the ex-

tracted design heuristics are valuable to system architects after the search because

they provide insights into design features common in high-quality architectures.

Current KDO algorithms are able to learn multiple design heuristics, but they

lack a mechanism to differentiate the heuristics that help accelerate the convergence

of the optimization from those that offer little benefit in advancing the search.

Since data mining algorithms generally rely on statistical methods, if the data set

(i.e. previously discovered solutions) is too small, a KDO can draw inaccurate or

imperfect conclusions about the design features common in high-quality solutions.

Even if the identified design features correctly predict the quality of a solution,

the efficacy of a knowledge-dependent operator largely depends on the state of the

search [74, 75, 77]. Improper use of the knowledge-dependent operators can result

in suboptimal search performance and even risks premature convergence on local

optima, particularly if the extracted knowledge is over-exploited [169].

This paper presents a new KDO framework called KDO\AOS that continually

adapts its search strategy to apply the knowledge, if any, that is most beneficial

to the search. KDO\AOS has 3 main components; 1) the underlying MOEA to
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manage the population of solutions, 2) a data mining method to extract design

heuristics and create new knowledge-dependent operators, and 3) an adaptive op-

erator selection (AOS) strategy to monitor the efficacy of all operators and allocate

computational resources to the ones that accelerate the search. To demonstrate

the efficacy of KDO\AOS and its ability to improve the convergence rate of an

MOEA, KDO\AOS is applied to a design problem for a distributed satellite sys-

tem for climate-monitoring and is benchmarked against an analogous MOEA that

does not implement any data mining and two KDO algorithms that resemble ap-

proaches existing in the literature: a KDO that always applies all of its knowledge-

dependent operators and a KDO that applies one of its operators at random.

The remainder of this paper is organized as follows. Section 4.2 provides the

details of KDO\AOS, and Section 4.3 introduces the problem used in our case

study. Section 4.4 presents the experimental setup. The results from the exper-

iment are provided in Section 4.5, and Section 4.6 discusses the conclusions and

future work.

4.2 KDO\AOS Framework

This work proposes a new framework called KDO\AOS that brings together

MOEAs, data mining methods, and AOS, and draws on the strengths of each.

The MOEA allows for multiobjective optimization on nonlinear and non-convex

problems and is augmented with data mining to extract and create knowledge-

dependent operators during the optimization that can accelerate the convergence

of the search. The AOS is responsible for balancing the use of multiple knowledge-

dependent operators with knowledge-independent ones to converge on optimal so-
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lutions faster while achieving sufficient exploration of the tradespace. A flowchart

of KDO\AOS is shown in Fig. 4.1, where the dashed and dashed-double-dot lines

show the processes associated with the AOS and data mining, respectively. The

pseudocode for KDO\AOS is detailed in Algorithm 9. Line 1-2 initializes the

knowledge-independent operators O provided before the search and their qualities

Oq. Lines 3-5 initialize three separate sets of solutions, where P is the population

containing the current solutions, Abest is an external archive storing the best solu-

tions found so far, and Aall is another archive storing the unique solutions found

during the search, regardless of objective value, to serve as the dataset for knowl-

edge discovery in line 9. Data mining is applied on Aall when certain criteria are

met in line 8 such as after the population is initialized [132] or at the end of a fixed

number of function evaluations [94]. Using the knowledge extracted from the data

mining, O is updated in line 10 by replacing a subset of the previous operators with

a set of newly created knowledge-dependent operators and reseting the operators’

qualities Oq in line 11. In line 13, the AOS selects the next operator oi to apply,

and parent solutions γ are selected in line 14 from P and Abest for oi. In line 15,

oi operates on γ to create a new offspring solution xoi,t. xoi,t is evaluated in line

16, and P , Abest, and Aall are updated based on xoi,t in lines 17-19. In accordance

to the credit assignment strategy, oi is rewarded for xoi,t and the qualities of the

operators are updated in line 20.

For the MOEA, we utilize ε-MOEA [38] because it performs well on a multitude

of multiobjective problems [72,112] and has several nice algorithmic properties. ε-

MOEA employs ε-dominance in its external archive Abest, which prevents deteriora-

tion (i.e., the degradation of population quality) and guarantees both convergence

and diversity of the solutions over time [105]. In addition, ε-MOEA is a steady-

state MOEA (i.e., it updates the population one solution at a time), which allows

131



Algorithm 9: KDO\AOS Pseudocode

O ← initializeOperators()

Oq ← initializeOperatorQualities()

P ← initializePopulation()

Abest ← initializeBestArchive()

Aall ← P

iteration t← 0

while Termination criteria have not been satisfied do

if dataMiningTrigger(t) then

knowledge ← dataMine(Aall)

O ← updateOperators(knowledge)

Oq ← resetOperatorQualities()

end if

t+ +

oi ← selectOperator(O,Q)

γ ← selectParentSolutions(P,Abest, oi)

xoi,t ← oi.operate(γ)

evaluate(xoi,t)

P ← updatePopulation(xoi,t)

Abest ← updateBestArchive(xoi,t)

Aall ← Aall ∪ xoi,t

Oq ← updateQuality(oi, x
oi,t, Oq)

end while
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Figure 4.1: A flowchart of KDO\AOS.

for better parallelization because the population P can be updated as solutions

finish evaluating. To accommodate the binary decision vectors in the problem pre-

sented in Section 4.3, we make one modification by replacing the default simulated

binary crossover and polynomial mutation with single-point crossover and bit-flip

mutation, respectively. In KDO\AOS, these knowledge-independent operators are

then utilized alongside knowledge-dependent operators created by the data mining

module and controlled by the AOS.

The following subsections provide details on the data mining method and AOS

strategy implemented for this paper. It should be noted, however, that KDO\AOS

is a general framework and is not constrained to the implementation presented

below. There are various MOEAs, data mining methods, and AOS strategies that

may be more appropriate for other problems with different solution representations

and can replace any of the framework’s components. The choice of implementation

is left to the algorithm user.
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4.2.1 Data mining method

The objective of the data mining within KDO\AOS is to obtain a small set of

general, interpretable rules that associate design features with many of the high-

quality solutions near the Pareto front and few of the low-quality solutions. In

addition, the obtained rules should not be redundant with each other and target

different solutions near the Pareto front. In order to maintain interpretability of

the extracted rules, the user first supplies the data mining method with a set of

simple features that are relevant to the problem formulation. Specific examples

are provided with the presented problem in Section 4.3.

The implemented data mining method consists of three steps to achieve the

above goal. First, candidate rules are generated using the Classification Based

on Associations (CBA) algorithm [114]. Design features that frequently appear in

high-quality solutions are identified by efficiently combining a set of simple features

into more complex ones that target specific regions of the tradespace. CBA does

not check the specificity of the rules, however, so the resulting rules may associate

design features with both low-quality and high-quality solutions. The second step

applies a filter to eliminate these inaccurate rules. In the last step, a feature selec-

tion algorithm called mRMR (minimal-Redundancy-Maximal-Relevance) [147] is

applied to the remaining rules to obtain the best set of non-redundant rules that

will be converted into knowledge-dependent operators. The knowledge-dependent

operators encoding the remaining rules modify parent solutions such that the off-

spring solution exhibits the good design feature. The details of the three steps are

provided below.

The CBA algorithm extracts rules of the form A→ B, where A is an attribute

of an observation within a data set that is associated with the class label B. In
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the context of KDO\AOS and architecture design problems, A is a set of design

features that an architecture must have and B is a label that defines the quality

of the architecture (e.g. being non-dominated). For instance, given a set of high-

performing Earth observation systems, we can extract rules such as “if a system

‘employs a UV/VNIR chemistry spectrometer flying in a sun-synchronous after-

noon orbit’, then ‘the system is close to the Pareto front’”. This rule captures the

spectrometer’s ideal orbit for measuring the peak air-pollution during the after-

noon [124]. To generate similar, potentially interesting rules, the CBA algorithm

relies on an efficient rule generating algorithm called the Apriori algorithm from

association rule mining [4]. Given a candidate set of potentially interesting fea-

tures F1, the Apriori algorithm takes a bottom-up approach and begins combining

single features Ai, Aj ∈ F1 to generate a more complex feature or feature-set such

as (Ai ∧Aj) ∈ F2, where ∧ denotes a conjunction and F2 is the set of feature-sets

containing two features. Since the number of possible feature-sets grows combina-

torially with the size of each feature-set, a metric called support is used to prevent

generating uninteresting rules. The support of a rule A → B is the proportion of

a set of solutions S that contain a feature or set of features A and are also labeled

with B. Specifically, support is defined as:

supp(A→ B) =
|SA ∩ SB|
|S|

(4.1)

where | · | is the cardinality of a set, SA ⊆ S is the set of solutions with feature

A, and SB ⊆ S is the set of solutions labeled as B. A low support implies that

the rule is not interesting because it does not apply to many solutions in the data

set. Therefore, any rules that do not exceed a user-specified support threshold

are ignored, and because of the anti-monotonicity property of support [3], any

extension of a rule (Ai ∧ Aj → B) is also eliminated from consideration if any

of its components (Ai → B or Aj → B) do not exceed the support threshold.
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This special property of support allows for an efficient process to generate rules

by extending only the feature-sets in Fi, each which contain i features and surpass

the support threshold, to create Fi+1.

A rule with a large enough support, however, does not necessarily mean that

its feature-set is specific to a class label. If a feature-set of a rule applies to

many solutions in the data set, regardless of class label, then the rule may pass

the support threshold but will not be meaningful. For example, a rule that says

“if a satellite contains a power subsystem, then it is a good design” would have

high support, but since all satellites, including poor designs, require some power

subsystem, this rule is not specific enough to high-quality solutions and thus,

does not help interpret the results. To eliminate such rules, all rules produced

by the CBA algorithm’s rule generator are filtered based on another metric called

confidence, which measures the specificity of a rule A→ B and is defined as:

conf(A→ B) =
|SA ∩ SB|
|SA|

(4.2)

A rule with a high confidence value close to 1.0 can be interpreted as “having the

feature A is a quasi-sufficient condition for belonging to the class B”. However,

rules surpassing a user-specified confidence threshold can be overly specific and

may not relate to many of the high-quality solutions in SB. Overly specific rules

are unable to explain many of the high-quality solutions and also may be overfitting

the data set, which does not give good predictive power on other solutions not in

the data set.

Any overly specific rules are eliminated in the final step in which we apply

mRMR to select a few rules from those remaining after the confidence filter that

best explain as many of the high-quality solutions as possible and that are also

not redundant with each other. mRMR obtains a user-specified number of n

136



rules that not only maximizes the relevance between a design feature A that an

architecture must have and the solution class label B that defines the quality of

the architecture, but also minimizes the redundancy among the n selected rules.

Relevance and redundancy are characterized in terms of the mutual information

I(x, y), given with Equation (4.3), between two random variables x and y.

I(x, y) =

∫∫
p(x, y) log

p(x, y)

p(x)p(y)
(4.3)

Relying on mutual information, mRMR greedily and incrementally selects n fea-

tures from a set of candidate feature-sets Φ, using the following strategy:

Φi = Φi−1 ∪

(
max

Ai∈Φ\Φi−1

[
I(Ai, B)− 1

i− 1

∑
Aj∈Φi−1

I(Ai, Aj)

])
(4.4)

where Ai is the ith feature-set to be selected, and Φi−1 is the i− 1 feature-sets al-

ready selected. The first term of Equation (4.4) maximizes the dependence between

Ai and solutions belonging to class B (i.e. relevance), and the second term min-

imizes the dependencies between all pairs of previously selected feature-sets (i.e.

redundancy). Equation (4.3) requires the probability density or mass functions

p(x), p(y), or p(x, y), but obtaining exact probability functions for a feature-set

Ai or a class B would be impossible without a full factorial enumeration of the

tradespace. Therefore, as commonly done in mRMR, we replace the real probabil-

ity distributions with the empirical probabilities of solutions in set S that exhibit

feature-set Ai or are labeled class B.

4.2.2 Adaptive Operator Selection

The implemented credit assignment strategy rewards an operator 1.0 credit for

each solution it creates that enters the external archive Abest, which contains the
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best solutions found so far by the MOEA. Otherwise, the operator receives 0.0

credit. Since the archive in ε-MOEA employs ε-dominance, an operator is only

rewarded if it can create new solutions that are not only non-dominated, but also

different enough from the existing solutions in the archive. Therefore, operators

are rewarded if they can both push convergence and promote diversity in the

archive. This credit assignment strategy is a variation of a recommended strategy

for multiobjective optimization problems [78] and has shown promise in previous

studies [75, 77].

Operator selection is implemented with adaptive pursuit (AP) [174] because it

is straightforward and has shown promise on several problems [70, 103, 175]. AP

is based on the probability matching [67] strategy that selects operators with a

probability proportional to their quality, but AP is greedier and asymptotically

pursues the best operator with a specified maximum probability. For each credit

ci,t > 0 received by operator oi at iteration t, the quality qi,t of oi is updated

according to Equation (4.5), where α ∈ [0, 1] is a user-specified parameter to control

the importance of credits received in past iterations versus credits received in recent

iterations. Then, AP identifies the operator with the highest quality in the set of

operators O and begins to asymptotically pursue it with a maximum probability

pmax defined by Equation 4.6, where | · | is the cardinality of the set. The selection

probabilities pi,t for each operator are updated according to Equation (4.7), where

β ∈ [0, 1] is a user-specified parameter to control the rate of the pursuit. Note

that a minimum selection probability pmin is used to foster the exploration of all
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operators.

qi,t+1 = (1− α) · qi,t + α · ci,t (4.5)

pmax = (1− (|O| − 1) · pmin) (4.6)

pi,t+1 =


pi,t + β · (pmax − pi,t) if oi = argmax

oi∈O
qi,t

pi,t + β · (pmin − pi,t) otherwise

(4.7)

Most AOS strategies maintain a static set of operators that do not change over

time, and thus, do not have mechanisms to deal with removing ineffective operators

or inserting new operators. One example where the AOS deals with a dynamic set

of operators requires that new incoming operators are drawn from a prespecified

database of operators [122], but since the knowledge-dependent operators will be

created during the optimization, obtaining a prespecified set of operators is not

feasible. Instead, a simple method to deal with the dynamic set of operators is to

reset the AOS whenever new operators are created. This is a reasonable approach

because the quality of any old operators that remain in the set relative to that

of new operators cannot be known before the new operators are applied to the

problem. Therefore, after the insertion of new operators, the AOS will reset the

selection probabilities of all operators in O to 1/|O|.

4.3 Case Study Problem

To demonstrate the efficacy of the proposed KDO framework, it is applied to a

real-world system architecture design problem in which the goal is to architect a dis-

tributed satellite system for climate-monitoring with a minimum lifecycle cost and

maximum benefit to the scientific community [163,165]. The scientific benefit is a
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Table 4.1: Example Requirements for Surface Measurements

Measurement Attribute Goal Breakthrough Threshold

Air temperature Horizontal spatial resolution 25 km 50 km 100 km

Air temperature Temporal resolution 3 hr 6 hr 12 hr

Air temperature Accuracy 0.1 K 0.15 K 0.3 K

Wind direction Horizontal spatial resolution 10 km 50 km 500 km

Wind direction Temporal resolution 1 hr 3 hr 6 hr

function of the satisfaction of over 370 climate-related measurement requirements

listed in the World Meteorological Organization OSCAR database (www.wmo-

sat.info/oscar). The measurements include air temperature, wind speeds, air hu-

midity, cloud cover and atmospheric ozone among others, and the database specifies

the spatial and temporal resolution and accuracy required for each measurement.

Each requirement has three attainment values for goal, breakthrough, and thresh-

old values, which determine if the requirement is fully, partially, or not satisfied.

Table 4.1 shows a few example requirements used for this problem. Note that fully

satisfying some of the requirements is challenging with only space-based assets due

to very stringent requirements such as obtaining wind direction at the surface with

a temporal resolution of less than 1 hour.

To satisfy the requirements, we are interested in allocating 12 of the instruments

recommended in the 2007 National Research Council’s Earth Science Decadal Sur-

vey [139] listed in Table 4.2 to 5 orbits commonly used in Earth observation listed

in Table 4.3. For this problem, a solution is represented by a 12 × 5 binary ma-

trix D where Dij = 1 if a copy of instrument Ii is assigned to orbit Oj, and

instruments assigned to an orbit represent a single satellite carrying all of the as-

signed instruments in its payload. This problem has a large tradespace containing
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Table 4.2: Candidate instruments

Instrument Description

OCE SPEC Ocean color spectrometer

AERO POL Aerosol polarimeter

AERO LID Differential absorption lidar

HYP ERB Broadband radiometer for radiation budget

CPR RAD Cloud and precipitation radar

VEG INSAR Polarimetric L-band SAR

VEG LID Vegetation/ice green lidar

CHEM UVSPEC UV/VIS limb spectrometer

CHEM SWIRSPEC SWIR nadir spectrometer

HYP IMAG SWIR-TIR hyperspectral imager

HIRES SOUND IR atmospheric sounder

SAR ALTIM Wide-swath radar altimeter

Table 4.3: Candidate orbits

Orbit Description

LEO-600-polar Low earth orbit with polar inclination at 600km altitude

SSO-600-AM Morning sun synchronous orbit at 600km altitude

SSO-600-DD Dawn-dusk sun synchronous orbit at 600km altitude

SSO-800-PM Afternoon sun synchronous orbit at 800km altitude

SSO-800-DD Dawn-dusk sun synchronous orbit at 800km altitude

2(5∗12) = 1.15 · 1018 possible solutions.

The choice of instruments in the system is critical because each instrument

provides different types of measurements (e.g. atmospheric temperature or cloud

cover) with different performance attributes (e.g. spatial resolution or accuracy).

Other capabilities such as temporal resolution and horizontal spatial resolution

are also largely determined by the instruments’ assigned orbit. Moreover, the or-

bit constrains the available onboard power and data downlink rates because it sets

the satellite’s illumination conditions and communication time with ground sta-

tions. In addition to the nonlinear instrument-orbit interactions, there are nonlin-
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ear instrument-instrument interactions [165], where instruments aboard the same

satellite can complement each other by combining different measurements to cre-

ate new data products or undermine each other’s performance by competing for

limited onboard resources such as power and data processing capabilities.

The instrument-orbit assignments also have direct impacts on the system’s life-

cycle cost, and high-quality solutions must optimally trade scientific benefit with

lifecycle costs. In addition to estimating the instruments’ development and fab-

rication costs, we also estimate the spacecrafts’ power, data handling, and point-

ing requirements from their instrument payloads. These requirements are used

in conjunction with the orbit properties (e.g. altitude, illumination conditions,

contact time with the ground station) to appropriately size the bus components

including attitude determination and control; propulsion; power; communications;

thermal; and structural subsystems. Costs associated with the bus, manufacturing

and integration, operations, and program overhead are estimated using the NASA

Instrument Cost Model, Small Satellite Cost Model and other cost estimating rela-

tionships and models provided in Wertz, Everett, and Puschell [181]. Furthermore,

the mass and the volume of the satellite and the satellite’s orbit largely determine

the choice of the launch vehicle, and thus the associated launch costs.

In general, data mining on design problems is challenging for classification rule

mining since there are exponentially more possible design features than feasible

solutions. For this problem, a design feature is represented with a matrix F anal-

ogous to the binary matrix for the decision variables, where each cell contains a 0,

1, or * for either a 0 or 1 to define the value of a decision variable. Therefore, there

are 3(5∗12) = 4.24 · 1028 possible design features. To limit the number of design

features that the data mining algorithm must investigate, the types of features are
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restricted to the ones listed in Table 4.4, where Ii represents a specific instrument

and Oj represents a specific orbit. An additional benefit in defining the structure

of the acceptable features is that the extracted features remain interpretable by

a human user. Each feature is described as a predicate function and is intended

to capture potentially interesting relationships in the selection of instruments or

the assignment of instruments to orbits. The features Present and Absent are pa-

rameterized by an instrument and simply describe whether the given instrument

is present or absent from a given architecture. InOrbit and NotInOrbit are used

to capture a more specific assignment of instruments to orbits that is defined by

their arguments. Together and Separate are used to describe a set of two or three

instruments that are assigned together in any orbit or kept separate across all

orbits, respectively. TogetherInOrbit combines InOrbit and Together to represent

the assignment of multiple instruments together in the specified orbit. EmptyOrbit

represents an orbit with no assigned instruments. NOrbits and NInstruments re-

spectively check if the input argument n matches the number of non-empty orbits

and the total number of instruments assigned to an orbit or the total system.

The features in Table 4.4 greatly improve the interpretability of a design fea-

ture not only because they describe a matrix of 0’s, 1’s, and *’s with predicates

resembling natural language, but also due to their implicit conjunctions and dis-

junctions, which require algebra to express. For example, given a design feature

matrix F , Present(Ii) is defined as
∑

Oj∈O(FIi,Oj
) ≥ 1 and EmptyOrbit(Oi) is

defined as
∑

Ij∈I(FIj ,Oi
) = 0. Moreover, the implicit conjunctions and disjunc-

tions contained in these features can simplify a long, complex logical sentence

constructed from the conjunctions or disjunctions of several literals. For example

Present(Ii) is equivalent to ∃Oj(InOrbit(Oj, Ii)) and EmptyOrbit(Oi) is equivalent

to ∀Ij(NotInOrbit(Oi, Ij)).
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The space of possible features remains large even after limiting the data mining

to the features listed in Table 4.4. Using all possible combinations of arguments

in the features listed in Table 4.4, there are a total of 13,314 features. When using

the Apriori algorithm to pursue logical rules that combine these single features

into feature sets, the possible number of rules grows exponentially with the size of

the feature set. To maintain tractability during data mining, we limit the Apriori

algorithm to produce feature sets containing a maximum of three features (i.e.

Ai ∧ Aj ∧ Ak). This restriction still allows for more than 3.93 · 1011 possible rules

to explain the data while keeping the rules easy-to-understand and analyze for the

user.

4.4 Experimental setup

The efficacy of KDO\AOS is demonstrated by applying it to the design prob-

lem for a distributed satellite system for climate-monitoring and benchmarking it

against ε-MOEA, which is its underlying MOEA, and two other KDO algorithms,

KDO\C and KDO\R, that differ in how they utilize the extracted knowledge. If

the KDO\AOS outperforms ε-MOEA then it suggests that there is a benefit to the

KDO approach to extract knowledge and apply it during the optimization process

for the presented problem. KDO\C is a variation of KDO\AOS that applies all

the knowledge-dependent operators on each solution instead of adaptively applying

them with an AOS. This variant represents other KDO approaches such as EMO\I,

which strictly enforce the extracted knowledge onto the solutions as constraints.

If KDO\AOS outperforms KDO\C, then it indicates that there is a benefit to

applying knowledge through a more flexible approach with an AOS. KDO\R is

another variant that is given the same operators as KDO\AOS but applies a ran-
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dom operator at each iteration instead of using an AOS. KDO\R resembles LEM,

which enforces at least one of the rules extracted from the data mining but does

not differentiate the rules that accelerate convergence from those that do not. If

KDO\AOS outperforms KDO\R, then it indicates that it is beneficial to iden-

tify the most beneficial knowledge from ineffective knowledge and continuously

adapt the search strategy with the AOS. All algorithms were implemented with

MOEAFramework [71], an open source Java library for developing MOEAs.

Each algorithm is applied to the design problem with a maximum of 5,000

function evaluations. The population size is set to 100 solutions and is randomly

initialized for each trial. Since all algorithms employ a stochastic search process,

each algorithm is run 30 independent times to gather enough performance data for

statistical analysis. Data mining is applied every 1,000 evaluations to update the

knowledge-dependent operators multiple times during the search. Non-dominated

sorting and crowding distance from NSGA-II [39] are used to identify the top 25%

of the solutions in the archive Aall, which are labeled as high-quality. The rest

of the solutions in Aall are labeled as poor. Classification rules are generated to

describe only the solutions belonging to the high-quality class, and the support and

confidence thresholds are set to 0.0625 and 0.5, respectively. A support threshold of

0.0625 means that a rule must apply to at least 25% of the high-quality solutions,

and a confidence threshold of 0.75 means that more than three-quarters of the

solutions with the selected feature must be labeled as a high-quality solution. Each

rule can be composed of the conjunction of up to 3 design features, and the top

4 rules as ranked by mRMR are used to create 4 knowledge-dependent operators

that replace any previous knowledge-dependent operators. Single-point crossover

is applied with a probability of 1.0, unless the AOS adapts its probability during

the search. Bit-flip mutation is applied with a probability of 1/60, where 60 is the
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number of decision variables.

The algorithms are compared using a common performance metric called hy-

pervolume (HV) that measures an algorithm’s ability to obtain a population P that

is both close to and spread across the true or approximate Pareto front PF ∗ [28].

HV is given by:

HV (P, z∗) = volume
( ⋃
u∈P

vol(u, z∗)
)

(4.8)

HV measures the closed hypervolume created in the objective space by a reference

point, z∗, and the union of all the objective vectors u ∈ P , where vol(u, z∗) is

the hypercube created with u and z∗. Any point in P that is dominated by z∗

does not contribute to HV, and a large HV implies that the population has good

convergence and diversity. To obtain a good reference point, we first merge all of

the non-dominated solutions found at the end of each trial and record the non-

dominated solutions from the merged dataset as PF ∗. Scaling differences between

the objectives are eliminated by normalizing the objectives within PF ∗ to range

from [0, 1]. z∗ is then set at [-0.1, 1.1] for the normalized values of scientific benefit

and life-cycle cost, respectively, to reduce the bias of HV to favor the center of

PF ∗ [5,86]. The HV is recorded at intervals of 5 function evaluations to observe the

convergence rates over time, and differences in HV between algorithms are tested

for statistical significance using the Wilcoxon rank sum test with a significance

level of 0.05. This non-parametric statistical test is commonly used to compare

the performance between two MOEAs [28].
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4.5 Results

4.5.1 Search performance

Figure 4.2 shows the HV attained by each algorithm as a function of number of

function evaluations (NFE). The solid lines show the mean values, the bold por-

tions of the line indicate when an algorithm performed statistically significantly

differently with respect to ε-MOEA using the Wilcoxon rank sum test and a sig-

nificance level of 0.05, and the vertical dotted lines indicate when data mining is

applied. As expected, the performance of the four algorithms are largely statis-

tically equivalent for the first 1,000 function evaluations, before any data mining

is applied. Immediately after the first time the data mining is applied at 1000

function evaluations, all three KDO algorithms experience a rapid increase in HV

compared to ε-MOEA, indicating that useful knowledge is being extracted and

applied to achieve accelerated convergence. A similar response can be observed

after the second application of data mining at 2,000 function evaluations, but the

increase in HV is much less pronounced because the search has begun to converge.

Similarly, by the end of the search, there are diminishing returns on applying

benefits of the third or fourth application of data mining.

While the first and second application of data mining lead to a boost in HV,

the ultimate success of a KDO algorithm heavily depends on how it applies the

extracted knowledge. It is apparent that KDO\C is the worst algorithm, suggesting

that applying the extracted knowledge through constraints is not effective for this

problem. In fact, applying the extracted knowledge as constraints leads KDO\C to

perform statistically worse than ε-MOEA after about 2,500 function evaluations.

KDO\R is the second best KDO algorithm since it converges faster than ε-MOEA
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Figure 4.2: The history of the hypervolume for each algorithm

onto the approximate Pareto front PF ∗ as evidenced by its statistically superior

performance between 1,000 and 2,840 function evaluations. KDO\AOS is the best

performing algorithm since it takes ε-MOEA about 3,540 function evaluations to

catch up and obtain a set of solutions with equivalent quality.

We emphasize the ability of KDO\AOS to attain a high-quality set of solutions

much faster than ε-MOEA, which is critical in cases when the function evaluations

are expensive. The faster convergence rate of KDO\AOS is articulated in Fig. 4.3

that shows the sets of non-dominated solutions created from the union of solutions

found by ε-MOEA and KDO\AOS across each of their 30 trials at 1,000 NFE,

1,250 NFE, 1,500 NFE, and 2,000 NFE. As expected, at 1,000 function evaluations

before any data mining, the set of non-dominated solutions found by ε-MOEA and

KDO\AOS seem comparable. By 1,250 function evaluations, however, KDO\AOS

is able to find many solutions near and spread across the approximated Pareto

front PF ∗, whereas ε-MOEA struggles to find many of the solutions in the low-

cost, low-benefit region of PF ∗. As the search progresses, both algorithms find
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Figure 4.3: A qualitative comparison of solution quality obtained by ε-
MOEA and KDO\AOS

solutions closer to PF ∗, but ε-MOEA still struggles to find any solutions in the

low-cost, low-benefit region of PF ∗ across all 30 of its trials. It takes about another

500 function evaluations for the set of non-dominated solutions from 30 trials by

ε-MOEA to achieve a qualitatively similar set of solutions attained by KDO\AOS

at 2,000 function evaluations.

Since the first application of data mining aided in the most significant acceler-

ation of convergence and later applications of data mining provided less benefit as

the population converged toward PF ∗, we conducted a sensitivity analysis looking

at how applying data mining early in the search affects the savings in function eval-

uations over ε-MOEA to attain a high-quality set of solutions. We tried four cases

where data mining was first applied at 100, 250, 500, and 1,000 function evalua-

tions and successive data mining was still applied every 1,000 function evaluations.

30 trials were conducted for each case, and Table 4.5 shows the average number of
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Table 4.5: Average number of function evaluations saved

Algorithm
First application 75% HV ∗ 80% HV ∗ 85% HV ∗ 90% HV ∗

of data mining (0.7637) (0.8146) (0.8656) (0.9165)

KDO\AOS

100 NFE 370 415 490 220

250 NFE 285 345 660 680

500 NFE 350 480 605 940

1000 NFE 200 425 725 860

KDO\R

100 NFE 205 300 130 -1005

250 NFE 70 235 385 160

500 NFE 240 240 440 330

1000 NFE 205 420 570 695

function evaluations saved by using KDO\AOS or KDO\R instead of ε-MOEA to

reach 75%, 80%, 85%, and 90% of the HV of PF ∗, HV ∗. Negative numbers indi-

cate that on average, ε-MOEA utilized fewer function evaluations than the KDO

algorithm to reach the specified HV. Values for KDO\C are omitted because of its

poor performance relative to ε-MOEA.

In general, Table 4.5 shows that there is some tradeoff in how early the first

data mining should be applied and the average number of function evaluations

saved to achieve a specified quality in the set of solutions. If data mining is ap-

plied right after the population is initialized like in LEM [133] or LEMMO [96],

then there are few solutions in the data set to extract good features that generalize

over large portions of the tradespace. So as the search progresses into unexplored

regions of the tradespace, these features provide few insights into how to improve

solutions and thus, should not be utilized much. On the other hand, if data min-

ing is applied later, there is some lost opportunity in accelerating the convergence

before the initial, knowledge-independent phase of the search converges to PF ∗.

KDO\AOS is more robust than KDO\R to this decision on when data mining is

applied for the first time. In all but one case, KDO\AOS saves more function
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evaluations than KDO\R, sometimes hundreds of function evaluations, demon-

strating the advantage of implementing an AOS to balance the exploitation of the

extracted knowledge when it leads to improving solutions with the exploration of

other regions of the tradespace as the extracted knowledge becomes less effective at

improving solutions. The only time KDO\R saved more function evaluations than

KDO\AOS was when data mining was applied at 1,000 function evaluations and

only a moderate quality of solutions was required, 75% HV ∗. By 1,000 function

evaluations, there are enough solutions in the data set to extract design features

that generalize better to the design problem, so random application of these fea-

tures can lead to relatively high rates of convergence. To obtain a high quality set of

solutions and the largest savings in function evaluations, however, the application

of these good features must still be balanced with exploration of the tradespace as

evidenced by the larger savings achieved by KDO\AOS when attaining 85% and

90% HV ∗.

4.5.2 Data Mining

To understand why KDO\AOS has superior performance, this subsection presents

the details on the features extracted during the optimization. Then, the next sub-

section describes how these extracted features are applied by the AOS to accelerate

the convergence of the search.

Aggregating all the rules extracted across the 30 trials by KDO\AOS, Table

4.6 provides the relative frequency of occurrence of the features from each applica-

tion of data mining. Separate is the most prevalent feature at every application of

data mining, and its arguments tend to be either high powered instruments such

as lidars and radars (AERO LID, VEG LID, SAR ALTIM) or high data rate in-
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Table 4.6: The relative frequency of occurrence of the extracted features

Feature 1000 NFE 2000 NFE 3000 NFE 4000 NFE

Present 0.0028 0.0028

Absent 0.1944 0.2361 0.2389 0.2722

InOrbit 0.0889 0.0750 0.0611 0.0556

NotInOrbit 0.1333 0.1778 0.1944 0.2333

Together 0.0056 0.0056 0.0056

TogetherInOrbit

Separate 0.4944 0.4667 0.4444 0.4028

EmptyOrbit

NOrbits

NInstruments 0.0806 0.0361 0.0556 0.0333

Total 1.0000 1.0000 1.0000 1.0000

struments such as the hyperspectral imager, HYP IMAG. The extracted Separate

features suggest that any advantage gained by packaging these instruments on the

same payload is not worth the additional cost of larger power and data handling

subsystems required to operate the instruments together in the same spacecraft.

Similarly, Absent, which was the next most frequently occurring feature at each

application of data mining, is used most often with high powered and high data

rate instruments including HYP ERB, CPR RAD, VEG INSAR, and AERO LID.

The extracted Absent features suggest that the scientific benefit provided by the

instruments’ measurements is outweighed by the additional costs associated with

hosting and operating these instruments.

The features extracted at 1,000 function evaluations provided KDO\AOS with

good heuristics to significantly accelerate the convergence rate, but many of the

extracted features do not generalize well over the entire tradespace. For exam-

ple, feature1000 = Separate(HYP ERB, VEG INSAR) ∧ Separate(OCE SPEC,

CPR RAD, VEG LID) ∧ Separate(HYP IMAG, SAR ALTIM) is a feature ex-
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Figure 4.4: Solutions with feature1000 from a) the first 1,000 function eval-
uations of one trial run and from b) every solution discovered
across all 120 trials.

tracted at 1,000 function evaluations during one of the runs by KDO\AOS. Figure

4.4a shows that feature1000 applies to many of the high-quality solutions and very

few of the low-quality solutions that have been discovered so far, demonstrating

that the data mining performs as expected. This feature, however, is not a good

feature in general because over the entire tradespace, it does not differentiate the

high-quality solutions from the poor ones as shown in Fig. 4.4b.

One reason why the features and the rules extracted at 1,000 function eval-

uations do not generalize well over the unexplored tradespace is because of the

relatively small data set consisting of 1,000 solutions or less, which causes the

rules to overfit the data. Notice in Table 4.6 that as the search progresses, there

are fewer occurrences of the Separate features and more of the Absent features.

The Separate features focus on specific instruments that should not be hosted

in the same spacecraft, and this specificity is used to tease out the poor-quality

solutions from the current best solutions, which may still be far from the Pareto

optimal solutions. With a larger data set towards the end of the search, it becomes
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Figure 4.5: Solutions with feature1000 from a) the first 4,000 function eval-
uations of one trial run and from b) every solution discovered
across all 120 trials.

apparent that some of the instruments used in the Separate features are actually

absent from the high-quality solutions, and the more general Absent feature helps

generalize the extracted rules.

Figure 4.5 shows how the feature extracted at 4,000 function evaluations,

feature4000 = Absent(HYP ERB) ∧ Separate(OCE SPEC,CPR RAD) ∧ Sepa-

rate(VEG INSAR,HIRES SOUND), applies to both the solutions discovered in the

first 4,000 function evaluations and solutions found across all 120 trials. feature4000

is from the same trial as feature1000. Separate(HYP ERB, VEG INSAR) from

feature1000 is replaced with a more general Absent(HYP ERB) in feature4000 to

indicate the poor value-for-cost of HYP ERB. Additionally, Separate(OCE SPEC,

CPR RAD, VEG LID) from feature1000 is made more general by removing

VEG LID from its arguments to become Separate(OCE SPEC,CPR RAD) in

feature4000. Comparing Fig. 4.4 and Fig. 4.5, it is clear that feature4000 is better

able to discriminate the good solutions from the poor ones even on solutions not

encountered during the trial.
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The inability for features extracted at the beginning of the search to clearly

isolate the high-quality region of the unexplored tradespace necessitates caution

when applying the features during the remainder of the search. This is why utilizing

an AOS to control the application of these features can save hundreds of function

evaluations over simply applying the features at random or applying the features

as constraints, as seen in Table 4.5. The next subsection examines how the AOS

adapted its search behavior when presented with rules that do not generalize well

over large portions of the tradespace at the beginning of the search and with better

rules at the end of the search.

4.5.3 AOS

Examining the credits earned by the operators created during the search provides

further insight into the benefit of the knowledge extracted at each data mining

stage. Figure 4.6 and Fig. 4.7 show the average credits earned by the operators

used in KDO\AOS and their selection frequency, respectively. In both figures,

the average performance of the 4 knowledge-dependent operators is presented as

a representative knowledge-dependent operator since the actual operators varied

during the run and between runs. The vertical dotted lines indicate when data

mining is applied.

There is an overall downward trend in the credits earned by the operators, which

indicates that as the search converges, it becomes more difficult to insert new solu-

tions in the archive Abest. More interesting dynamics occur on a shorter time scale,

between applications of data mining. The knowledge-dependent operators experi-

ence sudden increases in credits after each application of data mining, indicating

that they are most successful in discovering improving solutions immediately after

156



Figure 4.6: History of the credits earned by the operators used by KDO\AOS

Figure 4.7: History of how KDO\AOS adapts its operator selection during
the search.

extracting new rules. The good search performance of the knowledge-dependent

operators is reflected in their higher selection rate by the AOS over the single-point

crossover, particularly right after 1,000 and 2,000 function evaluations. The higher

selection rate of the successful knowledge-dependent operators is what leads to the

rapid increases in HV seen in Fig. 4.2.

As the knowledge-dependent operators impose the features onto the solutions,
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however, they become less effective in inserting new solutions into Abest. Several

function evaluations after data mining, the knowledge-independent, single-point

crossover begins to earn more credits than any of the knowledge-dependent opera-

tors, which lose efficacy over time due to their somewhat limited ability to modify

solutions. The knowledge-dependent operators embody one rule that modifies so-

lutions in a specific way, and when the rule is applied enough times, the solutions

in the population can no longer be modified because they exhibit the encoded

design feature or the modification can no longer create improving solutions from

the current state of the population. On the other hand, the single-point crossover

uses a stochastic method to modify solutions, so it can always modify a solution to

explore the tradespace and discover new solutions that may enter the archive. The

AOS is able to detect this change in operator performance and shifts attention from

exploiting the extracted knowledge by using the knowledge-dependent operators

to exploring the tradespace by frequently using the single-point crossover.

The ability to switch from knowledge-exploitation to knowledge-independent

exploration is critical toward the end of the search when the extracted knowledge

becomes less useful in guiding the search toward PF ∗. Figure 4.6 shows that the

knowledge-dependent operators receive very few credits after 3,000 function eval-

uations, but KDO\AOS quickly detects that the knowledge-dependent operators

are not contributing new solutions to Abest and focuses on selecting the single-point

crossover more often than the other operators. The behavior of decreasing reliance

on available knowledge and focusing on exploration as the search progresses and the

knowledge becomes less beneficial is consistent with other evolutionary algorithms

that leverage expert knowledge available prior to the search [77,118]. KDO\AOS’s

ability to detect inadequacies of the extracted knowledge and adapt its search strat-

egy, especially at the end of the search, to balance the exploitation of the extracted
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information with the exploration provided by the knowledge-independent operator

is the key to its superior performance over ε-MOEA, KDO\R, and KDO\C.

4.6 Conclusion

This paper introduced KDO\AOS, a new knowledge-driven optimization frame-

work, that brings together a multiobjective evolutionary algorithm, machine learn-

ing, and adaptive operator selector to more efficiently conduct multiobjective op-

timization on difficult real-world problems containing nonlinear and non-convex

properties. Data mining augments the evolutionary algorithm by extracting design

heuristics from solutions discovered during the search and creating new knowledge-

dependent operators that can guide the search to achieve significantly faster con-

vergence. The adaptive operator selector manages the application of the set

of knowledge-dependent operators alongside conventional, knowledge-independent

operators, and effectively balances the exploitation of knowledge with knowledge-

independent exploration of the tradespace. KDO\AOS was benchmarked against

a baseline evolutionary algorithm (ε-MOEA) that did not apply any data mining,

a knowledge-driven optimization algorithm that applied the knowledge-dependent

operators randomly (KDO\R), and a knowledge-driven optimization algorithm

that applied the extracted knowledge through constraints (KDO\C).

The results showed that KDO\AOS was the superior algorithm, saving many

hundreds of function evaluations over ε-MOEA to attain a high-quality set of

solutions. Moreover, KDO\AOS saved several hundreds more function evalua-

tions than KDO\R or KDO\C to attain a high-quality set of solutions. We

showed that the adaptive operator selector was a critical component in the ef-
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ficacy of KDO\AOS’s search by exploiting the extracted knowledge only if and

when it helped accelerate the convergence rate and by exploring the tradespace

in a knowledge-independent way in the absence of effective knowledge-dependent

operators.

While KDO\AOS succeeded in outperforming the other algorithms presented

in this paper, there are several areas for future work for further improvements.

Firstly, KDO\AOS applies data mining at fixed intervals during the search and

continues to apply data mining toward the end of the search, but the results

showed that knowledge extracted toward the end of the search has a greatly re-

duced benefit in improving the optimization efficiency or efficacy. Because the data

mining is not computationally free, it may be beneficial to include a mechanism

that is more adaptive and stops further data mining when the overall contribution

of the knowledge-dependent operators becomes insignificant. Secondly, the rule

extracted toward the beginning of the search had a limited ability to clearly dis-

tinguish high-quality solutions from mediocre ones and did not generalize well to

unexplored regions of the tradespace. In this paper, we assumed that high-quality

solutions have some common design feature, but in fact, the high-quality solutions

are typically a diverse set of solutions and there may not be any feature that is

common to all or large subsets of them. Future work will explore the benefits

of identifying clusters of high-quality solutions prior to applying data mining to

discover rules that target specific regions of the tradespace and better segregate

high-quality solutions from mediocre ones. Lastly, the extracted knowledge from

KDO\AOS only provided low-level explanations of the results, and required the

authors’ insights to draw more meaningful conclusions. For example, the rules

containing Separate features only say to disaggregate a specific set of instruments

from the same payload, but closer inspection was required to reveal that the ma-
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jority of the Separate features involved the disaggregation of high-power and high

data rate instruments from the same payload. Future work will investigate uti-

lizing other design attributes of the solutions including the requirements for the

payload’s power and data storage.
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CHAPTER 5

CONCLUSION

5.1 Summary

This thesis developed a new decision support tool for multiobjective tradespace

exploration that combines powerful design heuristics used by human experts to

efficiently identify promising solutions with the computational power of multiob-

jective evolutionary algorithms (MOEA) to explore a vast region of the tradespace.

The presented tradespace exploration tool relied on an adaptive mechanism to ex-

ploit the available knowledge to push the optimization toward the most promising

regions of the tradespace without sacrificing the exploration of other regions of

the tradespace for novel solutions not captured under conventional design consid-

erations. Moreover, the proposed knowledge-intensive optimization algorithm can

leverage multiple design heuristics, some of which may conflict with each other in

how to create a high-quality solution, and modify its search strategy to focus on

utilizing the knowledge that consistently leads to high-quality solutions. Finally,

this thesis explored the addition of a data mining algorithm that could extract new

knowledge during the optimization process by identifying common design patterns

in high-quality solutions found by the optimization algorithm. This automatically

extracted knowledge helps not only in guiding the remainder of the search pro-

cess, but also in understanding the key driving design features that are unique to

high-quality solutions. With the insights gained from the extracted knowledge and

a more computationally efficient, knowledge-intensive tradespace exploration tool,

system engineers and architects are provided with an opportunity to reformulate

and fine-tune the design problem multiple times.
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Chapter 1 discussed how the complexity of architecting a distributed space-

craft mission (DSM) motivated the development of a computationally efficient

tradespace exploration tool. It examined a human-centric, expert-based approach

that leverages design heuristics gained through years of experience to quickly iden-

tify promising candidate missions but is limited in its explorative capability to

evaluate many different alternatives. The chapter also discussed recent efforts

to utilize MOEAs to explore a larger portion of the tradespace, but these algo-

rithms tend to be computationally inefficient since they do not leverage available

knowledge about the problem or domain. Lastly, Chapter 1 proposed improving

the computational efficiency of MOEAs by incorporating expert knowledge and

controlling the use of that knowledge with an adaptive operator selection (AOS)

strategy. The use of an AOS allows the MOEA to focus on utilizing the given

knowledge that helps discover high-quality solutions, and in the event that the

knowledge is not beneficial to the search, the AOS can modify the search strategy

to a more conventional evolutionary algorithm that explores the tradespace.

To implement an effective AOS strategy within an MOEA, this thesis first ex-

plored the research gaps in credit assignment strategies for AOS on multiobjective

problems. Chapter 2 revealed a lack of comparative studies on existing credit

assignment strategies and an absence of a classification for these strategies that

could guide algorithm developers. Based on the existing literature, a classification

of credit assignment strategies was developed for the first time, identifying nine

categories based on the type of fitness function and set of solutions used to assess

an operator’s impact. The classification revealed further gaps in the literature and

five new credit assignment strategies were proposed to fill the gaps. This chap-

ter also experimentally compared nine credit assignment strategies on standard

benchmarking problems to evaluate their effect in elevating the generality of an
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MOEA and outperforming a random operator selector.

Using the information gained about effective credit assignment strategies,

Chapter 3 developed a knowledge-intensive MOEA that utilizes an AOS to control

the use of knowledge-dependent operators alongside knowledge-independent oper-

ators. The performance of this knowledge-intensive MOEA was compared against

two other MOEAs that incorporated knowledge through knowledge-dependent

constraints, which have been utilized in the existing knowledge-driven optimiza-

tion (KDO) literature. The three knowledge-intensive MOEAs were benchmarked

against an analogous knowledge-independent EA on a design problem for a climate-

monitoring DSM, and each EA was evaluated for its ability to attain high-quality

solutions with the fewest possible number of function evaluations. In addition,

each method was assessed for its ability to focus on applying the knowledge that

improved the search performance, handle conflicting information that suggested

improving solutions with opposing modifications, and balance the exploitation of

the available knowledge with the exploration of the tradespace to prevent prema-

ture convergence on local optima. The results showed that the proposed method

of utilizing an AOS to control the use of knowledge-dependent operators was the

superior approach, requiring several hundred fewer function evaluations than an

analogous knowledge-independent MOEA. Moreover, the results showed that the

use of knowledge-dependent constraints had either no effect or a negative effect on

an MOEA’s search performance on the presented DSM design problem.

Chapter 4 introduced a new KDO algorithm, KDO\AOS, that augments an

MOEA with a data mining algorithm and an AOS. The AOS was used to apply

knowledge-dependent operators that are created from information extracted from

data mining the previously discovered solutions. KDO\AOS uses both knowledge-
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independent operators such as single-point crossover and knowledge-dependent op-

erators created during the optimization by reallocating computational resources to

the most effective operators. The efficacy of KDO\AOS was demonstrated on a

multiobjective design problem for a climate monitoring DSM and benchmarked

against other KDO algorithms that apply the extracted knowledge through less

adaptive methods. The results confirmed that applying new information extracted

from data mining the solutions discovered during the search can significantly im-

prove an MOEA’s search performance. However, KDO algorithms that do not

adaptively apply the extracted knowledge have inferior performance compared to

KDO\AOS, and applying the extracted knowledge too rigidly like existing KDO

algorithms may degrade the overall performance of an MOEA.

5.2 Main Contributions

The work in this thesis, for the first time, presents a knowledge-intensive MOEA

and a KDO algorithm that utilize an AOS to control the application of knowledge-

dependent operators alongside knowledge-independent ones. The main contribu-

tions and findings of this thesis are summarized below.

• A classification of credit assignment strategies for AOS on multiobjective

problems was developed. This classification was based on the existing strate-

gies in the literature and categorizes the credit assignment strategies by the

type of fitness function and set of solutions used to assess an operator’s im-

pact. The classification reveals nine classes of credit assignment strategies

and should be helpful for developers when defining future strategies.

• The efficacy of nine credit assignment strategies was examined by conduct-
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ing a comparative experiment. Prior to the work presented in this thesis, no

comparative experiment of credit assignments existed in the literature. Our

comparative experiment of credit assignment strategies revealed that not all

strategies are effective when compared to an operator selector that randomly

chose the next operator to apply. In fact, the study showed that outperform-

ing an MOEA that randomly applies a diverse set of operators is not trivial.

The comparative study identified eight credit assignment strategies that can

outperform the random operator selection approach, which can be utilized

in future AOS strategies.

• This thesis developed a novel knowledge-intensive MOEA that uses an

AOS to control the application of knowledge-dependent operators alongside

knowledge-independent ones. Through the use of an AOS, the MOEA could

incorporate knowledge from multiple sources, handle design heuristics that

differed in how a solution should be improved, focus on the most effective

heuristics, and balance the exploitation of the knowledge with exploration of

other regions of the tradespace not captured by the knowledge. The applica-

tion of knowledge through an AOS resulted in significantly improved search

performance over a knowledge-independent MOEA.

• No previous work had analyzed the improvements in search performance of

a knowledge-intensive MOEA when it utilized knowledge-dependent opera-

tors versus knowledge-dependent constraints. While it is generally accepted

that incorporating domain- or problem-specific knowledge into an MOEA

improves its search performance on a given problem, the experiments con-

ducted in this research showed that the effect of providing knowledge to an

MOEA depends greatly on how it is applied during the search. Specifically,

the results showed that knowledge-dependent operators that are applied with
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an AOS alongside knowledge-independent operators can achieve the best bal-

ance between exploitation of the knowledge with exploration of other regions

of the tradespace not captured by the knowledge. MOEAs using knowledge-

dependent constraints must be cautious when preferring solutions that are

not consistent with the knowledge-dependent constraints.

• This thesis developed a novel KDO algorithm that applies knowledge ex-

tracted during the search with an AOS alongside knowledge-independent

operators. The newly proposed KDO\AOS algorithm had significant im-

provements in search performance over a conventional MOEA that did not

apply any data mining. KDO\AOS not only supplied higher-quality solutions

in the same number of function evaluations, but also presented some insights

into common design patterns occurring in high-quality solutions found dur-

ing the optimization. These design patterns were useful in deciphering the

resulting solutions of an optimization run and confirming the validity of the

design choices made by the optimization algorithm in the final solutions.

• The use of an AOS within an KDO algorithm greatly improved the robust-

ness of the search to misleading information extracted during data mining.

Applying a data mining algorithm on a small sample size of solutions can re-

sult in extracting design patterns that do not generalize well to unobserved

solutions. The AOS helps the KDO algorithm to detect and then ignore

misleading information that does not help with the optimization.

• Through the work conducted in this thesis, an AOS code repository has been

created and made public (accessible at https://github.com/seaklab/mopAOS.git).

It not only allows smooth integration with MOEAFramework [71], a well-

maintained Java package for experimenting and developing MOEAs, but

also provides simple interfaces to develop and test new credit assignment
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or operator selection strategies.

5.3 Discussion

This thesis has shown how an AOS can improve an MOEA in many ways. First, it

can elevate the generality of an MOEA by constantly adapting the use of a diverse

set of operators to the current state of the optimization. It also provides an excel-

lent approach for balancing the exploitation of available knowledge gathered from

experts or gained through data mining with the exploration of other regions of the

tradespace. When knowledge-dependent and knowledge-independent operators are

used by an AOS, the search is better able to cope with situations when knowledge-

dependent operators are not beneficial or become ineffective in providing improving

solutions. Finally, the use of an AOS allows for conflicting knowledge-dependent

operators to be incorporated into the search. Many knowledge-dependent oper-

ators focus on improving one aspect of a solution, typically improving only one

of multiple conflicting objectives, and each operator is likely to be effective in

searching specific regions of the tradespace. Therefore, it is beneficial to be able to

include a variety of knowledge-dependent operators, despite their different, perhaps

contradictory, approaches to improving a solutions.

While the use of an AOS provides many benefits, it is important to address its

computational cost. The largest penalty comes from the AOS trying to identify

the most effective operators. Prior to the search, it is unintuitive to estimate the

performance of an operator, so the AOS must estimate an operator’s performances

by applying it, evaluating the offspring solution, and checking the quality of the

offspring solution. Because an operator’s effect on the search can only be measured
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by evaluating solutions, an AOS must expend valuable function evaluations to

identify the effective operators. Moreover, since the performance of an operator is

largely dependent on the state of the search, the AOS must continually monitor the

operators’ performances, which dedicates more function evaluations for identifying

the effective operators instead of for conducting the search on the problem at hand.

This apparent flaw is observed in the minimum selection probability of operator

selection strategies that forces the AOS to occasionally apply poorly performing

operators in case the state of the search has changed and they begin to perform

well.

The cost of identifying the most effective operators has measurable conse-

quences on an MOEA’s search performance. The results from Chapter 2 showed

that on many occasions, an AOS could not outperform an MOEA that utilized

the single best operator for a given problem. Given multiple operators, an AOS

must continually evaluate the performance of all operators and cannot fully exploit

the most effective operator. Prior to the search, however, correctly identifying the

single best operator for a given problem and MOEA is difficult or impossible.

Therefore, an AOS sacrifices maximal search performance for a more robust and

adaptive search strategy that generalizes better over a range of problems.

A major implication of the costs of identifying effective operators is the limita-

tion on the amount of knowledge that can be incorporated into knowledge-intensive

MOEAs and KDO algorithms. With the proposed method of using an AOS to in-

corporate knowledge-dependent operators, the amount of knowledge that can be

incorporated depends on the number of knowledge-dependent operators provided

to the MOEA. Given many operators, however, the AOS will have a more diffi-

cult time identifying the most effective ones. Moreover, since the performance of
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the operators are subject to change during the optimization, the AOS must uti-

lize the limited function evaluations to continually monitor the many operators’

performances. Therefore, a developer or user of a knowledge-intensive MOEA is

responsible for using his or her best judgement to select a few of the most promising

design heuristics to apply. Similarly, when using an AOS for a KDO algorithm,

the number of newly created knowledge-dependent operators should be limited.

Unfortunately, there are no studies examining the effect of the number of opera-

tors on the performance of an AOS, so the limit on the number of operators used

by an AOS is not well understood. The best guidance for selecting the maximum

number of operators comes from effective AOS in the literature, many of which

use between 2 and 6 operators [68,73,82,109,113,125] and one example that uses

20 operators [122].

Finally, the strength of the conclusions drawn in this thesis that argue for the

benefits of incorporate knowledge through an AOS are limited by the number of

test problems used. In order to replicate a realistic use of a knowledge-intensive

MOEA or KDO algorithm, it was necessary to apply the algorithms to a real-world

optimization problem as opposed to standard benchmarking problems. Real-world

problems are challenging to solve due to the presence of complex interactions be-

tween the decision variables and the objective values, and the difficulty of such

problems provides a stronger motivation for more efficient search algorithms like

knowledge-intensive MOEAs or KDO algorithms. Moreover, a real-world problem

is required when incorporating expert knowledge into the algorithm or assessing the

comprehensibility of information extracted by a data mining algorithm. Utilizing

knowledge-dependent operators that resemble expert knowledge provided a realis-

tic example in Chapter 3 where some knowledge was not beneficial in improving the

search performance. Such realism cannot be replicated by using standard bench-
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marking problems and fabricating operators that capture information on how to

improve solutions because these mathematical problems have no domain context.

The downside of using a real-world optimization problem with complex interac-

tions is that it takes time to define these problems and gather design heuristics

used in the domain, which limited the number of problems that were used in this

thesis. The DSM design problems, however, were well-developed and of interest to

the community, and the algorithms could be supplied with a rich set of knowledge

for the experiments.

5.4 Future work

There are many opportunities for future work in the area of AOS strategies,

knowledge-intensive MOEAs, and KDO algorithms due to a number of factors.

First, the use of AOS strategies has not become ubiquitous in MOEAs despite

over a decade of related work demonstrating its benefits. Second, the research

community of algorithm developers seem to be disconnected from the researchers

who use the optimization algorithms on real-world problems. This makes it diffi-

cult to advance knowledge-intensive and KDO algorithms because developers focus

on solving standard benchmarking problems that have little resemblance of real-

world problems and users do not have the algorithmic background necessary to

leverage their expertise for the optimization. More collaboration between the two

groups could spur greater improvements to multiobjective optimization. Finally,

research and development of KDO algorithms are still scarce, which leaves many

opportunities for future work.

One area that requires greater attention is understanding the limits on how
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many operators an AOS can effectively utilize in a search. A diversity of operators

elevates the generality of an MOEA, but including too many operators degrades

the ability of the AOS to identify the effective ones. Currently, there are no known

studies examining the effect of the number of operators on an AOS’s performance.

Although there is likely no optimal number of operators for a given AOS strategy,

an approximate limit would inform developers on how many knowledge-dependent

operators could be utilized within knowledge-intensive MOEAs and KDO algo-

rithms.

A question raised in Chapter 3 was the effect of the quality of the provided

knowledge on an algorithm’s search performance. The analysis of the experiments

revealed some of the knowledge was more applicable to solutions in specific regions

of the tradespace while other knowledge was more general and captured the design

decisions of solutions from a larger region of the tradespace. Does design knowl-

edge that is specific to a small region of the tradespace only containing high-quality

solutions lead to a more effective knowledge-dependent operator? Or does design

knowledge describing a large portion of the tradespace with both high-quality and

low-quality solutions result in a knowledge-dependent operator that is effective

for over a longer period? Knowledge that tries to push solutions to a small and

specific region of the tradespace is likely limited in the types of solutions it can

generate and would not be helpful for much of the search. If the MOEA has enough

explorative capability, however, finding a few high-quality solutions in one region

of the tradespace may help identify other high-quality solutions in the neighbor-

hood. In contrast, more general knowledge that captures a larger portion of the

tradespace including both high-quality and low-quality solutions will be applicable

for a longer duration of the search. Since the knowledge can lead to low-quality

solutions, however, it will not always succeed in improving a solution. This trade-
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off between specificity and generality relates to the support and confidence metrics

discussed in Chapter 4. A better understanding of how these qualities affect an

algorithm’s performance would allow for KDO algorithms to better select which

of the extracted information to apply for the search.

KDO algorithms might also benefit from learning how to map knowledge-

dependent operators to solutions from specific regions of the tradespace or so-

lutions that exhibit a specific design feature. For example, the analysis in Chapter

3 showed that some of the knowledge captured only a portion of the Pareto front.

In current AOS strategies a high-performing operator will be applied to the selected

parent solutions regardless of any of the parent solutions’ properties or traits. This

means that knowledge that is only useful for a small set of solutions can get applied

to any solution, which is not an efficient use of that knowledge-dependent opera-

tor. Instead, if an AOS could select its knowledge-dependent operators with some

consideration to the selected parent solution’s design features, then the knowledge

could be used more efficiently. During the data mining phases, the KDO algorithm

could approximate the mapping of the knowledge-dependent operators to certain

areas of the tradespace, it could more efficiently utilize the extracted knowledge.

Finally, the methods developed and presented in this thesis should be applied

to more real-world problems to generalize the findings. This thesis examined two

DSM design problems that were closely related. Other problems will present new

insights and challenges that will likely require variations on the presented methods.

If these algorithm variants can also show the benefits of using an AOS to utilize

knowledge-dependent operators, it paves a brighter future for further advancements

to combine optimization algorithms with human expertise.
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