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This research proposes a framework for modeling the fluid-to-solid transition of

cement paste, mortar, and concrete by application of generalized mathematical

growth models. In the general case growth models are applied to mechanisms

such as ontogenesis, chemical reactions, ecological systems (such as population

growth or predator-prey relationship), and so on. In this specific research the

models correlate an internal growth mechanism with a variety of externally ob-

servable outcomes that include stiffening as measured by penetration resistance

and compressive strength. The primary focus is on correlating or predicting the

outcomes rather than on the internal growth mechanism itself, which in this

case is the hydration of Portland cement. Also, the proposed framework makes

it possible to predict the strength of concrete considering the strength degrada-

tion because of high concrete temperature by using five Arrhenius-type equa-

tions that can represent nonlinearity in Arrhenius plot. In addition, the growth

model was applied to represent setting behaviors of paste, mortar, and con-

crete, and the quantitative characterization of the setting behaviors is investi-

gated. Also, the difference in setting behaviors of sieved and prepared mortars

is examined with quantifying the paste content and aggregate grading in the

mortars.
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CHAPTER 1

INTRODUCTION

This research proposes a framework for modeling the fluid-to-solid transition of

cement paste, mortar, and concrete by application of generalized mathematical

growth models. In the general case growth models are applied to mechanisms

such as ontogenesis, chemical reactions, ecological systems (such as population

growth or predator-prey models), and so on. In this specific research the mod-

els correlate an internal growth mechanism with a variety of externally observ-

able outcomes that include stiffening as measured by penetration resistance and

compressive strength. The primary focus is on correlating or predicting the out-

comes rather than on the internal growth mechanism itself, which in this case is

the hydration of Portland cement.

As the cement hydrates, (a micro-scale process that begins shortly after the

mixing process is initiated), a number of external, macroscopic behaviors are

observed during the ensuing hours and days. These macro-phenomena be-

gin with a reduction in fluidity (or “workability”) known as “slump-loss,” as

measured by ASTM C143 (Slump of Hydraulic-Cement Concrete). The rate of

slump loss (and all of the mechanisms to be discussed) depends on mixture

composition and temperature. About the time the concrete has very little flu-

idity as indicated by the slump test (“zero slump”), (which is also the time at

which the slump can no longer provide useful information about the fluid to

solid transition), mortar sieved from the concrete can be evaluated by measur-

ing the pressure required to insert probes of various sizes to a prescribed depth.

The primary standard for this procedure is the ASTM C403 test (“Time of Set-

ting of Concrete Mixtures by Penetration Resistance”). About the time that it
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is impractical to use the hand-held penetration device to insert a probe (“time

of final setting” in the terminology of C403) it becomes possible to measure the

continuing growth of compressive strength of the concrete by means of ASTM

C39 (“Compressive Strength of Cylindrical Concrete Specimens”). It is gener-

ally observed that concrete gains strength rapidly in its early hours and days,

with a rate of strength gain that diminishes with time. While ASTM procedures

C143, C403, and C39 are very different from each other, employing equipment

and techniques that are seemingly unrelated, each method provides a means of

monitoring the growth of chemical and physical bonds that are developing as a

result of the hydration of the Portland cement. As such, slump loss, setting, and

strength gain are each manifestations of the same fundamental growth process.

The ability to understand this growth process and to make predictions for

how it is affected by mixture composition and temperature are critical for the

control of construction operations such concrete batching and delivery, plac-

ing, consolidation, finishing, and the subsequent provision of a favorable cur-

ing environment for the development of hardened concrete properties. Such

prediction and control has been done primarily via empirical methods, devel-

oped over years of experience in many different environments. This work seeks

to rationalize prediction and control on the basis of generalized growth mod-

els that provide a framework for connecting kinetics of cement hydration (via

hydration rate constants, for example) to setting behavior and strength devel-

opment, accompanied by a generalized form for accounting for the effects of

temperature.

The dissertation therefore consists of six chapters including Chapter 1, intro-

duction. Chapter 2 proposes a framework for predicting concrete strength con-
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sidering temperature and time effects, based largely on the Bertalanffy growth

model. This function has been adopted to represent concrete strength devel-

opment on the basis of similarities between the growth of biological species

and the development of concrete properties. The mathematical flexibility of the

Bertalanffy model is introduced, and the temperature dependency of model pa-

rameters of the Bertalanffy model is represented by several functions including

the Arrhenius equation with the advantage of enabling use of a nonlinear Ar-

rhenius plot. Eventually, this research provides a closed-form function to rep-

resent the temperature dependency of the limiting strength. In addition, the

proposed framework makes it possible to consider effects of strength degra-

dation due to higher curing temperatures in the strength predictions. This is

particularly applicable useful for concretes exposed to high temperature where

the so-called “cross-over effect” is likely to occur, in which the strength-gain

benefits of early-age high temperature curing have to be balanced against the

accompanying reduction in later-age strength.

Chapter 3 continues the discussion of concrete strength as a function of time,

temperature, available moisture, and the unique composition of the concrete

mixture by expanding on what has been standardized as ASTM C1074 (“Es-

timating Concrete Strength by the Maturity Method”). As standardized by

C1074, temperature sensitivity of a given mixture can be characterized by Da-

tum Temperature (based on the Nurse-Saul method) or by Activation Energy

(as proposed by Freiesleben Hansen-Pederson). While these methods and their

defining parameters were independently developed, the parameters are never-

theless interdependent as a change in a concrete mixture that affects tempera-

ture sensitivity as expressed by Datum Temperature will also be reflected in a

change of Activation Energy, and vice versa. Therefore, Chapter 3 further devel-
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ops Carino’s exploration of the relationship between Datum Temperature and

Activation Energy, suggesting alternative approaches by which an appropriate

value of one can be calculated from the other for any given range and profile of

expected concrete temperatures.

Chapter 4 explores and quantifies the effects of experimental and procedural

details in the ASTM C403 test (“Time of Setting of Concrete Mixtures by Pen-

etration Resistance”), by focusing on the quantitative significance of the note

in C403 that “initial and final setting times may be increased when using the

prepared mortar.” The setting time of concrete as measured by ASTM C403 is

determined from the penetration resistance of mortar extracted from concrete

by removing coarse aggregates larger than the 4.75 mm (#4) sieve. Tests by the

authors and others have shown a difference in penetration resistance obtained

from mortars extracted from concrete compared with penetration resistance of

mortar intentionally mixed to represent the mortar fraction of the concrete of

interest, as is noted qualitatively in C403. The authors report this difference

quantitatively, having observed or discovered in the literature prepared mor-

tars with an initial setting time up to 6–16% greater than that of sieved mortar,

and final setting time that is up to 3–16% greater than that of sieved mortar. In

general these differences are 1 to 3 times greater than the single operator preci-

sion for acceptable range of test results, and are thus significant in the context

of C403.

Chapter 5 further explores and quantifies the effects of experimental and

procedural details in ASTM C403 by identifying and measuring changes in

paste content and aggregate grading that are brought about by the required

sieving process. This is important because setting of concrete is measured by
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ASTM C403 via penetration resistance of mortar extracted from concrete by re-

moving coarse aggregates larger than the 4.75 mm (#4) sieve. However, C403

is sometimes performed on mortar prepared to represent the mortar fraction

of the concrete in question, thus avoiding the time-and-labor intensive sieving

operation. As discussed in Chapter 4, C403 notes that “setting times may be

increased when using the prepared mortar.” The authors previously reported

this difference quantitatively, having observed or discovered in the literature

prepared mortars with an initial setting time up to 8–14% greater than that of

sieved mortar, and final setting time 5–16% greater than that of sieved mortar.

These differences are 1 to 3 times greater than the single operator precision for

acceptable range of test results, and are thus significant in the context of C403.

The authors propose that this difference is associated with the reduction in paste

content in the mortar that accompanies the sieving operation, having observed a

3 to 8% paste volume reduction in sieved mortar. The authors suggest a general

correlation between changes in setting time as a function of changes in paste

content.

Chapter 6 augments the work on setting from the Chapters 4 and 5 by syn-

thesizing the experimentally observed penetration resistance of cement pastes,

mortars, and concrete. That it is reasonable to expect such a synthesis is sup-

ported by the overall objective of the research program, i.e., that the hydration

of Portland cement is a single growth mechanism that drives the fluid-to-solid

transition that is measured by multiple means. Having proposed this hypothe-

sis, it is therefore necessary to show how the independently evaluated penetra-

tion resistance of paste, mortar, and concrete relate to each other, given that they

all share the same Portland cement paste and are thus driven by the same hy-

dration mechanism. To accomplish this it was necessary to examine the setting
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behavior of two concrete mixtures by means of standard laboratory setting tests,

a proposed modified C403 test, and several non-standard, yet common varia-

tions on indicators used in the field to monitor stiffening of a concrete surface

over time. Behavior of the concrete mixtures is shown against the background

of the time-dependent penetration behavior as measured by ASTM C191(“Time

of Setting of Hydraulic Cement by Vicat Needle”), as well as by ASTM C403

tests on mortar. Further, the ability to consolidate the same concrete, deform the

concrete surface, create impressions in the surface, and to restore deformations

and surface defects with a hand-float is plotted against the background of the

standard setting time tests. The paper derived from this chapter integrates prior

studies, suggests complicating factors for correlating standard setting tests and

field observations, and proposes a useful framework for establishing mixture-

and application-specific correlations.

6



CHAPTER 2

CONCRETE MATURITY METHOD WITH GENERALIZED

BERTALANFFY GROWTH MODEL

2.1 Introduction

Jones and Chapman [6] reported that the growth of biological materials is de-

termined by genetic factors that have inherited from previous generations and

environmental effects such as nutrient supplies. Similarly, the property devel-

opment (or growth) of concrete is influenced not only by mixture proportions

equivalent with the genetic factor in biological growth but also by temperature

and relative humidity of environmental effects. On the other hand, the growth

of living species is limited if at least one of contributing sources to the growth

reaches to its maximum as stated by Liebig’s law of the minimum[7]. Likewise,

as reported by Bullard et al. [8], either water or cement for a given concrete mix-

ture has been locally or entirely depleted by the hydration, subsequently the

concrete strength reaches to the potential maximum value. Therefore, it is pos-

sible to adopt the similarities of fundamental characteristics of biological growth

to model the concrete property development, although details of growth mech-

anisms are different.

Bertalanffy [9] proposed the mathematical model to represent the growth

of living organisms via metabolism. The model is based on the assump-

tions that the growth rate is determined by the net rates between anabolism

and catabolism. The anabolic metabolism depends on its characteristics of

metabolism (isometric or allometric) according to species, and the catabolism

term is assumed to be linearly proportional to the mass with time. Sub-
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sequently, the model has been applied to the growth of various species in

biology.[10, 11, 12] For example, Vaidya[13] examined several growth functions

to model tumor growths in human and mouse and reported that the Berta-

lanffy model showed higher goodness-of-fit with the data of mouse tumor (sar-

coma) than exponential, Gompertz, and logistics models. Also, Zullinger et al.

[14] investigated applicability of Bertalanffy, Gompertz, and logistics models to

mammalian growths and stated that Bertalanffy model caused the lowest mean

square error in large number of data sets.

Richards [15] showed the mathematical flexibility of Bertalanffy model by

explaining that monomolecular, logistics, and Gompertz models can be repre-

sented by the Bertalanffy model with varying exponent values, also Tjørve and

Tjørve [16] reported the Bertalanffy model could unify several sigmoid growth

curves via re-parameterization of the functions. Such flexibility of the model

enables the Bertalanffy model to extend its application to other fields. Pienaar

and Turnbull [10] applied the examined the Richards curve (or the generalized

Bertalanffy model) with the unknown exponent n to model the basal area of

even-aged coniferous monocultures and reported that the exponent which in-

duce the best-fit is smaller than 2/3. Also, Marinakis [17] applied Richards

curve to represent the technological diffusion from the data source. In con-

crete technology, Bernhardt [18] also empirically proposed the function for the

strength development considering temperature effects. For a given concrete

temperature T , the rate of strength development is expressed by

dP

dt
= Pu · k(T )

(

1−
P

Pu

)m

(2.1)

where P is temperature at time t, T is temperature, and m is a model constant.

If m = 1 in Eq.(2.1), the model is identical to the generalized Bertalanffy model

with unity of the exponent, although it is not mentioned by the author. It is
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noted that the solution of Eq.(2.1) with m = 2 is adopted by ASTM C 1074 [19]

to compute the rate constant for the strength development, k(T ). Therefore, it is

possible that the Bertalanffy model can be a replacement of the hyperbolic func-

tion if the temperature dependency of the Bertalanffy model’s parameters can

be explicitly correlated with the specified functions such as Arrhenius equation.

By Freiesleben Hansen and Pederson (FHP) method [20], the rate constant

k(T ) is assumed to follow Arrhenius equation [21]; that is, there is a linear re-

lation between log-transformed rate constant (ln k) and reciprocal temperature

(1/T ). From the estimated linear relation, a constant activation energy can be es-

timated to represent the temperature sensitivity of rate constant of a given mix-

ture of concrete for its strength development. However, temperature and degree

of hydration (or time) dependent activation energy have been reported by sev-

eral research [22, 23, 24], especially temperature dependent activation energy

indicates the nonlinear relation between ln k and 1/T on Arrhenius plot. Such

a nonlinearity of Arrhenius plot was also reported in chemistry field of study

if complex reactions occur with multiple steps, chains, and slow speeds [25]

and in the biological process[26], also several research have been performed to

regard such a nonlinearity of Arrhenius plot in the fields of study [27, 28, 29].

However, it is noted that Arrhenius equation is empirically proposed on the

basis of the reaction of ideal gas [30], especially, Galwey and Brown [31] criti-

cized application of Arrhenius equation to solid state kinetics. Also, nonlinear

pattern of microbial growth rate on Arrhenius plot is observed by Huang et al.

[32]. Subsequently, it would be true that there is no rigorous rule to keep the

linear relation on Arrhenius plot for rate constants representing complex rate

mechanisms, particularly rate constants for concrete strength developments.
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In addition, the higher concrete temperature, the greater is maturity at any

time computed from the given temperature-time profile with a constant activa-

tion energy as well as the relatively higher strength is predicted. In contrast,

the strength degradation at later age, called cross-over effects, occurs due to

higher concrete temperature at early age, and its mechanisms has been studied

by several researchers. [33, 34, 35, 36] Therefore, because of such a conflict, the

maturity method cannot explicitly consider the strength degradation by neither

FHP nor Nurse-Saul [37, 38] (NS) maturity methods [39].

Therefore, the new framework of maturity method is proposed to predict the

strength by using the Bertalanffy model to compute the temperature-dependent

parameters (i.e. rate constants), and several of Arrhenius-type functions are in-

vestigated to represent the temperature sensitivity of parameters. Also, the pro-

posed framework is validated by using three data sets independently obtained

at different time periods and by being compared the predictions to those by

ASTM C 1074. This framework would give more choices in the maturity method

to predict the concrete strengths and other properties considering temperature-

time effects.

2.2 Modeling of Strength Development

2.2.1 Introduction to the Bertalanffy Model

The original growth model proposed by Bertalanffy [9] is expressed by

dP

dt
= aP n − bP (2.2)
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with the assumptions of allometric by the arbitrary exponent n and of isometric

by n = 2/3, respectively. If the model is used to represent the property de-

velopment with the limiting value, the exponent n musts not be equal to unity

(n 6= 1). From the given equation, both model parameters a and b are positive

where 0 ≤ n < 1. Also P (t) is denoted by the property or strength of con-

cretes hereafter in the paper. The limiting property Pu (called asymptotic value

or equilibrium solution) is calculated by letting the property development rate

be equal to zero (dP (t)/dt = 0) where P > 0.

P (t = ∞) = Pu =
(a

b

)
1

1−n

(2.3)

Eq.(2.2) is re-formulated to two forms by using Eq.(2.3).

dP (t)

dt
= aP (t)n

{

1−

(

P (t)

Pu

)1−n
}

(2.4)

d

dt

(

P (t)

Pu

)

= b

(

P (t)

Pu

)n
{

1−

(

P (t)

Pu

)1−n
}

(2.5)

Letting χ = P (t)/Pu, the Bertalanffy model can be also expressed by

dχ(t)

dt
= b (χ(t)n − χ(t)) (2.6)

where 0 ≤ χ(t) ≤ 1.

Since the Bertalanffy model is a special case of Bernoulli equation, the so-

lution can be derived by the method proposed by Leibniz. Subsequently, the

solution of the Bertalanffy model is computed from Eq.(2.4) where P0 denotes

P at t = t0.

(

P

Pu

)1−n

= 1−

{

1−

(

P0

Pu

)1−n
}

exp

[

−
a (1− n) (t− t0)

P 1−n
u

]

(2.7)

= 1− exp

[

−
a (1− n) (t− t0)

P 1−n
u

]

if P (t0) = 0 (2.8)

= 1− exp [−b (1− n) t] if P (0) = 0 (2.9)
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If t0 = 0 with a fixed n, 2 unknown parameters (a and Pu) must be estimated,

while 3 unknowns parameters (a, t0 or P0, and Pu) must be computed if t0 6= 0

or P0 6= 0 with a fixed n. The model parameters will be estimated on the basis

of three data sets, and the goodness of fit of the models according to varying

n is investigated. Figure 2.1 presents the solutions of Bertalanffy model with

varying n. It is noted that a is a function of Pu and b, as shown in Eq.(2.3).

Therefore, for fixed Pu and b, a decreases with the n increasing, and it caused

the response of P against t to shift to the right in Figure 2.1 (a). On the other

hand, the effect of varying b with n for a fixed a and Pu is shown in Figure 2.1

(b). It is noted that the black solid lines on both plots are identical.

In addition, the P at inflexion is found by

Pip =
(na

b

)
1

1−n

=
(

nP 1−n
u

)
1

1−n (2.10)

and the property at the maximum rate (or inflection point) is a function of the

limiting value and the exponent n. Also, the maximum rate is calculated at tip

of inflexion.

tip = −
P 1−n
u

a (1− n)
ln

(

1− n

1− (P0/Pu)
1−n

)

(2.11)

= −
P 1−n
u

a (1− n)
ln (1− n) if P0 = 0 (2.12)

2.2.2 Modeling of Strength Development

The Bertalanffy model is adopted to model the concrete strength development

in the research. As similar with metabolism of biological organism, the strength

development rate is also assumed to be determined by the net rate of the accel-
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Figure 2.1: The solutions of Bertalanffy model with Pu = 20
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eration and the deceleration mechanisms, as formulated by the following.

dP (t)

dt
=

(

dP (t)

dt

)

accel

−

(

dP (t)

dt

)

decel

(2.13)

The hydration in concretes includes numerous chemical reactions, and sev-

eral research have been reported on the complexity of the hydration. Therefore,

as considering rate law for the hydration that contributes to the strength de-

velopment, the reaction order could not be explicitly determined. Niven [40]

introduced the mathematical frameworks to consider such complex chemical

reactions by introducing an arbitrary reaction order, as shown in Eq.(2.14).

(

dP (t)

dt

)

acc

= kaP (t)n (2.14)

In cement chemistry, Bullard et al.[8] stated that the rate of degree of hydra-

tion (dα/dt) by the nucleation and growth of C3S and alite is proportional to αn

where 2/3 < n < 1 in accelerating hydration period, also it was reported that the

acceleration rate is determined by the growth of the surface of hydrating prod-

uct. Therefore, since the strength of concrete P is linearly and/or nonlinearly

proportional to the degree of hydration, Eq.(2.14) can represent the accelerating

rate of strength development.

On the other hand, the limited amounts of water primarily decelerate the hy-

dration rate[8], and such lacks of water and/or space limitation change the de-

termining step of hydration from nucleation-growth to the diffusion-controlled

reaction [41, 42, 43, 44]. Also, reduction of available surface area and pore space

for un-hydrated cement to occur nucleation and growth also decelerate the hy-

dration [45, 46]. Therefore, the decelerating rate of strength development is

assumed to be proportional to the strength at time t, and the linear relation of
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the rate for the degree of diffusion-controlled hydration was discussed in [47].
(

dP (t)

dt

)

decel

= kdP (t) (2.15)

Eventually, the strength development for concrete can be formulated by the fol-

lowing.

dP (t)

dt
= kaP (t)n − kdP (t) (2.16)

Also, Figure 2.2 presents two separate terms of strength development rate. The

inflexion can be regarded as the point changing the dominant mechanism from

accelerating rate to the decelerating mechanism.
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dP
dt

IP

IP

(dP dt)accel
− (dP dt)decel
(dP dt)accel − (dP dt)decel

Figure 2.2: The rate of strength development (Pu = 25, n = 0.1, ka = 8.4)

However, it is noted that the Bertalanffy model extensively considers the

strength development, although the primary mechanisms for both accelerat-

ing and decelerating rates are based on the hydration. In addition to the hy-

dration, the strength development is affect by the contents and particle size
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of aggregates[48], also temperature dependent porosity with degree of hydra-

tion [49, 50] is one of factors implicitly embedded in modeling of the strength

development in the research. Also, in applying the maturity method, the as-

sociated parameters are estimated on the basis of the strength-time data sets.

Therefore, this framework does not explicitly consider the hydration since the

concrete strength data are implemented.

In the research, the two initial conditions P (t0) = 0 and P (0) = 0 are re-

garded. For the case of P (t0) = 0, 3 unknown parameters must be determined,

while two model parameters must be determined by the regression for P (0) = 0.

2.3 Experimental Data

The model parameters of the Bertalanffy model are estimated on the basis of

strength-time data sets obtained under several constant curing temperature con-

ditions. The proposed method is validated by using four data sets. The first

and second data sets were obtained by Klieger[51] (denoted hereafter by KC

(Klieger cold series) and KH (Klieger hot series)) and both data sets have been

referred by literature[52, 53] to explain the temperature effects on the compres-

sive and tensile strength developments. Since Klieger controlled a consistent

slump across the specimens cured under various constant temperatures, the

mixture proportions are slightly varied for KC and KH. Thus, two data sets

are regarded as independent data sets. Also, Lautz[1] performed the similar ex-

periment with Klieger’s on the basis of a single batch mix of concrete and it is

used for the third data set, and the data set is named LZ hereafter. However,

both data sets include the strength measurements at 4 different test ages within
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28 days. Therefore, the fourth data set is currently obtained for five test ages in

this research, and data set is denoted by LH in the paper. Mixture proportions

of data sets are summarized in Table 5.1.

Table 2.1: Mixture proportions for data sets (Quantities per m3 concrete)

Data T C W Coarse Fine Air

(◦C) (kg) (kg) (kg) (kg) (%)

KC -3 307 131 1249 680 4.7

5 307 130 1247 679 4.9

13 307 131 1254 683 4.4

23 307 131 1252 682 4.5

KH 23 307 139 1235 673 4.6

32 307 139 1238 674 4.5

41 307 139 1235 673 4.7

49 307 139 1240 675 4.4

Lautz -2/14/21/43 522 196 884 813 -

Lee -1/11/23/42 338 153 1071 735 -
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2.4 Development of Maturity Method Framework

2.4.1 Model Parameter Estimation

From Eq.(2.8), the solution of the Bertalanffy model can be expressed by

P (t) = Pu

{

1− exp

[

−
ka (1− n) (t− t0)

P 1−n
u

]}
1

1−n

(2.17)

and all data sets measured under constant temperatures are fitted with the equa-

tion. In addition, the hyperbolic function

P = Pu

k (t− t0)

1 + k (t− t0)
(2.18)

is also fitted with the data sets to compare the resulting predictions from both

methodologies. It is noted that the hyperbolic function is the solution of Eq.(2.1)

with m = 2 and is adopted by ASTM C 1074 [19]. The regression in the analysis

is performed with functions with 2 parameters and 3 parameters with t0 = 0 or

un-determined nonzero t0. As a result, Figure 2.3 to 2.6 show the strength-time

measurements and the fitted curves by the Bertalanffy model with 2 parameters

(n = 0.1) and by the hyperbolic function with t0 = 0 to compare equivalent

results from the two models with the same degree of freedom. The strength

degradation effects are observed for all data sets, although its extent is varied

depending on data sets. It is noted that the reference temperatures are selected

by either 23◦C or 21◦C according to data sets, and the corresponding data set is

used to predict the strength.
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Figure 2.3: Strength-Time Measurements with Curve Fittings of Berta-
lanffy Model with n = 0.1 and Hyperbolic Function (2 Param-
eters): Klieger’s Cold Series
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Figure 2.4: Strength-Time Measurements with Fitting Curves of Berta-
lanffy Model with n = 0.1 and Hyperbolic Function (2 Param-
eters): Klieger’s Hot Series
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Figure 2.5: Strength-Time Measurements with Fitting Curves of Berta-
lanffy Model with n = 0.1 and Hyperbolic Function (2 Param-
eters): Lautz’s Data
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Figure 2.6: Strength-Time Measurements with Fitting Curves of Berta-
lanffy Model with n = 0.1 and Hyperbolic Function (2 Param-
eters): Lee’s Data
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2.4.2 Temperature Sensitivity of Model Parameters

The model parameters ka and kd are both assumed to be temperature depen-

dent in the research. Several functions representing the temperature sensitiv-

ity of model parameters are investigated to consider nonlinearity of Arrhenius

plot. Although it is possible to consider such a nonlinearity of Arrhenius plot

by using multiple linear lines as reported by Duggleby [54], the investigated

five functions are introduced and examined to represent the temperature de-

pendency of the model parameters for wide temperature ranges with the closed

form functions.

(1) Arrhenius equation: FHP method implements the activation energy of Ar-

rhenius [21] equation to describe the temperature dependency of rate con-

stants for the strength development. Carino [55] proposed a method to

compute the activation energy from the rate constants estimated by the

hyperbolic function, and details are provided by ASTM C 1074 [19].

k(T ) = A1 exp

[

−
E1

RT

]

(2.19)

(2) Eyring equation: It is an alternative of Arrhenius equation, and the model

is theoretically described on the basis of the activation complex (or tran-

sition state)[56, 57]. However, Petrou [58] reported that there is negligible

difference between Arrhenius and Eyring equations.

k(T ) = A2T exp

[

−
E2

RT

]

(2.20)

(3) Modified Arrhenius equation: To consider the nonlinearity of rate con-

stants on Arrhenius plot, the modified Arrhenius, termed in [59], is one
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of possible functions that have been used in the chemical kinetics as de-

scribed in [60]. It is noted that the equation is identical to the Arrhenius

equation if α3 = 0 and Eyring equation if α3 = 1 and Tr = 1, respectively.

k(T ) = A3

(

T

Tr

)α3

exp

[

−
E3

RT

]

(2.21)

(4) Kohlrausch type equation: It is one of functions to consider the nonlinear-

ity of Arrhenius plot. Fang [61] reported that kinetics of some liquids and

amorphous materials follow Kohlrausch function. Also, the fluid viscos-

ity is known as thermally activated process, and Ojovan et al. [62] applied

the equation to represent “temperature-dependent” activation energy for

the viscosity. It is noted that Kohlrausch equation converges to Arrhenius

equation if γ4 = 1.

k(T ) = A4 exp

[

−

(

E4

RT

)γ4
]

(2.22)

(5) Modified Arrhenius-Eyring-Polanyi (AEP) equation: It is a mixed equa-

tion of Kohlrausch and Eyring equations that can consider the nonlinear-

ity of Arrhenius plot. The equation is applied to represent the temperature

dependency of the rate for the microbial growth by Huang et al. [32]. It is

noted that the equation converges to Eyring equation as γ5 = 1.

k(T ) = A5T exp

[

−

(

E5

RT

)γ5
]

(2.23)

2.4.3 Maturity Calculation

From the activation energies and the associated parameters from the section

2.4.2, the maturity of concrete is computed for the given concrete temperature

profile with time. The FHP and NS methods implement the equivalent [20]
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age and temperature-time factor for the measure of maturity, respectively [37,

38]. This research introduces the unitless maturity computed by integrating rate

constant with time, and it is similar method to construct the “universal growth

curve” for various species proposed by West et al. [63].

The solution Eq.(2.7) is re-parameterized to achieve a unique relation be-

tween the proposed maturity τ and the relative strength r.

r =

(

P

Pu

)1−n

(2.24)

τ =
ka (1− n) (t− t0)

P 1−n
u

− ln

[

1−

(

P0

Pu

)1−n
]

= km (t− t0)− β0 (2.25)

where

km =
ka(1− n)

P 1−n
u

(2.26)

β0 = ln

[

1−

(

P0

Pu

)1−n
]

(2.27)

thus, the solution is expressed by the following.

r = 1− exp (−τ) = 1− exp [−km (t− t0) + β0] (2.28)

If P (t0) = P0 = 0 set as a special case for this research, β0 = 0. It is noted that

km = kd (1− n) from Eq.(2.3) and (2.26), thus km is linearly proportional to the

decelerating rate constant kd for a given exponent n. Also, it is equivalent with

that the determining step [25] of reaction mechanism in the strength develop-

ment is controlled by km. Eventually, Eq.(2.28) with β0 = 0 is same formula with

the solution of Mitscherlich growth model [64]. In other words, the relative

strength-unitless maturity is the solution of dr/dt = km (1− r) with r(0) = 0.

Also, it is noted that the unique relation of strength-maturity can be achieved
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regardless of the concrete mixture proportions because the proposed model im-

plements the normalized limiting strength represented by r in Eq.(2.28).

Since several functions are investigated in the research, the unitless maturity

τ for a given concrete temperature profile at any time t can be computed. By the

definition, the proposed unitless maturity τ is computed by

τ =

∫ t

t0

km dt

= km(Tr)

∫ t

t0

km(T )

km(Tr)
dt (2.29)

= km(Tr)

n
∑

i=1

km(Ti)

km(Tr)
△ti (2.30)

where km(Tr) is the net rate constant at the pre-determined reference temper-

ature. As similar with the procedure to get the strength-maturity relation by

ASTM C 1074, the km at the reference temperature is given by the experiment for

the reference temperature. The age conversion factor concept is partly adopted

because it enables one to reduce the number of required parameters related to

the temperature dependency of model parameters. For example of implement-

ing Arrhenius equation, both E1 and A1 of Eq.(3.2) must be known unless the

age conversion factor concept is used. Since the concrete temperature is mea-

sured at discretized time steps, Eq.(2.30) is more preferred than Eq.(2.29) in gen-

eral applications. The variations of unitless maturity calculation according to

the different Arrhenius-type are derived as follows. It is noted that all param-

eters related to temperature sensitivity must be estimated from the set of km

against temperature.

(1) Arrhenius equation: Ek1 is required to be determined or estimated.

τ = km(Tr)

n
∑

i=1

exp

[

−
Ek1

R

(

1

Ti

−
1

Tr

)]

△ti (2.31)
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(2) Eyring equation: Ek2 is required to be determined or estimated.

τ = km(Tr)
n

∑

i=1

(

Ti

Tr

)

exp

[

−
Ek2

R

(

1

Ti

−
1

Tr

)]

△ti (2.32)

(3) Modified Arrhenius equation: Ek3 and αk3 are required to be determined

or estimated.

τ = km(Tr)
n

∑

i=1

(

Ti

Tr

)αk3

exp

[

−
Ek3

R

(

1

Ti

−
1

Tr

)]

△ti (2.33)

(4) Kohlrausch equation: Ek4 and γk4 are required to be determined or esti-

mated.

τ = km(Tr)

n
∑

i=1

exp

[

−

(

Ek4

R

)γk4
(

1

T γk4
i

−
1

T γk4
r

)]

△ti (2.34)

(5) Modified Arrhenius-Eyring-Polanyi equation: Ek5 and γk5 are required to

be determined or estimated.

τ = km(Tr)
n

∑

i=1

(

Ti

Tr

)

exp

[

−

(

Ek5

R

)γk5
(

1

T γk5
i

−
1

T γk5
r

)]

△ti (2.35)

2.4.4 Temperature Dependent Limiting Strength

The distinguished advantage of the proposed maturity method is to derive a

closed form function to express the temperature dependence of the limiting

strengths. As mentioned before, both ka and kd of the Bertalanffy model are

assumed to be temperature dependent, thus they can be represented by the

functions as presented in the section 2.4.2. From Eq.(2.26), the function of tem-

perature dependent limiting strength derived by using the following parame-

terization.

Pu(T )
1−n =

ka(T ) (1− n)

km(T )
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Therefore, variations of the equivalent limiting strength are varied according

to different Arrhenius type equations. Since Pu(Tr) is generally known in the

application of maturity with ASTM C 1074, limiting strength functions for the

relative strength can be derived as follows. The relative strength is imple-

mented since it can reduce the number of required parameters, as similar with

the derivation of the unitless maturity.

(1) Arrhenius equation: If Ea1 > Ek1, Pu increases with concrete temperature

increasing linearly on Arrhenius plot. On the other hand, Pu decreases

with concrete temperature increasing if Ea1 < Ek1, and it can represent the

cross-over effects.
(

Pu(T )

Pu(Tr)

)1−n

= exp

[

−
(Ea1 −Ek1)

R

(

1

T
−

1

Tr

)]

(2.36)

(2) Eyring equation: The expression on the basis of Eyring equation is identi-

cal to the relative limiting strength function derived from Arrhenius equa-

tion. However, it is noted that the activation energies for ka and km are

different from those by Arrhenius equations.
(

Pu(T )

Pu(Tr)

)1−n

= exp

[

−
(Ea2 −Ek2)

R

(

1

T
−

1

Tr

)]

(2.37)

(3) Modified Arrhenius equation: In addition to the relation between Ea3 and

Ek3, αa3 and αk3 also affect the profile of temperature dependent limiting

strength.
(

Pu(T )

Pu(Tr)

)1−n

=

(

T

Tr

)αa3−αk3

· exp

[

−
(Ea3 −Ek3)

R

(

1

T
−

1

Tr

)]

(2.38)

(4) Kohlrausch equation: Nonlinearity of Arrhenius plot can be considered

by using the power inside of exponential function.
(

Pu(T )

Pu(Tr)

)1−n

= exp

[

−

(

Ea4

R

)γa4
(

1

T γa4
−

1

T γa4
r

)

+

(

Ek4

R

)γk4
(

1

T γk4
−

1

T γk4
r

)]

(2.39)
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(5) Modified Arrhenius-Eyring-Polanyi equation: The relative limiting

strength by the modified Arrhenius-Eyring-Polanyi equation is identical

to that derived on the basis of Kohrlausch function.

(

Pu(T )

Pu(Tr)

)1−n

= exp

[

−

(

Ea5

R

)γa5
(

1

T γa5
−

1

T γa5
r

)

+

(

Ek5

R

)γk5
(

1

T γk5
−

1

T γk5
r

)]

(2.40)

2.4.5 Strength Prediction

The relative ratio of strength to the limiting strength at any time t for a given

temperature profile can be first computed by Eq.(2.28) form the computed matu-

rity by Eq.(2.31) to (2.35). Also, Pu(T ) is calculated by functions provided by pre-

vious section 2.4.4. Then, the strength is subsequently calculated by Eq.(2.24).

2.5 Application of Proposed Maturity to Strength Prediction

2.5.1 Nonlinear Regression Results

The nonlinear regression to fit the data sets with the Bertalanffy model is exe-

cuted by R-package [65], a statistical analysis package. The goodness of fit for

the examined functions (Bertalanffy models and the hyperbolic functions) are

compared by using Akaike information criterion (AIC) [66], a statistical measure

indicating relative goodness of fit across the tested functions, and the residual

standard error (RSE). The nonlinear regression with the Bertalanffy model by

setting n to be a variable caused the bounded value of n = 0 for parts of data,
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although the Bertalanffy model must be in the range of 0 ≤ n < 1 to hold the

positive model parameters ka and kd. It is noted that the minimzation of vari-

ance is not fully achieved if a regression coefficient is bounded. Therefore, the

exponent n of the Bertalanffy model for the research is controlled by fixed values

of n = 0, n = 0.1, n = 2/3, n = 3/4, and n = 0.9 to reduce the bias that could be

induced by the cases of bounded values. Subsequently, the effects of n is inves-

tigated by the comparisons of resulting AICs and RSEs of models. In addition,

the regression results between the Bertalanffy and the hyperbolic function are

compared, although the accuracy of regression would be one of components to

determine the accuracy of the strength prediction by the maturity method. The

effect of exponent n of the Bertlanffy model on the goodness of fit is investigated

by estimating the residual standard errors (RSE) according to varying n. Figure

2.7 shows the 95% box-plots of RSE from the nonlinear regressions with 2- and

3-parameters Bertalanffy models with varying n (denoted by BXX in Figure 2.7)

and hyperbolic function (denoted by AX in Figure 2.7). The following statistical

model is postulated to examine the effect of n of the Bertalanffy model.

RSEijkl = β1ni + β2(Data)j + β3(Temperature)k + ǫijkl (2.41)

The results are summarized in Table 2.2. For a given n, the Bertlanffy model

with 3 parameters fit better with the data sets than that with 2 parameters. Also,

the temperature effects are not statistically significant even at 90% confidence

level. Thus, the goodness of fits of the Bertalanffy model represented by RSE is

strongly dependent on n more than the temperature. For the effects of data sets,

no statistically significant difference is observed in RSE from KC and LH. How-

ever, RSE from KH and LZ are critically greater than that from KC. However,

since all experimental data sets are obtained independently, it could give the

extent of goodness of fit according to data sets, yet it does not affect determin-
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Table 2.2: Effects of n, data, temperature, and models on Residual Stan-
dard Error in the nonlinear regression (Adjusted R2 = 0.8681)

Estimate Std. Error t value Pr(>|t|)

B with 2P (n = 0) 1.5879 0.3348 4.74 0.0000

B with 2P (n = 0.1) 1.7406 0.3348 5.20 0.0000

B with 2P (n = 2/3) 3.5254 0.3348 10.53 0.0000

B with 2P (n = 3/4) 3.9000 0.3348 11.65 0.0000

B with 2P (n = 0.9) 4.7188 0.3348 14.10 0.0000

B with 3P (n = 0) 1.0523 0.3348 3.14 0.0020

B with 3P (n = 0.1) 1.1062 0.3348 3.30 0.0012

B with 3P (n = 2/3) 1.4905 0.3348 4.45 0.0000

B with 3P (n = 3/4) 1.5472 0.3348 4.62 0.0000

B with 3P (n = 0.9) 1.6938 0.3348 5.06 0.0000

KH 1.0526 0.3172 3.32 0.0011

LZ 1.3608 0.2660 5.12 0.0000

LH 0.1065 0.2654 0.40 0.6887

Temperature -0.0103 0.0068 -1.50 0.1348

ing the exponent n of the Bertalanffy model. In addition, RSE decreases with

n decreasing for both models. The best goodness of fit is achieved by n = 0,

although minor significant difference is observed between the case of n = 0 and

n = 0.1; about 0.15 MPa and 0.05 MPa for 2P and 3P models, respectively.

However, it is noted that both n = 0 and n = 0.1 are different from the range

of exponent (2/3 < n < 1) mentioned by Bullard et al. [8]. Also, the resulting

solution of the Bertalanffy model with n = 0 is identical to Avrami (or JMAK)
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equation [41] with unity of its exponent (ξ = 1), as shown by

X(t) = 1− exp
[

− (kt)ξ
]

(2.42)

where X(t) is the volume fraction that has transformed at time t, k is rate con-

stant for nucleation, and ξ is a unknown exponent to be determined. Several

research [67, 47, 68] reported that the experimental results induced the expo-

nent of the Avrami model is close to the unity, although it conflicts with the

theoretical range described by literature [41]. Therefore, it is noted that the sta-

tistical analysis shown in this research is agreement with the aforementioned

results. Nevertheless, the strength prediction is made by using n = 0.1 despite

that the minimum goodness of fit is achieved by the model with n = 0 because

its discrepancy of RSE is negligible (about 0.2 MPa) and the Bertalanffy model

distinguished from Mitscherlich model [64] is intended in the research.

The performances of the Bertalanffy model and the hyperbolic function are

compared by using Akaike Information Criterion. AIC is generally used to com-

pare different models than to measure the goodness of fit of the model, and the

lower AIC indicates the better model [66]. In addition, Akaike weights shown in

Table 2.3 indicate the probability that the model is the best for the data sets. As

a result, any of Bertalanffy model does not show higher probability than the hy-

perbolic function to be the best model for the models having the same number

of parameters (2P or 3P). Among the Bertalanffy series, it is observed that the

larger numbers of model parameters for a fixed number of data points result in

lower AICs. In addition, the higher AIC weight is resulted as n decreases. How-

ever, it is noted that the higher goodness of fit for the nonlinear regression does

not always lead more accurate strength prediction in the maturity method since

the maturity method consists of multiple steps in entire process of the strength

prediction.
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Table 2.3: Effects of n, data, temperature, and models on Akaike informa-
tion criterion in the nonlinear regression (Adjusted R2 = 0.952)

Estimate t value Pr(>|t|) Akaike weight

2P Hyperbolic 8.0332 6.11 0.0000 0.6953

3P Hyperbolic 11.3508 8.63 0.0000 0.1324

B with 2P (n = 0) 16.9658 12.90 0.0000 0.0080

B with 2P (n = 0.1) 17.3609 13.20 0.0000 0.0066

B with 2P (n = 2/3) 22.9084 17.41 0.0000 0.0004

B with 2P (n = 3/4) 23.7279 18.04 0.0000 0.0003

B with 2P (n = 0.9) 25.1563 19.12 0.0000 0.0001

B with 3P (n = 0) 12.4243 9.44 0.0000 0.0774

B with 3P (n = 0.1) 13.4380 10.21 0.0000 0.0466

B with 3P (n = 2/3) 15.9512 12.12 0.0000 0.0133

B with 3P (n = 3/4) 16.2462 12.35 0.0000 0.0114

B with 3P (n = 0.0) 16.8905 12.84 0.0000 0.0083

KH 4.9131 4.22 0.0000 NA

LH 6.5259 6.70 0.0000 NA

LZ 7.1559 7.33 0.0000 NA

Temperature -0.0705 -2.81 0.0055 NA

2.5.2 Temperature Dependency of Model Parameters

One of primary purposes of this research is to investigate five Arrhenius-type

functions representing temperature dependency of model parameters ka and

km. The investigated functions (Eyring, Modified Arrhenius, Kohrlausch, and

Modified Arrhenius Eyring Polanyi equations) except Arrhenius equation have

34



ability to represent the nonlinearity of Arrhenius plot, although the extent of

nonliearity consideration would be different according to functions. It is noted

that the nonlinearity of Arrhenius plot in the research is expressed by the addi-

tional degree of freedoms provided by variables of the individual functions with

a constant activation energy, and it is different from the concept of the temper-

ature and/or degree of hydration dependent activation energy as proposed by

other literature [22, 23, 69, 70]. Also, the associated conditions for the negative

slope and concavity can be computed by the first and second derivatives of the

log-transformed rate constant with 1/T . Figure 2.9 to 2.16 present Arrhenius

plots including the estimated parameters with fitted functions. Especially, Fig-

ure 2.9 to 2.12 present the results associated with the Bertalanffy model with 2

parameters and Figure 2.9 to 2.12 show the results led by 3-parameter Berta-

lanffy model.

For the practical concrete temperature ranges given by the data set (−1◦C ≤

T ≤ 42◦C), the difference of Arrhenius and Eyring equations are not clearly

differentiated from the analysis, and such a negligible difference is observed in

both ka and km for all data sets as similarly reported by Petrou [58] on geochem-

ical process. It is noted that its difference due to nonlinearity of Eyring equation

increases as functions are extended to higher temperature. However, such non-

linearity is because of additional temperature term T (the reciprocal of 1/T ) in

an expression of the first derivative of ln k with respect to 1/T . Also, the activa-

tion energy (E1) of Arrhenius equation is greater than that of Eyring equation

(E2) by about maximum 2.5 kJ/mol considering all data sets of ka and km.

The nonlinearity shape of the MAE on Arrhenius plot is different depending

on combinations of E3 and α3, as shown in Figure 2.8. The sign of α3 determines
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concavity of the curvature of the function on Arrhenius plot; that is concave-

down shape is caused when α < 0, while the concave-up shape is resulted by

α > 0. Also, if the sign of activation energy E3 is different from α3, parabolic cur-

vature is given, while the same sign of E3 as α3 cause monotonically decrease or

increase with temperature increasing. The negative slope of Arrhenius plot from

MAE function is given under the condition of Ek3 > −αk3RT . The modified Ar-
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Figure 2.8: Profile of Modified Arrhenius equation on Arrhenius plot with
4 combinations of Ek3 and αk3 conditions

rhenius equation can represent relatively high nonlinearity of model parameters

on Arrhenius plot as compared to other functions. The magenta-colored lines

in Figure 2.9 to 2.16 indicate profiles fitted by MAE function. The parameters

for ka and km of KC data sets are Ea3 = 588.1 kJ/mol with αa3 = −226 and

Ea3 = −853.2 kJ/mol with αa3 = 378, respectively. Although any of result-

ing αa3 and αk3 is different from 0 (Arrhenius equation), 1/2(classical collision
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theory), and 1 (Eyring equation) for all data sets, the estimated activation en-

ergies and associated exponents are still applicable in practical applications as

reported by literature [71, 72]. However, it is noted that the negative activation

energy in the modified Arrhenius equation cannot be clearly explained by ki-

netics of strength development of concretes except improvement of goodness of

fit in curve fittings.

Kohlrausch function is identical to the Arrhenius equation if γ4 = 1. Also,

if E4 > 0, the concavity of Kohlrausch function on Arrhenius plot is dependent

on the range of γ4. For 0 < γ4 < 1, the concave-up curvature on Arrhenius

plot is resulted, and concave-down curvature is calculated otherwise. Also,

the rate constant increases with the temperature increasing only when result-

ing γ4 > 0 as represented by the negative slope on Arrhenius plot. The model

parameters given by the Bertalanffy model with 2 parameters caused E4 > 0

with γ4 > 1, which indicates the variable negative slope in Arrhenius plot with

concave-down curvature, for all data sets as shown in Figure 2.9 to 2.12. How-

ever, the estimated model parameters of the Bertalanffy model with the model

of 3 parameters estimated from KH data set irregularly resulted in E4 > 0 with

γ4 < 0 and E4 > 0 with 0 < γ4 < 1 for ka and km, respectively, as shown in

Figure 2.14. Also, the latter pattern is observed in the analysis of km estimated

by the Bertalanffy model with 3 parameters from LZ data set as presented in

Figure 2.15, although its pattern is not clearly visible.

AEP function is identical to Eyring equation if γ5 = 1. The mathemati-

cal characteristics of AEP function is similar with that of Kohlrausch function.

However, the conditions determining concavity and the sign of slope are more

complex than Kohrlausch function because of T term in front of the exponent in
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Eq.(2.23). Therefore, the negative slope on Arrhenius plot (the higher tempera-

ture, the higher rate constant) is achieved under the condition as the following.

1 + γ5

(

E5

RT

)γ5

> 0 (2.43)

Also, the concavity of the curvature of AEP function on Arrhenius plot is a func-

tion of T , γ5, and E5, and the concave-down profile can be given by the following

condition.

γ5 (γ5 − 1)

(

E5

RT

)γ5

> 1 (2.44)

Based on the analysis, the E5 and γ5 from the model parameters estimated by

the Bertalanffy model with 2 parameters caused varying negative slope and con-

cave down curvature of Arrhenius plot for given temperature ranges, as shown

in Figure 2.9 to 2.12. Exceptionally, for the analysis for ka and km from the Berta-

lanffy model with 3 parameters with AEP function, the variable negative slope

with concave up shape profile is observed in KH and LZ data sets.

2.5.3 Relative Strength-Maturity Relation

Figure 2.17 includes the relative strength (P (t)/Pu)
1−n against the unitless ma-

turity τ by Eq.(2.28) according to two different Bertalanffy models (with 2 and 3

parameters). The resulting relations with the Bertalanffy model with 3 parame-

ters showed relatively less variance to Eq.(2.28) than those from the model with

2 parameters. It is noted that all resulting relations can be plotted together since

the relative strengths are also scaled by Pu. On the other hand, since ASTM

implements the strength-maturity relation obtained from the pre-determined

reference temperature, each data set has own relation to use in the strength pre-

dictions.
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Figure 2.9: Arrhenius plot of ka and km with the Bertalanffy model of 2
parameters (n = 0.1): KC

39



0.0030 0.0031 0.0032 0.0033 0.0034 0.0035

1.
6

1.
8

2.
0

2.
2

2.
4

2.
6

2.
8

3.
0

1/T (1/Kelvin)

ln
 k

a

Arrhenius
Eyring
MAE
Kohrlausch
AEP

(a) ka

0.0030 0.0031 0.0032 0.0033 0.0034 0.0035

−
2.

0
−

1.
5

−
1.

0
−

0.
5

0.
0

1/T (1/Kelvin)

ln
 (k

d
(1

−
n)

)

Arrhenius
Eyring
MAE
Kohrlausch
AEP

(b) km

Figure 2.10: Arrhenius plot of ka and km with the Bertalanffy model of 2
parameters (n = 0.1): KH
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Figure 2.11: Arrhenius plot of ka and km with the Bertalanffy model of 2
parameters (n = 0.1): LZ
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Figure 2.12: Arrhenius plot of ka and km with the Bertalanffy model of 2
parameters (n = 0.1): LH
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Figure 2.13: Arrhenius plot of ka and km with the Bertalanffy model of 3
parameters (n = 0.1): KC
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Figure 2.14: Arrhenius plot of ka and km with the Bertalanffy model of 3
parameters (n = 0.1): KH
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Figure 2.15: Arrhenius plot of ka and km with the Bertalanffy model of 3
parameters (n = 0.1): LZ
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Figure 2.16: Arrhenius plot of ka and km with the Bertalanffy model of 3
parameters (n = 0.1): LH

46



0 5 10 15 20 25

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

1.
2

τ

(P
P

u)(1
−n

)

KC:T=−3C
KC:T=5C
KC:T=13C
KC:T=23C
KH:T=23C
KH:T=33C
KH:T=41C
KH:T=49C

LZ:T=−2C
LZ:T=14C
LZ:T=21C
LZ:T=43C
LH:T=−1C
LH:T=11C
LH:T=23C
LH:T=42C

(a) Model with 2 Parameters

0 5 10 15 20 25

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

1.
2

τ

(P
P

u)(1
−n

)

KC:T=−3C
KC:T=5C
KC:T=13C
KC:T=23C
KH:T=23C
KH:T=33C
KH:T=41C
KH:T=49C

LZ:T=−2C
LZ:T=14C
LZ:T=21C
LZ:T=43C
LH:T=−1C
LH:T=11C
LH:T=23C
LH:T=42C

(b) Model with 3 Parameters

Figure 2.17: Relative strength-maturity relation from the Bertalanffy
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2.5.4 Temperature Dependency of Limiting Strengths

In ASTM C 1074 [19], the rate constant k and Pu in Eq.(2.18) are estimated

from the data set as regarding them as independent of each other in the re-

gression. Subsequently, the maturity is computed on the basis of rate constant

k for strength development, while Pu estimated by the data sets from various

constant temperatures are not explicitly taken into account in strength predic-

tion. As mentioned before, one of primary benefits from the proposed method

is to derive the closed form function of the limiting strength by adopting several

Arrhenius type functions representing the temperature dependency of both ka

and km, as introduced in the section 2.4.4. In the proposed method, ka, kd, km

and Pu are correlated in terms of Eq.(2.45).

P 1−n
u =

ka
kd

=
ka (1− n)

km
(2.45)

Eq.(2.45) indicates that km is linearly proportional to kd for a given n. Subse-

quently, if ka and km can be represented by the function, Pu can be formulated

according to various functions as listed in the section 2.4.4.

Figure 2.18 to 2.21 presents the resulting Pu according to data sets and the

Bertalanffy model of analysis. The figures are organized according to analy-

sis results from the Bertalanffy model with 2 parameters (B2P) and that with

3 parameters (B3P). Depending on the combinations of function for the limit-

ing strength and the data sets, the derived profile are varied. In other words,

the profile of limiting strength with temperature depends on the given mix-

ture proportions and the corresponding concrete temperature ranges. For ex-

ample, the limiting strength profile from KC and LH data sets showed the

parabolic shape, and the maximum limiting strength would be given at around

T = 10◦C ∼ 15◦C. However, the limiting strength of KH and LZ decreases with
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the increasing temperature, although the rate of decrease is also dependent on

the temperature. Therefore, it would be interesting the capability of five Ar-

rhenius type functions introduced in the research to represent the temperature

dependency of the limiting strengths.

The functions of limiting strength derived by Arrhenius and Eyring equa-

tion are identical when the relative limiting strength is formulated. The nega-

tive slope is resulted under the conditions Ea1 < Ek1 and 0 ≤ n < 1. Therefore,

if km is more sensitive than ka to the concrete temperature, the strength degra-

dation at the later age because of high concrete temperature (cross-over effect) is

caused. In addition, the concavity of the profile can be identified by the second

derivatives, and the concave-up profile is achieved under Ea1−Ek1 > 2R(1−n)T

or Ea1 − Ek1 < 0, while the concave-down profile is given by 0 < Ea1 − Ek1 <

2R(1−n)T . Such concavity depends on the data sets. The limiting strength func-

tions on the basis of Arrhenius and Eyring equations fit relatively well in the re-

sults from KH and LZ data sets with B2P since the estimated limiting strengths

decrease with the temperature, while larger discrepancies are observed in KC

and LH since the estimated Pu are parabolic. Therefore, the functions based on

Arrhenius and Eyring equations are not appropriate when the estimated limit-

ing strengths monotonically decrease or increase with temperature.

For the limiting strength function by MAE, the negative slope against tem-

perature (the cross-over effect) is achieved only when

αa3 +
Ea3

RT
< αk3 +

Ek3

RT
(2.46)

where 0 ≤ n < 1 in the Bertalanffy model. It is similar pattern with the func-

tion from Arrhenius or Eryring equation except considering the power αa3 and

αk3 additionally. However, it is noted that the slope is dependent on the tem-
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perature and it is changed at T = − (Ea3 − Ek3) / (R (αa3 − αk3)). However, the

limiting strength function by MAE is parabolic, the concavity is also critical to

represent the limiting strength in wide ranges of temperatures. Subsequently,

the concave-down pattern is observed where

[

RT (αa3 − αk3) + (Ea3 − Ek3)

RT (1− n)

]2

−
RT + 2 (Ea3 − Ek3)

RT (1− n)
< 0 (2.47)

and the concave-up pattern is caused otherwise. As mentioned above the func-

tion by MAE relatively fit well for all data sets, especially for the parabolic pro-

file of limiting strength from KC and LH data sets.

The relative limiting strength derived from Kohlrausch and AEP equations

also have the same mathematical characteristics, although coefficients in the

functions are altered with individual equations. The negative slope is given

by

γa5

(

Ea5

RT

)γa5

< γk5

(

Ek5

RT

)γk5

(2.48)

for Ea5 > 0 and Ek5 > 0 where 0 ≤ n < 1. Also, the concave-down profile of the

function is given by

(

γa5

(

Ea5

RT

)γa5

− γk5

(

Ek5

RT

)γk5
)2

−γa5 (γa5 + 1) (1− n)

(

Ea5

RT

)γa5

+ γk5 (γk5 + 1) (1− n)

(

Ek5

RT

)γk5

< 0 (2.49)

for 0 ≤ n < 1. As regarding the analysis with parameters from B2P, The limiting

strengths derived by both Kohlrausch and AEP equations represent the non-

linearity of limiting strength with wider ranges of temperature in all data sets.

On the other hand, from the results with B3P, both functions describe nonlin-

earity of the limiting strengths for KC and LH data sets, while relatively larger

deviations are observed for LZ data set. For KH data set with the analysis of
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B3P, the function from Kohlrausch showed the best fit with the estimated limit-

ing strengths, yet that with AEP function represents the limiting strengths with

larger variance.

2.6 Statistical Analysis of Predicted Strengths

The strengths are predicted on the basis of the computed unitless maturity and

the limiting strengths, as described in the previous sections. The strengths pre-

dicted by the proposed maturity method is compared to those by ASTM C 1074.

Considering the data structure of this analysis, the computation of correla-

tion can be performed according to several levels (or categories). In the research,

the analysis associated with the predicted strength is performed according to

two levels as follows.

• Level I: The associated analysis is performed according to combinations of

individual data sets and methods (e.g. variations of functions). In other

words, within a given method and data set, the analysis is performed in-

cluding all temperatures and test ages.

• Level II: The analysis is executed for the predicted strengths of all data sets

according to variations of functions.
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Figure 2.18: The limiting Strength Pu (n = 0.1): KC
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Figure 2.19: The limiting Strength Pu (n = 0.1): KH
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Figure 2.20: The limiting Strength Pu (n = 0.1): LZ
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Figure 2.21: The limiting Strength Pu (n = 0.1): LH
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2.6.1 Correlation between Predictions and Measurements

The first statistical analysis for predicted strengths is to compute the correlation

ρ between the predictions and measurements by

ρ =

∑N

i=1

(

Pi − P̄
) (

Mi − M̄
)

(N − 1)σPσM

(2.50)

where Pi and Mi are predicted and measured strengths, respectively, also P̄

and M̄ are their mean values. σP and σM are standard deviation of predic-

tion of measurements, respectively. The correlation is a measure to examine

the extent of linearity between variables. Therefore, if ρ is closer to 1, the pre-

dicted strengths are linearly proportional to the measurements with less vari-

ance. On the other hand, the lower correlation factor is induced by the nonlin-

earity and/or larger variances. Unfortunately, the correlation itself cannot ex-

plicitly evaluate whether a particular method cause accurate predictions. How-

ever, it would explain that how much variations in the strength prediction are

generated by a specific method. Also, it provides certainties to perform the

multi-linear regression analysis to examine the details of methodologies; that

is, the higher correlations regardless of the methods enable one to perform the

multi-linear regression analysis to examine the factors affecting the predictions

such as methods, data sets, temperature, and times.

Figure 2.22 shows the comparison of predicted against measured strengths

by ASTM C 1074 and by the proposed methods, and it shows that the pro-

posed method predicts the strength with less variation than ASTM C 1074.

The resulting correlations for the level I data structure are summarized in Ta-

ble 2.4 and 2.5 according to the number of parameters in the Bertalanffy model.

In three data sets except the case of KC data sets, the highest correlations are

achieved when MAE, Kohlrausch, and AEP equations are implemented, then
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Figure 2.22: Comparison of Measured Strengths with the Predictions
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Table 2.4: Correlation between predictions and measurements by 2 param-
eter models: Level I

Data KC KH LZ LH

FHP 0.9597 0.8869 0.9007 0.9120

NS 0.9672 0.9044 0.6538 0.8639

B-Arrhenius 0.9239 0.9754 0.9020 0.9030

B-Eyring 0.9238 0.9754 0.9015 0.9026

B-Modified Arr. 0.9851 0.9797 0.9520 0.9783

B-Kohrlausch 0.9702 0.9768 0.9508 0.9788

B-Eyring Polanyi 0.9705 0.9770 0.9503 0.9785

Table 2.5: Correlation between predictions and measurements by 3 param-
eter models: Level I

Data KC KH LZ LH

FHP 0.9560 0.9025 0.6485 0.8970

NS 0.9698 0.9417 0.6422 0.8775

B-Arrhenius 0.9174 0.9673 0.8509 0.8971

B-Eyring 0.9174 0.9673 0.8509 0.8968

B-Modified Arr. 0.9714 0.9675 0.8664 0.9689

B-Kohrlausch 0.9842 0.9626 0.8482 0.9588

B-Eyring Polanyi 0.9845 0.9705 0.8519 0.9563

the Bertalanffy model with Arrhenius and Eyring equations gave the second

highest correlations. In both cases, the LZ data set caused relatively lower cor-

relation regardless of the methods. Such data set-wise results are also reflected
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Table 2.6: Correlation between predictions and measurements: Level II

Method 2P 3P

FHP 0.9175 0.9014

NS 0.8716 0.9084

B-Arrhenius 0.9224 0.8924

B-Eyring 0.9222 0.8922

B-Modified Arr. 0.9791 0.9439

B-Kohrlausch 0.9727 0.9423

B-Eyring Polanyi 0.9726 0.9560

in computation of correlation for level II, as shown in Table 2.6. The highest

correlation is resulted for the case that MAE, Kohrlausch, and AEP are used in

the predictions regardless of cases of B2P and B3P. For the predictions based on

Arrhenius and Eyring equations, the resulting correlation is higher than both of

ASTM methods in the prediction with B2P, while slightly lower correlation by

about 0.01 is caused in prediction with B3P.

Therefore, the proposed method gave less variation in the predicted

strengths than ASTM C 1074.

2.6.2 The factors affecting the strength prediction

The relative accuracy in the strength prediction between the proposed method

and ASTM C 1074 cannot be shown by using the computation of correlation,

while the extent of uncertainty can be measured. In other words, the correlation
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analysis cannot evaluate whether the given method over or underestimates the

strengths. Therefore, the multi-linear regression analysis is performed to inves-

tigate the extent of accuracy in the strength prediction either by the proposed

method with variations of Arrhenius type functions or ASTM C 1074.

The associated statistical model is postulated by

Eijk = β1Pi + β2 (Method)j + ǫijk (2.51)

to investigate the effect of method variations (NS and FHP) within ASTM C 1074

or the proposed method. Also, since the individual data sets used the different

mixture proportions, particularity of data set in terms of strength predictions

would be varied. Therefore, an additional model is implemented to examine

the effects of data sets by introducing dummy variables.

Eijkℓ = γ1Pi + γ2 (Method)j + γ3 (Data)k + ǫijkℓ (2.52)

In the analysis results, if the predictions are close to the experimental measure-

ments, the resulting slope of β1 and γ1 are close to unity. Also, if β1 or γ1 are

less than 1, it indicates the given method overestimates the strength, while it

underestimates the strength if β1 or γ1 are greater than 1. In addition, β2, γ2, and

γ3 change the intercept with 0 or 1 of the associated dummy variable.

Table 2.7 and 2.8 summarizes the results on the basis of Eq.(2.51). The slope

of prediction β1 from ASTM C 1074 is less than 1, thus it generally overestimates

the strengths. On the other hand, the slope of proposed method is closer to 1

and slightly greater than 1. From Table 2.7, the slope of NS method is statisti-

cally significant at 5% level, and it indicates NS method predicts higher strength

than FHP method. However, there is no significant difference within the basis-

functions of the proposed method is observed, as presented in Table 2.8. Also,
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Table 2.7: Analysis results for predictions by the ASTM C 1074 with
Eq.(2.52)

ASTM C 1074 with 2 Parameters (Adjusted R2 = 0.9527)

Estimate Std. Error t−value Pr(> |t|)

P 0.8506 0.0264 32.18 0.0000

FHP 1.1472 0.7384 1.55 0.1215

NS 2.9125 0.6947 4.19 0.0000

ASTM C 1074 with 3 Parameters (Adjusted R2 = 0.9585)

P 0.8998 0.0258 34.86 0.0000

FHP -0.2557 0.7181 -0.36 0.7221

NS 1.6731 0.6732 2.49 0.0136

results associated with the effects of data sets are shown in Table 2.9 and 2.10.

Similar values of the slope γ1 are caused, and the effects of data sets are varied

according to the ASTM C 1074 and the proposed method.

Therefore, the predicted strengths by the proposed method predicts the

strength relatively closer to the measurements with less uncertainties by ASTM

C 1074.
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Table 2.8: Analysis results for predictions by the proposed method with
Eq.(2.52)

ASTM C 1074 with 2 Parameters (Adjusted R2 = 0.9792)

Estimate Std. Error t−value Pr(> |t|)

P 1.0049 0.0173 58.02 0.0000

B-Arrhenius -0.1822 0.5393 -0.34 0.7356

B-Eyring -0.1846 0.5393 -0.34 0.7323

B-Kohlrausch 0.2720 0.5341 0.51 0.6110

B-MAE -0.0671 0.5380 -0.12 0.9008

B-AEP 0.2337 0.5346 0.44 0.6623

ASTM C 1074 with 3 Parameters (Adjusted R2 = 0.9670)

P 1.0081 0.0225 44.71 0.0000

B-Arrhenius -0.3077 0.6901 -0.45 0.6559

B-Eyring -0.3098 0.6901 -0.45 0.6538

B-Kohlrausch -0.7570 0.6968 -1.09 0.2781

B-MAE -0.8563 0.6984 -1.23 0.2210

B-AEP -1.3586 0.7061 -1.92 0.0552

2.7 Discussion

2.7.1 Advantages of the Proposed Method

The Bertlanaffy model consists of two separate part to regard the two mech-

anisms, accelerating and decelerating mechanisms. The proposed method is
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Table 2.9: Analysis results for predictions by ATSM C 1074 with Eq.(2.51)

ASTM C 1074 with 2 Parameters (Adjusted R2 = 0.9613)

Estimate Std. Error t−value Pr(>|t|)

P 0.8514 0.0270 31.51 0.0000

FHP 1.3337 0.7966 1.67 0.0953

NS 3.1007 0.7639 4.06 0.0001

KH -3.1601 0.8623 -3.66 0.0003

LZ 3.1592 0.8482 3.72 0.0002

LH -0.6934 0.7655 -0.91 0.3659

ASTM C 1074 with 3 Parameters (Adjusted R2 = 0.9607)

P 0.8863 0.0284 31.19 0.0000

FHP 0.6005 0.8180 0.73 0.4635

NS 2.5004 0.7814 3.20 0.0015

KH -1.9470 0.8564 -2.27 0.0238

LZ 1.2426 0.8760 1.42 0.1572

LH -1.2961 0.7715 -1.68 0.0941

to effectively consider the temperature dependency of the limiting strength

from the measured temperature-time data. Since ASTM C 1074 cannot regard

such strength degradation due to early high concrete temperature, the proposed

method potentially includes the advantage to consider such strength reduction

for concretes exposed to the high temperature. Based on the given sets of data,

the strength reduction mainly occurs above 10◦C. However, it is noted that

the strength reduction under cold temperature near freezing point 0◦C would
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Table 2.10: Analysis results for predictions by the proposed method with
Eq.(2.51)

ASTM C 1074 with 2 Parameters (Adjusted R2 = 0.9802)

Estimate Std. Error t−value Pr(> |t|)

P 1.0103 0.0193 52.43 0.0000

B-Arrhenius 0.9692 0.5884 1.65 0.1005

B-Eyring 0.9668 0.5885 1.64 0.1013

B-MAE 1.0849 0.5873 1.85 0.0656

B-Kohlrausch 1.4258 0.5841 2.44 0.0152

B-AEP 1.3874 0.5845 2.37 0.0182

KH -1.1625 0.5357 -2.17 0.0307

LZ -1.4155 0.5708 -2.48 0.0136

LH -2.2323 0.4898 -4.56 0.0000

ASTM C 1074 with 3 Parameters (Adjusted R2 = 0.9718)

P 1.0079 0.0236 42.75 0.0000

B-Arrhenius -0.3496 0.7240 -0.48 0.6295

B-Eyring -0.3516 0.7240 -0.49 0.6275

B-Kohlrausch -0.7987 0.7297 -1.09 0.2745

B-MAE -0.8981 0.7310 -1.23 0.2201

B-AEP -1.4002 0.7376 -1.90 0.0585

KH 2.8271 0.6218 4.55 0.0000

LZ -0.7002 0.6780 -1.03 0.3024

LH -1.5454 0.5845 -2.64 0.0086
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be different from the cross-over effects since it would be due to lower level

of degree of hydration in lieu of the change of smaller-scale structure. There-

fore, more fundamental studies on the concretes under cold temperature are

required.

2.7.2 Explanation of Cross-Over Effects by the proposed

method

The cross-over effect have been explained by different hydrated products with

temperatures [33] and the lower density of the micro-structure [51], and it can be

also explained by the mechanisms of the strength development in the research.

When considering the function of limiting strength on the basis of Arrhenius

equation, the cross over effect occurs when the determining rate constant is

more sensitive to the temperature, Ea1 < Ek1. If the concrete temperature rises,

both rate constants representing accelerating and decelerating mechanisms in-

crease. However, if the decelerating mechanism is much highly sensitive to

the temperature than the accelerating mechanisms, the cross-over effect is ob-

served. When explaining with other Arrhenius-type equations, the results can

be similarly explained by the individually associated parameters.

2.7.3 Difference of the Proposed Method from ASTM C 1074

The proposed method provides the alternative function to compute the rate con-

stants of strength development. For ASTM C 1074, the effect of limiting strength

is regarded in performing the nonlinear regression by using the hyperbolic func-
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tion. However, its temperature dependency is not regarded in the strength pre-

diction. Therefore, ASTM C 1074 method is impossible to consider the cross-

over effects. The proposed method manipulates two temperature dependent

rate constants, and the flexibility of the Bertalanffy model makes it possible to

represent the limiting strength as a function of concrete temperature with the

closed form. Although the cause of strength reduction at cold concrete temper-

ature (near freezing point) is different from that at high concrete temperature,

several functions to consider the nonlinearity of Arrhenius plot for model pa-

rameters could explicitly consider the temperature dependent limiting strength.

2.7.4 Strength-based Degree of Hydration

The strength development is based on the hydration. However, the maturity

method implements the strength data to estimate the temperature sensitivity

of model parameters, subsequently combinational mechanisms with the hydra-

tion such as bond of pastes with aggregates are also reflected in the parameters

without clarifying the correlation of mechanisms. Also, the exponent to mini-

mize the variance in the nonlinear regression is much less than 2/3, limit value

of isometric assumption, and it does not match with the characteristic of hydra-

tion that would induce greater exponent value than 2/3. Even if the relative

strength-maturity relation ranges from 0 to unity, more researches to recognize

the temperature dependent mechanism that contribute to the strength develop-

ment is required. However, if the property of interest is much highly sensitive

to the chemical reaction such as the setting time of paste, the exponent value

would be greater than the limit value.
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2.8 Conclusion

The research proposed the framework of maturity method by adopting the

Bertalanffy model to estimate the accelerating and decelerating rate constants

for strength development, and five Arrhenius type functions are tested to rep-

resent the temperature dependency of model parameters. Subsequently, the

strengths of concretes are predicted on the basis of relation between relative

limiting strength and unitless maturity. The proposed method is applied to 4

independently obtained data sets, and the results in the application processes

are compared to those by ASTM C 1074. Eventually the following conclusions

are drawn.

• The predicted strengths by the proposed method are closer to the exper-

imental measurements than those by ASTM C 1074. One of reason is

because the proposed method actively considers the temperature depen-

dency of limiting strengths.

• The closed form functions to represent temperature dependency of the

limiting strengths are derived on the basis of five Arrhenius types of equa-

tions by using the temperature dependent model parameters of the Berta-

lanffy model.

• The relation of temperature sensitivity of accelerating and decelerating

mechanisms will determine if the cross-over effect is observed. If decel-

erating rate constant is more sensitive to the temperature, the cross-over

is estimated from the proposed method. However, its extent is dependent

on the Arrhenius-type equations.

• The predicted strengths on the basis of MAE, Kohlrausch, and AEP equa-
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tions caused higher correlation with the measurement since they can con-

sider higher nonlinearity of model parameters on Arrhenius plots.

More researches are required to investigate the ranges of activation energies for

Arrhenius type equations. Also, it will be necessary to investigate the applica-

bility of the proposed method to various properties other than the compressive

strength.
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CHAPTER 3

THE RELATIONSHIP BETWEEN THE NURSE-SAUL DATUM

TEMPERATURE AND THE FHP ACTIVATION ENERGY FOR CONCRETE

MATURITY

3.1 Brief summary of Carino’s work

Carino[55] reviewed the fundamental background of the maturity method in

general, with emphasis on both the linear Nurse-Saul (NS) method and the non-

linear, Arrhenius equation-based, Freiesleben-Hansen-Pederson (FHP) method

for computing maturity of concrete as a function of both time and temperature.

He reviewed the role of the NS Datum Temperature (Td) and the FHP activation

energy (Ea) as variables that can be used to tune the procedures to the temper-

ature sensitivity of the particular concrete mixture in question. On the basis of

the applied principles of chemical kinetics that underlie the maturity method,

Carino showed that while Ea can characterize the influence of temperature on

the rate of strength-gain of a given mixture at any temperature, the correspond-

ing value of Td for the same mixture depends also on the temperature or tem-

perature range of interest. He demonstrated a means of computing a value of Td

compatible with a given value of Ea, for a given range of concrete temperature.

His method is based on a best-linear-fit to the FHP and ASTM C1074 nonlinear

“age-conversion factor” curve, over the temperature range of interest. There-

fore, the best-linear-fit of age conversion factor over the given concrete temper-

ature range by Carino’s approach has a single degree of freedom since a point

(Tr, 1) is already fixed. An example of the application of Carino’s method is

shown in Figure 3.1, in which the solid curve is the ASTM C1074 age conver-
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sion factor for a reference temperature (Tr) of 20◦C, and an activation energy

(Ea) of 42.7 kJ/mol. Two best-fit linear approximations are shown for temper-

ature, 0◦C ≤ T ≤ 20◦C and 20◦C ≤ T ≤ 40◦C. The X-axis (temperature axis)

intercepts of −4.4◦C and 9.0◦C, respectively are the corresponding values of Td

that would approximate the relative maturity (or “equivalent age”) obtained by

the nonlinear (FHP) approach for the given Ea and Tr. The resulting datum

temperatures from best-linear-fits are at each temperature range. However, the
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Figure 3.1: Age conversion factor curve for Tr = 20◦C, showing Carino’s
method for obtaining compatible datum temperatures for T =
[0◦C, 20◦C] and T = [20◦C, 40◦C]

age conversion factor (or Carino’s “affinity ratio”[55]) is the ratio of the rate

of strength gain at a given temperature relative to the rate of strength gain at

a predetermined “reference temperature.” This means that the value of the age
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conversion factor must equal 1 at the reference temperature. This fact constrains

Carino’s method for finding a compatible Td as foll ows: the temperature range

over which the compatible Td is sought must either begin or end at the refer-

ence temperature. Also, Carino’s computation of a unique value of Td that is

compatible with a given value of Ea over a given temperature range is actually

a special case of the general principle that as the magnitude of the temperature

range gets smaller about Tr, there exists a unique value of Td that is compatible

with a given value of Ea at Tr. As presented in this paper, by basing the compu-

tation of Td on the more fundamental “rate constant curve” rather than the age

conversion factor, this general principle can be expanded to finding a uniquely

compatible Td at any temperature, regardless of Tr. Further, once a compatible

value of Td can be found for any temperature, a number of ways are presented

to expand this to an appropriate value of Td over an expected temperature range

or for a specific time-temperature record (temperature profile). Results can be

applied to either the NS maturity concept[19, 37, 38] or to the relative maturity

expressed by FHP[20].

3.2 Background: The rate constant and the maturity method

One way to describe the difference between the linear NS and the nonlinear FHP

methods for computing maturity is to first consider that the development of

microstructure that contributes to development of concrete properties proceeds

at a rate that is temperature dependent. As detailed by Carino[73, 55, 74, 39],

the influence of temperature on the rate of strength gain is characterized by

a so-called “rate constant,” k(T ), that can be obtained experimentally for any

given concrete or mortar mixture at a series of given isothermal temperatures,
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using the methods of ASTM C1074 Appendix A[19]. However, the physical

meaning of “rate constant” in this context differs somewhat from the classical

application in chemical kinetics, in which the “rate constant” is an algebraic

term in the “rate law” used to describe masses of products and reactants as a

function of time[25]. In the concrete maturity case the “product” of the chemical

reaction of cementitious materials is strength or some other measurable and

time-dependent property of interest. Thus the so called rate constant at any

temperature can be computed from strength versus time data collected at that

temperature, as described in ASTM C1074 Appendix A[19]. A mathematically

similar approach, known as the Michaelis-Menton method, has been employed

in the study of rates of enzyme reactions[25, 75].

Carino[19, 55, 74] offers a clear and complete example of finding the rate con-

stant by first measuring compressive strength versus time at various isothermal

temperatures for mortar with W/C=0.43. Values of k(T ) were found by fitting

these data to the hyperbolic equation, as re-plotted by the authors in Figures 3.2

and 3.3. (also adapted from ASTM C1074)

Figure 3.3 plots values of k(T ) as a function of T . The smooth curve is fitted

to the data by the Arrhenius Equation[21], and the straight line is the best lin-

ear fit over the entire temperature range of the data points. Herein lies the first

fundamental difference between the NS and the FHP methods: the NS method

implicitly assumes the linear relationship between rate constant, k(T ) and tem-

perature shown in Eq.(3.1)[55]. The FHP method is based on the nonlinear Ar-

rhenius equation[21, 55, 20] shown in Eq.(3.2).

k(T ) = β (T − Td) (3.1)

k(T ) = A exp

[

−
Ea

RT

]

(3.2)
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Figure 3.2: Strength-time measurements and fitting with hyperbolic func-
tion (S(t) =strength at time t, k =rate constant, t0 =time to
initiate the strength development)

where k(T ) is rate constant, β is slope (constant), Td is datum temperature, A is

pre-exponential factor, Ea is the activation energy, R is the ideal gas constant,

and T is concrete temperature.

The nonlinear character of the data was well-represented by Eq.(3.2) with

calculated activation energy of 42.7 kJ/mol and A = 1.2 × 107 with 0.999

adjusted-R2 and SSE(Sum of Square Error)= 0.00113. The best linear fit, de-

scribed by Carino[73, 55] and as referred to in ASTM C 1074, was obtained

by the authors by the least squares method yielding a Datum temperature of

4.6◦C(0.899 adjusted-R2 and SSE = 0.041) It is interesting to note that in Saul’s

early development of what later came to be the NS method, he fixed Td at
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tum temperature of −10.5◦C.

−10.5◦C. In this specific example, when all data points are fitted by a linear

model that is forced to pass through Saul’s −10.5◦C, the adjusted-R2 decreases

to 0.765(SSE = 0.128). It may also be observed, however, that while a single

value of activation energy pertains over the entire range of temperature stud-

ied, the best-fit value of Datum Temperature will vary depending on the range

of temperature of interest. Thus, as can be seen in Figure 3.4, the best-fit Datum

Temperature for mortar in the temperature range of 5.5◦C to 23◦C would be

about −2.9◦C, increasing to 14.7◦C for the temperature range of 23◦C to 43◦C.

It is also interesting to note that a physically valid datum temperature, at which
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no measurable strength gain can occur, would be where the y-value of the ex-

ponential curve is negligible, which appears here to be well colder than −10◦C.

At the same time, the best fit value of Datum Temperature for computational

purposes is considerably warmer than even Saul’s −10.5◦C as indicated by a

higher value of adjusted-R2.

75



3.3 Derivation of datum temperature compatible with a given

activation energy and at any given temperature

Referring to Figure 3.4, as an example, as the temperature range of interest be-

comes infinitesimally small (max(T ) − min(T ) → 0), one can represent the rate

constant as a function of temperature by NS-linear model or FHP-Arrhenius

equation with equal accuracy. Mathematically, the linear model becomes the

tangent to the Arrhenius Curve at a given temperature. Consequently, if the ac-

tivation energy and a particular temperature of interest are given, a compatible

Datum Temperature and tangent slope can be found for that particular temper-

ature that will produce the identical value of k(T ), using the equations derived

below.

Recall the Arrhenius equation expressed in Eq.(3.2). The slope of the tangent

at any arbitrary point (Ti, ki) on Arrhenius equation is calculated using the first

derivative of Eq.(3.2) at temperature Ti.

dk(Ti)

dT
=

EaA

RT 2
i

exp

[

−
Ea

RTi

]

(3.3)

Thus, the equation of the line that relates temperature to rate constant and is

tangent to the Arrhenius Curve at Ti is given by

kt(T ) =
EaA

RT 2
i

exp

[

−
Ea

RTi

]

T + β0 (3.4)

where β0 is the intercept on the k−axis(T = 0). Subsequently, β0 can be com-

puted by using the condition that the linear model passes through point (Ti, ki).

kt(Ti) = ki =
EaA

RTi

exp

[

−
Ea

RTi

]

+ β0

β0 = ki −
EaA

RTi

exp

[

−
Ea

RTi

]

= A exp

[

−
Ea

RTi

](

1−
Ea

RTi

)

(3.5)
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kt(T ) =
EaA

RT 2
i

exp

[

−
Ea

RTi

]

T + A exp

[

−
Ea

RTi

](

1−
Ea

RTi

)

(3.6)

Consequently, an equivalent expression for Eq.(3.6) that relates temperature to

rate constant and is tangent to the Arrhenius Curve at Ti is given by Eq.(3.7).

kt(Ti) =
EaA

RTi

exp

[

−
Ea

RTi

]

+ A exp

[

−
Ea

RTi

](

1−
Ea

RTi

)

(3.7)

Therefore, the compatible Datum Temperature for computational purposes, Td,

at a given temperature Ti to make the rate constant from both NS-linear and

FHP-Arrhenius models equal, can be derived from Eq.(3.7) for the condition

kt(Td) = 0 as follows:

0 =
EaA

RT 2
i

exp

[

−
Ea

RTi

]

Td + A exp

[

−
Ea

RTi

](

1−
Ea

RTi

)

(3.8)

Td = Ti −
T 2
i

Ea/R
(3.9)

where the units of Ti and Ea are ◦K and J/mol, respectively. Specific examples

according to varying activation energies are shown in Figure 3.5 and tabulated

form is also presented in Table 3.1. Note that while the plots in Figure 5 appear

to be linear, this is merely an artifact of the small temperature range (on the

absolute Kelvin scale). The relationship itself is a second order polynomial. On

the other hand, if the Datum Temperature and concrete temperature of interest

are given, the compatible activation energy can be calculated using Eq.(3.10),

which is derived from Eq.(3.9).

Ea =
RT 2

i

Ti − Td

(3.10)

It is noted that in applying Eq.(3.10) Ti must be greater than Td. One could

interpret this constraint as Saul did[38] by assuming that when Ti ≤ Td, no

useful property development can take place. Further, if Ti < Td, the activation

energy becomes negative (Ea < 0) which although kinetically possible[25], is

not meaningful in the present context.
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Eq.(3.9)

For Type I cement without additives ASTM C 1074[19] recommends a Da-

tum Temperature of 0◦C at curing temperature ranging from 0◦C ∼ 40◦C, and

Activation Energy of Ea = 40 ∼ 45 kJ/mol, independent of curing temperature.

As can be seen in Figure 3.5, a Datum Temperature of 0◦C produces the identical

rate constant as an activation energy of Ea = 45 kJ/mol at a concrete tempera-

ture of 15.4◦C, and produces the identical rate constant as an activation energy

of Ea = 40 kJ/mol at a concrete temperature of 17.5◦C. At the extremes of the

ASTM range of curing temperature, a Datum Temperature of −13.7◦C would be

compatible with Ea = 45 kJ/mol at 0◦C, and a Datum Temperature of 21.9◦C

would be compatible with Ea = 45 kJ/mol at 40◦C.
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Table 3.1: Tabulated datum temperature (◦C) at a given Ti, per Eq.(3.9)

Ti Ea(kJ/mol)

(◦C) 30 35 40 45 50 55 60

0 -20.6 -17.7 -15.5 -13.8 -12.4 -11.3 -10.3

5 -16.4 -13.3 -11.1 -9.3 -7.8 -6.7 -5.7

10 -12.2 -9.0 -6.6 -4.8 -3.3 -2.1 -1.1

15 -8.0 -4.7 -2.2 -0.3 1.2 2.5 3.5

20 -3.8 -0.4 2.2 4.1 5.7 7.0 8.1

25 0.4 3.9 6.6 8.6 10.2 11.6 12.7

30 4.6 8.2 10.9 13.0 14.7 16.1 17.3

35 8.7 12.5 15.3 17.5 19.2 20.7 21.9

40 12.9 16.7 19.6 21.9 23.7 25.2 26.4

3.4 Comparison of two approaches

Recall that Carino’s method for finding a compatible Td is based on a linear fit

to the age conversion factor curve over the temperature range of interest (such

range constrained to begin or end at Tr). Values of Td expressed by Eq.(3.9) are

based on the tangent to the Arrhenius Rate Constant curve. Not only is there the

distinction of Td at a given single temperature versus a temperature range, but

the approaches are also distinguished by the difference between the Arrhenius

rate constant curve (or simply, an Arrhenius curve) and the age conversion fac-

tor curve. One can generate the age conversion factor curve from an Arrhenius

curve by plotting as the dependent variable the ratio of the rate constant at Ti to

the rate constant at the predetermined Tr. (Although Tr is commonly selected

as 20◦C[19], it is a variable and its value affects the age conversion factor and
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all subsequent calculations.) The impact of these distinctions will be discussed

after comparing the results obtained by the two approaches.

Figure 3.6 compares datum temperature computed by both approaches.

Solid and dotted lines indicate datum temperature computed by Carino’s ap-

proach applied to temperature ranges of 0◦C ≤ T ≤ 20◦C and 20◦C ≤ T ≤ 40◦C,

respectively, as a function of varying activation energies. The superimposed

curves represent solutions to Eq.(3.9) at concrete temperatures of 0◦C, 10◦C,

20◦C, 30◦C, and 40◦C from the bottom line.
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Figure 3.6: Comparison of Carino’s method with Eq.(3.9)

The range of datum temperature by Eq.(3.9) at any given activation energy

produces a band of values that include results of Carino’s approach. Both ap-
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proaches show a consistent pattern that computed datum temperature increases

with activation energy. In general the Td produced by Eq.(3.9) at a temperature

near the midpoint of Carino’s temperature range closely approximates Carino’s

Td for 0◦C ≤ T ≤ 20◦C, and is consistently about 3◦C higher than Carino’s Td

for 20◦C ≤ T ≤ 40◦C. There is a systematic difference, however, influenced

by activation energy, that can be observed by calculating the average of datum

temperatures computed by Eq. (3.9) for given concrete temperature ranges and

comparing the result to Carino. This is shown in Figure 3.7. One observes that
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Figure 3.7: Difference between two approaches (Td,carino − Td,Eq(9)). Lower
horizontal axis shows the difference (Ti − Tr), and upper hori-
zontal axis shows Ti assuming Tr = 20◦C. (Td,carino − Td,Eq(9))

the difference between the two approaches is small (and generally negligible

for most applications) between Tr − 10◦C and Tr + 5◦C (or 10◦C ∼ 25◦C for
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Tr = 20◦C). When T ≥ Tr Eq.(3.9) provides a higher Td, and when T ≤ Tr

Carino’s approach provides a higher Td. The absolute value of the difference

increases with Ea when T ≥ Tr, and decreases with Ea when T ≤ Tr. Ea makes

little difference at all for concrete temperatures within 5◦C of Tr. Finally, the

fact that any difference vanishes at Ti = Tr is a consequence of the fact that the

X-intercept of the tangent to the age conversion factor curve at the reference

temperature is identical to the X-intercept of the tangent to the Arrhenius rate

constant curve at the same temperature. (See Appendix to this paper.)

3.5 Adapting Equation (3.9) to compute Td for a Range of Con-

crete Temperatures

Eq.(3.9) transforms a given value of Ea to a compatible value of Td at a given sin-

gle value of temperature. While interesting, this is useful only in rare isothermal

cases. The power of the maturity method is the ability to predict concrete prop-

erties from a record of variable temperature over time, where thermal variability

is caused by a combination of heat of hydration and heat transfer with environ-

ment. It is therefore necessary to investigate compatibility of Ea and Td over a

range of temperatures of interest. Therefore, multiple approaches are proposed

as follows for applying Eq.(3.9) to a given temperature range. For each approach

a value of Td is computed under the assumption that Ea = 42.7 kJ/mol, as de-

termined in Carino’s example as illustrated in Figures 3.2 and 3.3. To remain

consistent with Carino’s development, each approach is first applied to two

general temperature regimes: 0◦C ≤ T ≤ 20◦C and 20◦C ≤ T ≤ 40◦C. In

these cases it is assumed that the concrete temperature is distributed uniformly
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over these ranges as would be the case for a monotonic temperature increase or

decrease from one end of the range to the other. In addition, two actual concrete

temperature profiles obtained by Lautz[1] are examined, which fortuitously are

also in the approximate ranges of (0◦C ≤ T ≤ 20◦C-Ithaca winter outdoors) and

(20◦C ≤ T ≤ 40◦C-Ithaca lab with insulated forms). These profiles are shown in

Figure 3.8, and indicate a non-uniform distribution of temperature over time.
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Figure 3.8: Lautz concrete temperature measurements. Hot and cold pro-
files truncated at 7 and 6 days, respectively, for all analyses in
this paper.

Details of the various methods used to obtain values of Td are described in

Table 3.3, and the results are summarized in Table 3.4.
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Table 3.2: Minimum, maximum, average, and mid value of concrete tem-
perature measured by Lautz[1]

Lautz’s cold data Lautz’s hot data

Minimum 0.0◦C 19.3◦C

Maximum 18.5◦C 40.8◦C

Average 4.3◦C 26.5◦C

Mid-value 9.3◦C 30.1◦C

Table 3.3: Options for assigning values of Td over a

Range of Concrete Temperatures

Method Description

A – ASTM recommendation for Type I cement with

no additives at curing temperature from 0C to 40C

– Inferred datum temperature from Nurse’s[37] work

B – Datum temperature proposed by Saul[38], referring

“minimum temperature”

C 1 Datum temperature computed – All avaialble data for rate

by best-linear-fit to constant versus temperature

2 rate constant data in – Selected data considering

accordance with ASTM C 1074 temperature range of interest

3 APPENDIX, based on: – Numerically generated data

set of rate constant versus

temperature for desired,

temperature range computed

by Arrhenius equation
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for a given Ea

D – Carino’s compatible datum temperature computed from Age

Conversion Factor curve for the given concrete range.

Note: the reference temperature must be the upper or lower

bound of the desired concrete range.

E 1 –Average datum temperature taken as a average of values

computed by Eq.(3.9) at maximum and minimum temperature

for the given temperature range

2 –Datum temperature computed by Eq.(3.9) at the average of

maximum and minimum temperature over the range

F – Casagrande-type approach[76].

– Datum temperature is computed by Eq.(3.9) at the intersection

point of two tangential lines at maximum and minimum)

concrete temperatures over the range (See Appendix

to this paper.)

G 1 –Average datum temperature taken as average of datum

temperatures calculated by Eq.(3.9) over each time step for given

concrete temperature profile

2 –Datum temperature computed by Eq.(3.9) at average of the

temperatures at each time step for given concrete

temperature profile
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Table 3.4: Summary of datum temperatures computed by various meth-
ods

Method Assumed Assumed Non-uniform Non-uniform

uniform uniform T = 0◦C ∼ T = 19.3◦C ∼

T = 0◦C ∼ T = 20◦C ∼ 18.5◦C 40.8◦C

20◦C 40◦C

A 0◦C 0◦C 0◦
C 0◦

C

B −10.5◦C −10.5◦C −10.5◦
C −10.5◦

C

C 1 4.6◦C 4.6◦C 4.6◦
C 4.6◦

C

2 −2.9◦C 14.7◦C −2.9◦
C 14.7◦

C

3 −6.1◦C 11.7◦C −6.1◦
C 11.7◦

C

D −4.4◦C 9.0◦C a
−4.4◦

C
b9.2◦

C

E c1 −5.6◦C 12.1◦C −6.2◦C 12.2◦
C

2 −5.6◦C 12.1◦C −6.2◦C 12.2◦C

F −4.1◦C 13.4◦C −5.0◦
C 13.6◦

C

G 1 −5.6◦C 12.1◦C −10.7◦
C 9.0◦

C

2 −5.6◦C 12.1◦C −10.7◦C 9.1◦C

a Approximate value since Lautz’s cold temperature profile does not

include the reference temperature.

b The computed datum temperature by Method D for the concrete

temperature range from 19.3◦C to 20◦C is 3.1◦C using Tr = 20◦C

as the upper bound of the range. Tabulated value is for the range

20◦C to 40.8◦C, using Tr = 20◦C as the lower bound of the range.

c Note that Method E and G are identical methods for uniform

concrete temperature distribution.

Bold values are used to compute maturity in the next section.
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3.6 Discussion of results

While the options explored here are not necessarily exhaustive, a wide range

of candidate values for Td is nevertheless computed, from a low of -10.7C (G)

to a high of 14.7◦C (C-2), in addition to the 0◦C suggested by ASTM C1074

and Saul’s −10.5◦C. Any of these values could be proposed for NS maturity

computation along side of an FHP analysis using Ea = 42.7 kJ/mol, with an

impact on any subsequent comparison between NS and FHP results. It is also

noted that when dealing with the uniformly distributed temperature range of

0◦C ∼ 20◦C, the maximum difference is 10.7◦C, all within the three variants

of method C. A similar maximum difference is observed for uniform (20◦C ∼

40◦C), and again within method C. The case originally made by Carino, that the

appropriate value of Td is significantly influenced by temperature range, is well

supported by these data, regardless of the computational approach. Method G

is the only one to intentionally explore the influence of the actual temperature

profile (in lieu of merely the range). Since the average temperature over the

time period is lower than the midpoint of the range, Td for the actual profiles is

depressed by about 5◦C for the colder profile and by about 3◦C on the warmer

profile. A more pragmatic assessment of the impact of these variations in Td is

based on their impact on calculated maturity as presented in the next section.

3.7 Maturity calculation

While it is recognized that an evaluation of the practical impact of the assign-

ment of Td would necessarily include assessment of the variations in predicted

concrete properties such as compressive or flexural strength, this paper will ex-
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plore only the impact on cumulative values of maturity as influenced by the

various values of Td computed above. In each case maturity is calculated under

the assumption that Lautz’s cold and hot temperature profiles pertain[1], repre-

senting concrete in the field under cold and hot weather conditions. Figures 3.9

and 3.10 show NS maturity calculated by

M(Ti, t) =
n

∑

i=1

(Ti − Td)△t (3.11)

where △t is the length of time step over which Ti was recorded, and (Ti−Td) ≥0.

In the particular case of method C-1 applied to the cold profile, the computed Td

was higher than the coldest concrete temperature. An algebraically literal appli-

cation of Eq.(3.11) would demand a negative maturity for time steps over which

Ti < Td. For this analysis, therefore, a negative maturity increment was not al-

lowed, with a minimum value of (Ti − Td) = 0. One of the general principles

evident in Figures 3.9 and 3.10 is that the lower the concrete temperature, the

greater the impact of the datum temperature. The maturities computed for the

cold concrete differ by almost a factor of 8 for the various values of Td, while the

difference is slightly over a factor of 3 for the hot concrete. Therefore, selection

of datum temperature may be of more significance for cold weather concrete

than for hot weather concrete.

Recalling that the first fundamental difference between the NS and the FHP

methods is the linear (NS) vs nonlinear (Arrhenius) relationship between tem-

perature and rate constant, the second fundamental difference is that NS com-

putes cumulative maturity expressed in units of time × temperature, while FHP

(nonlinear, Arrhenius based) computes relative maturity as a ratio to the matu-

rity that would have accumulated at a fixed, isothermal reference temperature

(Tr). The FHP result is expressed in time units of “Equivalent Age.” Thus one

cannot make a direct comparison between values of maturity computed by the
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Figure 3.9: NS maturity for Lautz’s cold concrete temperature profile

two methods. However, one can readily apply the relative maturity approach

to the NS method as suggested by Carino to enable a valid comparison, as de-

scribed in Eq.(3.12).

M(Ti, t) =
n

∑

i=1

Ti − Td

Tr − Td

△t (3.12)

Figure 3.11 and Figure 3.12 present equivalent age from NS-based equivalent

ages for cold and hot data sets, using Tr = 20◦C. When expressed as equivalent

age, cold concrete results vary by about a factor of 4, while the hot concrete

results vary by less than a factor of 2. It is also intriguing that for the cold

concrete temperature profile, the datum temperatures by Method C-3, E, and F,

produce results that are very similar to the FHP equivalent age. Results from

Methods D and G were the most similar and nearly identical to FHP for the hot
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Figure 3.10: NS maturity for Lautz’s hot concrete temperature profile

concrete temperature profile. Note that relative NS maturities based on Saul’s

Td of −10.5◦C and ASTM’s 0◦C are significantly lower than that computed by

FHP.

3.8 Discussion

Given that this paper has concentrated on datum temperature, it may be useful

to reflect on its development and meaning. Nurse[37] initially computed his

“degree C-hours” as without the deliberate notion of a datum temperature, but

his development implicitly made 0◦C the baseline or datum value, (i.e. (T −Td)t

where Td = 0◦C. Since his work was initially developed for steam curing, Nurse
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Figure 3.11: Equivalent age for Lautz’s cold concrete temperature profile
with varying methods

never had to confront T < 0, so he always computed the area under the time-

temperature curve above the X axis, i.e., above T = 0◦C. Saul[38] then modi-

fied Nurse’s contribution by explicitly defining the “Minimum temperature for

compressive strength development,” and suggested −10.5◦C in a footnote to

his paper. (Note the subtle but important distinction between “strength devel-

opment” and hydration.) Plowman[77] used the term “datum temperature,”

defined as the curing temperature at which the strength of concrete remains

constant irrespective of age. He demonstrated experimentally that for his mix-

tures no strength development occurred after 5 days at a “datum temperature”

of 11◦F (−12◦C). Other values were ultimately proposed ranging from 5◦C to
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Figure 3.12: Equivalent age for Lautz’s hot concrete temperature profile
with varying methods

20◦C[53, 77]. More fundamental research has suggested that Td may not re-

ally be a physical threshold, demonstrating that hydration of Portland cement

can proceed, albeit slowly, at temperatures as low as −40◦C.[78] (Of course

bulk water in large capillary pores is subjected to freezing at about −10◦C to

−8◦C.[33, 78, 79]) Nevertheless, in regard to maturity calculations and to the

topic of this paper in particular, datum temperature continues to have a compu-

tational value independent of a literal, physical/chemical interpretation. This

is best demonstrated by the rate constant graph in Figure 3.3 in which the non-

linear Arrhenius curve trends towards a zero rate constant at a temperature far

lower that any conventional assumptions for Td. Meanwhile the X-intercept
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(rate constant = 0) for nearly all of the linear approximations discussed herein

is well above values such as Saul’s −10.5◦C, yet these linear approximations

return useful values for the rate constant. The fundamental goal of this paper

has been to continue Carino’s exploration of methods for finding values of a

computationally useful datum temperature that would enable use of the lin-

ear NS method with “accuracy comparable to using the [nonlinear] Arrhenius

function,” to paraphrase Carino[55]. As pointed out earlier, the most meaning-

ful evaluation of “accuracy” relates to the ability to predict concrete strength (or

other property) via the maturity method, which is at least a two part process of

transforming time and temperature records, datum temperatures, or activation

energies into maturity or equivalent age values, followed by converting these

values into concrete strength on the basis of prior correlations. Even though

this paper has shown dramatic differences in maturity values resulting from

variations in Td, it must also be recognized that the establishment of strength-

maturity relationships based on a selected value of Td is also to a large extent a

self-calibrating operation that reduces the unilateral effect of Td on the resulting

error in strength prediction. As long as the same method and Td is used to es-

tablish maturity values for the strength-maturity curves as is used to compute

maturity from field records, the strong effect of Td is to some extent weakened.

Nevertheless, when the goal is to approximate the more physically correct, non-

linear effect of temperature on concrete property development with a simpler

linear model, this paper and Carino’s earlier work have shown multiple ways

to achieve that goal. Figures 3.11 and 3.12 demonstrate the convergence of the

NS and FHP methods for the appropriate matching of Td to Ea.

93



3.9 Example application

Barnett et al.[5] has proposed the effect of Ground Granulated Blast Furnace

Slag(GGBFS) addition on activation energy on the basis of measurements of

mortar cube strength with time. For mortars with a water-to-binder ratio in the

range of 0.51 to 0.62, Ea is reported as a function of GGBFS addition as shown

in Figure 3.13. Compatible values of datum temperature were computed using
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Figure 3.13: Activation energy with varying GGBFS content re-plotted by
authors (after Barnett et al.[5])

Equation (9) for T = 10◦C, 20◦C, 30◦C, and 40◦C, coupled with the fitted line in

Figure 3.13. The results are shown in Figure 3.14.
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3.10 Conclusion

(1) As pointed out by others[73, 55], a computationally appropriate value of

datum temperature depends on the range of concrete temperature over

which the maturity method will be applied.

(2) For a given activation energy and concrete temperature, a compatible da-

tum temperature can be estimated, either by Carino’s numerical method

applied to the age conversion factor graph, or the closed-form solution

based on the rate constant graph proposed here as Eq.(3.9). For most ap-

plications, the difference between the two results is small. Methods pro-

posed here may be somewhat easier to apply over a range of temperatures
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than Carino’s numerical method, especially when the temperature range

of interest is not bounded above or below by the reference temperature.

(3) Several methods to compute a single datum temperature applicable over a

range of concrete temperatures have been shown. Precisely which method

leads to the closest convergence with the FHP age conversion factor ap-

pears to differ with concrete temperature.

(4) The selection of Td has a significant impact on the computed maturity, with

a proportionately greater impact on cooler concrete. Therefore, appropri-

ate assignment of datum temperature may be of more significance for cold

weather concrete than for hot weather concrete.

(5) When comparing the utility of NS versus FHP for a given concrete mix-

ture in any given application, it is appropriate to similarly characterize the

temperature sensitivity of the mixture in both methods. Differences in the

efficacy between NS and FHP that have been attributed to the mechan-

ics of the methods themselves may be due in large part to assumed (and

incompatible) values of Td and Ea.

(6) If convergence of the results of the NS and FHP methods is desirable, such

is more likely to be achieved with a temperature-adjusted value of Td than

with the fixed values proposed by Saul or by ASTM C1074.

(7) When applying a temperature-adjusted Td to the NS method, it is impor-

tant that (Ti − Td) ≥ 0.
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3.11 Appendix

3.11.1 Compatible Td at the reference temperature by both rate

constant and age conversion curves

If Carino’s approach is applied to an infinitesimally small concrete temperature

range near the reference temperature(T = [Tr, Ti] and T i → Tr or T = [Ti, Tr]

and Ti → Tr), a tangential linear model to the FHP age conversion factor curve

can be can be derived in a manner similar to that used to obtain Eq.(3.9). The

age conversion factor γ of FHP method at any given temperature T is expressed

by

γ(T ) =
k(T )

k(Tr)
= exp

[

−
Ea

R

(

1

T
−

1

Tr

)]

(3.13)

Thus, the first derivative of Eq.(3.13) is expressed in Eq.(3.14).

γ(T )

dT
=

Ea

RT 2
exp

[

−
Ea

R

(

1

T
−

1

Tr

)]

(3.14)

Since the tangential linear model γt at concrete temperature Ti crosses the point

(Ti, γ(Ti)), the general form of the tangential linear model to the FHP age con-

version factor at Ti can be derived as follows:

γt(T ) =
Ea

RT 2
i

exp

[

−
Ea

R

(

1

T
−

1

Tr

)]

T +

(

1−
Ea

RTi

)

exp

[

−
Ea

R

(

1

T
−

1

Tr

)]

(3.15)

Therefore, the associated datum temperature can be computed by letting

γt(T ) = 0, such that

0 =
Ea

RT 2
i

exp

[

−
Ea

R

(

1

T
−

1

Tr

)]

Td +

(

1−
Ea

RTi

)

exp

[

−
Ea

R

(

1

T
−

1

Tr

)]

(3.16)

Consequently, the datum temperature is formulated by

Td = Ti −
Ti

Ea/R
(3.17)
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Thus, for the condition, Ti − Tr → 0, the datum temperature is computed by

Td = Tr −
Tr

Ea/R
(3.18)

Therefore, the difference of two approaches at the reference temperature in
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Figure 3.15: Compatible datum temperatures at the reference tempera-
tures for varying activation energies

Figure 3.7 is zero. For a typical reference temperatures, Tr = 20◦C and Tr =

23◦C, the associated datum temperatures as a function of activation energy are

presented in Figure 3.15.
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3.11.2 Casagrande-type approach (Method F)

The characteristic concrete temperature is computed by a Casagrande-type

approach[76]. That is, datum temperature is computed at the intersection point

of two tangential lines at maximum and minimum concrete temperatures. The

intersection point of two tangential linear models can be computed by graphi-

cally as shown in Figure 3.16 or numerically by Eq.(3.19).

Tintersect =
exp

[

− Ea

RTmin

] (

1− Ea

RTmin

)

− exp
[

− Ea

RTmax

] (

1− Ea

RTmax

)

Ea

R

{

exp
[

− Ea

RTmax

]

/T 2
max − exp [−Ea/ (RTmin)] /T

2
min

} (3.19)

In Method F, described in the main paper, the intersection points associated

with the given concrete temperature distributions are summarized in Table 3.5.
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Table 3.5: Intersection points computed by Eq.(3.19)

Uniform Uniform Nonuniform Nonuniform

T = 0◦C T = 20◦C T = 0◦C T = 19.3◦C

∼ 20◦C ∼ 40◦C ∼ 18.5◦C ∼ 40.8◦C

11.6◦C 31.4◦C 10.7◦C 31.7◦C

Because the Arrhenius equation is an exponential function, the intersection

point (or characteristic temperature) is higher than the middle value of maxi-

mum and minimum concrete temperatures. As a result, the resulting datum

temperature is higher than Method E.
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CHAPTER 4

DIFFERENCE IN SETTING BEHAVIOR BETWEEN PREPARED AND

SIEVED MORTARS IN THE C403 TIME OF SETTING TEST

4.1 Introduction and Background

As evident from its title, “Time of Setting of Concrete Mixtures by Penetration

Resistance,” ASTM C403-08 [80] is used to quantify the setting behavior of “con-

crete”, even though the penetration resistance test itself is actually performed on

mortar extracted from the concrete by sieving. In developing the C403 proce-

dure, Tuthill and Cordon [81] directly adopted the proctor penetration appara-

tus from the geotechnical test method for measuring the relationship between

moisture content and penetration resistance in fine-grained soils (currently pub-

lished as ASTM D1558-10 [82]). Since D1558-10 is not intended for use with

granular soils, the originators of C403 introduced the intermediate step of pass-

ing fresh concrete through an ASTM E11-09 [83] 4.75 mm (#4) sieve to obtain

mortar as a surrogate “fine-grained soil.” In applying the Proctor penetration

method to the sieved mortar, Tuthill and Cordon noted that the “... equipment

provides an accurate, rapid, and economical method of determining hardening

characteristics of concrete mortar which, though not equal to those of corre-

sponding concrete, are of similar character and reliably indicative of what may

be expected of the concrete.” The required “Wet-sieving1” (sieving, hereafter)

is a time-intensive procedure in which the fresh concrete is passed over a sieve

1The term “wet sieving” is used in ASTM C403. This term is used in other ASTM test meth-
ods (such as C430-08) to imply that a stream of water is used to help wash solid materials
through the sieve. In the specific case of ASTM C403 no water is used to assist in the sieving
process and the term merely implies that the concrete being sieved has been recently mixed and
is in that sense “wet.”
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accompanied by manual or mechanical vibration as described in ASTM C172-

10 [84]. In the experience of the authors and others, with stiff concrete mixtures

it can be difficult to sieve a sufficient quantity of mortar by merely vibrating the

sieve alone, such that it is expedient to vigorously rub the stiff concrete over

the sieve. The extracted (or sieved) mortar is then collected, placed, and con-

solidated into a container having least dimensions of 152 mm (6 in.) for both

width and depth, into which the proctor needles are subsequently intruded.

(A 300mm× 600mm (6 in.× 12 in.) cylinder mold cut to 2/3-height is a conve-

nient container for this purpose.)

Over multiple experiments with the C403 test, the authors have observed the

phenomenon first identified by Kelly [3]: significant differences between the set-

ting behavior of mortar sieved from a particular fresh concrete mixture, and the

setting behavior of mortar prepared without the addition of coarse aggregate to

have the identical composition as the mortar fraction of the same concrete. This

is shown in Fig. 4.1 in which it is seen that the sieved mortar had the time of ini-

tial setting that was 36 minutes or 14% earlier than that of the prepared mortar,

and the time of final setting of the mixed mortar was 58 minutes or 16% earlier.

Such pattern is as is suggested by the note in Section 5.3 of ASTM C403 [80],

“... it has been shown that the initial and final setting times may be increased

when using the prepared mortar.” While Kelly [3] offered no explanation for

the difference in behavior, the significance of his findings can be quantified by

comparison with the C403 precision statements, in which Kelly’s results clearly

show a difference greater than that considered by C403 to be an acceptable dif-

ference among samples of the same mortar. In particular, the authors make

reference to the three-sample, single-operator precision included in ASTM C403

as of the 2006 version. In 2006 ASTM C403 [80] updated the precision statement
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Figure 4.1: Penetration resistance of sieved and mixed mortars measured
by Kelly [3] with exponential curve-fits by the authors. (Hor-
izontal line segments in the Figure denote acceptable range of
three results for initial and final setting time per C403.)

by replacing previously published values of coefficient of variation (COV) with

fixed time intervals obtained from an inter-laboratory study [85]. The largest

reported single operator precision (denoted by “acceptable range of three re-

sults”) is 11.4 minutes (denoted subsequently by Ai) for initial, and 14.6 minutes

(denoted subsequently by Af ) for final setting times, respectively.

The purpose of this paper is to further explore and quantify the difference

in setting between prepared and sieved mortar. This is useful because although

C403 is clear that the setting behavior of concrete is to be quantified on the ba-

sis of sieved mortar, in some cases it is convenient to study setting behavior

on mortars intentionally-mixed (prepared) to represent the mortar fraction of

a given concrete of interest [4, 86]. Although C403 notes a possible difference

in the setting behavior between “prepared mortar” (intentionally mixed to rep-
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resent the mortar fraction of concrete) and “sieved mortar” (sieved from fresh

concrete in accordance with C403), users of the test are not alerted to the likely

magnitude or significance of this difference. The paper therefore quantitatively

reports differences of setting times between prepared and sieved mortars based

on experiments performed by the authors and two data sets from the litera-

ture [3, 4].

4.2 Experiment

A series of experiments were performed to investigate the effects of sieving on

mortar composition and penetration resistance. Experiment B required mixing

concrete, sieving-out the coarse aggregate, and comparing the subsequent pen-

etration resistance results with those obtained from intentionally mixed mortar

(no coarse aggregate). This experiment therefore not only provided data on set-

ting behavior of prepared-versus-sieved mortar, but validated the C403-08 pre-

cision statements, and served as the pilot for techniques for analyzing changes

in mortar composition as a result of sieving. Experiment C also began with mix-

ing concrete followed by sieving, accompanied by detailed before- and after-

sieving analysis of paste content and aggregate grading, but did not include

penetration resistance tests. Experiment D not only replicated Experiment C,

but also examined a prepared mortar and included penetration resistance test-

ing. Experiment E replicated experiments C and D in methodology, but varied

the mortar mixture proportions.
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4.2.1 Materials

Mixture proportions for all experiments are summarized in Table 5.1. The gen-

eral targets were to create concrete with 60% mortar volume (experiment B, C,

and D) and 55% mortar volume (experiment E), all with 30% paste volume in the

concrete. This translates to mortar with a 50% and 55% paste volume-fractions.

All pastes were mixed with W/C = 0.45 (giving the paste a 41% cement volume-

fraction). The proportions actually realized were slightly different due to the

measured air content of about 5 to 7% in the pre-sieved, non-air-entrained mor-

tar. This translates to an air content of 2.5 to 3.8% in the associated non-air-

entrained concretes. Details of aggregates and properties are shown in Table 5.2,

in which in all cases the term “paste” refers to “air-free paste,” while the terms

“mortar” and “concrete” include the volume of all ingredients including air.

4.2.2 Experimental Procedure

All mortars and concretes were mixed in accordance with either ASTM C305-

13 [91] or C192-07 [92] in an ambient laboratory temperature of 23◦C (73◦F ).

For Experiment B concrete was sieved over an aggregate testing screen in a

large frame per ASTM E11 [83] with dimensions L590 mm × W360 mm ×

D60 mm(23 in. × 14 in. × 2.5 in.). For Experiments C, D, and E the mor-

tars were sieved over standard 200 mm (8 in.) circular brass sieves. Modified

300 mm × 600 mm (6 × 12 in.) cylinder molds were used for mortar containers

as noted previously. Penetration resistance tests were performed in an environ-

mental chamber at constant 23◦C (73◦F ).
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Table 4.1: Mixture Proportion for mortars and concrete (per 1 m3 (or 1 cu-
bic yard) of mortar or concrete)

Ingredients Experiment Bb, Cc, Dd Experiment E

kg/m3 (lb/CY ) kg/m3 (lb/CY )

mixed mixed mixed mixed

mortar concrete mortar concrete

Cementa(Type I) 620 (1046) 380 (640) 644(1085) 377(636)

Water 279 (471) 171 (288) 290(488) 170(286)

Fine aggregates 1260 (2123) 770 (1682) 1078(1818) 632(1065)

Coarse aggregates - 998 (1682) - 1151(1940)

Vpaste/Vconcrete
d - 29% - 29%

Vpaste/Vmortar 48% 48% 50% 52%

P/Ae 1.0 1.0 1.2 1.2

a Type I cement from the same manufacturer was used for all exper-

iments, yet the cement for experiments B was from a different pro-

duction run from that used for experiments C, D, and E.

b Concrete was designed and batched; sieved mortar was extracted

from the concrete. Mortar was designed and batched with the iden-

tical composition of the concrete mortar fraction.

c Concrete was designed and batched, and sieved-mortar was ex-

tracted.

d In all cases the term “paste” indicates cement and water only, air is

not included. Air is classified as a separate component of the mix-

tures.

e P/A = Vpaste/Vfine.
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Table 4.2: Properties of Aggregates

Experiment Types Absorption (%) Specific Gravity Fineness Modulus

B Fine 2.8 2.65 2.99

Coarse 1.2 2.57 7.32

C Fine 2.2 2.62 2.75

Coarse 1.5 2.65 7.51

D Fine 2.2 2.62 2.99

Coarse 1.5 2.65 7.24

E Fine 2.2 2.62 2.55

Coarse 1.5 2.65 7.44

a Aggregate properties obtained per ASTM C127-08 [87] and C128-08 [88]

b Sieve analyses per ASTM C136-06 [89] for both fine and coarse aggregates

before mixing.

c Coarse aggregates met grading requirements for ASTM C33 size number

7 [90] with a nominal size of 12.5 mm (1/2 in.).

d Aggregates sieved in Experiments B was sampled from the stockpiles. All

aggregates used in Experimens C, D, and E were taken directly from the ag-

gregate sieves and remixed into the concrete for greater precision in evaluat-

ing the effects of mortar-sieving on aggregate particle size distribution.

4.2.3 Calculation Method of Setting Times

Curve-fits and initial- and final set-time intercepts were determined by both

power (Eq.(6.2)) and exponential (Eq.(6.3)) functions. The power function as
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proposed by Popovics [9] has been adopted by ASTM C403-08. C403 “Equation

(1)” is the power function written in logarithmic format to facilitate graphical

determination or linear regression of setting-times, producing a readily inter-

pretable value of R2 for quantifying goodness-of-fit. C403 “Equation (2)” is the

direct algebraic form of the same power function, but its use requires a non-

linear regression. ASTM C403 Equation (1) is reproduced as Eq.(6.2) in this

paper. Alternatively, the exponential function (shown here as Eq.(6.3)) has been

used effectively by other researchers [10,18] for fitting penetration resistance

data. For the data reported here, either function can be used to effectively repre-

sent the data as shown in Tables 4.3 and 4.4, while neither function consistently

produced the superior goodness-of-fit as indicated by R2.

logPR(t) = a+ b log t (4.1)

logPR(t) = c+ dt (4.2)

4.3 Experimental Results and Analysis

4.3.1 Penetration Resistance

Results of all penetration resistance tests are shown in Tables 4.3 and 4.4, which

will be discussed subsequently in more detail. Discussion of the experiments

in order, however, begins with Experiment B which examined penetration re-

sistance for each of three containers of prepared mortar and three containers of

sieved mortars as shown in Figures 4.2 (a), 4.2 (b), and 4.2 (c). Figure 4.2 (a)

shows the results of 3 replicates of penetration testing for the prepared mortar,

while Figure 4.2 (b) shows the same for the sieved mortar. Note that for the pre-

108



pared mortar the experimentally-determined range of values over three repli-

cates for initial- and final-setting-time was 6.6 and 1.9 minutes, as compared to

the ASTM ranges of 11.4 and 14.6 minutes. (ASTM ranges are shown as horizon-

tal error bars in the figure.) For sieved mortar, on the other hand, the observed

ranges in initial and final set were 11.4 and 7.9 minutes. Thus, differences in

setting times within the sieved mortar replicates, and again within the prepared

mortar replicates were within the ASTM precision. However, when the pooled

results of the sieved mortar are compared with those of prepared mortar, it is

observed that the difference in setting times between sieved and prepared mor-

tar is larger than the C403 range of variability. This suggests a significant effect.

Figure 4.2 (c) shows only the curves fitted by the power function for the entire

prepared-mortar data set vs. that for the sieved-mortar data set.

The results of Experiment D presented in Fig. 4.3 indicate the same general

effect of sieving as seen in Experiment B and as observed by Kelly [3]. In this

case only single samples, each of prepared and sieved mortars, were tested,

but the difference remains larger than the C403 range. It is noted, however,

that the magnitude of the differences between sieved and prepared mortar is

greater in Experiment D than had been observed in Experiment B which had

been prepared with identical proportions. The only known differences in ma-

terials between the two experiments are the batch of bagged cement from the

same manufacturer, a slight change in grading curve of the coarse aggregate

and significantly coarser sand for Experiment B (See Table 5.2). However, as

described above, Experiments B and D used different types of sieves.

To maintain a paste content of 30% and the target P/A of 1.2, the concrete

mixture for Experiment E incorporated 5% less fine and 5% more coarse aggre-

109



 0

 1000

 2000

 3000

 4000

 5000

 0  1  2  3  4  5  6  7

P
en

et
ra

ti
o
n
 r

es
is

ta
n
ce

 (
p
si

)

Time(hours)

Prepared 1
Prepared 2
Prepared 3

(a) Prepared Mortar
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(b) Sieved Mortar
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(c) Average penetration resistances of mixed
and sieved mortars

Figure 4.2: Penetration resistance with time for each of three samples for
prepared and sieved mortars in Experiment B (Lines have been
fitted with the power function.)

gate compared with the mixture for experiments B, C, and D. Figure 4.4 presents

the comparison of penetration resistance between sieved and prepared mortar.

The difference between initial and final setting times in Experiment E varies

depending on the curve-fitting function used. The best-fit is obtained with the

exponential function with differences between sieved and prepared mortar that
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Figure 4.3: Penetration resistance with time for mixed and sieved mortars
in experiment D (Lines have been fitted with the power func-
tion.)

are greater than the ASTM C403 acceptable range introduced earlier. A some-

what poorer-fit is obtained with the power function required by C403, but with

smaller resulting differences between final setting times for sieved and prepared

mortar, which in this case is within the ASTM range of single operator precision.

Within the database presented here, Experiment E manifested the smallest ob-

served difference of initial and final setting times (with the exception of data

from Chung, et al. [4] to be discussed).

Table 4.3 and 4.4 summarize computed setting times from all penetration

resistance results conducted in this study and collected from the literature. In

these tables setting times in bold font are derived from the function that pro-

duced the best-fit to the penetration resistance data. (This is also seen by com-

paring the values of R2 across the two tables.)
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Table 4.3: Estimated setting times of experiments and literature estimated
by the power function (Ai = 11.4 min. and Ai = 14.6 min.)

Experiments Initiala Finalb R2 RE%c RE%d Ke K f bg

initial final initial final

B-Prepared 4.27 5.97 0.998 6.7% 6.7% 1.7 1.7 6.42

B-Sieved 3.95 5.55 0.987 6.60

D-Prepared 4.82 6.54 0.997 14.0% 12.0% 3.1 2.9 6.83

D-Sieved 4.23 5.84 0.997 6.46

E-Prepared 3.85 5.40 0.994 8.7% 3.3% 1.7 0.7 6.17

E-Sieved 3.54 5.22 0.984 5.36

Kelly-Prepared 4.79 7.15 0.999 14.3% 15.6% 3.2 4.0 5.17

Kelly-Sieved 4.19 6.19 0.998 5.32

Chung-Prepared 3.97 5.86 0.982 1.1% 2.5% 0.2 0.6 5.26

Chung-Sieved 3.92 5.72 0.971 5.45

(W/C=0.4)

Chung-Prepared 5.10 7.64 0.991 0.2% -0.3% 0.1 -0.1 5.09

Chung-Sieved 5.09 7.66 0.998 5.02

(W/C=0.4)

a Initial setting times estimated by specified functions

b Final setting times estimated by specified functions

c RE% initial = |tinitial set,prepared − tinitial set,sieved|/tinitial set,sieved × 100%

d RE% final = |tfinal set,prepared − tfinal set,sieved|/tfinal set,sieved × 100%

e K initial=(tinitial set,prepared − tinitial set,sieved)/Ai

f K final= (tinitial set,prepared − tinitialset,sieved)/Af (see discussion 4.1)

g Estimated b in Eq.(6.2) and d in Eq.(6.3) by curve-fittings.
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Figure 4.4: Penetration resistance with time for mixed and sieved mortars
in experiment E (Lines have been fitted with the exponential
function.)

4.4 Discussion

4.4.1 Difference in Setting Times of Prepared and Sieved Mor-

tars

As pointed-out earlier, the note in Section 5.3 of ASTM C403 [80] alerts the op-

erator that “initial and final setting times may be increased when using the pre-

pared mortar.” From the results obtained in this study, the difference alluded to

in that note can be as much as a 6% to 14% increase in initial setting time, and

a 3% to 12% increase in final setting time for prepared mortar in comparison

to sieved mortar. These differences varied by experiment and by the function

used to fit the data. The magnitude of these differences are indicated in Ta-
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Table 4.4: Estimated setting times of experiments and literature estimated
by the exponential function (Ai = 11.4 min. and Ai = 14.6 min.)

Experiments Initiala Finalb R2 RE%c RE%d Ke K f dg

initial final initial final

B-Prepared 4.44 5.88 0.977 5.8% 7.2% 1.6 1.8 1.51

B-Sieved 4.14 5.44 0.972 1.76

D-Prepared 4.96 6.43 0.986 14.1% 12.4% 3.2 2.9 1.41

D-Sieved 4.34 5.72 0.988 1.51

E-Prepared 3.97 5.23 0.994 7.8% 4.8% 1.5 1.0 1.66

E-Sieved 3.69 4.99 0.995 1.60

Kelly-Prepared 4.87 7.11 0.995 16.5% 15.2% 3.6 3.9 1.68

Kelly-Sieved 4.18 6.17 0.999 1.05

Chung-Prepared 3.78 5.93 0.987 -2.2% 3.8% -0.4 0.9 0.96

Chung-Sieved 3.87 5.72 0.929 1.11

(W/C=0.4)

Chung-Prepared 5.42 7.43 0.989 11.7% -3.7% 3.0 -1.2 1.02

Chung-Sieved 4.85 7.72 0.984 0.72

(W/C=0.5)

bles 4.3 and 4.4 by the “K-factors” which express the measured difference in

setting time between sieved and prepared mortars divided by the ASTM single

operator precision. As seen in the Tables, K-factors are 1.5 to 3 for initial setting

time and 1 to 3 for final setting time. Kelly’s experiment [3] also showed the

same pattern of delay in setting times of prepared mortar with slightly larger
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difference, 14% to 16% corresponding to K-factors of 3 to 4 times of ASTM C403

precision. The data sets by Chung et al. [4] presented very different results,

with little difference between the setting behavior of sieved and prepared mor-

tar. Chung et al. [4] did report, however, that the penetration resistance of their

prepared mortar was measured by a screw-driven testing machine, while that

for their sieved mortar was tested by portable testing apparatus.

4.4.2 Functions to estimate setting times

ASTM C403-08 [80] requires use of the power function (Eq.(6.2)), although the

exponential function (Eq.(6.3)) can sometimes provide a better fit to the data, as

shown in Table 4.3 and 4.4.

Popovics [93] had advocated the power function, and more specifically rec-

ommended use of a fixed power of 7 for the variable b in ASTM C403 equation 1

(which is Eq.(6.2) in this paper). While ASTM has not adopted that recommen-

dation, the data collected here provide interesting insight to the utility of such

a fixed value for the exponent in the power function. Figure 4.5 (a) shows the

histogram of b in Eq.(6.2) computed by the best-fit for each available sieved data

set, and Figure 4.5 (b) shows the same for the prepared mortars. (These values

are reported in the last column of Table 4.3.) One first notices that there is no

significant difference between these two populations, as is evidenced by simi-

larity in the 95% confidence intervals on the exponent of [5.5 to 6.3] for sieved,

and [5.6 to 6.4] for prepared. These analyses suggest that the exponent obtained

from curve-fitting with the power function will most frequently be found in the

range of about 5.5 to 6.5 for the types of materials and proportions evaluated
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Figure 4.5: Histogram of best-fit value of exponent (b in Eq.(6.2)) for Power
function for all experiments

here.
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In regard to the curve-fitting function itself, the data reported in Tables 4.3

and 4.4 demonstrate that for about 1/3 of the data sets the exponential function

provided the best-fit. As shown in Tables 4.3 and 4.4, the differences in setting

time obtained from the two functions range from 0 to 18 minutes (0.3 h). While

the significance of these differences varies, it may be reasonable for ASTM to

include the exponential function as a viable alternative to the power function,

depending on goodness of fit for curve-fitting.

4.4.3 Estimation of Concrete Setting Times

In the general case the fundamental purpose for performing the C403 test on

mortar, sieved or prepared, is to learn about the setting behavior of the parent

concrete, as implied by the title of the test method, and as noted earlier by Tuthill

and Cordon. For example, it is generally expected that faster-setting mortar will

likewise lead to faster-setting concrete, and a series of lab tests would enable

a correlation between the two. The practical significance of any difference in

the behavior of sieved vs. prepared mortar would be indicated by the impact

of that difference on the ability to predict setting behavior of the concrete the

mortar represents. In this regard Abel and Hover [94] performed C403 tests

simultaneous with observations of concrete placing and finishing operations in

the field and suggested that “initial setting2” and “final setting3” as defined by

professional concrete finishers, occurred at about the time that the C403 test

indicated a penetration resistance for sieved mortar of approximately 41.4 kPa

2Professional finishers can stand on freshly placed concrete with a footprint depth of no more
than about 6.35 mm (1/4 in.), can float the concrete, and can place a powered float machine on
the concrete surface at their definition of “initial setting.”

3No footprint is left on the surface, and concrete finishing operations can no longer be effec-
tively performed without damage to that surface at a finisher’s definition of “final setting.”
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(6 psi), and 103.4 kPa (15 psi) respectively. Similar threshold values have been

suggested by others [95]. Using these numerical criteria, data collected from

sieved mortar would lead to predictions of concrete setting times that are up to

0.4 hours earlier than predicted from prepared mortar. The significance of this

difference would depend on the application, and could be taken into account

with an appropriate correlation as long as one is consistently using either sieved,

or prepared mortar exclusively.

4.5 Conclusion

Wet-sieving must be performed to remove coarse aggregates when preparing

the specimens in accordance with ASTM C403-08 because of the interference

between coarse aggregate particles and the penetrometer probes as discussed

by the inventors of the test [81]. It is therefore implicit that the resulting set-

ting behavior of the extracted mortars correlates in some representative way to

that of the concrete. Both sieved and prepared mortars are used in various ap-

plications, and the results vary between the two. ASTM C403 notes that such

differences may be expected, and this study has quantified those differences as

follows:

• In general, initial and final setting times of prepared mortars were delayed

5% to 16% as compared with those of sieved mortars based on experiments

performed in the research and the data set obtained by Kelly.

• Such differences vary in magnitude from 1 to 3 times the currently re-

ported duration of the ASTM C403 single-operator precision for three

samples.
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• Therefore, the setting times of a prepared mortar that exactly represents

the mortar fraction of a given concrete can be significantly different from

those of sieved mortars extracted from a given concrete.

• The difference in setting behavior between Experiments B and D suggests

that the type of sieve used may impact the observed setting behavior.

• It is also suggested that the exponential function can be a viable alternative

to the power function for fitting setting time data and for computing initial

and final set-time intercepts.
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CHAPTER 5

THE EFFECTS OF SIEVING AND PASTE CONTENT ON THE SETTING

BEHAVIOR OF MORTARS AS MEASURED BY ASTM C403

5.1 Introduction

ASTM C403-08 [80], “Time of Setting of Concrete Mixtures by Penetration Resis-

tance,” quantifies the setting behavior of “concrete” by measuring the penetra-

tion resistance of mortar sieved from the concrete. (This procedure was adopted

by Tuthill and Cordon [81] from the soil testing method for measuring penetra-

tion resistance in fine-grained soils for geotechnical applications [82].) To avoid

the labor-intensive process of sieving the concrete (in which the mass of con-

crete sieved must be about twice the mass of mortar required for testing), some

users opt to intentionally mix the mortar component of concrete without inclu-

sion of coarse aggregate to study setting behavior of that concrete. The mortar

thus obtained is referred to as a “prepared mortar” in contrast to the “sieved

mortar” extracted from concrete. ASTM C403 acknowledges this practice and

alerts the user that setting times may be increased when using the prepared

mortar. Lee et. al. [2] showed that such differences can be larger than the sin-

gle operator precision in C403 precision statements. They showed that setting

times for prepared mortars increased 5% to 14% compared to those of sieved

mortars extracted from a given concrete. Figure 5.1 summarizes their compila-

tion beginning with Kelly’s data [3] on the left to set the general pattern, with

additional similar results on the right. As seen in Figure 5.1, the magnitudes

of the ”sieving-effect“ vary but with the exception of Chung et al. [4], match

the pattern first identified by Kelly [3], and thus substantiate the note in ASTM
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C403 [80, 5.3]. While neither Kelly [3] nor C403 offer further commentary or ex-

planation for the difference in behavior, the authors pose the hypothesis that the
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difference in setting behavior between sieved and prepared mortar is because

wet-sieving reduces paste content of the mortar. The rationale for this hypothe-

sis is that coarse aggregates retained on the sieve are observed to be coated with

a layer of paste with embedded fine aggregate particles. The primary purpose

of this paper is to further investigate this hypothesis as an explanation for the

observed impact of sieving on the setting behavior of mortar.

As will be demonstrated here, sieved mortars have lower paste content than

prepared mortars, even though both began with the same initial mixture com-

position. Further, as suggested by Powers [96] and observed by others [4, 86],

the reduction of paste content (or increase in aggregate content) in mortar leads

to decreased workability, accompanied by a greater force required to achieve a

given plastic deformation. In the context of this work that would lead to higher

penetration resistance and therefore faster setting times for mortar with a re-

duced paste content.

5.2 Experiment

Experiments detailed in Lee et. al. [2] compared the C403 penetration resis-

tance between three sets of sieved and prepared mortars, without reference to

the changes in paste content induced by the sieving operation itself (reported

as Experiments B, D, and E). This paper presents the method for measuring

such changes in paste content (developed via Experiment C), and documents

those paste changes for Experiments C, D and E. Further, this paper introduces

additional setting-time experiments conducted on three mortars intentionally

prepared with paste volume-fractions of 48%, 52%, and 55% (Experiment F), to
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confirm the effect of changes in paste content on setting behavior.

5.2.1 Materials

Mixture proportions for prepared mortar and concrete for experiments C, D, E

and F are summarized in Table 5.1. Details of aggregates properties are shown

in Table 5.2. The general targets were to create or represent concrete with 60%

mortar volume (Experiments C and D), 55% mortar volume (Experiment E), and

51–60% mortar volume (Experiment F). As shown in Figure 5.2, in every case the

paste volume in the concrete was targeted at a fixed 30% with W/C=0.45 (giving

the paste a 41% cement volume-fraction) and with the mortar volume fractions

adjusted by means of modifying the coarse/fine ratio of the aggregate. Note

that Experiment F was conducted with prepared mortar only, representing the

composition of the concrete shown in Figure 5.2, but without inclusion of coarse

aggregate. Further, the proportions actually realized varied from target values

due to the measured air content of about 5 to 7% in the pre-sieved, non-air-

entrained mortar. This translates to an air content of 2.5 to 3.8% in the associated

non-air-entrained concretes. While the differences in paste and fine aggregate

content appear minor in Figure 5.2, it is interesting to note that because a de-

crease in paste content in mortar is always accompanied by an increase in fine

aggregate content, the ratio of paste volume to fine aggregate volume (P/FA)

varies from 1.0 to 1.4 across all experiments, as shown in Table 5.1.

123



 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1.4

Experiment-C/D Experiment-E Experiment-F-48 Experiment-F-52 Experiment-F-55

V
ol

um
e 

F
ra

ct
io

n

Pastes
Fine Aggregates

Coarse Aggregates
Air

29% 29% 29% 29% 29%

29% 24% 29% 24% 21%

39% 43% 39% 44% 47%

3% 4% 3% 3% 3%
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ment prior to sieving

5.2.2 Experimental Procedure

As detailed in Lee et. al. [2], all concrete and mortar mixtures were prepared

under indoor laboratory conditions at an ambient temperature of 23◦C. The

focus of this paper is the method used to analyze the post-sieving mortar com-

position and post-sieving aggregate grading. This was performed by delicately

washing, decanting, separating, and weighing the sieved-mortar and the paste-

coated coarse aggregate retained in the mortar sieving operation. Details of this

procedure are provided here (with example calculations shown later):

STEP 1: A sample of either sieved mortar or the paste-covered coarse ag-

gregate that was retained on the sieve was retrieved and the as-collected

mass determined.

STEP 2: Samples of known mass (about 2–4 kg) were placed on a sieve-

stack that included the 75 µm (#200) sieve on top and 32 µm (#450) sieve

on the bottom, suspended over a clean bucket. Water was gently sprayed
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Table 5.1: Mixture Proportion for mortars for experiment C, D, E, and F
(kg per 1 m3 of mortar or concrete)

Ingredients Experiment Cc, Db Experiment E Experiment F

kg/m3 kg/m3 kg/m3 kg/m3 kg/m3

mixed mixed mixed mixed mixed mortar

mortar concrete mortar concrete F-48 F-52 F-55

Cementa 620 380 644 377 620 677 724

Water 279 171 290 170 279 305 326

Fine agg. 1260 770 1078 632 1260 1145 1050

Coarse agg. - 998 - 1151 - - -

Vpaste/Vconcrete
d - 29% - 29% - - -

Vpaste/Vmortar 48% 48% 50% 52% 48% 52% 55%

Vpaste/Vfine
e 1.0 1.0 1.2 1.2 1.0 1.2 1.4

a Type I cement from the same manufacturer was used for all experiments,

yet cements for experiments F was from a different production run from

that used for experiments C, D, and E.

b Concrete was designed and batched; sieved mortar was extracted from

the concrete. For comparison, mortar was also prepared with the identi-

cal composition of the mortar fraction of the concrete.

c Concrete was designed and batched, and sieved-mortar was extracted.

d In all cases the term “paste” indicates cement and water only, air is not

included. Air is classified as a separate component of the mixtures.

e P/FA = Vpaste/Vfine

over the sieves until visibly clean water passed from the bottom of the

stack, taking care not to eject material from the upper sieve due to the
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Table 5.2: Properties of Aggregates Prior to Mixing Concrete

Experiment Types Absorption (%) Specific Gravity Fineness

Modulus

C Fine 2.2 2.62 2.75

Coarse 1.5 2.65 7.51

D Fine 2.2 2.62 2.99

Coarse 1.5 2.65 7.24

E Fine 2.2 2.62 2.55

Coarse 1.5 2.65 7.44

F Fine 2.8 2.65 2.99

a Aggregate properties obtained per ASTM C127-08 [87] and C128-

08 [88]

b Sieve analyses per ASTM C136-06 [89] for both fine and coarse ag-

gregates before mixing.

c Coarse aggregates met grading requirements for ASTM C33 size

number 7 [90] with a nominal size of 12.5mm.

d All aggregates used in Experiments C, D, and E were taken directly

from the aggregate sieves and remixed into the concrete to elimi-

nate sampling error between the sieve analysis and the aggregates

actually used. Aggregate used in Experiment F was sampled from

the stockpiles.
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force of the water stream. At this point, clean coarse and fine aggregates

were retained on the two sieves, with dark-gray water with suspended

solids was in the lower bucket. The bucket was then tightly covered and

set aside to allow gravity-settling. (It had been determined previously

that > 99% of the mass of the cement used passed the 32 µm (#450) sieve

when wet-sieved with the water spray as described above. Similarly, only

0.2% of the fine aggregate passed the 32 µm (#450) sieve, making this sieve

a useful separator of cement and aggregate.) The entire mass of washed

aggregates retained on the 75 µm (#200) and 32 µm (#450) sieves was oven-

dried, and weighed to determine the mass of aggregate, and by subtrac-

tion, the mass of paste in the original sample. Corrections were made to

account for absorbed moisture.

STEP 3: A sieve analysis of the washed-and-dried aggregates was de-

termined in accordance with ASTM C136-06 [89]. The resulting grading

curves were then compared with those obtained prior to mixing.

STEP 4: In subsequent testing, the water with suspended solids was al-

lowed to gravity-settle for at least one week, decanted, and the wet residue

oven-dried. The dried material was therefore a mixture of partially-

hydrated cement particles and any minus-#450 aggregate fines. This paper

does not include subsequent results of this analysis step.
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5.3 Experimental Results

5.3.1 Comparison of Paste Contents before and after sieving

The paste content of sieved mortar was estimated as described above for the

sieved mortar obtained in Experiments C, D, and E. In estimating paste volume

it was assumed that W/C of the paste was preserved during sieving. Detailed

calculations using experiment C as an example are shown in Table 5.3. The same

method was implemented to compute the pre- and post-sieving paste contents

for experiments D and E.
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Figure 5.3: Volume fractions of prepared and sieved mortars. Correspond-
ing percent paste volume per unit volume of mortar (Vpaste) and
paste/aggregate volume ratio shown at top of each column.

Figure 5.3 shows the volume fractions of paste, aggregates, and air in both

prepared and sieved mortars as tested. The gray proportions indicate relative

volume fractions of pastes while the red lines draw attention to the reduction of

paste content in sieved mortars for Experiments C, D, and E. For Experiments
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Table 5.3: An Example of Estimation of Pastes (Experiment C)

Note Weight Volume

(g) (mL)

Mortar passing #4 (sieved mortar) 1729

Washed & decanted aggregates 1119

in sieved mortars (Oven Dry)

Washed & decanted aggregates 1136a 428a

in sieved mortars (Saturated Surface Dry)

Estimated mass of paste in sieved mortar 593 314

= Difference between mass of freshly sieved mortar

and SSD mass of aggregates washed & decanted

from that mortar. Air-free paste volume computed

from paste mass and W/C = 0.45

Cement in sieved mortars assuming W/C = 0.45 409 130

Batch water in sieved mortars assuming W/C = 0.45 184 184

Paste volume fraction in the sieved mortar = 314/(314 + 428)/1.05 = 0.403

(assuming 5% air as mixed)

Paste volume in initial, un-sieved, as mixed mortar from mixture

proportions = 0.48 (assuming 5% air as mixed)

Reduction of paste volume fraction as a result of

sieving operation = 0.48− 0.40 = 0.08

P/FA initial = air-free paste volume/aggregate volume = 1.0

P/FA final = 314/428 = 0.734, round to 0.73.

a Aggregate properties (absorption and specific gravity) are applied to cal-

culate the weights and volumes of SSD aggregates in the sieved.
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C and D, sieving reduced the paste-volume fraction in the mortar from the as-

mixed value of 48% to the as-sieved values of 40 and 45%, respectively. (Reduc-

tion of paste volume fraction as a result of sieving therefore ranged from 6 to

17% of the pre-sieved volume.) In experiment E the paste-volume fraction was

reduced from 50% to 46% (a reduction of 8% of the pre-sieved paste volume).

Note also the accompanying changes in P/FA in Figure 5.3.

5.3.2 Sieve Analysis of Aggregates

In addition to the analysis of mortar composition, the effect of sieving on ag-

gregate size distribution was investigated by comparing grading curves of ag-

gregates sampled prior to batching with curves obtained for aggregates that

had been washed, decanted, and oven-dried from the collected mortar that had

passed through the 4.75mm (#4) sieve per C403. In experiments C, D and E, the

actual aggregate samples used in the pre-mixing sieve analyses were returned to

the mixer for incorporation in the concrete. Likewise, aggregates washed from

mortar that passed the 4.75 mm sieve in accordance with C403 were then again

subjected to the ASTM C136-06 procedure to obtain grading curves. These steps

guaranteed that the sieve analyses represented the aggregates actually used in

mixing and as affected by sieving, and are not subject to differences due to sam-

pling.

It was first necessary to examine whether the sieving process itself modified

the grading of the materials. Samples of coarse and fine aggregate were sieved,

collected, weighed, and the same material sieved again a total of three times,

with the results reported in Figure 5.4. At this scale the multiple curves are
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indistinguishable, and the largest single difference in percent-passing on any

sieve was 0.5% for the coarse aggregate and 0.25% for the fine aggregate. It is

therefore concluded that for the aggregates used in this study, up to 3 cycles of

the sieving process itself did not influence the size distribution.
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Figure 5.4: Comparison of percent-passing grading curves for coarse and
fine aggregates for three repeated analyses of the same samples

Figures 5.5 and 5.6 show particle size distribution curves for the aggregates

as-mixed, and again after sieving and washing as described above. For all these

curves the values on the Y -axis are obtained by dividing the masses of aggre-

gate retained on each sieve by the total mass of aggregate initially mixed, and

normalized across all experiments for an initial combined aggregate mass of

1 kg. This reporting technique is different from the conventional method of ex-

pressing percent retained based on the total mass of aggregate sieved. The ad-

vantage of the method used here is that changes resulting from wet-sieving are

immediately apparent. For example, in Figure 5.5 (a), it is seen that 108 grams
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Figure 5.5: Mass grading curves of combined aggregates that smaller than
4.75 mm sieve and as-mixed fine aggregates in experiments C,
D, and E

of fine aggregate were retained on the 300 µm (#50) sieve, per kg of combined

aggregate at the time of batching. After wet-sieving, the mortar that passed the

4.75mm sieve was washed, dried, and re-sieved, and of the initial 108 g retained

at batching, about 95 g were present in the sieved mortar. From this it may be

estimated that out of the 105 g of aggregate retained on the #50 sieve at batch-
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Figure 5.6: Mass grading curves of combined aggregates that greater than
4.75mm sieve size and as-mixed fine aggregates in experiments
C, D, and E

ing, about 13 g remained behind on the #4 wet-sieve, adhering to the coarse

aggregate. This is verified in the lowest curve in Figure 5.5 (a), that shows about

13g/kg of combined aggregate that was washed from the coarse aggregate re-

moved from the mixture by wet-sieving. For additional clarity, the curves are

separated into aggregate sizes below (Figure 5.5) and above (Figure 5.6) the #4
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sieve. “As-mixed-fine” and “As-mixed-coarse” in Figures 5.5 and 5.6 denote re-

tained mass distributions of original aggregates. The term “Washed” refers to

grading analysis performed on aggregates obtained from wet-sieving the con-

crete, where “Retained” means material retained above the #4 wet-sieve, and

“Passed” means material collected below the #4 wet sieve.

As expected, wet-sieving produced no significant change in aggregate larger

than the openings in the #4 sieve in all three experiments as shown in Fig-

ures 5.6. However, wet-sieving notably altered the size distribution of fine ag-

gregates in the mortar that passed the #4 sieve, as seen in Figures 5.5 (a), (b), and

(c). One observes that fine aggregate particles smaller than the #4 wet-sieve are

nevertheless present in the paste-coated aggregate that is retained on the wet-

sieve. This is evident in the red lines at the bottom of Figures 5.5 (a), (b) and (c).

This is most pronounced for Experiment E which had a concrete slump of less

than 38mm, or about half that of the concrete in Experiments C and D, and was

more difficult to force through the sieve.

One way to characterize the changes in the sand-grading that resulted from

wet-sieving is to compare pre- and post-sieving Fineness Modulus (FM). The as-

mixed FM of sand in Experiments C and D was 2.99 and 2.75, shifting to finer

values of 2.89 and 2.71 after wet-sieving. On the other hand, for experiment E

the FM of sand increased from 2.55 at mixing to 2.87 after wet-sieving. While

one cannot generalize on the nature of the changes, it is nevertheless clear that

sieving can change the grading of the fine aggregate in the mortar.

While presenting these findings on aggregate grading, the possibility re-

mains that what has been interpreted here as sand-fines in the sieved mortar

is actually Portland cement. Recall, however, that washing of the mortar con-
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tinued until the water was clear. Further, intentional, preliminary wet-sieving

of pure cement always returned zero %-retained on the 75 µm (#200) sieve, with

a visible but immeasurably small %-retained on the 32 µm (#450) sieve. Never-

theless, since grading analysis of all pre-mixed aggregates showed zero percent

retained on the #450 sieve, any mass retained on the #450 sieve after washing the

sieved mortar was ignored. (This value was typically in the range of 0.1%). It is

thus concluded that the results reported above are not significantly complicated

by the mass of cement (partially-hydrated or un-hydrated).

5.4 Correlation of Paste Content and Penetration Resistance

5.4.1 Penetration Resistance for Intentional Variations of Paste

Content

Given the observed reductions in paste content associated with the C403 siev-

ing procedure, it was useful to develop background data on the effects of in-

tentional variations in paste content on penetration resistance of mortar. In this

regard, Experiment F was performed with prepared mortars with paste volume

fractions of 48, 52, and 55%, which were subsequently tested per C403 without

wet-sieving. The resulting characteristic patterns of penetration resistance ver-

sus time are shown in Figure 5.7. As seen in the figure, the effect of changing

paste volume by 3 to 4% is to merely translate the entire curves horizontally by

a magnitude of approximately 0.4 hours as shown in Table 5.4. This difference

exceeds the ASTM C403 “acceptable ranges of three results” for a single opera-

tor as observed by Lee et. al. [2]. A clear pattern emerges in which lower paste
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contents (i.e., higher aggregate contents) are associated with greater penetration

resistance at any time, which is interpreted as more rapid setting. It is interest-

ing to note that in the data from Experiment F, the magnitudes of the differences

in paste content, and the magnitudes of the differences in setting times are com-

parable with the differences noted between the prepared and sieved mortars

reported above.
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5.4.2 Reduction in Paste Content Correlated with Setting Be-

havior

As reported above, sieving reduces the paste content in the mortar that passes

the sieve (as is evident from the paste that is observed to adhere to the coarse
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Table 5.4: Summary of Setting Times for experiments B, D, E, and F [2] and
data collected from literature [3, 4]

Experiments Initiala Finala R2 RE%b RE%c Kd Ke Function

initial final initial final for best-fit

B-Prepared 4.3 6.0 0.998 6.7% 6.7% 1.7 1.7 P

B-Sieved 4.0 5.6 0.987 P

D-Prepared 4.8 6.5 0.997 14.0% 12.0% 3.1 2.9 P

D-Sieved 4.2 5.8 0.997 P

E-Prepared 4.0 5.2 0.994 7.8% 4.8% 1.5 1.0 E

E-Sieved 3.7 5.0 0.995 E

F-48-Prepared 3.9 5.1 0.994 E

F-52-Prepared 4.4 5.5 0.996 E

F-55-Prepared 4.8 5.9 0.993 E

Kelly-Prepared 4.8 7.2 0.999 14.3% 15.6% 3.2 4.0 P

Kelly-Sieved 4.2 6.2 0.998 E

Chung-Preparedf 3.8 5.9 0.987 -2.2% 3.8% -0.4 0.9 E

Chung-Sievedf 3.9 5.7 0.971 P

Chung-Preparedg 5.1 7.6 0.991 0.2% -0.3% 0.1 -0.1 P

Chung-Sievedg 5.1 7.7 0.998 P

a Initial and final setting times estimated by either power or exponential function

b RE% initial = |tinitial set,prepared − tinitial set,sieved|/tinitial set,sieved × 100%

c RE% final = |tfinal set,prepared − tfinal set,sieved|/tfinal set,sieved × 100%

d K initial=(tinitial set,prepared − tinitial set,sieved)/11.4min

e K final= (tinitial set,prepared − tinitialset,sieved)/14.6min

f Estimated from data set of W/C = 0.4 obtained by Chung et al. [4]

g Estimated from data set of W/C = 0.5 obtained by Chung et al. [4]
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aggregates retained in the sieving process). For sieved mortars (with reduced

paste contents, therefore) setting times were significantly shorter than for pre-

pared mortars of the same initial composition (but relatively higher paste con-

tent). Likewise, mortars in Experiment F with intentionally reduced paste con-

tent demonstrated significantly shorter setting times. In each case the term “sig-

nificant” is justified in comparison to the C403 precision statements. Figure 5.8

shows the influence of paste content on setting times for all experiments, as

presented in Table 5.4.
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In Figure 5.8 the general trend of increased setting time with increased paste

content is evident. The sensitivity of setting behavior to paste content varies;

however, with Experiment D showing that an increase in paste content of 1%

will extend both initial and final setting times by about 0.20 to 0.23 hours (12

to 14 min.) The least-sensitive mixture was Experiment E, (also the stiffest mix-
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ture examined) where an increase in paste content of 1% will delay both initial

and final setting times by about 0.04 to 0.06 hours (2 to 4 min.). Experiment F

displayed an intermediate behavior.

While general trends are clear in Figure 5.8, slopes and intercepts vary for

each mixture for the simple linear models shown. Although the input materials

were the same in each mixture, the proportions intentionally varied, sampling

of the fine aggregate from the source resulted in differing FM, and although all

cement was the same type and from the same producer, each experiment used

bagged cement from a different production run. Further, the fluidity of the mix-

tures generally corresponded to a pre-sieving concrete slump of about 75 mm,

but the concrete in Experiment E had a slump of less than 38 mm. To minimize

the influence of these differences, setting times (Y -values) are re-expressed in

Figure 5.9 relative to values obtained for mortar in any given experiment with

the lowest paste content. In Experiments D and E this means normalizing by

the initial and final setting times for sieved mortar, and for Experiment F nor-

malizing by the mortar with the lowest paste content, i.e., prepared mortar F-48.

Likewise, paste contents (X-values) are normalized to the smallest paste content

for a given experiment.

As seen in Figure 5.9, this normalization method highlights the slopes which

indicate the sensitivity of setting time to paste content for the various mortars.

These observed sensitivities varied from a minimum increase of 0.44% in final

setting time per 1% increase in paste content for Experiment E, to a maximum

value of 2.1% increase in initial setting time per 1% increase in paste content for

Experiment D. The average for all data is that setting time increased by about

1% for 1% increase in paste content. Conversely, if sieving removes about 5% of
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Figure 5.9: Relative setting Time against Relative Paste Fractions

the paste content, setting time will be decreased by about 5%.

5.5 Discussion

5.5.1 The Effects of Sieving on Mixture of Sieved Mortars

Within the relationships between relative setting times and relative paste frac-

tions shown in Figure 5.9, it is evident that other factors are at work beyond

paste content alone. One such factor may be the influence of sieving on the

grading of the aggregate in the sieved mortar. For example, sieving lowered the

FM of fine aggregate in the mortar in experiments C and D, while increasing FM

in the sieved mortar in Experiment E.
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These changes may be important, because as Mindess et al. [53] have pointed

out, the finer the aggregate, the greater the paste volume required to achieve a

given level of workability because a larger aggregate surface area must be cov-

ered by the paste. Therefore, among mortars with fixed, identical paste content,

one incorporating a finer aggregate is expected to be less fluid, and therefore

exhibit apparently faster setting times. However, in the experiments reported

here, sieving resulted in a dual effect: a reduction in paste content (which re-

duces workability) combined with the changes in aggregate grading already

discussed. From the simple multi-linear model of Eq. (5.1), the resulting “stan-

dardized coefficients” [97, 65], shown in Table 5.5 suggest approximately equal

weighting for the influence of paste volume and FM of sand. Thus a combi-

nation model is proposed in which both the effects of paste-volume and sand

fineness are taken into account as follows:

Relative setting time = β0+β1 (% change in paste content)+β2 (% change in FM)

(5.1)

While this simple model appears promising, the small number of data points

Table 5.5: Standardized Beta for β1 and β2 (The resulting R2 of analysis =
0.9332)

Independent Variables in Eq.(5.1) Standardized Beta

% change in paste content 0.732

% change in FM 0.739

limits the statistical level of confidence to less than 80%. In the next section

a somewhat more physical model of the combined effect of paste volume and

aggregate grading is proposed, in which both parameters are used to estimate

an equivalent average paste-layer thickness over the surface of all aggregates.
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5.5.2 Equivalent Thickness of Pastes Coating around Aggre-

gates

Computing the equivalent average thickness of the paste layer enveloping all

aggregates assumes that the entire paste volume is distributed in a layer of uni-

form thickness over all particles, and that the aggregates are spherical. This is

the fundamental model that Powers [96, 98] proposed for paste-layer thickness

over air voids when the ratio of paste to air volume is less than or equal to 4.342

(which condition applies here as well with P/FA ranging from 0.7 to 1.2.) As

reported by Mindess et. al. [53] and by Neville & Brooks [99], workability is

a function of water content divided by aggregate surface area. But, since paste

content is proportional to water content for a given value of W/C, workability is

therefore proportional to paste content divided by aggregate surface area. This

ratio may be envisioned as an equivalent average paste-layer thickness. For the

work reported here, computation of aggregate surface area was based on char-

acteristic particle sizes that are the average of the opening size of the sieve upon

which the particles were retained, and the opening of the sieve immediately

above. Surface area of both coarse and fine aggregates were taken into account

for concrete mixtures.

Table 5.6 presents the computed thickness of pastes under the given pos-

tulations. For all three experiments shown, the average paste-layer thickness

decreased due to sieving, even though FM decreased in C and D and increased

in E. This general decrease in layer thickness likewise coincides with the gen-

eral reduction in setting time observed in all three cases. It is also interesting to

note that when modest reductions in paste volume, on the order of 3% to 5% for

experiments D and E, are combined with changes to the aggregates, the result is
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Table 5.6: Estimated paste-layer thickness around aggregates

Thickness P/FA Thickness P/FA Thickness P/FA

(µm) (µm) (µm)

Experiments Concrete Prepared Mortar Sieved Mortar

C 54 0.90 - 1.0 41 0.73

D 69 0.94 74 1.0 55 0.87

E 64 1.10 76 1.2 61 0.94

F-55 F-52 F-48

Fa 138 1.4 116 1.2 97 1.0

a Experiment F implemented only prepared mortars.

a reduction of paste-layer thickness in the range of 20 to 25%. This is because of

the powerful impact of very fine aggregate particles on total aggregate surface

area.

Figure 5.10 shows the relationship between setting times and computed

paste-layer thickness. In Figure 5.11 these same data are normalized to become

relative setting time as a function of relative change in paste layer thickness.

Once again, this normalization method highlights the sensitivity of setting time

to paste-layer thickness for these tests. These sensitivities varied from a mini-

mum increase of 0.3% in initial setting time per 1% increase in paste-layer thick-

ness for Experiment E, to a maximum value of 0.6% increase in initial setting

time per 1% increase in paste-layer thickness for Experiment F. The average for

all data is that setting time increased by about 0.4% for a 1% increase in paste-

layer thickness. Therefore, in a case where sieving reduces paste-layer thickness

by about 20% (as seen in Experiment E), setting time would be expected to be
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decreased by about 8%.

It is of interest to consider that since wet-sieving changes the paste content

and the grading of fine aggregate in the mortar, the sample thus acquired in

the ASTM C403 test is no longer truly representative of the mortar phase of

the concrete in question. The significance of this difference can be taken into

account, however, by the fact that predicting concrete behavior from mortar

behavior requires some type of correlation in any case.

Finally, it has been observed that the simple, low-energy operation of wet-

sieving concrete to produce mortar makes subtle but significant changes in com-

position and aggregate grading beyond the mere removal of aggregate particles

larger than the wet-sieve itself. It may therefore be worthwhile to examine the

effects of higher-energy construction operations such as various placing meth-

ods, consolidation with vibrators, and a variety of finishing techniques. One

may hypothesize that the character and composition of the mortar phase varies

spatially in concrete as-placed, consolidated, and finished as influenced by con-

struction processes and mixture properties. If a given construction process lo-

cally modifies paste content or aggregate grading, for example, setting behavior

might be locally modified as well. In this regard, the methods used in this series

of small-scale experiments might be useful to study such larger-scale phenom-

ena.

5.6 Conclusion

This study investigated changes in paste content and aggregate grading that

accompany the wet-sieving of concrete for the ASTM C-403 test. As previously
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documented [2, 3] this same sieving operation produces mortar with shorter

initial and final setting times than measured for prepared mortar of the same

initial composition. The work reported here has therefore attempted to correlate

these observations as follows:

• Wet-sieving reduced the paste volume fraction by 3% to 8% in mortars

that subsequently showed a 5 to 16% reduction in initial and final setting

times. (Changes in aggregate grading accompanied the paste reduction.)

• Prepared mortars with intentional reductions in paste volume fraction of

5 to 13% from the control mixture subsequently showed a 8 to 16% reduc-

tion in initial and final setting times. (There were no changes to aggregate

grading for the prepared mortars.)

• The average for all data is that setting time increased by about 1% for 1%

increase in paste content. Conversely, if sieving removes about 5% of the

paste content, setting time will be decreased by about 5%.

• Wet-sieving modified the grading of the fine aggregate. In two cases the

sand remaining in the mortar after sieving was finer than that used in the

initial mixture and in one case the sand became coarser.

• When the effects of paste volume and aggregate fineness were combined

via a model of computed paste-layer thickness. Wet-sieving always led

to mortar with a reduced paste-layer thickness, with a reduction of 20% to

25%. Due to the impact of the surface area of sand particles retained on the

600 µm (#30) and 300 µm (#50) sieves, the magnitude of changes in paste-

layer thickness is significantly greater than the magnitude of changes to

paste content.
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• Reductions on paste-layer thickness are associated with reductions in ini-

tial and final setting time. The average for all data is that setting time

decreased by about 0.4% for a 1% decrease in paste-layer thickness. There-

fore, in a case where sieving reduces paste-layer thickness by about 20%

(as seen in Experiment E), setting time would be expected to be decreased

by about 8%.

• The experimental methods and models introduced here may be useful for

evaluating localized changes to the composition of concrete mixtures and

mortars resulting from various construction operations.
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CHAPTER 6

CLARIFICATION OF SETTING TIMES OF PASTES, MORTARS, AND

CONCRETES

6.1 Introduction

This paper explores the correlation between the time-dependent stiffening

of concrete as indicated by ASTM C403 [80] (which measures penetration-

resistance of mortar sieved from concrete), and the ability to effectively consoli-

date and finish freshly cast concrete. The need for correlation, or at a minimum,

clarification, is demonstrated by potential confusion with use of the terms “ini-

tial” and “final setting”, which both have clear and quantifiable definition in

the context of the ASTM C403 test. These same terms have a less rigorous, semi-

quantitative meaning as applied to various construction operations required to

finish horizontal concrete surfaces (floors and slabs), as described in detail in

ACI 302.1R-04 (Construction of floors) [100]. In fact, ACI 302.1R-04 [100] uses

the term “setting” 38 times in the context of the stiffening of concrete, and does

not mention, cite, or refer to ASTM C403.

The terms “initial” and “final setting” appear in yet a more generalized con-

text in industry documents such as ACI 308 (Curing) [101], ACI 309 (Consoli-

dation) [102], and ACI 347 (Formwork) [103] to describe non-specific, qualita-

tive stages in the stiffening of concrete, and again, without reference to ASTM

C403 [104, 105, 106] ACI technical committee meetings frequently entertain ad

hoc debates about whether the ASTM C403 definitions of initial and final set-

ting are always implied when these terms are used. This paper is intended to

inform such debates by comparing the setting behavior of paste, mortar, and
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concrete as determined by the ASTM C191 Vicat test, the C403 mortar test, and

the concrete setting test developed by Abel & Hover. Included in the compar-

ison are the results of several non-standard, field-type indicators of the devel-

oping stiffness of freshly cast concrete. These comparisons demonstrate that

setting behavior of paste, mortar, and concrete are significantly different from

each other, but are nevertheless related. A researcher or practitioner can obtain

useful information about the timing of construction operations, or the effects

of mixture or environmental variables on the basis of any of several indicators,

provided that mixture-, materials-, and environment-specific correlations have

been established.

6.2 Research Significance

The rate of stiffening of fresh concrete is critical for effective timing of plac-

ing, consolidating, finishing, curing, heating, cooling, and saw-cutting. Failure

to initiate and complete these operations in accordance with the changing be-

havior of concrete can lead to poor consolidation, surface defects, unacceptable

flatness or levelness, scaling or delamination, reduced abrasion resistance, or

cracking. Providing a quality concrete surface requires management of con-

struction processes and some form of monitoring the continuous stiffening of

the concrete over time. This paper addresses standard lab techniques and com-

monly applied field techniques and rules-of-thumb used to monitor concrete’s

fluid to solid transition.
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6.3 Background

The terms “initial setting” and “final setting” refer to changes in behavior as

recently cast concrete stiffens over time. A review of ACI committee docu-

ments published in the 2011 Manual of Concrete Practice reveals use of the

word “setting” at least 100 times to refer to the stiffening of paste, mortar, or

concrete. In many, but not all cases, the term is used in the context of ACI’s

standard terminology [107] as shown in Table 6.1. Keys to interpreting the stan-

dard definitions of initial and final setting are the phrases “empirical value,”

“resist...penetration,” and “to an established degree.” Those empirical penetra-

tion resistance values have been established for the ASTM C191 [108] “Vicat”

and the C266 [109] “Gilmore” tests for cement setting, and the C403 test, which

although entitled “Standard Test Method for Time of Setting of Concrete Mix-

tures by Penetration Resistance,” the test is actually performed on mortar that

has been wet-sieved from the concrete. Wet-sieving is necessary to remove the

coarse aggregate particles which would otherwise interfere with penetration of

the probes. For the Vicat and Gillmore tests the applied force and size of probes

are fixed and the depth of penetration varies with time. For the C403 test probe

diameter and applied force are varied as required to achieve a fixed depth of

penetration of 25mm (1 in.) as the probe is pushed into the mortar. See Table 6.2

for standard tests and criteria. According to C403, “Initial Setting” is reached

when penetration resistance is 3.4MPa (500 psi). When it comes to defining ini-

tial set for the purpose of “second-floating” a concrete slab (after bull-floating),

ACI 302.1R instructs the finisher to wait until the concrete will sustain foot pres-

sure with only approximately 6mm (1/4in.) indentation.” Thus ACI 302’s guid-

ance fits the format of the ACI setting time terminology by defining a degree of
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Table 6.1: Terminologies of Setting and Setting Times

Term ACI Definition

Setting a chemical process that results in a gradual development of

rigidity of a cementitious mixture, adhesive, or resin.

Setting (1) time to achieve either initial setting or final setting

Time (2) the length of time required to set or harden resin or

adhesive under heat or pressure.

Initial Setting A degree of stiffening of a cementitious mixture less than

final set, generally stated as an empirical value indicating

the time required for the cementitious mixture to stiffen

sufficiently to resist, to an established degree, the penetration

of a weighted test device.

Initial Setting The time required for a freshly mixed cement paste, mortar,

Time or concrete to achieve initial setting.

Final setting A degree of stiffening of a cementitious mixture greater than

initial setting, generally stated as an empirical value

indicating the time required for the cementitious mixture

to stiffen sufficiently to resist, to an established degree,

the penetration of a weighted test device.

Final Setting the time required for a freshly mixed cement paste, mortar,

Time or concrete to achieve final set.
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Table 6.2: Comparison of test methods implemented in the research

Test method ASTM C 191 ASTM C 403

for Paste for Mortar

Initial setting

Diameter of probe 1 mm Variable

Depth and rate of penetration 25 mm 1 in.

in 30 sec in 10 sec

Force applied 0.66 lba Variable

Contact pressure ≃ 542 psib 500 psi

Final setting

Diameter of probe 1 mm Variable

Depth and rate of penetration 0 1 in.

in 30 sec in 10 sec

Force applied 0.61 lb Variable

Contact pressure ≃ 542 psi 4000 psi

a It was measured separately.

b The pressure is calculated by the applied force (0.61 lb), and

the dynamic effect was neglected.

stiffening at which the concrete resists penetration to a prescribed depth of the

weighted test device, (a worker’s boot with a foot in it) with body weight as the

applied force.

According to C403, “Final Setting” is reached when penetration resistance is

27.6MPa (4000 psi). However, concrete finishers are likely to use the term “final

setting” to indicate the point at which the surface of concrete can no longer be
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beneficially worked to improve surface texture.

Given that C403 is the only rigorously defined protocol for evaluating set-

ting behavior of mortar and by implication, of concrete, it is useful to review

details of its development by Tuthill and Cordon [81]. The C403 test came about

as a direct application of the Proctor penetrometer used to evaluate the stiff-

ness of fine-grained soils, without modification of the standard test equipment.

Wet-sieving through the 4.75 mm (#4) sieve to obtain mortar was necessary to

avoid interference from coarse aggregates since the original geotechnical appa-

ratus was not applicable to granular soils. The developers defined initial set as

the degree of stiffness at which “the concrete no longer can again be made plas-

tic by re-vibration.” Tuthill wrote that “a running vibrator will not sink of its

own weight into concrete that has passed the vibration limit” [81]. The 3.4MPa

(500 psi) initial-set threshold therefore also came to be known as the “Vibration

Limit,” and this value was in agreement with work by Popovics [110]. (While

the term “Vibration Limit” does not appear in recent versions of C403, it is still

frequently used in instructional materials and documents with a common inter-

pretation that concrete can be effectively consolidated with a vibrator up until

the initial setting time.) Tuthill and Cordon’s original (and the current) crite-

rion for final set was established strictly on the basis of the physical limitation

of the manually operated device rather than any particularly meaningful char-

acteristic of the mortar being tested. Thus the C403 final setting time is roughly

equivalent to the time at which the compressive strength of a given concrete is

about 0.7MPa (100 psi) [81].

In regard to the continuing debate as to whether the results of the C403 mor-

tar penetration test are applicable to concrete setting behavior, Kelly [3] reported
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that the setting time determined by Tuthill and Cordon’s penetration-resistance

method can be used as a convenient reference point for determining relative

rates of hardening of concretes on the basis of the relative rates of hardening of

their mortar fractions. Other researchers have continued to use C403 results to

set a quantitative background against which various concrete behaviors can be

compared [94, 95, 111, 112, 113, 114].

On the other hand, Christensen [115], Dodson [116], Malish & Suprenant [95,

111], and Abel and Hover [94] have all cited problems in meaningfully apply-

ing the specific initial and final setting times established from C403 mortar data

to concrete behavior in the field. In general it has been observed by the time

the mortar has reached initial setting, concrete has been placed, consolidated,

and finished. After visiting a construction site, Dodson [117] reported that “the

concrete finishers had done their job and moved on to another job site some

60 minutes before the [C403 mortar] sample exhibited initial set.” This same

observation is demonstrated in Figures 6.1 (a), (b), and (c) showing lack of

a discernible footprint in the concrete surface (under full body weight) at the

time that the maximum penetration resistance in mortar sieved from the same

concrete sample was 860 kPa (125 psi), about 45 min. before the mortar spec-

imen had reached C403 “initial set.” It must be remembered, however, that

Tuthill and Cordon themselves noted that the “... equipment provides an ac-

curate, rapid, and economical method of determining hardening characteristics

of concrete mortar which, though not equal to those of corresponding concrete,

are of similar character and reliably indicative of what may be expected of the

concrete.” The developers of the test evidently intended that the similarity of

character be established on the basis of some sort of correlation or calibration.

Scripture [118] explicitly stated the need for correlation.
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(a) Minimum pressure (b) Medium pressure (c) Maximum pressure

Figure 6.1: Foot print according to possible pressures

In response to the need for a method for evaluating setting behavior of con-

crete, and without the accompanying need for calibration or the need to sieve

mortar (cited as a disadvantage of C403 by Christiansen [115]), Garcia et. al.

proposed a concrete setting test in which a standard mass is dropped from a

fixed height and the resulting depth of indentation is measured. To the same

purpose, and inspired by the ACI 302.1R use of footprint-depth as a meaning-

ful indicator of concrete setting, Malisch and Suprenant [95, 111] have used a

weighted boot to create a standard reference in the field. Likewise, Abel and

Hover [94] have developed a modified C403 test with a probe in the form of a

circular plate with a concrete contact area representative of that of a work boot.

The circular plate is embedded to a depth of 6 mm (1/4 in.). As an example

of the use of this technique, in observations of finishing operations of outdoor

paving slabs, at the time the finisher foreman pronounced that the concrete was

ready to receive a hand float finish, the measured penetration resistance with

this modified Proctor test averaged about 41.4 kPa (6 psi). When the foreman

subsequently pronounced that this same concrete was ready for a “light-broom

finish,” the average penetration resistance was about 103.4 kPa (15 psi).
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6.4 Questions that this study sought to answer; therefore in-

cluded

• To what degree can setting of concrete in the surface of floors be judged

from the results of the C403 test?

• Does the C403 test “initial setting time” for mortar correspond to various

concrete finishing operations?

• Can the modified Proctor test of Abel and Hover be used effectively? IS the

C403 “Vibration Limit” reliably correlated to a vibration limit in concrete?

• Can the earliest start and the latest finish of concrete floor construction

operations be monitored or predicted on the basis of standard or modified

tests? Is footprint-depth a reliable indicator of setting behavior?

6.5 Experimental Investigation

The purpose of the experiment was to compare the setting behavior of paste,

mortar, and concrete all made from the same set of materials and sequentially

batched in the same mixer so as to produce first a paste sample, then a mortar

sample, and finally, a concrete sample. ASTM C191 and ASTM C403 penetra-

tion tests were used to measure penetration resistance and thus quantify setting

behavior for the pastes and mortars, respectively, and the modified Proctor test

proposed by Abel and Hover [94] was used to measure penetration resistance of

concrete. In addition to penetration resistance testing, non-standard tests were

performed to evaluate fresh concrete’s response to insertion of a vibrator, inden-

tation of the tread of a worker’s boot, and a magnesium-float finish. All results
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are graphically compiled and the differences and similarities discussed.

6.5.1 Materials

The sequential paste-mortar-concrete experiment was initiated by designing

two different concrete mixtures, C1 and C2, with the same W/C = 0.45, paste

volume (29%), total air volume (3%) and same total aggregate volume (68%).

The fundamental difference as far as the concrete is concerned is that the

coarse/fine aggregate volume ratio of mixtures C1 and C2 were 57% and 64%,

respectively. The ratio of the volume of air-free paste to fine aggregate in the

mortar fraction in C1 (M1) was 1.0. Due to the seemingly modest variation in

coarse/fine aggregate distribution, however, the ratio of the volume of air-free

paste to fine aggregate in the mortar fraction in C2 (M2) was significantly higher

at a value of 1.2. Although the paste component of both concrete mixtures used

the same cement and W/C, the two pastes were mixed and tested on different

days, and are therefore denoted as P1 and P2. Mixture proportions are summa-

rized in Table 6.3.

Cement was ASTM C150 Type I, manufactured by Saylor division of ESS-

ROC, with Vicat initial and final setting times of 2.4 and 3.0 hours. “Normal

Consistency” per ASTM C 187-11 was 25.0%. Both coarse and fine aggregates

met the requirements of ASTM C33-13 [90], with specific gravities of 2.57 and

2.65, respectively. Coarse aggregate is categorized as #7 (1/2 in.) by ASTM C33-

13, as seen in Figure 6.2; the FM of the fine aggregate was 2.99.
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Table 6.3: Mixture proportions of concrete, mortar, and paste for the ex-
periments

Concrete C1 C2

Cement (kg/m3 concrete) 380 377

Water (kg/m3 concrete) 171 170

Fine aggregates (kg/m3 concrete) 771 638

Coarse aggregates (kg/m3 concrete) 998 1116

Air (%) 2.9 3.3

Mortar M1 M2

Paste P1 P2
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Figure 6.2: Passing grade of fine and coarse aggregates

6.5.2 Continuous Preparation of Specimens

For a given experiment, preparation of specimens began with mixing pastes in

accordance with ASTM C305-13 [91]. As soon as a 240 g (0.53 lb.) sample of paste158



was extracted for subsequent testing, fine aggregate was added to the remaining

paste to create the mortar. After extraction of 67 kg (147 lb.) of mortar for testing,

concrete was produced by adding coarse aggregate. In each case the amount of

fine or coarse aggregate added was based on the actual mass of paste or mortar

remaining in the mixer. Maximum batch volumes ranged from 0.030m3 (1.1 ft3)

for pastes, 0.05 m3 (1.8 ft3) for mortars, and 0.030 m3 (1.1 ft3) for concrete. To

achieve thorough mixing a 4-paddle, 0.17 m3 (6 ft3) mason’s mixer was used

which had been proven effective for up to #7 (1/2 in.) coarse aggregate. The

time-line of preparing specimens is shown in Figure 6.3. Concrete was mixed

within approximately 11 minutes after initial contact between cement and water

in the preparation of paste.

t = 0 STEP1: Mixing pastes

t ≃ 2.5 min STEP2: Take paste specimens

STEP3: Adjust mortars mixture

t ≃ 3 min STEP4: Mixing mortars

t ≃ 4 min STEP5: Take mortar specimens

STEP6: Adjust concrete mixture

t ≃ 11 min STEP7: Mixing concretes

t ≃ 13 min STEP8: Take concrete samples

Figure 6.3: Preparation of Pastes, Mortars, and Concretes

159



6.5.3 Penetration Test

Paste as-mixed with a W/C = 0.45 was evaluated by the Vicat needle test

(ASTM C191-08) to characterize the paste as actually incorporated in the mor-

tar and concrete [4, 119]. Setting behavior of mortar was evaluated with ASTM

C403-08 [80] using the prepared mortar as sampled rather than sieved mortar.

Penetration resistance of concrete was experimentally obtained by the method

proposed by Abel and Hover [94], in which the C403 Proctor test is modified

with a larger probe so that contact pressure on the concrete surface simulates

that generated by a worker standing on recently placed concrete. Two “loading

plates” are used in the conduct of this test. The larger is 117 mm (4.6 in.) in

diameter and permits recording of pressures up to about 41.4 kPa (6 psi). The

smaller plate is 70mm (2.75 in.) in diameter and permits recording of pressures

up to about 116 kPa (17 psi). Either plate is pressed into the concrete (over 5

seconds) to a penetration depth of 6 mm (1/4 in.), creating a circular indenta-

tion [figure needed]. The resulting indentation from the larger plate has an area

of 107.5 cm2 (16.7 in2), or about the size of the footprint from a large work boot.

This is similar in concept to the “weighted boot” of Suprenant and Malisch [113].

Prior to use of the device described above, concrete samples were collected in

a plastic mortar bin (380mm×470mm×140mm (15 in.×18.5 in.×5.5 in.)) rodded

60 times with a typical slump-test-rod, and struck off with a wooden screed with

a sawing motion. The penetration test was then conducted on the exposed top

surface of the concrete. As a trial for mixture C2 only, it was observed that when

the filled mortar-bin was placed on a (38 cm × 40 cm (15 in. × 15 − 3/4 in.)) vi-

brating table operating at 60Hz for 30 seconds, the concrete slowly self-leveled.

This was explored as an effective manner to achieve more uniform compaction
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throughout the sample, but the unintended consequence was a densification of

the concrete such that when the Proctor device and loading plate were applied,

the concrete deformed in a “settlement” mode, as shown in Figure 6.4 (b), rather

than the punching- or shearing-mode that replicates a footprint on an ordinary

concrete slab, as presented in Figure 6.4 (a). However, this provided additional

data on the deformability of freshly cast and consolidated concrete as a function

of time, in which the measured force imposed a settlement of 6mm (1/4in.) from

the original concrete surface. Such mode of deformation is more similar to the

displacement of concrete against forms that are not stiff or tight enough, as will

be discussed later. Table 6.2 summarizes all penetration tests and the associated

standard criteria implemented in the research.

6.35 mm (1/4 in.)

(a) Edge shear

6.35 mm (1/4 in.)

(b) Settlement

Figure 6.4: Schematic comparison of edge shear failure and settlement
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6.5.4 Other tests of the deformability of freshly-cast concrete

Simultaneous with conduct of the penetration tests, a number of non-standard

procedures were conducted to evaluate the deformability of the concrete. The

first of these was determination of the duration of time since batching over

which the concrete could still be effectively consolidated with an immersion

vibrator. After casting and screeding concrete in the mortar bin (without use of

the vibrating table), each time penetration readings were taken (about 20 min.

intervals) an immersion vibrator was inserted into the concrete in accordance

with ACI 309. The vibrator had a head-diameter of 27mm (1.06 in.) operating at

1900W (2.5 HP ) with a frequency of 11, 000 V PM in air. It was lowered 90mm

into the concrete over a 5 seconds period and immediately withdrawn over an-

other 5 seconds. The concrete was closely observed to determine whether the

void created by the vibrator head was closed by the vibration as the tool was

withdrawn. For the conditions of this study, if the concrete flowed under vi-

bration such that the void was filled completely the concrete was judged to

be sufficiently plastic to be effectively consolidated by the immersion vibrator.

This status was termed “Compact-ability” Level 1. As the concrete continued to

stiffen, “Level 2” was reached when the void was filled to only about 1/2 of the

diameter of the vibrator head. (This would be an unacceptable outcome in the

field, and would be beyond what it normally considered to be the “Vibration

Limit,” but was nevertheless useful in quantifying observed behavior.) Finally,

“Level 2” was terminated when the residual void was about the same diameter

as the vibrator head indicating virtually no flow of the concrete in response to

vibration.

The second measure of deformability was a semi-quantitative (but industri-
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ally common) analysis of footprints on the freshly-cast concrete surface. Begin-

ning at the time that the modified Proctor pressure reached 103 kPa (15 psi), the

test operator stood on the concrete for 5 seconds. The concrete surface was then

inspected to evaluate distinctive details and approximate depth of the resulting

footprint. Deformability levels 1 and 2 are defined as having an average depth

of more than, or less than 6 mm (1/4 inch), respectively, and level 3 is defined

as no visible indentation (although some bleed water was usually expressed by

the applied pressure, which left a discernible pattern.) In prior testing [94], it

was determined that footprints were consistently deeper than 6mm (1/4 in.), or

Level 1 as defined here, whenever the modified Proctor reading was less than

34 to 41 kPa (5 − 6 psi). In the experiments reported here, footprint depth was

always 1/2 of this depth or less when the modified Proctor reading was greater

than 34 to 41 kPa (5− 6psi). Note that the measured contact pressure under the

operator’s boot was 34 to 48 kPa (5 to 7 psi).

As a final evaluation of deformability, the operator used a 400 mm (16 in.)

cast magnesium hand float to attempt to “erase” the footprints and voids left

by the vibrator. “Finishability” Level 1 indicates that all surface defects could

be erased and the initial surface restored, while Level 2 indicates that while

the shallow footprint could be erased, the deeper void or impression left by

the vibrator could not be closed. Level 3 indicates that the footprint could not

be erased, such that the footprint became a permanent feature of the hardened

concrete. For each of these measures of deformability the times associated with

each level were recorded. Figure 6.5 is a photo-array of the deformability tests

described.
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(a) Vibration hole Level I (b) Vibration hole Level II (c) Vibration hole Level III

(d) Foot print Level I (e) Foot print Level II (f) Foot print Level III

(g) Finishing Level I (h) Finishing Level II (i) Finishing Level III

Figure 6.5: Qualitative Levels of Non-Penetration Tests

6.5.5 Calculation of Setting Times

According to ASTM C191, time of initial setting of paste is determined via linear

interpolation of the 30-second depth of penetration, at a depth of 25 mm (1in.).

With greater expediency and no loss of accuracy, the initial setting time is esti-

mated here by fitting the data with Eq. (6.1). In accordance with C191, final set

is defined as the elapsed time from initial contact of cement and water to when
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“the needle does not sink visibly into the paste.”

PD(t) = η0

[

1− exp
[

−
(η1
t

)η2
]]

(6.1)

For mortars, initial- and final set-time intercepts (and other key thresholds to

be discussed) were determined by curve-fitting with both the power function

(proposed by Popovics [93] and adopted by ASTM C403-08 (Eq. (6.2)), and the

exponential function (Eq. (6.3). The exponential function has been also effec-

tively used by other researchers [4, 120] and its effectiveness is discussed in

reference [2].

P (t) = γ0t
γ1 (6.2)

P (t) = α0 exp (α1t) (6.3)

6.6 Experimental Results

6.6.1 Penetration Test Results

Of the multiple tests performed here, only the C191 Vicat and the C403 pene-

tration resistance tests have unambiguously defined criteria for initial and fi-

nal setting times for paste and mortar. These results are shown in Table 5 and

graphed in Figures 6.6 (a) and 6.7 (a). It is observed that initial setting time for

M1 occurred about 0.7 hour prior to Vicat initial set of the paste, while the initial

setting of M2, which had a higher paste content, occurred at only 0.1 hour prior

to Vicat initial set of the paste. Similarly, Mortars M1 and M2 reached C403 final

setting time 1.4 and 0.9 hour, respectively, prior to Vicat final setting time. The

results of the modified C403 test are superimposed on the paste and mortar data
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Table 6.4: Setting Times of Pastes and Mortars

Criteria Initial Criteria Final

setting setting

(hours) (hours)

P1 C191-Eq.(6.1) 4.53 C191-Zero penetration 6.60

P2 C191-Eq.(6.1) 4.44 C191-Zero penetration 6.37

M1 C403-Exponential-500 psi 3.88 C403-Exponential-4000 psi 5.13

M1 C403-Power-500 psi 3.77 C403-Power-4000 psi 5.23

M2 C403-Exponential-500 psi 4.36 C403-Exponential-4000 psi 5.54

M2 C403-Power-500 psi 4.22 C403-Power-4000 psi 5.71

in Figures 6.6 (a) and 6.7 (a). Figure 6.6 (a) shows that for C1 (Paste Vol./Sand

Vol. = 1.0) the trajectory of the concrete penetration resistance with time aligns

well with C403 mortar data. (R2 for the combined data set = 0.99 for an expo-

nential fit.) This trend is as reported by Abel and Hover [94]. The alignment is

visually less striking in Figure 6.7 (a) for C2 (Paste Vol./Sand Vol. = 1.2), but sta-

tistically speaking the R2 remains at 0.99 for an exponential fit of the combined

data. This is discussed further in the analysis section. Tables 6.4 and 6.5 include

all computed times for arrival at key thresholds of penetration resistance, show-

ing values obtained for both the power and exponential functions. Figures 6.6

and 6.7 only show the best-fit curves.
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Table 6.5: Time (hours) at given stress levels of penetration resistance (The
values in the parenthesis denote R2.)

Stress level 34.5 kPa (5 psi) 103.4 kPa (10 psi) 172.4 kPa (25 psi)

Function EXP Power EXP Power EXP Power

C1 0.73 0.72 1.46 1.43 1.80 1.98

(0.96) 0.96) (0.96) (0.96) (0.96) (0.96)

C2 1.03 0.87 1.91 2.00 2.32 2.96

(0.98) (0.93) (0.98) (0.93) (0.98) (0.93)

C2-Settlement 1.66 1.58 2.20 2.37 2.46 2.87

(0.98) (0.93) (0.98) (0.93) (0.98) (0.93)

M1-Prepared 1.14 1.83 1.79 2.17 2.10 2.35

(0.99) (0.99) (0.99) (0.99) (0.99) (0.99)

M2-Prepared 1.73 2.16 2.36 2.54 2.65 2.73

(0.99) (0.99) (0.99) (0.99) (0.99) (0.99)

M1-Sieved 1.06 1.71 1.68 2.03 1.96 2.20

(0.99) (0.99) (0.99) (0.99) (0.99) (0.99)

M2-Sieved 1.64 2.04 2.23 2.39 2.50 2.58

(0.99) (0.99) (0.99) (0.99) (0.99) (0.99)

6.6.2 Non-Penetration Test Results

Figures 6.6 (b) and 6.7 (b) summarize the times at which levels 1, 2 and 3 were

reached for the various non-standard indicators of stiffening of the concretes,

against the background of standardized setting results. At the top of the chart
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is the time interval between Vicat initial and final setting of the paste. This is

followed by the C403 initial and final setting times of prepared mortar, with

dashed lines to the left indicating other proposed thresholds of mortar penetra-

tion resistance to be discussed, ranging from 206.8 to 482.6 kPa (30 to 70 psi).

Values for sieved mortar (per C403) are also shown as corrected from the mea-

sured values, recognizing that as independently verified for these mixtures and

materials, sieved mortar has initial and final setting times that are about 93%

of the measured values for prepared mortar [2]. Next are the times at which

concrete penetration resistance reached (34.5, 103.4, and 172.4 kPa (5, 15, and

25 psi) as measured by the modified C403 test. Immediately under this, for mix-

ture C2 only, are similar data for the times at which a 6 mm (1/4in.) settlement

of the concrete (without the shearing deformation associated with penetration

tests or the formation of a footprint) required a contact pressure of 34.5, 103.4,

and 172.4 kPa (5, 15, and 25 psi). The next diagrams on the chart show the

time over which the operator (with a boot/concrete contact pressure of 34.5 to

48.3 kPa (5 − 7 psi)) was able to leave a level 1, 2, or 3 footprint in the concrete

surface, and the capability to erase surface defects in the concrete with the mag-

nesium float. Finally, for C2 only, the lowest line on Figure 6.7 (b) shows the

time periods over which the concrete could be consolidated with the vibrator,

at effectiveness levels 1, 2, and 3.
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6.7 Analysis

6.7.1 Effects of Mixture Proportions on Penetration Test

Examination of Figures 6.6 (a) and 6.7 (a) suggests that while mortars M1 and

M2 appear to have distinctly different setting characteristics, concretes C1 and

C2 behave very similarly to each other. To examine this set of relationships more

closely, a multi-linear regression model was developed to determine whether

the populations represented by C1 and C2 were significantly different from each

other, and to examine a similar distinction between M1 and M2. Key character-

istics in these analyses were the slopes and intercepts of the regression lines

shown in Figures 6.6 (a) and 6.7 (a). The model is shown as Eq. (6.4).

ln (PR(t)) = β0 + β1t+ β2 (MixID) + β3 (MixID)× t (6.4)

Where:

PR is the penetration resistance with time t, MixID identifies the populations

(C1, C2, M1, M2), and β0, β1, β2, and β3 are regression coefficients (See Table 6.6).

The model postulates that the intercept and the slope of the log-transformed

lines of penetration resistance are unique for a given MixID.

Table 6.6 summarizes the outcome of these analyses, showing estimated co-

efficients and the associated probabilities indicating statistical significance for

mortars, concretes, and combined mortar and concrete. The essential conclusion

is that at the 95% confidence level, M1 and M2 can be interpreted as distinctly

different populations on the basis of measured penetration resistance alone, but

the same cannot be said of concrete mixtures C1 vs. C2 with the same level of

confidence. When the data sets are combined, (M1&C1) and (M2&C2) are seen
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Table 6.6: Statistical Analysis Results with Eq.(6.4)

Coeff. Mortar Concrete Combined

Estimate Pr(> |t|) Estimate Pr(> |t|) Estimate Pr(> |t|)

β0
a 5.38 2.06× 10−5 1.53 0.223 0.38 0.002

β1
b 1.28 1.18× 10−5 2.75 0.012 1.52 2.0× 10−6

β2
c -5.68 2.07× 10−5 -1.02 0.354 -0.58 0.001

β3
d 0.40 0.0825 -1.25 0.139 -0.03 0.519

R2 0.9951 0.9756 0.9908

a Log-transform of penetration resistance at t = 0 (Y-intercept).

b Slope of regression curve independent of mixture.

c Change in Y-intercept due to mixture

d Change in slope due to mixture

to have independent intercepts but one cannot judge the slopes to be distinctly

different. This means that the rate constant for development of penetration re-

sistance is similar for the two mortar-concrete families, which is not surprising

given that both used the same paste. However, when this statistical model was

used to evaluate the probability that the penetration resistance data of C1 are

from the same population as M1 (early, low-pressure and later, higher-pressure

results for the same hypothetical mixture), the model suggests that M1 and C1

may have the same slope (rate constant for stiffening) but different initial pen-

etration resistance values (Y-intercept.) For C2 and M2, both the slopes and

intercepts were determined to be unique. Combining C2 and M2 into a single

population is therefore not strictly justified at the 95% confidence level.
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6.7.2 Penetration Resistance of Sieved and Prepared Mortars

For setting behavior of mortars, this study implemented prepared mortars since

it focused on continuation of materials in setting behaviors across pastes, mor-

tars, and concretes. However, ASTM C403 [80] requires to use sieved mor-

tars that extracted from a given concrete. Therefore, the difference of setting

behaviors for prepared and sieved mortars are separately investigated by au-

thors [2, 112]. It was observed that for mortar M1, initial and final setting times

were both delayed for prepared mortar compared to sieved mortar by 7%. For

Mortar M2, initial setting of prepared mortar was delayed 8%, and final set-

ting was delayed 5%, as shown in Figure 6.8. If one were content to measure

or predict setting times to an accuracy of ±1%, one could generalize that using

prepared mortar in lieu of sieved mortar for the C403 test on these mixtures

delayed initial and final setting by about 7% of the measured times. In the con-

text of this paper, the work was performed on prepared mortars, so the initial

and final setting times for M1 sieved would have been accelerated by 16 and 23

minutes, respectively. Likewise, both initial and final set for M2 sieved would

have been accelerated by about 16 minutes. Figures 6.6 (b) and 6.7 (b) therefore

include ranges of mortar setting data for both sieved and prepared mortar.

6.7.3 Analysis of Paste Volume and Computed Average Paste

Layer Thickness

The authors previously proposed a simplified model that correlated setting be-

havior of mortars to the average paste volume fraction [112]. On average, a 1%

increase in paste volume fraction delayed both initial and final setting time in
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Figure 6.8: Comparison of Penetration Resistance for Sieved and Prepared
Mortars

mortar by about 1%. That rule can be tested here by comparing the setting be-

havior of M1 and M2, for which the increase in coarse aggregate and decrease
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in fine aggregate in C2 produced mortar M2 with 54% paste volume compared

to M1 at 50% paste volume. Thus the 8% increase in paste volume would pre-

dict an 8% increase in setting time. In the same paper, the authors proposed a

somewhat more complicated model that correlated setting behavior of mortars

to the average thickness of the paste layer surrounding each sand particle, com-

puted by dividing paste volume by the estimated total aggregate surface area.

They found that on average, a 1% increase in paste layer increase would delay

both initial and final setting time in mortar by about 0.4%. That rule can also

be tested here by comparing the setting behavior of M1 and M2, for which mor-

tar M2 had a 20% thicker average paste layer thickness compared to M1. Table

8 summarizes the computed paste thickness layers on the basis of assumption

that all aggregates are spherical, and diameters are the average of sieve opening

sizes above and of the sieve upon which the aggregates are retained. The com-

puted values also reflect the much greater impact of fine aggregate on surface

area compared to the effect of coarse aggregate. For M2 compared with M1,

both the paste volume fraction model and the paste layer thickness model pre-

dicted an 8%increase in initial and final setting times. The measured increase

was 6% for initial setting and 12% for final setting, or an average of 9%. In an

attempt to apply these models to setting of concrete, consider that the highest

value of penetration resistance that can be reliably measured with the modified

proctor apparatus on concrete is about 172 kPa (25 psi). Concrete mixture C2

reached that value at 2.3 hours, which was 29% longer than required to reach

the same resistance with C1. Consider also that the proposed models were de-

veloped for mortar only, and as such were not intended to apply to predictions

of C2 vs C1. Nevertheless, given that C1 and C2 have identical paste volume,

no change would have been predicted for the simple model. In regard to paste-
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layer thickness, the model would have predicted only a 6% increase in setting

time instead of the nearly 30% increase observed. Both mortar-models greatly

underestimated the impact of paste characteristics on concrete behavior. At least

part of the discrepancy in the models may be in the far shorter concrete setting

times compared with mortar setting times.

Table 6.7: Paste layer thickness, paste volume fractions, and aggregate sur-
face areas

C1 M1 C2 M2

Paste layer Thickness (µm) 87.1 96.8 100.9 116.1

Paste volume fraction 29% 48% 29% 52%

per m3 concrete or mortar

Aggregate surface area m2 3395 4914 2937 4470

per m3 concrete or mortar

6.8 Discussion

Looking at Figures 6.6 (b) and 6.7 (b), and starting at the top of each, note that

the latest event in both experiments is the Vicat final setting of the paste, occur-

ring at least an hour after the C403 final setting of mortar, and 3 hours (C1) to

1.5 hours (C2) after the latest ability to modify the surface texture of the con-

crete with foot pressure, vibrator, or finishing tool. Vicat initial setting time of

paste falls between the C403 initial and final setting time of mortar. The Vicat

data in Figures 6.6 (a) and 6.7 (a) shows that there is no measurable develop-
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ment of paste stiffening prior to C403 initial setting of mortar. It is interesting

to note that P1 and P2 showed virtually identical Vicat performance, yet the

mortars and concretes made from those pastes had varying setting characteris-

tics. These variations are therefore influenced by the mixture proportions and

not by changing cement behavior. In this regard, there was no measurable de-

velopment of paste stiffness until after the time at which the concrete surface

could not be indented or restored for C1. On the other hand, by the time that

C2 reached this same point, P2 was almost halfway between initial and final

setting.

In regard to mortar behavior, observe first the slight shift to the left of the

sieved mortar compared to the prepared mortar as discussed earlier. The solid

mortar lines represent C403 initial and final set, while the dashed mortar lines

show the computed times for the key penetration values introduced earlier. For

M1, C403 initial set did not occur until at or beyond the time at which the surface

of C1 could no longer be indented or faint footprints removed. C403 final set

for M1 occurred about an hour later.

Mortar M2 reached C403 initial set at about the same time that a faint foot-

print could be made and then erased. Deeper defects such as the vibrator void

could not be removed as of C403 initial set. From a contractor’s perspective,

C403 initial set for M2 occurred about an hour before a concrete finisher would

say that C2 had reached final setting. C403 final setting time for M2 is not a bad

estimate for a field-based C2 concrete final setting time.

As for the utility of the C403 initial set as a vibration limit, C2 ceased to flow

in response to vibration, and hence could not fill the void left by the vibrator

head at about 1.5 hours prior to C403 initial setting time for M2. The end of
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vibrator effectiveness Level 1 occurred at a computed mortar penetration resis-

tance of less than 5 psi, or about the time that the modified Proctor apparatus

returned a penetration resistance of about 10 psi. On the basis of these tests the

C403 initial setting time is not a useful estimator of the duration of time over

which concrete can be effectively consolidated with a vibrator, overestimating

the vibration limit by about 1.5 hours.

In a related matter, Dodson [116] discussed the BS (British Standard) 5075-

Part I [121] which uses a penetration resistance of 500 kPa (72 psi) for sieved

mortar to define the limit for concrete placing and compaction. This value is

shown in Figures 6.6 (b) and 6.7 (b) as the rightmost symbol in the dashed lines

of computed mortar values. It can be seen that the BS criterion of 500 kPa occurs

about 1 hour prior to C403 initial setting time for both M1 and M2, at a time

when the depth of footprint is less than 6mm (1/4 in.) depth. This criterion also

aligns with the endpoint of Level 2 vibration, in which the vibrator is able to

only partially close the void (the concrete does not flow under vibration at this

time). As an endpoint for concrete placing and consolidating, the BS criterion is

perhaps more realistic than the C403 initial setting, but it still overestimates the

length of time over which the concrete can be effectively vibrated. By preceding

the C403 initial set by about an hour it at least moves in the right direction,

given Dodson’s earlier observation that the finishers were done and gone an

hour before C403 initial set had come. Interestingly, BS-5075 also borrows the

C403 criterion of 3.5 MPa (500 psi) as a “guide to time available for avoidance

of a cold joint.” The work reported here does not support the utility of that

criterion, since prevention of cold joints is difficult if consolidation by vibration

is no longer effective.
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Given the traditional connection between setting and foot prints (obvious

and handy field indicators, always available) the figures indicate that a footprint

depth of about 6 mm (1/4 in.) could be impressed in C1 up until about 2 hours

after mixing and up until about 2.5 hours for C2. The 6mm “impression-point”

thus preceded C403 initial setting by about an hour for C1 and by about 2 hours

for C2. The 6 mm “impression-point” was reached at a computed penetration

resistance of more than 25 psi for M1 and about 15 psi for M2. This agrees with

Malisch and Suprenant [95] who reported that “when the finisher first left a 1/4-

inch deep footprint in each of the three slabs, the corresponding [C403 mortar]

penetration resistance was 15 to 25 psi.” Using measured rather than computed

values for concrete surface penetration resistance, the 6mm “impression-point”

occurred about 1/2 hours after the modified Proctor apparatus reached its max-

imum value of 25 psi. For C2 the 6 mm impression-point the concrete penetra-

tion resistance was about 25 psi. All of these values generally agree with Bury

et al. [114] who observed that what is termed here the “6mm impression point”

occurred at a C403 mortar penetration resistance of “less than 50 psi.” Thus the

state of concrete stiffness that would often be termed “initial set” in the field

often occurs at a mortar penetration resistance of less than 10% of the C403 cri-

terion for initial setting. Given the exponential nature of setting behavior, this

corresponds to a time-from-batching that is about 2/3 of the C403 time of initial

set.

The figures also show that the finisher has the ability to remove surface de-

fects such as footprints using repeated strokes of the magnesium float for a pe-

riod of 15 min or less after the latest time that such an impression can be made

in the concrete. On the other hand, any time at which a footprint can be im-

pressed in the concrete it can be removed or restored with the float if applied
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soon enough and aggressively enough.

Low-pressure penetration resistances for mortar and concrete are in the ap-

proximate range from 34.5 kPa to 345 kPa (5 to about 50 psi). Mortar values

have been extrapolated downwards from the measured C403 data while con-

crete values are as measured by the modified Proctor apparatus. Note first that

these data sets do not align exactly due to the sieved vs. prepared mortar differ-

ence described earlier, and due to the slight misalignment of the concrete and

mortar curves in Figures 6.6 (a) and 6.7 (a) as discussed in the analysis section

above. The concrete values are shifted earlier than the corresponding mortar

values by about 1/2 hours, and for both experiments 25 psi in concrete occurred

at about the same time as 15 psi in mortar. This difference is large enough to

make it necessary that in any discussions of penetration resistance and associ-

ated setting behavior it is essential that it be clear whether the pressures debated

were obtained from C403 mortar or from the concrete surface (foot pressure, for

example.)

Finally, Figure 6.7 (b) shows a dataset labeled “C2-Settlement,” indicating

the times at which a contact pressure of 5, 15, and 25 psi would deform the

concrete surface by about 6 mm (1/4in.) but without the punching or shearing

mode exhibited by footprints or other defects. Compared with the modified

Proctor values on the line immediately above, these times are all shifted to the

right by about 20 minutes, indicating that concrete can be deformed without

shearing at a given pressure over a slightly extended period of time. One ap-

plication of this observation is the challenge of adjusting formwork during or

after concrete is cast. Re-tightening of bolts or wedges can move form panels,

braces, studs, walers, and in the process deform or re-shape the concrete within.
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The good news is that the data shown here suggest that at least 6 mm (1/4in.)

of re-shaping can happen without shearing or cracking the concrete, for at least

up to 2.5 hours after mixing. The bad news is that the pressure required to do

this, ignoring any pressure head, varies from 5 psi = 720 lb/ft2 at 1.5 hours af-

ter batching to 3600 lb/ft2 at 2.5 hours. ACI 347 (formwork) states that “Even

though adjustment of forms can be possible during or after placing, it is not rec-

ommended. Any required adjustment should be made before initial set of the

concrete.” If this reference were intended to pertain to ASTM C403 initial set,

and for the data of Figure 6.6 (a), the concrete pressure at C403 initial set of the

mortar would be about 200 psi = 29, 000 lb/ft2. Even if it were possible that

the concrete remained plastic and deformable to that limit (about 4 hours after

batching), it would be difficult in the extreme to bring enough force to bear to

move the formwork and the concrete by 6mm (1/4 in.)

6.9 Conclusion

• The work as summarized in Figures 6.6 (b) and 6.7 (b) establishes a frame-

work for presenting and organizing setting-related data, and permits cor-

relation between of various characteristics and properties obtained in the

laboratory, field, or both. Any indicator, rigorous or approximate can be

accounted for in this format.

• Standard industry documents make reference to concrete setting in at least

three contexts: a) strictly quantitative in accordance with ASTM C403,

or some other prescribed standard or non-standard method; b) semi-

quantitative as evidenced by typical references to depth of footprints; and

qualitative with a broad, general reference to the stiffening of concrete
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over time.

• Which of the three contexts described above pertains in any given docu-

ment is not always clear.

• ACI’s formal definition of setting-related terms requires interpreting the

phrases “empirical value”, “resist...penetration,” and “to an established

degree.” However, defining setting behavior on the basis of depth of a

worker’s footprint is in accordance with ACI?s definition.

• C403 is the only rigorously defined protocol in the US for evaluating set-

ting behavior of mortar and by implication, of concrete. Other standards,

such as BS-5075 are used internationally.

• Even Tuthill and Cordon, developers of the C403 method, noted that the

equipment determines hardening characteristics of mortar that are not

equal to those of corresponding concrete. Calibration or correlation be-

tween C403 results and observed concrete behavior is required for most

effective use.

• Several methods have been developed for monitoring setting behavior of

concrete. The modified Proctor method of Abel and Hover was evaluated

here and found to provide useful information.

• Consolidating concrete in the mortar bin on a vibrating table uniformly

densified the concrete and apparently increased shear strength at the sur-

face (C2).

• The traditional method of evaluating surface stiffness by means of foot

print depth appears to be quite robust. Different researchers, operating

independently over a space of 15 years converged with approximately the

same mortar penetration resistance at the time a workers? boot was em-

bedded to a depth of 6mm (1/4 in).
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• While setting data can be fitted with either power or exponential func-

tion, the exponential generally gives a better fit and is a more realistic and

generally applicable growth model.

• Concrete and mortar penetration curves are similar in form, slope, and

intercept, but cannot typically be pooled for detailed statistical analysis.

Informally, however, it is clear that the two are related models of the same

fundamental behavior.

• The essential conclusion of the analysis of mixture proportions is that at

the 95% confidence level, M1 and M2 can be interpreted as distinctly dif-

ferent populations on the basis of measured penetration resistance alone,

but the same cannot be said of concrete mixtures C1 vs. C2 with the

same level of confidence. When the data sets are combined, (M1&C1) and

(M2&C2) are seen to have independent intercepts but one cannot judge

the slopes to be distinctly different. Similar slopes suggest that the same

rate constants influence setting for both mortar and concrete.

• As shown previously, prepared mortars have delayed setting behavior

compared to sieved mortars as required by C403. This difference is shown

in Figures 6.6 (b) and 6.7 (b).

• Models previously established by the authors for the influence of paste

content and aggregate surface area were effective in predicting the differ-

ence in setting behavior between M1 and M2.

• The many observations of the discussion section are not repeated here.

Essential conclusions are as follow:

• P1 and P2 showed virtually identical Vicat performance, yet the mortars

and concretes made from those pastes had varying setting characteristics.
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These variations are therefore influenced by the mixture proportions and

not by changing cement behavior.

• The Vicat data in Figures 6.6 (a) and 6.7 (a) show that there is no measur-

able development of paste stiffening prior to C403 initial setting of mortar.

• For M1, C403 initial set did not occur until at or beyond the time at which

the surface of C1 could no longer be indented or faint footprints removed.

C403 final set for M1 occurred about an hour later.

• From a contractor’s perspective, C403 initial set for M2 occurred about an

hour before a concrete finisher would say that C2 had reached final setting.

C403 final setting time for M2 is not a bad estimate for a field-based C2

concrete final setting time.

• On the basis of these tests the C403 initial setting time is not a useful esti-

mator of the duration of time over which concrete can be effectively con-

solidated with a vibrator.

• As an endpoint for concrete placing and consolidating, the BS criterion

is perhaps more realistic than the C403 initial setting, but it still overes-

timates the length of time over which the concrete can be effectively vi-

brated.

• The work reported here does not support the utility of that criterion, since

prevention of cold joints is difficult if consolidation by vibration is no

longer effective.

• This work agrees with Malisch and Suprenant and with Bury et. al. on the

C403 penetration resistance at which time a worker’s boot print is 6 mm

(1/2in. deep).
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• Any time at which a footprint can be impressed in the concrete it can be re-

moved or restored with the float if applied soon enough and aggressively

enough.

• In any discussions of penetration resistance and associated setting behav-

ior it is essential that it be clear whether the pressures debated were ob-

tained from C403 mortar or from the concrete surface (foot pressure, for

example.)

• It is doubtful that the reference to “Initial Setting” in ACI 347 is a literal

reference to ASTM C403.

• ASTM C403 method is useful for quantifying setting-type behavior, but

the criteria for initial and final set do not necessarily coincide with other

common interpretations of those same terms.

6.10 Appendix

6.10.1 Pressure Associated with Making a Footprint on the Sur-

face of Concrete

The contact pressure between a worker’s boot and the concrete surface varies

somewhat as a function of the style of boot, type and depth of tread, how a

worker actually steps on the fresh concrete to include dynamic effects and visco-

plastic response of the concrete, and ultimately the stiffness of the concrete. In

this study, the static foot pressure (the weight of a worker (first-named author)

divided by the net area of a single footprint was measured (Lee was standing on
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one foot only, as if walking). The net area of the footprint also depends on the

depth of indentation any time the sole of the boot has a texture or deep tread, as

shown in Figures 6.1 (a), (b), and (c). These figures were generated from image

analysis of digital photographs of the footprints in the concrete surface.

The footprint represented by Figure 6.1 (a) was more than 6mm (1/4 in) deep

(“Level 1” criteria) and was pressed into the fresh concrete at about 2 hours af-

ter batching when the C403 mortar penetration resistance was about 103 kPa

(15 psi) (about 2–1/2 hours before C403 initial setting time of 4–1/2 hours). Be-

cause the concrete was soft, the sole of the boot penetrated to the full depth of

the treads so that the net area in contact with the concrete (and supported by

the concrete) was equal to the full gross area of the sole of the boot 19, 700mm2

(30.5 in2). The boot/concrete contact pressure was measured to be 35.2 kPa

(5.1 psi).

The footprint represented by Figure 6.1 (b) was more than 3.2 mm (1/8 in)

deep (“Level 2” criteria) and was pressed into the fresh concrete at about 3–1/2

hours after batching when the C403 mortar penetration resistance was about

1.4 MPa (200 psi) (still about 1 hour before C403 initial setting time). Because

the concrete was stiffer and with a higher penetration resistance (analogous to

a greater “soil bearing capacity,” the concrete was indented only under the ball

of the foot and the heel, for a net area 14, 500 mm2 (22.5 in2). Measured contact

pressure was 48.3 kPa (7.0 psi).

Finally, the footprint represented by Figure 6.1 (c) was less than 3.2 mm

(1/8 in) deep (“level 3” criteria) and was pressed into the fresh concrete at about

5 hours after batching when the C403 mortar penetration resistance was about

8.3 MPa (1200 psi) (about 1/2 hour after C403 initial setting time, but still 1/2
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hour before C403 final setting time). Because the concrete was much stiffer with

an even higher “soil bearing capacity,” the concrete was indented only under

the ball of the foot and the heel and not into the spaces between the treads,

for a net area 11, 400 mm2 (17.7 in2). Measured contact pressure was 60.7 kPa

(8.8 psi).

It is interesting to note that at the instant a worker steps onto the concrete,

however gently and approximately flat to the concrete surface, the instanta-

neous contact pressure is on the order of that shown in Figure 1c. If the con-

crete is rigid enough to bear that pressure, a shallow indentation is made over

a net area that is less than the gross are of the sole of the boot. If, however, the

concrete cannot support that pressure the boot sinks deeper, and the net contact

area increases until the resulting pressure can be sustained by the concrete. At

this point further short-term penetration is prevented.

As introduced above, further complications include the time-dependent ef-

fects of how fast the worker is walking, and whether the foot is carefully and

deliberately placed down flat to the concrete surface. While it also seems ob-

vious that the average contact pressure should be determined on the basis of

full body weight divided by the area of both feet combined, that is actually only

valid if the worker is lifted up and gently placed on the concrete. Otherwise, in

the action of walking, full body weight (plus dynamic effects) is applied to the

area of only one foot. The resulting average pressures reported above are about

twice the value reported by Suprenant and Malisch [95], and further inspection

of their work reveals use of the combined indented area of both feet. Account-

ing for this, the single-foot pressure for Lee therefore ranges from 35.2 kPa to

60.7 kPa (5.1 to 8.8 psi), the lower bound for Hover is 33.8 kPa (4.9 psi), and
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the “single foot” value taken from Malisch and Suprenant is 45.5 kPa (6.6 psi).

That these values are all in the same range for 3 different “workers” is actually

not surprising, as there is a general correspondence between shoe size and body

weight, which is a fundamental principle of forensic criminology [122, 123].
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