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Neural prostheses that stimulate the neocortex utilizing electrical stimula-

tion via implantable electrodes have been used to treat a wide range of neuro-

logical and psychological disorders. However, fundamental limitations of im-

plantable electrodes have limited the prosthesis effectiveness as there remains

concerns over their long-term stimulation efficacy and inability to create precise

patterns of neural activity. Latest developments in micro-magnetic technology

have shown that magnetic stimulation from micro-coil-based neural probes is

capable of modulating neural behavior while circumventing the limitations of

implantable electrodes. This is due to the induced electric fields from magnetic

stimulation being spatially asymmetric, avoiding the simultaneous stimulation

of passing axons, as well magnetic fields having high permeability to biological

substances, allowing for complete device encapsulation. While these devices

have been shown to modulate neural activity in both in vitro and in vivo ex-

periments, the lack of reconfigurable hardware on the probe fixes the location

of the neurostimulation sites post-implantation. This works explores how co-

designing CMOS circuitry, micro-coil design, and nanofabrication processing

can be used to fabricate the next generation of micro-coil-based neural probes,

capable of spatially programmable micro-magnetic neurostimulation.
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CHAPTER 1

INTRODUCTION

The use of electrical stimulation through implantable electrodes has enabled

the development of neural prostheses to treat neurological disorders and restore

sensory and motor functionality. The first neural prosthetic to be implanted in a

human patient was the cochlear implant in the late 1970s, with the University of

Melbourne designing and implanting the first multi-channel cochlear implant

in a profoundly deaf patient in 1979 [29]. However, it would be roughly an-

other 20 years before neural prosthesis were deployed to treat other neurolog-

ical diseases, with deep brain stimulators receiving FDA approval for treating

Parkinson’s disease and clinical trials for the Argus I retinal implant beginning

in 2002 [39, 149]. While this gap in neurotech development is in part due to

requiring more neurobiology studies to understand how to treat more neuro-

logical diseases, this is also in part due to CMOS technology scaling down from

10 µm nodes down to 100 nm from 1970 to 1998 [106], enabling the creating of

smaller and/or more complicated implantable circuitry.

Jumping forward approximately another 15 years to the mid-2010s and

the neural prostheses development has improved upon past designs such that

patients with two cochlear implants can now experience sound localization

through head-related transfer functions implemented in audio signal processing

units [6], profoundly blind patients with retinal implants show improvement

when performing orientation and mobility tests in a laboratory setting [51], and

deep brain stimulators have been expanded to treat other neurological diseases,

such as epilepsy, while also being part of a closed-loop system capable of detect-

ing and suppressing epileptic seizures [120]. While these prostheses improve-
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ments have aided in treating these neurological diseases, fundamental limita-

tions associated with electrical stimulation through the implantable electrodes

prevent the prostheses from replicating lost sensory functionality as patients

with cochlear implants struggle with speech detection in noisy environments

and patients with retinal implants can only detect large shapes to aid them dur-

ing navigation tasks.

The first limitation arises from the spatially symmetric electric field pro-

duced by implantable electrodes. This prevents specific neurons from being tar-

geted, limiting the effective stimulation spatial resolution as passing axons from

nontargeted regions are activated [10,50,115,140]. The unintended activation of

other regions can lead to a variety of problematic side effects produced by the

neural prosthesis [35, 43, 46]. While there have been efforts to enhance the stim-

ulation spatial resolution utilizing multiple electrodes, the results have yielded

marginal improvements while requiring more complicated electrode structures

and driving circuitry [18, 146]. The next limitation arises from concerns over

the long-term viability of electrical stimulation from implantable electrodes as

the stimulation efficacy degrades over time. This is caused by inflammatory

reactions generated in response to the neural prosthesis implantation, leading

to glial scarring encapsulation around the electrode, which increases the neu-

ral activation thresholds [17, 49, 65, 103]. While neurostimulation hardware is

designed to allow programmability to increase the stimulation current and re-

elicit neural behavioral responses, the increase in the tissue impedance from

glial scarring reduces the available headroom for the electrode driver circuitry,

potentially preventing the hardware from producing sufficient stimulation cur-

rents [26, 104, 139]. The final discussed limitation is that the electrode-tissue

interface is prone to electrochemical effects (such as hydrolysis and corrosion)
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that can damage the electrode and/or surrounding tissue if charge transfer lev-

els per phase are too high [30, 91].

Efforts to overcome these limitations have been addressed by changing the

neuromodulation modality. One approach is to use optogenetics where the

technique genetically modifies targeted neurons to express light-sensitive ion

channels, known as opsins, on their membrane [16]. This approach improves

the spatial resolution of stimulus as light can be focused to a precise resolution

through optical components and only the genetically modified neurons will re-

spond to the light stimulus. Furthermore, optoelectrode neural probes can be

fabricated with micro-LEDs that are on the scale of stimulating micro-electrodes

that can be entirely encapsulated, thus eliminating the electrode-tissue inter-

face [92]. However, optogenetics to be used in human therapeutics suffer from

the safety and difficulty concerns over the viral gene delivery. Furthermore,

foreign body responses, such as glial scarring encapsulation, surround the op-

toelectrode probe and cover the micro-LEDs, thus reducing the stimulation effi-

cacy over time [107].

Magnetic stimulation is another well-established approach for modulating

neural activity that overcomes all the previously mentioned limitations with

both micro-electrodes and optoelectrodes. Traditionally, this has been explored

using transcranial magnetic stimulation (TMS) which utilizes large coils posi-

tioned adjacent to the scalp to modulate activity of cortical neurons [8]. The

magnetic fields induce electric fields within the brain of the patient, and if the

gradient of the electric field is sufficiently strong, there will be activated neural

activity [115, 116]. Since the induced electric fields in the brain are located far

away from the coils, the electric field gradients are too weak to activate neu-
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ral activity. However, pyramidal neurons located at the top of the brain have

a significant bend in their axon geometry, allowing the induced electric fields

to produce an effective gradient along the bend of the axon to generate local

membrane depolarization sufficient to generate action potentials [118].

Initial assumptions claimed that magnetic stimulation would be limited to

TMS as implantable coils could not produce fields strong enough to modulate

neuronal activity. However, developments in micro-magnetic technology have

created implantable micro-coils that produce sufficient spatially asymmetric in-

duced electric fields to avoid the activation of passing axons, thus confining

the effective stimulation region [76, 77, 119]. Furthermore, since magnetic fields

have a high permeability to biological tissue and biocompatible materials, their

stimulation efficacy is not weakened by glial scarring and can be completely

encapsulated in materials that mitigate the implantation response [21, 53, 122].

This is an improvement over implantable electrodes that require openings in the

encapsulation layer and can suffer from water infiltration due to weak bonding

between the encapsulation layer and exposed electrode surface [80, 81]. While

implantable micro-coils devices on the scale of implantable electrodes have been

shown to modulate neural behavior in in vitro and in vivo experiments, these de-

vices lack reconfigurable hardware that is more commonly seen in implantable

electrode systems, thus fixing their stimulation sites after implantation [40, 66].

The work in this thesis builds upon the current state of micro-coil-based neu-

ral probes by integrating CMOS technology with the micro-coil design to de-

velop neural probes capable of spatially programmable micro-coil-based mag-

netic stimulation.
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1.1 Dissertation Overview

The rest of this dissertation is organized as follows:

• Chapter 2 discusses the CMOS implementation of a programmable micro-

coil as well as the nanofabrication process to release the neural probes

from the original chip packaging. In vitro experiments with the proposed

probe are done in conjunction with a commercial MEA and mouse olfac-

tory bulb slices to record changes in neural behavior.

• Chapter 3 builds upon the work in Chapter 2 by co-optimizing indepen-

dent CMOS coil drivers with the micro-coils to maximize the induced elec-

tric field gradients. Characterization of micro-coil-based stimulation arti-

facts is also performed with recording electrodes located on the surface of

the probe above the programmable stimulation sites.

• Chapter 4 improves on the design proposed in Chapter 3 by upgrading to

a high voltage SOI-CMOS process and integrating neural recording am-

plifiers capable of tolerating stimulation artifacts produced by micro-coil

magnetic neurostimulation.

• Chapter 5 introduces a high-compliance CMOS current DAC topology

that can be used to bias neural amplifiers operating on a low supply volt-

age. Furthermore, this technique can be expanded to the output stage of

current drivers to reduce the headroom consumed by such circuitry.

• Chapter 6 explores baseband filtering circuit techniques to enhance the

selectivity of highly tunable radio frequency (RF) filters built with passive

mixer-first receivers. While the discussed focus is in the RF domain, these
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techniques can be applied to lower frequencies to suppress out-of-band

interferers produced during micro-coil magnetic stimulation.
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CHAPTER 2

NEURAL PROBE UTILIZING CMOS-BASED PROGRAMMABLE

MICRO-COIL FOR MAGNETIC STIMULATION

2.1 Introduction

Electrical stimulation delivered through implantable electrodes has allowed for

the development of neural prostheses to treat various neurological and psy-

chological disorders [3, 12, 105, 123]. Despite the progression and development

of neural prostheses there are several fundamental limitations associated with

electrical stimulation in conjunction with implantable electrodes that limit the

long-term viability of this approach. The first limitation is the inability to target

specific types of neurons or limit the stimulation area to a confined region. This

arises from the produced electric fields from monopolar electrodes (distant re-

turn electrode) being spatially symmetric as well as the high sensitivity passing

axons have to prosthetic stimulation [115]. This can cause the effective stimula-

tion region from spreading beyond the local area surrounding the electrode and

limit the ability to produce precise patterns of neural activity [10,50,140]. Efforts

to enhance the stimulation spatial resolution utilizing multiple electrodes (bipo-

lar drive or hexagonal configurations) have reported marginal improvement,

but require more complicated electrode structure and driving circuitry [18,146].

Another limitation arises from the long-term implantation of micro-electrodes

as the stimulation effectiveness degrades over time. One of the causes for this

is from the formation of glial scarring around the electrodes and can lead to

complete encapsulation around the electrode, thus limiting their effectiveness

over time [42, 112]. While it is possible to increase the stimulation current to re-
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elicit neural behavioral responses, the increased tissue impedance from the glial

scarring seen by the electrode reduces the available headroom for the electrode

driver circuitry, potentially preventing the hardware from producing sufficient

current to elicit neural responses or significantly increasing the neurostimulator

supply voltage [26, 104, 139]. The final discussed limitation of electrodes is the

electrode-tissue interface is prone to electrochemical effects (such as hydrolysis

and corrosion) that can damage the electrode and/or tissue if charge transfer

levels per phase are too high [30, 91].

Magnetic stimulation from implantable micro-coils overcomes the ad-

dressed limitations inherit with electrical stimulation from implantable elec-

trodes. The lack of a confined stimulation region seen in electrode-based elec-

trical stimulation is overcome by the induced electric fields in magnetic stim-

ulation being spatially asymmetric, thus avoiding the activation of passing ax-

ons [15, 78]. Furthermore, magnetic fields have a high permeability to biolog-

ical tissue and therefore their efficacy is not diminished by glial scarring en-

capsulation. Finally, the lack of direct contact to the tissue allows for com-

plete encapsulation in biocompatible materials that mitigate the implantation

response [21, 53, 122]. This is in contrast to implantable electrodes that require

openings in the encapsulation and suffer from water infiltration through weak

bonding between the exposed electrode and encapsulation material [80, 81].

Initial micro-coil-based neurostimulation utilized commercial multilayer in-

ductors coated with parylene C. While the inductors were capable of suppress-

ing neural activity in in vitro experiments with mouse subthalamic nucleus

slices [79], their cross-sectional area is 500 × 500 µm, roughly 100× larger than

commonly implantable electrodes. Recent developments in implantable micro-
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coil technology have produced devices capable of eliciting neural behavior in

both in vitro and in vivo experiments while being a similar size to their im-

plantable electrode counterparts [76, 77]. However, the lack of reconfigurable

hardware in these devices fixes their stimulation sites after implantation when

it is common for an implantable electrode-based neural probe to contain multi-

ple stimulation sites controlled by programmable hardware [41, 66].

To address the lack of hardware reconfigurability in present micro-coil de-

vices, a programmable micro-coil using CMOS technology with subsequent

nanofabrication steps is developed to produce a neural probe capable of spa-

tially programmable magnetic neurostimulation sites [130]. This study builds

upon the prior work by exploring the spatial extent of the programmable micro-

coil magnetic stimulation under various programmable states and stimulation

amplitudes. In vitro experiments record the neural response of mitral/tufted

cells in mouse olfactory bulb slices across a commercial microelectrode array

(MEA). Action potentials across the array are recorded, identified into clusters,

and changes in the spiking behavior to the stimulus across the array is com-

pared across the programmable micro-coil states and stimulation amplitudes.

2.2 Physics and Simulations

2.2.1 Electromagnetic Theory

For a device to stimulate neural tissue a sufficient gradient in the E-field must

be produced along the axon of a neuron to generate local membrane depolar-

ization sufficient to generate action potentials or synaptic release. This has been
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demonstrated with previous micro-coil based neural probes by flowing current

through a wire that travels down one edge of the probe, bends at the tip of

the probe, and returns along the opposite edge [80, 81]. The bend generates a

local spatial gradient in the magnetically induced E-field, determined by the

bend geometry. The proposed programmable micro-coil design contains peri-

odic segments along the probe where the current can be programmed to cross

between opposite sides, creating multiple sites with programmable gradients in

the E-field along a single probe.

The derivation for the induced E-field for a solenoid can be found in [77] and

is expressed as:

~E = −
µ0N ∂i

∂t

4π
·

∮
dl
~R

(2.1)

Where µ0 is the permeability of free space, N is the number of coil turns, i is

the electric current flowing through the micro-coil, ~R is the vector between the

coil and target segment at which ~E is being calculated, and dl is the infinitesimal

element of the coil.

From this, the spatial gradients ∂Ex/∂x, ∂Ey/∂y, ∂Ez/∂z can be calculated as

a function of the distance to the micro-coil. For example, the x, y gradients for

a wire that progresses along the x-axis, forms a right-angle at the origin, then

progresses along the y-axis can be shown as:

|∂Ex/∂x| = |∂Ey/∂y| =
µ0N ∂i

∂t

4π ·
√

x2 + y2 + z2
(2.2)

Where the sign of the gradient terms is set by the direction of the current
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flow and bend orientation. If multiple such wire turns are present in the same

plane the resulting gradient is the sum of the gradients induced by each turn.

Concatenating two such turns results in either no gradient or approximately

double the gradient strength depending on the relative signs of the current in

the two wires.

2.2.2 Electromagnetic Modeling

To accurately predict the location and strength of the local E-field gradients the

programmable micro-coil neural probe is modeled using the Magnetic and Elec-

tric Field (mef) module within COMSOL Multiphysics. Finite element method

(FEM) simulations are performed to calculate the spatial gradients of the in-

duced E-fields arising from the current flow through the programmable micro-

coil under different states. The model is shown in Fig. 2.1 and consists of the

micro-coil traces and switchable metal traces (including approximations for the

switches) to control the current flow within the micro-coil over a conductive sil-

icon substrate etched in the shape of a probe. Simulations are done with the

programmable micro-coil under three different states: through, short, and cross

(Fig. 2.1C-E). The programmable micro-coil states are modeled by adjusting

wire boundaries to allow current to flow through desired paths while presenting

a high impedance to the undesired paths. The aluminum micro-coil traces have

a cross-sectional dimension of 2.5 × 25 µm with a wire spacing of 50 µm. The

silicon substrate has a cross-sectional dimension of 60 × 110 µm and a length

of 715 µm, with the last 45 µm tapering to a point. The switchable traces split

the original 2.5 µm-thick traces into two separate traces to allow the current to

switch which side of the probe the current is flowing along. The dimensions
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Figure 2.1: Electromagnetic simulations for various programmable micro-coil
configurations. (A) Conceptual diagram for micro-coil based magnetic stimula-
tion for the ‘through’ state. (B) Normalized induced electric field in the xy-plane
20 µm above the neural probe. (C) Neural probe in the ‘through’ state. Metal
traces that are disconnected to emulate the switching network are grayed out.
Black lines show the current flow throughout the micro-coil used in the simu-
lations. (D) ‘Short’ state. (E) ‘Cross’ state. (F-G) Spatial gradients of the electric
field along the x- and y-axes for the configurations used in C-E. The line plots
show the field gradients along the y-axis over the tip of the probe (solid lines)
and the switch network (dashed lines).

of the probe results in a cross-sectional area comparable to micro-fabricated in-

tracortical electrodes that are routinely implanted without causing significant

damage to the neural tissue [69, 136].

A similar simulation environment is built as in [76] where the modeled neu-

ral probe is surrounded in a 1 mm3 medium with the properties of gray matter

(electrical conductivity: σ = 0.27 S/m; relative permittivity: εr = 12,000) [137].

The environment was selected to allow for simulation comparisons to previous

studies and was split up using a finer mesh with the programmable micro-coil

is simulated in a closed loop configuration. The programmable micro-coil is
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sufficiently long such that the induced E-fields from the input current ports do

not affect the simulation results near the programmable stimulation sites. The

input of the programmable micro-coil is a 5-kHz, 150-mA sinusoidal current

and initial counter-clockwise direction (Fig. 2.1A, black arrows). The current

flow throughout each simulated programmable micro-coil state is shown in Fig.

2.1C-E. The induced E-fields and their spatial gradients produced by the pro-

grammable micro-coil are calculated in COMSOL Multiphysics along a plane

20 µm above the coils surface. The value of 20 µm is selected based on the size

of the cell body for mitral cells as well as accounting for the expected encapsu-

lation thickness during nanofabrication processing [99].

2.2.3 Simulation Results

The resulting normalized E-field for the ‘through’ state is plotted on a plane

20 µm above the surface of the probe. The E-field is strongest directly above the

programmable micro-coil traces (Fig. 2.1B). The spatial gradients along the x-

and y-axes (dEx/dx and dEy/dy) are plotted in the same plane for the three

programmable states (Fig. 2.1F-H). Consistent with other studies the strongest

field gradients appear above where the current flow is changing directions and

the polarity for the gradients are flipped (positive peak of dEx/dx is located at

the negative peak of dEy/dy and vice-versa) [76–78]. For the ‘through’ state the

maximum gradients for dEx/dx and dEy/dy are 12.60 and 13.37 V/m2 respec-

tively. There are small gradients present around the switch network that are

over six times weaker than the gradients present around the tip of the probe.

These unintentional gradients arise from the current flow through the modeled

switches. Furthermore, there are unintended E-field gradients along the z-axis
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that located along the sides of the silicon probe and are over a magnitude in

strength weaker than the x,y gradients (maximum dEz/dz 1.54 V/m2).

When the programmable micro-coil is set to the ‘short’ state the stimulation

sites move from the tip of the probe to over the switch network. The maximum

field gradients for dEx/dx and dEy/dy are 10.70 and 11.82 V/m2 respectively.

The slight decrease in the field gradient strengths is attributed to the increase in

routing area needed for the switch network, thus decreasing the current density

flowing through the micro-coil traces. As seen in the ‘through’ state there are

gradients along the z-axis located along the side of the probe with a maximum

strength of 2.64 V/m2 respectively. The z-axis gradients arise from the silicon

substrate shaping the electric field. Finally, since the impedance from switch

network looking towards the tip of the probe is made to be an open-circuit there

are no unintended field gradients present at the tip of the neural probe.

In the ‘cross’ state there are now two sets of stimulation sites: one present

at the tip of the probe and one above the switching network. The maximum

x, y gradient strengths at the tip are 12.60 and 12.91 V/m2 respectively, while

the gradients over the switch network increase to 21.80 and 25.76 V/m2 respec-

tively. The increase in the gradient strengths over the switch network is caused

by the current flowing along the x-axis switching directions and the current

flowing along the y-axis being doubled. The maximum z-axis gradient located

over the switching network is 7.81 V/m2, showing that while the ‘cross’ state

produces the strongest stimulation gradients, it also has the worst orientation-

based selectivity. However, the ratio of the x, y gradients to the z-axis gradient

is at least 2.7, suggesting that fine tuning the stimulation current can keep the

unintentional E-field gradients from stimulating passing axons, thus preserving
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the orientation-based selectivity by not stimulating neurons orientated orthog-

onally to the plane of the probe.

The x, y gradient strengths are also observed on a plane 100 µm above the

surface of the coil to explore the capability of the programmable micro-coil

to stimulate neurons farther away from the surface of the probe. For all pro-

grammed micro-coil states the field gradient strengths decreased by a factor of

ten suggesting that the proposed neural probe is capable of only stimulating

neurons near the surface of the probe. The simulation results suggest that the

proposed neural probe is capable of targeting different neuronal regions, such

as individual layers of the neocortex, while maintaining confined, effective stim-

ulation regions.

2.3 Neural Probe Design and Fabrication

2.3.1 Circuit Design

The proposed neural probe system is shown in Fig. 2.2. The system is de-

signed with four programmable stimulation sites. The first three programmable

stimulation sites are implemented with a switching network, where the current

flowing through the network is controlled by a two-bit digital input. The final

programmable stimulation site is implemented with a single switch that either

passes or blocks current from flowing towards the tip of the probe. The switch-

ing networks can be programmed into one of the following states: through,

cross, short, or open-circuit. The switches are implemented with CMOS trans-

mission gates with the NFETs and PFETs sized at a width-length ratio of 1.5
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Figure 2.2: High-level diagram of the proposed neural probe with the circuit
implementation of the programmable micro-coil neurostimulation sites.

mm to 180 nm and 3 mm to 180 nm respectively. The sizing of the FETs was

selected to allow for a maximum stimulation current of 200 mA while ensuring

that no transistor observed a junction voltage above the 2 V breakdown limit.

The backend circuitry around the pads consists of a programming interface as

well as testing peripherals. The programming interface is implemented with a

shift register and buffers to drive the bits along the probe to the switching net-

works. The testing peripherals consist of multiplexed coil segments to verify

the coil current direction based off the voltage measured along each segment.

2.3.2 Probe Release Nanofabrication Processing

Neural probes are thinned down and released from the original chip packag-

ing through a series of nanofabrication steps. The process begins by deposit-
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Figure 2.3: Post-nanofabrication processing. (A) Nanofabrication process to re-
lease the neural probes from the original chip packaging. Mask layers that are
no longer used are etched away between the shown steps. (B) Micrograph of
an encapsulated neural probe. (C) SEM image of stimulation sites of a released
neural probe.

ing Al2O3 and Cr using atomic layer deposition (ALD, Oxford ALD FlexAL)

and sputter deposition (ATC-Orion 5 UHV with Load-Lock by AJA Interna-

tional INC) techniques respectively. The layers serve as the silicon etching and

oxide etching masks and are patterned in the shape of a probe using contact

photolithography (ABM Contact Aligner) as well as wet etching and plasma

etching processes. The oxide layer is etched using a CF3/O2 inductively cou-

pled plasma (ICP, Oxford Plasmalab 100 ICP RIE) etch to expose the bulk sil-

icon. Trenches are etched into the bulk silicon using a deep reactive ion etch

(DRIE, Unaxis SLR-770 ICP Etcher) process down to the desired probe thick-

ness of 60 µm. The chips are flipped upside down and the backsides are cleaned

using mechanical polishing as well as plasma etching processes. Then the pre-

vious silicon DRIE process is used to etch the back of the bulk silicon until the

neural probes are released. The nanofabrication process to release the probes is
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shown in Fig. 2.3.

The released probes are mounted to a carrier printed circuit board (PCB)

using conductive silver epoxy (8330S-21G Silver Conductive Epoxy, MG Chem-

icals) and electrically connected with wire bonds (Westbond 7400A). The wire

bonds are protected using a clear epoxy (EPO-TEK 301, Epoxy Technology) be-

fore the entire assembly is coated with approximately 4 µm of parylene C (PDS

20210 Labcoter 2) to ensure that traces from the neural probe or the PCB are

not making direct contact to the tissue or solution during experiments. At this

point the proposed neural probe nanofabrication processing and assembly is

complete as there are no electrodes that require openings in the encapsulation

layer.

2.4 Experimental Methods

2.4.1 Hardware Design

The neural probes are originally fabricated in a 180 nm one poly, six metal

CMOS technology process (Fig. 2.4). The probes are originally packaged in a

diced piece of bulk silicon with approximate dimensions of 5 × 5 mm with a

thickness of roughly 300 µm. After release the insertable shank of the probe is

roughly 1900 µm long with a cross-sectional area of 60 × 110 µm and a back-end

area of roughly 500 × 500 µm. Due to the non-linear resistance of the FETs in

the switch networks dominating the micro-coil impedance, custom hardware is

designed to ensure the desired current flows through the programmable micro-

coil. The analog output of a DAQ (USB-6218, NI) is connected to a custom push-
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Figure 2.4: Micrograph of an unreleased neural probe and stimulation sites.

pull current driver with a gain of 200 mA/V. The input coil terminals as well as

the multiplexed segments are monitored with an oscilloscope (MSO2014B, Tek-

tronix, Inc.) to ensure safe operation of the probe. The custom hardware also

regulates the supply voltage delivered to the probe and level shifts the program-

ming bits produced by the programming DAQ (USB-6251, NI) and is shown in

Fig. 2.5.

The stimulation waveform is a 50% duty-cycled ramp waveform with a fre-

quency of 10 Hz. During in vitro testing a train of 50 of ramp waveforms are

delivered to the programmable micro-coil. The selection of a 10 Hz stimula-

tion frequency based off the known theta rhythms observed in olfactory bulb

slices [64]. The selection of the ramp stimulation waveform is selected to pro-

duce short, strong bursts in the induced E-field.
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Figure 2.5: In vitro test experiment setup with custom PCB to program, power,
and drive the micro-coil. Circuit implementation of push-pull current driver is
shown.

2.4.2 In Vitro Olfactory Bulb Slice Experiments

In vitro testing is done on 300 µm-thick slices of mouse olfactory bulbs from 5-

12 week-old mice. The tissue is horizontally sliced with a vibrating microtome

and bathed with oxygenated artificial cerebrospinal fluid (aCSF) at 34°C dur-

ing recordings. Slices are aligned to the MEA by locating bands of spontaneous

activity that indicate the mitral cell and external plexiform layers [108]. The

programmable micro-coil neural probe is placed on top of the slice above the

band showing the most activity. Neural activity is then recorded throughout

the trials of delivering the desired stimulation waveform to the probe for vari-

ous programmed micro-coil states and stimulation currents. The placement of
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Figure 2.6: Micrograph of in vitro experiment setup with time-aligned spikes
detected by [24] on electrodes K9 and K11. The olfactory bulb slice is placed on
top of the electrode array and the proposed probe lays flat on top of the slice.

the proposed probe to the tissue and MEA is shown in Fig. 2.6. Note that the

recordings are measured on the bottom of the slice and the stimulation is occur-

ring on the top slice. Since the slice is too thick to directly stimulate recordings

occurring on the bottom of the slice, the measurements are recording indirect

stimulation responses and statistical analysis is used to determine if the pro-

grammable micro-coil stimulation affected the recorded neural behavior of the

slice.

Spikes and local field potentials (LFPs) are recorded using a 120-electrode

MEA (MultiChannel Systems) with titanium nitride electrodes (30 µm diameter,

30-50 kΩ impedance, 200 µm pitch). The electrodes are embedded within a thin

polyimide foil that is perforated (20-90 µm diameter) to facilitate perfusion and

oxygenation of the slice from both sides and to draw the slice down against

the MEA with a gentle vacuum, which improves the signal-to-noise ratio and
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enables the use of thicker slices with correspondingly richer lateral connectivity.

Recordings are bandpass filtered (1 Hz – 3.3 kHz) and amplified (1200x) before

sampling at 20 kHz with a bit depth of 24 bits per sample. This enables spikes

to be recorded at a high resolution even at amplifications low enough to also

record LFPs.

2.4.3 Data Analysis

Recorded data are zero-phase (forward and reverse) refiltered between 300 Hz

– 3 kHz prior to offline spike sorting and unit identification using the WaveClus

software package [24]. Well-isolated candidate units are analyzed as single-unit

data when: (1) all spike events have amplitudes greater than 4 standard devia-

tions above the voltage signal (thresholded based on the signal-to-noise ratio of

the individual recording), and (2) the number of spike pairs with an interspike

interval below 3 ms (the refractory period) is less than 1% of the total spikes for

that unit. Any spikes not clearly separable by these criteria are treated as mul-

tiunit data. These conservative spike sorting criteria are designed to minimize

how often spikes from separate units are incorrectly combined into single-unit

datasets, thus adding reliability to subsequent analyses of spike-mediated in-

formation.

The normalized difference is used to quantify the neural response to the

stimulation train and is defined by the following equation:

ND =
NS T IM − NPOS T

NS T IM + NPOS T
(2.3)
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Where NS T IM is the number of detected spikes during the stimulation train

and NPOS T is the number of spikes detected for an equal amount of time after the

stimulation train. Strong excitatory and inhibitory responses approach values

of +1 and -1 respectively, while a value of 0 corresponds to no effect on neu-

ral spiking behavior. The Wilcoxon signed-ranked test is then used on all the

trials for each programmed micro-coil state to determine the statistical signifi-

cance of the neural response. P values less than 0.01 are regarded as statistically

significant.

2.5 Experimental Results

2.5.1 Micro-Coil State Effect on Neural Response

Testing consists of three trials driving each tested programmable micro-coil state

with six trains of fifty 10 Hz ramp waveforms (150 mA peak amplitude, 50%

duty cycled, negative ramp polarity) spaced 10 seconds apart. Input referred

electrode voltages near the probe prior to digital filtering are shown in Fig. 2.7.

Stimulation artifacts are present during recording and are on the order of 100 µV

across the entire MEA. Since this study is only analyzing action potentials and

the stimulation artifacts are in the frequency domain of LFPs (due to our choice

of stimulation waveform), the artifacts are suppressed by a digital high-pass

filter.

The stimulation artifacts are caused by electrical coupling from the micro-

coil traces and appear mostly as a common-mode signal. This is confirmed dur-

ing in vitro testing as the strength of the stimulation artifacts decrease as the
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Figure 2.7: Input referred voltages for electrodes K9 and K11 (spaced 400 µm
apart) prior to digital bandpass filtering. Bottom row shows the difference be-
tween the electrode voltages highlighting that most of the stimulation artifact
appears as a common-mode signal.

programmable micro-coil shortens in length, thus decreasing the voltage seen

along each micro-coil segment for the same stimulation current. It is possible to

use signal processing techniques to remove the mostly common-mode artifact

when processing the recorded neural behavior in the LFP frequency band.

Fig. 2.8 shows stimulation aligned recorded data for electrode K11 when

the micro-coil is programmed into state 2 (see Fig. 2.9 for state configurations).

Note that the filtered electrode waveform contains three unique recorded neu-

rons classified by [24]. However, only the most dominant cluster shows any

neural response to the stimulus as the dot plot shows clear inhibition during
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Figure 2.8: Transient measurements of the stimulation current and filtered in-
put referred voltage for electrode K11. Stimulation aligned dot plots are shown
for all eighteen stimulation trains as well as an average spike rate over a 200
ms window for the dominant cluster identified by [24]. Two other clusters are
identified but show no response to the stimulation train.

the stimulation train. The average firing rate of the cluster increases by a factor

of about 1.86 after the completion of the stimulation train.

Fig. 2.9 summarizes the recorded activity observed by electrodes K9 and

K11 from all the stimulation trains in each micro-coil state. Electrode locations

relative to the probe are shown in Fig. 2.6. The stimulation response for each

trial is quantified as the normalized difference and the statistical significance

of the response is determined by the Wilcoxon signed-rank test. Electrode K11

shows significant inhibitory modulation when the micro-coil sites close to the
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Figure 2.9: Box plots for the normalized difference spike count of electrodes K9
and K11 for all tested micro-coil states. Whiskers extend to the minimum and
maximum values. Stimulation sites and p-values for the Wilcoxon signed-rank
test are shown for each state.

tip are activated with diminishing inhibitory effects as the stimulation sites re-

tract away from the tip. All statistically significant micro-coil states have a stim-

ulation site located at either the tip of the probe or 250 µm away from the tip.

The neural response observed on electrode K9 shows an inhibitory response

to the stimulation train when the micro-coil is programmed to state 9, with

no significant response observed when programmed in any of the other tested

states. Note that micro-coil state 9 has a unique stimulation site not observed

on other tested micro-coil states. All other states with a stimulation site present

at the same location as state 9 (250 µm from the tip of the probe) have the po-

larity of the stimulation sites flipped. All significant neural responses to the

stimulation train have an inhibitory response, caused by the preferential acti-

vation of bulbar interneurons which deliver widespread lateral inhibition onto

mitral/tufted cells observed on the underside of the slice.
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2.5.2 Impact of Stimulation Ramp Polarity

Testing on the same slice was also performed with ramp waveforms with a

flipped ramp polarity (positive ramp polarity), while leaving the other param-

eters for the stimulation train unchanged. This flips the polarity of the induced

E-field while keeping the thermal and electrical coupling effects consistent with

the previously discussed trials. The observed response on electrode K11 is simi-

lar for both stimulation waveforms where the strongest inhibitory responses are

observed when there are stimulation sites present at the tip of the probe. The in-

hibitory response is slightly stronger when using the positive ramp waveforms

as the normalized difference increases from a value of 0.22 to 0.31 when stimu-

lation sites are present around the tip of the probe.

However, when using the positive ramp stimulation waveform there were

no statistically significant observed responses on electrode K9. Comparisons

between the stimulation ramp polarities for micro-coil state 9 is shown in Fig.

2.10. The dot plot shows a large variation in neural behavior for stimulation

trains 1 – 18 (positive ramp) while there is consistent inhibitory behavior for

stimulation trains 19 – 36 (negative ramp) as spiking activity increases post-

stimulation. This increase in post-stimulation spiking can also be seen in the bar

graph and spike binning plots and contributes to the negative ramp dataset hav-

ing a negative normalized difference with a median value of -0.25. Meanwhile,

the positive ramp dataset shows a larger variance centered around a median

normalized difference value of zero.
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Figure 2.10: Comparison between micro-coil state 9 neural responses to positive
and negative ramp waveform stimulation trains. (A) Stimulus aligned dot plot.
(B) Total spike count during and after stimulation. (C) Spikes counted over a
250 ms window. (D) Normalized difference box plot.

2.5.3 Spatial Extent of Neural Response

To analyze the spatial extent of the neural response across the entire electrode

array the mean of the normalized difference for all detected clusters is calculated

for the negative ramp polarity waveform trials. Only electrodes that recorded

a minimum of 500 total spikes across each of the three trials are analyzed. This

prevents electrodes that did not record significant neural activity from creating

insignificant data. The results are shown in Fig. 2.11 for micro-coil states with

zero switching networks programmed in the ‘cross’ state to limit the stimulation
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Figure 2.11: Mean normalized difference for all detected clusters plotted across
the MEA for non-crossing micro-coil states. The neural probe location and pro-
grammed micro-coil current flow are shown over the array (width not to scale).
Top row shows data for all electrodes that have a minimum of 500 detected
spikes for all three trials. Bottom row shows data for electrodes where the nor-
malized difference is statistically significant with a p-value less than 0.01 from
the zero-median Wilcoxon signed rank test.

site to the end of the current flow through the programmable micro-coil.

The strongest inhibitory responses are located near the location of the probe.

As the bend of the micro-coil current retracts further away from the tip of the

probe, the measured inhibitory effects also retract along the array. Furthermore,

the measured normalized difference also weakens as the stimulation sites retract

from the tip. This can be seen as micro-coil state 1 has the strongest inhibitory

effects located in the bottom right corner of the MEA while micro-coil state 15

shows limited neural response.

Since the data plotted across the array is the mean of the normalized differ-

ence it is possible that some of the effects observed across the array are affected

by statistical outliers during the trials. Therefore, the bottom row of Fig. 2.11
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grays out all data that does not meet the statistical significance criteria for the

Wilcoxon signed-rank test. The majority of the of the statistically significant

electrode sites are located around the bottom right corner of the MEA near the

probe. Micro-coil state 9 (250 µm from the tip of the probe) shows the most

widespread inhibition across the array, with the inhibitory effect is weaker than

what is observed near the probe. This is the only programmed micro-coil state

that shows statistically significant inhibitory responses on electrode locations

away from the location of the probe.

2.5.4 Stimulation Current Threshold

Experiments were also done to observe the neural response across varying

strengths of the stimulation waveform, using a slice from a different olfactory

bulb than previously discussed experiments. The tip of the probe was placed

over electrode E4 as it was the region of the slice showing the most neural ac-

tivity. The stimulation current increased up to 200 mA in 20 mA increments.

Fig. 2.12 shows stimulation-aligned recorded waveforms for electrode E5 for

current amplitudes of 160, 180, and 200 mA to explore the neural network dy-

namics. There are two different neurons recorded on electrode E5: one with an

amplitude up to 200 µV (cluster 1) and another with an amplitude under 100 µV

(cluster 2).

As the stimulation current increases, the time for the inhibitory effect to be-

gin decreases (180 mA, 2.05 s; 200 mA, 0.65 s). Furthermore, as the stimulation

current increases the measured amplitudes of the recorded spikes decreases.

This decrease in the action potential amplitude can be attributed to shunting in-
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Figure 2.12: Stimulation aligned voltage waveforms of the measured electrode
E5 response to the stimulation train for current amplitudes of 160, 180, and 200
mA.

hibition, caused by the activation of interneurons, causing a reduction in extra-

cellular currents measured by the recording electrodes in the MEA [20,114,134].

Fig. 2.13 shows the mean normalized difference over three trials for elec-

trode E5 across the tested stimulation current range for both recorded clusters.

Micro-coil state 1 (current flow down to the tip of the probe) shows no large
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Figure 2.13: Mean normalized difference for electrode E5 plotted across the
current amplitude over three trials for micro-coil states 1 and 13 (current flow
through to the tip and through to 500 µA from the tip).

Figure 2.14: Spike counted in 5 ms windows for each of the three trials for micro-
coil states 1 and 13. Stimulation current values shown are 160, 180, and 200 mA.

neural response for current amplitudes up to 160 mA. At 180 mA there is a

significant increase in the inhibitory response for cluster 1, suggesting that the

inhibitory response has a binary response with an activation threshold. When

the stimulation current is increased to 200 mA there is an increase in the nor-

malized difference for both clusters (due to lack of activity after the stimulation
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train). Micro-coil state 13 (current flow down to 500 µm from the tip of the probe)

shows no neural response to any of the stimulation amplitudes.

Cluster 1 also fires consistently with each stimulation ramp waveform with

a 200 mA stimulation current. Stimulus-aligned bins are created to count each

recorded action potential for each waveform in the train. Fig. 2.14 shows the

results for both micro-coil states 1 and 13, and stimulation currents 160, 180, and

200 mA for all three trials. Bin windows are set to 5 ms and are aligned to the

steep gradient in the ramp waveform. For micro-coil state 1 at 200 mA there is

clear synchronized spiking occurring around 20 ms after each ramp waveform.

2.6 Discussion

2.6.1 Stimulation Current Comparisons

The stimulation currents for the proposed programmable micro-coil neural

probe are approximately an order of magnitude larger than those used in in

vitro studies from previously designed micro-coil-based neural probes [76, 77].

However, there are several differences in the experiment set up that have a sig-

nificant effect on the necessary stimulation current. While the tissue slices used

also have a thickness of 300 µm, the slice was a V1 coronal slice from a Thy1-

GCaMP6f transgenic mouse, allowing for fluorescent imaging of the direct neu-

ral response on the top side of the tissue slice. It is plausible that there was

evoked neural activity from the programmable micro-magnetic stimulation at

lower amplitudes, but the effect was not strong enough to propagate to the bot-

tom of the slice.
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Furthermore, the fluorescent imaging experiments placed the stimulation

sites of the probes directly over the proximal axon of the targeted neuron as it

has the highest sensitivity to stimulation [38,58,128,141]. Additionally, the used

stimulation waveform was a single period of a sinusoidal current as opposed to

a ramp waveform. This causes the induced E-field to have a tri-phasic wave-

form, where the duration of the second phase is longer than the first and last

phase, which is thought to reduce the threshold needed for activation [110, 121]

It is feasible that the necessary stimulation current of the proposed neural probe

will decrease by changing the in vitro experimental setup to use transgenic

mouse slices to measure the direct stimulation response on the top of the slice, as

well as using better probe positioning and stimulation waveform optimization.

Finally, it is also possible to modify the design of the proposed pro-

grammable micro-coil neural probe to include recording electrodes and in-

tegrated neural amplifiers to measure changes in the neural behavior at the

surface of the probe. Electromagnetic simulations with electrodes above the

stimulation sites show no degradation in the magnitudes of the induced E-

fields. Using the measured stimulation artifacts 300 µm away from the sur-

face of the probe, the expected stimulation artifacts measured by electrodes on

the probe are on the order 100 mV. Modern neural recording front ends are

capable of recording neural signals in the presence of differential artifacts as

large as 200-mVpp and common-mode artifacts as large as 700-mVpp without

distortion [22, 23, 62]. The nanofabrication release processing can be modified

to deposit platinum recording electrodes while also using a thinner insulation

layer that does not suffer from water infiltration around the electrode open-

ings [82–84].

34



2.6.2 Stimulation Current and Heat Reduction

Measurements need to be done to observe the temperature changes in the aCSF

bath or tissue near the probe. Temperature measurements from similar micro-

coil based neural probes suggests that it is unlikely to observe more than a 1°C

change in temperature during stimulation [77,119], which is less than the thresh-

old for thermal activation of neurons [27, 34, 37]. The increase in temperature

during stimulation can be reduced more by lowering the stimulation current as

joule heating is proportional to I2R.

While changing the experimental setup could decrease the necessary stimu-

lation current to observe evoked neural behavior, it is also possible to improve

the hardware design of the proposed programmable micro-coil. The derived

expression for the induced E-field shows that the magnitude is proportional

to the number of turns in the micro-coil. This has been verified by fabricated

multi-turn single layer micro-coils as well as electromagnetic simulations for

multi-layer micro-coils [76]. While there are concerns about the design and fab-

rication of a multi-layer micro-coil using the process discussed in [76, 77], this

is mitigated when co-designing the micro-coil with CMOS technology. Further-

more, since the nonlinear switch resistance dominates the coil impedance, turns

can be added to the micro-coil design without a significant increase in the coil

resistance.

2.6.3 Future Control Experiments

The discussed data shows clear signs of recorded neuromodulation from the

programmable micro-magnetic stimulation. However, control experiments are
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needed to completely isolate other forms of neuromodulation. Previous micro-

coils ensured the integrity of the coil insulation by regularly measuring the

coil impedance to ground to ensure there was under 10 µA of leakage cur-

rent [76–78, 119]. The thicker encapsulation layer used (1 µm of oxide from the

CMOS chip, 4 µm of parylene C) should ensure that the impedance of the pro-

grammable micro-coil is greater than 250 MΩ (and thus a leakage current un-

der 10 µA). However, since the proposed probe is implemented with active cir-

cuitry, a different approach is needed to measure the leakage current. This can

be confirmed by measuring the current flowing in and out of the programmable

micro-coil and comparing the difference.

It has been previously discussed that the heat produced by the pro-

grammable micro-coil is unlikely to exceed the threshold for thermal activa-

tion of neurons. Similar in vitro experiments presented in this work can be per-

formed where the steep gradients in the stimulation current waveform are re-

moved. This allows for similar joule heating while eliminating strong gradients

in the induced E-field. Finally, it has been shown that capacitive currents trans-

mitted through insulation layers can effectively evoke neuronal activation [36].

This can be tested by running the coil in an open-circuit configuration and ap-

plying a voltage across the programmable coil terminals.

2.7 Conclusion

This work proposes a neural probe that co-designs micro-coils, CMOS technol-

ogy, and nanofabrication techniques to enable spatially programmable micro-

coil magnetic neurostimulation sites. The programmable micro-coil is imple-
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mented using programmable switching networks to allow the micro-coil cur-

rent path to change along the probe, changing the locations of the gradients of

the induced electric fields, thus changing the locations of the neurostimulation

sites. Nanofabrication techniques are used to thin down and release the probes

from the original foundry chip packaging. In vitro testing of the neural probe

was done with slices of a mouse olfactory bulb in conjunction with an MEA

yielding observable changes in neural behavior to given stimulus patterns un-

der specific programmable micro-coil states. The observed neural response to

the stimulus was an inhibitory response mostly localized around the location of

the probe.
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CHAPTER 3

CMOS MICRO-MAGNETIC NEUROSTIMULATOR UTILIZING

OPTIMIZED MULTI-TURN MICRO-COILS

3.1 Introduction

Electrical stimulation delivered through implantable electrodes has allowed for

the development of neural prostheses to restore sensory and motor functional-

ity [3, 12, 105, 123]. However, there are fundamental limitations with electrical

stimulation using implantable electrodes that limit this approach. The first limi-

tation is the produced electric fields are spatially symmetric, which prevent spe-

cific neurons from being targeted, limiting the effective stimulation spatial reso-

lution [10,50,140]. This arises from the produced electric fields from monopolar

electrodes (distant return electrode) being spatially symmetric as well as the

high sensitivity passing axons have to prosthetic stimulation [115]. Efforts to

enhance the stimulation spatial resolution utilizing multiple electrodes (bipo-

lar drive or hexagonal configurations) have reported marginal improvement,

but require more complicated electrode structure and driving circuitry [18,146].

The next limitation arises from concerns over the long-term viability of micro-

electrodes as the stimulation effectiveness degrades over time. One of the causes

for this is from the formation of glial scarring around the electrodes [42, 112],

which can lead to complete encapsulation around the electrode and limit their

stimulation effectiveness over time. While it is possible to increase the stim-

ulation current to re-elicit neural behavioral responses, the increased tissue

impedance from the glial scarring seen by the electrode reduces the available

headroom for the electrode driver circuitry, potentially preventing the hardware
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from producing sufficient current to elicit neural responses [26,104,139]. The fi-

nal discussed limitation of electrodes is the electrode-tissue interface is prone to

electrochemical effects (such as hydrolysis and corrosion) that can damage the

electrode and/or surrounding tissue if charge transfer levels per phase are too

high [30, 91].

Magnetic stimulation through implantable micro-coils overcomes the ad-

dressed limitations of implantable electrodes. The induced electric fields from

magnetic stimulation are spatially asymmetric and can avoid the activation of

passing axons, confining the effective stimulation region [15, 76, 77]. Further-

more, magnetic fields have a high permeability to biological tissue and bio-

compatible materials. Therefore, the micro-coil-based stimulation efficacy is not

weakened by glial scarring and can be completely encapsulated in biocompat-

ible materials that mitigate the implantation response [21, 53, 122]. This is in

contrast to the implantable electrodes that require openings in the encapsula-

tion and suffer from water infiltration through weak bonding between the ex-

posed electrode and encapsulation material [80, 81]. Recent developments in

implantable micro-coil technology have produced devices capable of modulat-

ing neural behavior in in vitro and in vivo experiments. However, these devices

lack reconfigurable hardware that is more commonly seen in implantable micro-

electrode systems, thus fixing the stimulation sites after implantation [41, 66].

Recent work has utilized CMOS technology in the micro-coil design with

additional nanofabrication processing to develop a neural probe capable of spa-

tially programmable micro-coil magnetic stimulation [130]. However, that work

did not use multi-turn micro-coil designs to decrease the necessary stimulation

current. Furthermore, the design was one long programmable micro-coil that
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required very large switches in order to keep the micro-coil voltage below the

transistor breakdown voltage during stimulation. This, in turn, reduces the cur-

rent density flowing through the switches, thus reducing the maximum induced

electric field. The proposed neural probe co-optimizes the micro-coil design

with integrated CMOS current drivers to provide spatially programmable neu-

rostimulation sites from multi-turn, independently driven micro-coils. Further-

more, a four-wire interface is implemented to use the current inputs and supply

as the programming interface. This reduces the number of necessary terminals

needed to connect the neural probe to external circuitry, reducing the packaging

size.

3.2 Electromagnetic Simulations

3.2.1 Electromagnetic Modeling

Stimulating neural tissue requires a sufficient gradient in the electric field to be

produced along the axon of a neuron to generate local membrane depolariza-

tion. The electromagnetic derivation for the induced electric fields produced

by the current flowing through the micro-coil can be found in [77]. The pro-

posed design utilizes an array of independently driven multi-turn micro-coils

to change the location of the electric field gradients, while reducing the nec-

essary stimulation current. Electromagnetic simulations are performed using

the Magnetic and Electric Field (mef) module within COMSOL Multiphysics to

predict the location and strengths of the local E-field gradients. Finite element

method (FEM) simulations are performed to calculate the spatial gradients of
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the induced E-fields arising from the current flow through the micro-coils un-

der different conditions. Fig. 3.1 shows the model consisting of two multi-turn,

multi-layer micro-coils (four layers, four turns per layer) over a conductive sili-

con substrate etched in the shape of a probe. Simulations are performed with the

micro-coils driven under the following conditions: one coil is driven clockwise,

both coils are driven in the same direction (clockwise), both coils are driven in

opposite directions (Fig. 3.1B-D). The aluminum micro-coil traces have a cross-

sectional dimension of 4.07 × 0.5 µm with a wire spacing of 1 µm and layer spac-

ing of 0.85 µm. The silicon substrate has a cross-sectional dimension of 60 ×

110 µm and a length of 715 µm, with the last 45 µm tapering to a point. The

dimensions of the probe results in a cross-sectional area comparable to micro-

fabricated intracortical electrodes that are routinely implanted without causing

significant damage to the neural tissue [69, 136].

The simulation environment models the neural probe surrounded in a 1

mm3 medium with the properties of gray matter (electrical conductivity: σ =

0.27 S/m; relative permittivity: εr = 12,000) [137], similar to previously used

environments to allow for direct comparisons to prior studies [76, 130]. The

environment was split with a finer mesh with the micro-coils simulated in a

closed-loop configuration. The micro-coil input terminals are sufficiently dis-

tanced from the micro-coil turns such that they do not affect the simulated E-

field gradients. The stimulation currents driven through the micro-coils are 5-

kHz, 10-mA sinusoidal waveforms with their current directions defined in Fig.

3.1B-D. The induced E-fields and their spatial gradients are calculated within

COMSOL Multiphysics along a plane 20 µm above the surface of the probe, se-

lected based off the typical cell body size for mitral cells and the expected probe

encapsulation thickness [99].

41



Figure 3.1: Electromagnetic simulations for a neural probe with two multi-turn
micro-coils under various current direction configurations. (A) Conceptual di-
agram for micro-coil based magnetic stimulation with the induced electric field
direction shown for the bottom micro-coil current driven clockwise. (B) Neural
probe with one micro-coil driven clockwise. Black lines show the current flow
throughout the micro-coil used in the simulations. (C) Both micro-coils driven
clockwise. (D) Micro-coils driven in opposite directions. (E-G) Spatial gradients
of the electric field along the x- and y-axes for the configurations used in B-D.
Line plots show the field gradients along the x-axis over the upper stimulation
sites.

3.2.2 Simulation Results

The strongest field gradients are located above the locations where the current

flow is changing directions where the positive peaks for the dEx/dx gradients

are located where the negative peaks for the dEy/dy gradients are located (and

vice-versa), consistent with previous studies [76–78,130]. When only one micro-

coil is driven the stimulation sites appear over opposite corners of the micro-

coil. The maximum gradient values for dEx/dx and dEy/dy are 12.13 and 12.89

V/m2 respectively. There are no induced E-fields produced over the adjacent

micro-coil since there is no current flowing through the coil. When both micro-

coils are driven with the same stimulation current, flowing in the same direc-
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tion, the stimulation sites move to the outer corners of the two micro-coils. The

simulation results are similar to the one micro-coil case, with the maximum gra-

dient values for dEx/dx and dEy/dy are 12.19 and 12.34 V/m2 respectively.

There is also a smaller set of unintentional E-field gradients located between the

micro-coils where the maximum gradient values for dEx/dx and dEy/dy are

4.38 and 4.32 V/m2 respectively. These gradients are produced by the magnetic

fields from the two micro-coils not completely cancelling out at their contiguous

boundary.

When the micro-coils currents are flowing in opposite directions the

strongest gradients appear between the two micro-coils. The maximum gradi-

ent values for dEx/dx and dEy/dy are 21.24 and 23.93 V/m2 respectively, nearly

doubling the maximum gradients from the previously micro-coil configura-

tions. This increased gradient strength is caused by the current flow along the

x-axis flipping directions, while the current flow along the y-axis is doubling. In

each of the micro-coil configurations there are gradients along the z-axis present

along the side of the silicon substrate that is approximately four times weaker

than the strongest dEx/dx or dEy/dy gradients. However, with proper selec-

tion of the stimulation current value, the dEz/dz gradients can be kept below

the stimulation threshold while maintaining the dEx/dx and dEy/dy gradients

above the threshold, maintaining neuron orientation selectivity.

The simulation results suggest that a neural probe utilizing multiple multi-

turn micro-coils can produce the maximum E-field gradients by driving adja-

cent micro-coils in opposite directions, producing programmable neurostimula-

tion sites located between adjacent micro-coils. This suggests that the proposed

probe is capable of targeting different neuron regions, such as individual layers
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of the neocortex. These results show that maximum E-field gradients are simi-

lar to the maximum E-field gradients produced by neural probe utilizing a pro-

grammable micro-coil (maximum gradients for dEx/dx and dEy/dy values of

21.81 and 25.77 V/m2 respectively) [130]. This work used a 5kHz 150 mA stimu-

lation current for the electromagnetic simulations, suggesting that the proposed

multi-turn micro-coil neural probe is capable of invoking neural activity while

reducing the necessary stimulation current by a factor of 7.5. Finally, additional

simulations modeling metal-insulation-metal (MIM) capacitors over the stimu-

lation sites show negligible difference in the strength of the E-field gradients.

This suggests that a micro-coil based neural probe can be designed while also

recording nearby neural activity with electrodes integrated on the top plate of

the MIM capacitors [60, 82, 83].

3.3 Neural Probe Design

3.3.1 System Overview

The proposed neural probe system is shown in Fig. 3.2. The backend circuitry

of the probe contains a four-wire interface to allow the supply and differential

coil input terminals to double as the programming interface. The programming

interface controls the state of the ternary (non-inverting, inverting, or off) push-

pull current drivers to control which of a set of four separate micro-coils are

active and the direction the current flows through them. This is implemented

by passing both input current signals into a push-pull driver with eight par-

allel outputs, producing eight differential current pairs. Each output is cross-
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Figure 3.2: System architecture of the proposed neural probe. Waveform plot
shows an example of the supply and differential coil input signals during pro-
gramming and stimulation, as well as the expected magnetic field and induced
electric field.

connected to its opposite-sign counterpart and routed down the probe to its

dedicated micro-coil driver, with one such dedicated driver per micro-coil. Cur-

rent flow through the current drivers and switch network for each ternary driver

configuration can be seen in Fig. 3.3. When one driver output is active the cross-

connected output is disabled. The micro-coils and their drivers are located near

the tip of the probe, with the micro-coil terminals multiplexed off chip to char-

acterize the maximum stimulation current.
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Figure 3.3: Conceptual diagram of programmable ternary driver configurations
to drive the micro-coil drivers. Red and blue arrows show the push and pull
current flow for the positive and negative terminal ternary drivers respectively.
Green arrows show the current flow through the micro-coil. (A) Micro-coil
driver disabled. (B) Micro-coil driver non-inverting configuration. (C) Micro-
coil driver inverting configuration.

Since it is not necessary to program the neural probe during stimulation,

programming signals can be multiplexed with the power supply and differen-

tial stimulation current to use only four terminals. This decreases the number

of necessary pads, thus decreasing the backend area and increasing the possi-

ble length of the insertable shank. During programming the supply cyclically

drops beneath a threshold voltage, set by a PTAT driving a diode stack, to gen-

erate the programming clock. The common mode of the differential coil inputs

serves as the programming data. This, in turn, moves the common mode of the

micro-coils during programming; however, there is no current flowing through

the micro-coils, and therefore there are no induced electric fields and no inad-

vertent stimulation during programming.

3.3.2 Circuit Design

Four-Wire Interface

The circuit implementation of the four-wire interface and push-pull current

drivers is shown in Fig. 3.4. The supply of the four-wire interface powers a
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Figure 3.4: Circuit implementation of the four-wire interface, ternary current
drivers, and micro-coil drivers.

PTAT (implemented with startup circuitry to ensure proper operation) to gener-

ate bias currents for amplifiers, current starved logic, and bias voltages. A low-

dropout regulator produces a constant supply voltage for the digital circuitry.

The clock is generated by comparing VDD to a bias voltage and is buffered by

an inverting Schmitt trigger to prevent local drops in the digital supply voltage

from generating multiple clock edges. The differential coil inputs are buffered

by a pair of high output impedance differential pair amplifiers connected in

unity gain feedback, with the common mode extracted by connecting the out-

puts of the amplifiers together. The programming bits are stored in a current

starved shift register and are level shifted back to VDD to control the ternary

push-pull drivers.
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Push-Pull Current Driver

The ternary current drivers and micro-coil drivers use the same push-pull topol-

ogy, selected for its bidirectional current flow that allows for easy change in

current direction through the micro-coil without the need for large switches.

Resistors R1 trade-off between the input current range and the quiescent bias

current. Given a specified maximum input current and assuming all transis-

tors are sized to have the same overdrive voltages R1 can be solved for from the

following equation:

VDD = 4VOD + VT H + IINR1 (3.1)

In the case where current is flowing into the node IIN of the micro-coil driver,

VT H and 2VOD arise from the devices M9, M4, with the remaining 2VOD coming

from the cascode output stage of the ternary current driver. Assuming a supply

voltage of 3.5 V, a threshold voltage of 700 mV, and overdrive voltage of 300

mV, R1 is selected to be 500 Ω to allow an input current range of ±3.2 mA. This

is selected to ensure that the maximum output current of the micro-coil driver

is limited by the output stage across all process corners.

Reducing the value of R1 does not drastically increase the quiescent current

consumption of the current driver with the inclusion of transistor pairs M1, M2

and M3, M4 operating in class AB. The bias current of the push-pull driver is set

by the component stack containing 2R1, 2R2, and diode connected FETs M1 and

M3. Applying Kirchhoff’s voltage law yields the following expression for the

bias current IB:
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VDD = 2IB[R1 + R2] + η1VT ln
(

IB

IS 1

)
+ η3VT ln

(
IB

IS 3

)
+ 2VT H (3.2)

Where η1,3 and IS 1,3 are device parameters for M1 and M3 operating in sub-

threshold. The value of R1 is already selected to set the maximum input current

range, leaving the only free parameters to set the bias current as R2 and the size

of the M1 and M3. Through simulations the bias current is set to 40 µA with the

sizes of M1 and M3 set to 60 µm/350 nm and 90 µm/350 nm respectively, and the

value of R2 set to 12 kΩ.

The output of the current driver is the parallel outputs of cascoded PFET

and NFET current mirrors. Cascoded outputs are used to ensure accurate cur-

rent mirroring over the wide range of coil voltages present during stimulation.

The ternary driver outputs can be disabled by switching the PFET and NFET

cascode gate voltages to supply and ground respectively. The output devices

are sized such that the ternary current drivers have unity current gain and the

micro-coil drivers have a current gain of ten.

Stimulation Artifact Amplifier

An iteration of the micro-coil based neural probe is designed with electrodes

placed over the programmable stimulation sites to observe neural activity near

the surface of the probe. There are three possible effects that can create stim-

ulation artifacts on the input of a neural amplifier: electrical coupling from

the voltage present across the coil, magnetic coupling from the current flowing

through the coil, and induced currents from the magnetic stimulation detected

by the electrodes. Due to the uncertainty of the stimulation artifact mechanisms,
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Figure 3.5: Schematic of the stimulation artifact amplifier.

the amplifiers are designed to prioritize artifact characterization from micro-coil

based magnetic neurostimulation.

The circuit schematic for the stimulation artifact amplifier is shown in Fig.

3.5. The amplifier topology is a single ended design, which is chosen to pri-

oritize stimulation artifact measurements across the electrode locations. The

electrode signal is AC-coupled through capacitor C1 to the gates of transistors

M4 and M5. The high pass filter corner frequency is set by C1 and the pseudo-

resistor made up from transistors M7, M8. The corner frequency of the high pass

filter is set by adjusting the gate voltage, which is brought externally through a

pad on the backend of the probe.

Accurate amplifier gain is set by using a diode connected load, so the gain

is set by the sizing ratio between the input devices and the load. This allows

for accurate characterization of the stimulation artifact along the probe across

process corners. The programmable gain is controlled by the input signal CTL.

When high M11 and M13 are turned on setting the transconductance of the am-
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plifier to 10gm and the load 1/gm. When CTL is low M11 and M13 are turned off

and the amplifier is set to unity gain.

The dominant noise sources come from the thermal noise from the pseudo-

resistor, the flicker noise from the largest NFET transistors (M1 and M3), and the

flicker noise of the input bias current (NFET transistors in the PTAT). Simula-

tions show that when the amplifier gain is set to ten the input referred noise is

30 µVrms for a bandwidth of 100 Hz - 10 kHz. While this high noise floor is

not ideal for neural amplifiers, this is sufficient for characterizing stimulation

artifacts that could impose linearity constraints on neural amplifiers while si-

multaneously recording large action potentials. The single ended topology is

prone to changes in the supply voltage during stimulation, which can be prob-

lematic as the stimulation artifact amplifier and micro-coil current drivers are

both connected to the same supply. To reduce stimulation supply coupling the

traces are routed down the probe separately and are only connected at the back-

end of the probe where the resistance of the supply traces is insignificant.

3.3.3 Coil Optimization

The micro-coil design and push-pull amplifiers are co-designed to maximize the

produced magnetic field. The maximum field is proportional to the total turns

in the micro-coil and to the maximum current that can flow through the coil.

Fig. 3.6 shows that the supply traces are routed long distances to the micro-coil

drivers. Due to the parasitic resistance from the supply traces, it is advanta-

geous to increase the number of turns per layer in the micro-coil, reducing the

current for a given voltage across the coil, and lowering the voltage drop across
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Figure 3.6: Conceptual diagram showing long supply routing to coil drivers
adding parasitic resistance and removing available headroom for the micro-coil.
Plot shows how micro-coil resistance scales with an increase in the number of
coil turns per metal layer.

the supply traces. However, as the number of turns within an allotted coil area

increases, the resistance scales super linearly because of increasing amounts of

area spent on spacing between micro-coil turns. The equation for the micro-coil

resistance is:

RCOIL = NLρW[2NT (H + L) − (8[NT − 1] + 1)(W + S )] (3.3)

Where H and L are the dimensions of the micro-coil, NT and NL are the num-

ber of turns per layer and the number of layers, W and S are the trace width

and spacing, and ρ is the resistivity of the metal. Furthermore, the following

constraint is needed to ensure the turns stay within the allotted coil area:

NT W + (NT − 1)S ≤ WMAX (3.4)

Where WMAX is allotted coil area width. The micro-coil optimization results
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Figure 3.7: Coil optimization results. (A) No current driver area constraint
yields a maximum equivalent current when the micro-coil uses four metal lay-
ers with one turn per layer. (B) Limiting the current driver area to fit inside the
micro-coil yields a maximum equivalent current when the micro-coil uses four
metal layers with four turns per layer.

are shown in Fig. 3.7. Based on the resistivity of the traces and desired coil

dimensions, an optimization shows the maximum magnetic field is produced

when there is only one turn per layer (with four layers used), yielding a turns to

maximum current product of 427 mA. However, the required current to produce

this maximum magnetic field cannot be achieved with reasonably sized current

drivers. Therefore, an additional constraint to the coil optimization accounts for

the maximum current that can be produced by a current driver that can fit inside

the micro-coils. The final optimization results in the maximum magnetic field

produced by a micro-coil using four metal layers with four turns per layer, with

dimensions of 250 × 100 µm and a turns to maximum current product of 194

mA. Based off of prior biological studies with programmable micro-coil neural

probes, this will produce E-field gradients capable of modulating neural activity

[130].

While this optimization should give a very good approximation of the max-

imum magnetic field, there are parameters unaccounted for. Process variations
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Figure 3.8: Micrograph of the proposed probe. (A) Unreleased probe with zoom
in on micro-coils with internal drivers. (B) Released and encapsulated probe.

can change the threshold voltages of the FETs, adjusting their overdrive voltage

and current density, and thus impacting the optimization results. Furthermore,

the optimization assumes that each micro-coil layer contributes equally to the

produced magnetic field. Improvements can be made by weighing the contri-

bution each layer has on the produced magnetic field differently and allowing

for a different number of turns on each layer.

3.4 Measurement Results

The neural probes were fabricated in a 180 nm 1P6M CMOS process and shown

in Fig. 3.8. The probes are released using the nanofabrication process discussed

in [130] and have a shank length and width of roughly 3900 µm and 110 µm

respectively. Neural probes consist of four micro-coils using four metal layers

to produce sixteen total turns with dimensions of 250 x 100 µm. The supply

traces are routed as twenty alternating VDD/GND traces in the middle of the

probe to ensure that the supply currents do not produce unintended magnetic
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Figure 3.9: Plots comparing the micro-coil voltage and supply current consump-
tion against the neural probe input current.

fields. Three variations of the coils were fabricated where the current drivers are

located either inside or outside the coil array and utilizing different metal layers

for the micro-coil design. A custom circuit board is designed to handle the four-

wire interface communication, produce the differential stimulation current, and

measure the micro-coil terminal voltages.

3.4.1 Micro-Coil Characterization

Released micro-coils were characterized by sweeping the stimulation current

and measuring the differential micro-coil voltages to determine the maximum

stimulation current before coil driver saturation. Tests were done in room tem-

perature phosphate buffered saline (PBS, Gibco 10010-023, pH 7.4 (1X)), and

with stimulation waveforms similar to those used in [130]. Current-voltage

plots are shown in Fig. 3.9 comparing the three micro-coil and driver config-

urations. The plots show that maximum stimulation current for the micro-coils

using the bottom four metal layers is roughly 8.5 mA. The design using the
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top four metal layers shows a higher maximum stimulation current of 9 mA,

which is due to the thicker top metal layer, thus reducing the resistance of the

micro-coil and the headroom it consumes. Note that the micro-coil driver out-

put current compression begins roughly 150 µA before flatlining at the previ-

ously reported values.

Furthermore, since the top of the micro-coil is closer to the surface of the

probe, the induced electric field gradients will be stronger than those from

micro-coils using the bottom four metal layers. The current consumption plot

shows the expected linear scaling of the current consumption until coil driver

saturation, with variations in the bias currents across designs due to process

variations affecting the bias points of the transistor pairs operating in class AB

mode.

3.4.2 In Vitro Olfactory Bulb Slice Experiments

In vitro testing is done on 300 µm-thick slices of mouse olfactory bulbs from 5-

12 week old mice. The tissue is horizontally sliced with a vibrating microtome

and bathed with oxygenated artificial cerebrospinal fluid (aCSF) at 34°C dur-

ing recordings. Slices are aligned to the MEA by locating bands of spontaneous

activity that indicate the mitral cell and external plexiform layers [108]. The neu-

ral probe is placed on top of the slice above the band showing the most activity.

The placement of the proposed probe to the tissue and MEA is shown in Fig.

3.10. Testing consisted of driving the micro-coils with stimulation trains of fifty

10 Hz ramp waveforms (1 mA peak amplitude input current, 50% duty cycled,

negative ramp polarity) spaced ten seconds apart while observing changes in
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Figure 3.10: Micrograph of the in vitro experiment set up with time-aligned
spikes and stimulation artifacts detected by [24] on electrode E4. The olfactory
bulb slice is placed on top of the electrode array and the proposed probe lays
flat on top of the slice.

neural behavior. Note that the recordings are measured on the bottom of the

slice and the stimulation is occurring on the top slice. However, the tissue slice

is too thick for the micro-coil stimulation to directly stimulate neurons recorded

on the bottom slice [77, 130].

Spikes and local field potentials (LFPs) are recorded using a 120-electrode

MEA (MultiChannel Systems) with titanium nitride electrodes (30 µm diameter,

30-50 kΩ impedance, 200 µm pitch). The electrodes are embedded within a thin

polyimide foil that is perforated (20-90 µm diameter) to facilitate perfusion and

oxygenation of the slice from both sides and to draw the slice down against

the MEA with a gentle vacuum, which improves the signal-to-noise ratio and

enables the use of thicker slices with correspondingly richer lateral connectivity.
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Recordings are bandpass filtered (1 Hz – 3.3 kHz) and amplified (1200x) before

sampling at 20 kHz with a bit depth of 24 bits per sample. This enables spikes

to be recorded at a high resolution even at amplifications low enough to also

record LFPs.

Recorded data are zero-phase (forward and reverse) re-filtered between 300

Hz – 3 kHz prior to offline spike sorting and unit identification using the

WaveClus software package [24]. Well-isolated candidate units are analyzed

as single-unit data when: (1) all spike events have amplitudes greater than 4

standard deviations above the voltage signal (thresholded based on the signal-

to-noise ratio of the individual recording), and (2) the number of spike pairs

with an interspike interval below 3 ms (the refractory period) is less than 1%

of the total spikes for that unit. Any spikes not clearly separable by these cri-

teria are treated as multiunit data. These conservative spike sorting criteria are

designed to minimize how often spikes from separate units are incorrectly com-

bined into single-unit datasets, thus adding reliability to subsequent analyses of

spike-mediated information.

Unit identification is able to differentiate between spikes and stimulation ar-

tifacts of similar amplitudes. Fig. 3.11 shows preliminary results using a neural

probe with micro-coils using the bottom four metal layers and internal drivers.

The highlighted stimulation train is configured to have the two inner coils run

current in opposite directions to generate the strongest gradient in the electric

field, while the outer coils are disabled. The dot plot for electrode E4 shows

that the stimulation waveform has an inhibitory effect on the recorded activity,

consistent with the results found in [130], while reducing the stimulation power

consumption by a factor of five.
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Figure 3.11: Transient measurements for the stimulation current and filtered in-
put referred voltage for electrode E4. Zoom in of the first stimulation train high-
lights the inhibitory response observed on electrode E4. The dot plot highlights
when the recorded neuron fires.
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Note that the micro-coil neurostimulation is not capable of directly stimulat-

ing the recorded mitral/tufted cells on the bottom of the slice. It is likely that

there is invoked neural behavior at lower stimulation currents and the effect is

not strong enough to propagate to the bottom of the slice [119]. Since the pro-

posed probe is unable to directly stimulate the recorded neurons on the bottom

of the slice, it is advantageous to design a micro-coil neural probe that is also

capable of measuring neural activity near the surface of the probe.

3.4.3 Stimulation Artifact Characterization

The tested micro-coil neural probe variation is configured with the micro-coil

traces using the bottom four metal layers and the micro-coil drivers are placed

outside of the micro-coils. This allows the AC-coupling MIM capacitor to be

placed directly above the stimulation sites on top of the micro-coils and al-

low the stimulation artifact amplifier to be placed near the electrodes inside the

micro-coils. The passivation layer above the AC-coupling MIM capacitors has

a 25 µm × 25 µm opening to platinize the top of the MIM capacitor to integrate

platinum recording electrodes into the micro-coil neural probe design. The pla-

tinization is done using a lift-off process with AZ-nLOF 2020 photoresist and

sputter deposition (ATC-Orion 5 UHV with Load-Lock by AJA International

INC) to deposit 10 nm of Cr (used as an adhesion layer) and 100 nm of Pt.

The ASICs are then encapsulated in 2 µm of parylene C (PDS 20210 Labcoter

2) to prevent unused bond pads from making direct contact to the saline bath.

Openings in the parylene encapsulation are made using contact photolithogra-

phy (SPR220-3.0 photoresist, ABM Contact Aligner) and an oxygen plasma etch
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Figure 3.12: Encapsulated breakout micro-coil with recording electrodes. (A)
Test circuit board with saline containment ring. (B) Micrograph of micro-coils
and recording electrodes with etched openings in the encapsulation.

(Oxford PlasmaLab 80 RIE System). The neural probe is electrically connected to

a test circuit board via wire bonds (Westbond 7400A) and a 3D printed ring (Ob-

jet30 Pro 3D Printer) is secured around the chip package to contain the saline.

Finally, the wire bonds and all exposed metal from the chip package are coated

in a clear epoxy (EPO-TEK 301, Epoxy Technology) to prevent any direct elec-

trical contact to the saline from causing hydrolysis or corrosion. The test circuit

board and processed recording electrodes are shown in Fig. 3.12. The electrode

outputs are buffered by INA821 instrumentation amplifiers, configured to have

unity gain. The outputs are filtered by a 10 kHz single pole, passive low pass

filter before being sampled.

The transfer function is measured by directly driving one of the electrode

inputs through a wire bond with a function generator (3322A, Agilent Tech-

61



Figure 3.13: Stimulation artifact amplifier transfer function for both gain set-
tings and output PSD for the amplifier in the higher gain setting with a 1-kHz
sinusoid, 20 mVpp input.

nologies, Inc.) and measuring the output with an oscilloscope (MSO2014B, Tek-

tronix, Inc.). The measured transfer function and output PSD is shown in Fig.

3.13. When the gain selection bit CTL is set high the measured in-band gain is 17

dB with a high pass corner frequency of 20 Hz. The gain decreases to -3 dB and

high pass corner frequency moves to 40 Hz when CTL is set low. The in-band

gain is 3 dB less than expected and is attributed as loss from the PFET source fol-

lowers that buffer the amplifier outputs off-chip. The PSD plot shows an SNDR

of 28 dB and SFDR of 40 dB, with the SNDR limited by the second harmonic

nonlinearity commonly seen in single-ended open-loop amplifiers [132].

Fig. 3.14 shows the measured stimulation artifacts when the middle coils

are driven in opposite directions, the outer coils are inactive, and the artifact

amplifier is set to the higher gain setting. Since the dominant source of the stim-

ulation artifact occurs from electrical coupling from the micro-coil voltage, the

majority of the stimulation artifact appears as a common-mode signal for elec-

trodes located over the same micro-coils. The strongest stimulation artifact is

measured on the electrodes over the tip of the probe over an inactive micro-coil.
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Figure 3.14: Micro-coil-based stimulation artifact measurements. Artifacts
peak-to-peak voltages are measured during stimulation and ignore the RC de-
cay post stimulation. Transient measurements of the common-mode and differ-
ential artifact are shown across all amplifier pairs for a peak stimulation current
of 1 mA. Amplifier 0 measures the electrodes at the tip of the probe.

This is caused by both micro-coil terminals being driven by cascoded current

mirror outputs, thus are driven by a high output impedance source where the

output voltage nodes are poorly defined. Therefore, the common-mode voltage

for inactive micro-coils is prone to coupling from adjacent micro-coils, causing

rail-to-rail perturbations that, in turn, couple onto the recording electrodes. The

common-mode artifacts coupling onto electrodes over inactive micro-coils can

be significantly suppressed by implementing common-mode feedback in the

micro-coil driver circuitry.

The maximum common-mode stimulation artifact is measured across the

input stimulation current range of ±1 mA with the same waveform parameters

used in the previously mentioned in vitro experiments. The maximum mea-

sured common-mode artifact from the trials is 630 mVpp, which corresponds

to an input-referred stimulation artifact of 90 mVpp. Note that the stimula-
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tion artifact is only measured during the stimulation waveform and ignores the

RC decay that occurs during the sharp gradient of the stimulation waveform.

This is because the RC decay settles back to DC in only a few milliseconds

and optimization of the stimulation waveform can eliminate the sharp gradi-

ent all-together [76, 77, 110, 121]. The largest differential artifact measured is 70

mVpp, corresponding to a 10 mVpp input referred signal. Therefore, a neural

amplifier with a typical noise floor of 5 µVrms must have a dynamic range of

66 dB to handle the differential artifact without nonlinearities causing lost neu-

ral signal recordings, exceeding the limits of traditional neural recording front

ends [60, 61, 97, 102].

3.5 Discussion

3.5.1 Comparisons to Prior Micro-coil Neural Probes

The power consumption during stimulation for the proposed multi-turn micro-

coil probe has decreased from the previous in vitro study for a CMOS micro-coil

based neural [130]. Measurements show the proposed probe consumes 140 mW

(40 mA on a 3.5 V supply), while the previous probe consumed 375 mW (150 mA

on a 2.5 V supply). Note that approximately half of the measured stimulation

current consumption is being used to drive two micro-coils, while the rest of

the of measured current is spent on the ternary current driver as well as the

quiescent bias current of the inactive micro-coil drivers. While the stimulation

power consumption is reduced by only a factor of 2.7, the stimulation current

is reduced by a factor of 15 which allows for a more integrated and scalable
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neural probe design as the individual micro-coil drivers can fit inside the area

of a micro-coil.

The stimulation current of the proposed neural probe is roughly four times

larger than the single-turn micro-coils used in prior in vitro experiments [76,81].

However, this can be attributed to the differences in the experimental set up

that have a significant impact on the necessary stimulation current. The slices

used were V1 coronal slices from a Thy1-GCaMP6f transgenic mouse, allowing

for fluorescent imaging of the direct neural response on the top side of the tis-

sue slice. Furthermore, the neural probe was placed such that the stimulation

sites are located directly over the proximal axon of the targeted neuron as it

has a higher sensitivity to stimulation [38, 58, 128, 141]. Finally, the stimulation

waveform used was a single period sinusoidal current as opposed to a ramp

waveform. This was selected as the induced E-field has a tri-phasic waveform

where the duration of the second phase is longer than the first and last phase,

which is thought to reduce the necessary activation threshold [38, 58, 128, 141].

It is feasible that the lower stimulation currents of the proposed neural probe

were modulating neural behavior around the probe on the top of the olfactory

bulb slice with the invoked behavior not strong enough to propagate to the bot-

tom of the slice where the MEA was recording neural activity. Furthermore,

with finer probe placement relative to the desired neurons and with further

optimization of the stimulation waveform it is possible for the proposed neu-

ral probe to stimulate neural activity while consuming less power than prior

micro-coil based neural probes.
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3.5.2 Nanofabrication Process for Recording Electrodes

It was previously discussed that one of the benefits to using magnetic stim-

ulation from micro-coil-based neural probes was the probes could be entirely

encapsulated in biocompatible materials, eliminating the concern of water infil-

tration through weak bonding between exposed electrodes and encapsulation

material [80, 81]. However, this is no longer the case when designing micro-

coil based neural probes with integrated recording electrodes. Recent work has

shown that depositing insulation materials, such as SiO2 or SixNy, using a com-

bination of atomic layer deposition (ALD) and plasma enhanced chemical vapor

deposition (PECVD) can allow for long term chronic electrical recordings [84].

This process provides robust encapsulation while also reducing the encapsula-

tion thickness down to roughly 1 µm [84]. This decrease in the encapsulation

thickness (compared to 5 µm parylene encapsulation used) would increase the

E-field gradient strengths seen by neurons on the surface of the probe by 20%.

3.5.3 Design of Stimulation-Tolerant Neural Amplifier

Traditional neural amplifiers are designed to amplify both local field poten-

tials (1 - 200 Hz) and action potentials (200 - 5 kHz) while maintaining a low

noise floor, sufficiently high common mode and power supply rejection, and

consuming low power and area to be scalable for mass recordings [47]. How-

ever, this topology has its limitations for closed-loop neuromodulation systems

as the stimulation artifacts appear in-band and are several orders of magnitude

larger than the neural signals. Traditional neural amplifiers are not suitable for

measuring large signals due to the highly non-linear pseudo-resistor used for
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creating the low frequency high pass filter. Furthermore, stimulation artifacts

cause amplifier saturation, resulting in loss of neural recording until the ampli-

fier settles back to normal operating conditions.

Electrical stimulation artifacts vary by the electrode geometry and applica-

tion and can be on the scale of 1 V with nonlinear electrochemical reactions

making it very difficult to suppress the artifact on a stimulation electrode [124].

Recording front ends that are not capable of handling stimulation artifacts of

this scale disable the recording front end until the electrode voltage settles back

to the operating voltage range [14]. Modern neural recording front ends have

increased the operating voltage range by recording neural signals in the pres-

ence of differential artifacts as large as 200-mVpp and common-mode artifacts

as large as 700-mVpp without distortion [22, 23, 62]. While these topologies are

unable to handle large electrical stimulation artifacts occurring near stimulation

electrodes, they are capable of handling the stimulation artifacts produced by

micro-coil magnetic stimulation, allowing for simultaneous neural recordings

at the stimulation sites.

3.6 Conclusion

This work proposes a neural probe that co-optimizes the micro-coil design with

CMOS current drivers to maximize the electric field gradients and reduce the

necessary stimulation current. Independently driven multi-turn micro-coils al-

low for spatially programmable neurostimulation sites between adjacent micro-

coils. A four-wire interface is used to reduce the number of pads on the probe

backend by using the supply and differential current inputs as the programming
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clock and data signals respectively. The electrical performance of the probes is

characterized in a phosphate buffered saline bath. Preliminary in vitro testing of

the neural probes is done with slices of a mouse olfactory bulb in conjunction

with an MEA showing changes in neural behavior.
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CHAPTER 4

SIMULTANEOUS MICRO-COIL NEUROSTIMULATION AND

ELECTRODE RECORDING SITES ON INTEGRATED SOI-CMOS

NEURAL PROBE

4.1 Introduction

The use of electrical stimulation through implantable electrodes has allowed

the development of neural prostheses to treat neurological disorders and re-

store sensory and motor functionality. Deep brain stimulation (DBS) has been

shown to effectively reduce the symptoms associated with diseases such as

Parkinson’s disease and epilepsy [11, 70, 142]. Furthermore, cochlear prosthe-

ses have also been effective in restoring the sensation of hearing to profoundly

deaf patients [144,145]. While this success has prompted development of neural

prostheses for various applications including visual prostheses [2,105,123], limb

prostheses [109,126], and treating other neurological disorders [33,48,63], there

are fundamental limitations with electrical stimulation inherit with implantable

electrodes that limit this approach.

The first limitation arises from the spatially symmetric electric field pro-

duced by implantable electrodes. This prevents specific neurons from being

targeted, limiting the effective stimulation spatial resolution as passing axons

from nontargeted regions are activated [10,50,115,140]. The unintended activa-

tion of other regions can lead to a variety of problematic side effects produced

by the neural prosthesis [35, 43, 46]. While there have been efforts to enhance

the stimulation spatial resolution utilizing multiple electrodes, the results have

yielded marginal improvements while requiring more complicated electrode
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structures and driving circuitry [17, 146]. The next limitation arises from con-

cerns over the long-term viability of the electrical stimulation from implantable

electrodes over time. Inflammatory reactions generated in response to the neu-

ral prosthesis implantation can lead to glial scarring encapsulation around the

electrode and increase the neural activation thresholds over time [17,49,65,103].

While neurostimulation hardware is designed to be programmable to increase

the stimulation current and re-elicit neural behavioral responses, the increase

in the tissue impedance from glial scarring reduces the available headroom for

the electrode driver circuitry, potentially preventing the hardware from produc-

ing sufficient stimulation currents [26, 104, 139]. The final discussed limitation

is that the electrode-tissue interface is prone to electrochemical effects (such as

hydrolysis and corrosion) that can damage the electrode and/or surrounding

tissue if charge transfer levels per phase are too high [30, 91].

Magnetic stimulation is another well-established approach for modulat-

ing neural activity that overcomes limitations observed with implantable elec-

trodes. Traditionally, this has been explored using transcranial magnetic stimu-

lation (TMS) which utilizes large coils positioned adjacent to the scalp to mod-

ulate activity of cortical neurons [8]. Developments in micro-magnetic technol-

ogy has produced implantable micro-coils that utilize the spatially asymmetric

induced electric fields to avoid the activation of passing axons, thus confining

the effective stimulation region [76, 77, 119]. Furthermore, since magnetic fields

have a high permeability to biological tissue and biocompatible materials, their

stimulation efficacy is not weakened by glial scarring and can be completely

encapsulated in materials that mitigate the implantation response [21, 53, 122].

This is an improvement over implantable electrodes that require openings in the

encapsulation layer and can suffer from water infiltration due to weak bonding
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between the encapsulation layer and exposed electrode surface [80, 81]. While

implantable micro-coils devices on the scale of implantable electrodes have been

shown to modulate neural behavior in in vitro and in vivo experiments, these de-

vices lack reconfigurable hardware that is more commonly seen in implantable

electrode systems, thus fixing their stimulation sites after implantation [40, 66].

Recent work has addressed the lack of programmable stimulation sites

by incorporating CMOS technology into the micro-coil design with addi-

tional nanofabrication processing. The first of such neural probes utilized

programmable switching networks to develop a programmable micro-coil to

change the location of the stimulation sites [130]. However, this work did not

utilize multi-turn micro-coil designs to reduce the necessary stimulation current

and required very large switches in order to keep the micro-coil voltage below

the transistor breakdown voltage during stimulation. The large switches reduce

the current density flowing through the switches, thus reducing the maximum

induced electric field. More recent work has addressed these shortcomings

by co-optimizing the micro-coil design with integrated CMOS current drivers

to provide spatially programmable stimulation sites from multi-turn, indepen-

dently driven micro-coils [129] Fig. 4.1 shows a simplified overview of how a

neural probe stimulates neurons above the surface of the probe through mag-

netic stimulation by driving the bottom micro-coil.

This work proposes a neural probe that builds upon the prior CMOS micro-

coil-based neural probes by utilizing a high voltage SOI-CMOS process to

co-optimize the multi-turn micro-coils with independent integrated current

drivers. By using a higher supply voltage for the micro-coil drivers, there is

more headroom available to the micro-coil, thus allowing for more turns to re-
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Figure 4.1: Conceptual diagram illustrating magnetic field lines produced by
the micro-coil as well as the induced electric field.

duce the necessary stimulation current. Furthermore, by incorporating SOI-

CMOS technology there are more opportunities to explore how the bulk sub-

strate affects the induced electric fields. The insulation layer can be used as an

etch-stop layer to selectively etch and shape the backside carrier silicon layer

[143]. Finally, to address the lack of neural recording capabilities to enable to

enable a closed-loop implantable neural front end, electrode sites are placed di-

rectly above the micro-coil stimulation sites with neural amplifiers designed to

record the neural signals, taking advantage of the significantly smaller stimula-

tion artifacts produced by micro-coil magnetic stimulation [19,45,130,133]. The

risk of water infiltration is mitigated by taking advantage of modern nanofabri-

cation techniques used by implantable CMOS neural recording nodes [84].
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4.2 Electromagnetic Simulations

4.2.1 Electromagnetic Modeling

Stimulating neural tissue requires a sufficient gradient in the electric field to

be produced along the axon of a neuron to generate local membrane depolar-

ization. The electromagnetic derivation for the induced electric fields (E-fields)

produced by the current flowing through the micro-coil can be found in [77].

Electromagnetic simulations are performed using the Magnetic and Electric

Field (mef) module within COMSOL Multiphysics to predict the location and

strengths of the local E-field gradients. Finite element method (FEM) simula-

tions are performed to calculate the spatial gradients of the induced E-fields

arising from the current flow through the micro-coils under varying substrate

shapes. The model consists of two four-turn, single-layer micro-coils over a sil-

icon substrate etched in various probe-shaped structures. Simulations are per-

formed with both micro-coils driven in opposite directions.

The aluminum micro-coil traces have a cross-sectional dimension of 4.79 ×

1.0 µm with a wire spacing of 0.28 µm. The substrate of the SOI CMOS process

consists of a thin device silicon layer, over a thin insulation layer, over a car-

rier silicon layer. This is modeled as a thin device silicon layer over a carrier

silicon layer to simplify the simulations, with the boundary conditions set to

electrical insulation to prevent potential induced eddy currents from flowing

between layers. The device silicon substrate has a cross-sectional dimension of

4.5 × 110 µm and a length of 715 µm, with the last 45 µm tapering to a point.

E-field gradients are compared against two carrier silicon shapes: an extension

of the device layer so the total substrate thickness is 60 µm and a substrate that
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is cut inwards such that it does not sit underneath the micro-coils and stim-

ulation sites (thickness still 60 µm). The dimensions of the probe results in a

cross-sectional area comparable to micro-fabricated intracortical electrodes that

are routinely implanted without causing significant damage to the neural tis-

sue [69, 136].

The simulation environment models the neural probe surrounded in a

medium (0.8 × 0.3 × 0.25 mm) with the properties of gray matter (electrical

conductivity: σ = 0.27 S/m; relative permittivity: εr = 12,000) [137], similar to

previously used environments to allow for direct comparisons to prior stud-

ies [76, 129, 130]. The environment was split with a finer mesh with the micro-

coils simulated in a closed-loop configuration. The micro-coil input terminals

are sufficiently distanced from the micro-coil turns such that they do not affect

the simulated E-field gradients. The stimulation currents driven through the

micro-coils are 5-kHz, 37.5-mA sinusoidal waveforms with their current direc-

tions defined in Fig. 4.2A-B. The induced E-fields and their spatial gradients are

calculated within COMSOL Multiphysics along a plane 15 µm above the surface

of the probe, selected based off the typical cell body size for mitral cells and the

expected probe encapsulation thickness [99].

4.2.2 Simulation Results

Consistent with prior studies, the strongest E-field gradients are located above

the locations where the current flow is changing directions in the micro-coil,

with positive peaks for dEx/dx gradients located where negative peaks for

dEy/dy gradients are located (and vice-versa) [76, 77, 129, 130]. The dEx/dx,
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Figure 4.2: Electromagnetic simulations for a neural probe with two multi-turn
micro-coils driven in opposite directions with various probe shapes. (A) No
patterning on the carrier silicon layer. (B) Carrier silicon layer is 50 µm in width
and is tapered down to 5 µm underneath the contiguous boundary of the micro-
coils. (C-D) Spatial gradients of the electric field along the x-, y-, and z-axes for
the carrier silicon layer configurations used in A-B.

dEy/dy, and dEz/dz gradients for the carrier silicon layer etched in the same

probe shape as the device silicon layer are shown in Fig. 4.2C. The maximum

gradients for dEx/dx and dEy/dy are 34.86 and 37.89 V/m2 respectively. The

maximum gradient for dEz/dz is 7.50 V/m2 where the peak is offset by 14 µm

along the y-axis off the edge of the probe. This is caused by the magnetic fields

produced by the micro-coils passing through the modeled substrate; however,

the induced E-fields are re-shaped due to the substrate modeled as an electrical

insulator along the boundary. This results in the field gradient ratios dEx/dx
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over dEz/dz and dEy/dy over dEz/dz of 4.65 and 5.05 respectively. Note that

if there is no modeled substrate these ratios exceed values over 1000 and the

asymmetry of the induced electric fields is maximized.

All the field gradients for the carrier silicon layer etched such that it tapers

inward, away from the strongest stimulation sites, are plotted in Fig. 4.2D. The

maximum values for dE/dx and dEy/dy field gradients 34.89 and 37.41 V/m2

respectively, with the slight differences from the previous carrier silicon layer

shape attributed slight variations in the mesh shape. The maximum gradient for

dEz/dz decreases to 5.88 V/m2, increasing the gradient ratios for dEx/dx over

dEz/dz and dEy/dy over dEz/dz to 5.93 and 6.36 (roughly 25% improvement).

The theoretical minimum for the dEz/dz gradient would be when the carrier

silicon layer is completely etched away, yielding a value of 3.44 V/m2. While it

is not feasible to manufacture a probe where the micro-coil array is on the order

of 1 mm long with a thickness of 4.5 µm, this suggests that there are further

explorations on etching the carrier silicon layer to maximize the selectivity of

targeted neurons in the plane of the probe to vertically oriented passing axons.

4.3 Neural Probe Design

4.3.1 System Overview

An overview for the system architecture of the proposed neural probe is shown

in Fig. 4.3. The backend circuitry contains a programming interface that con-

trols a pair of programmable single-ended to differential current amplifiers and

a pair of multiplexers that control which differential coil taps and neural ampli-
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Figure 4.3: System architecture of the proposed neural probe.

fier outputs are brought off-chip. The programming interface and multiplexers

operate on a 5V supply, the programmable current amplifiers and micro-coil

drivers operate on a 10V supply, and the neural amplifiers operate on a 1V

supply with all circuits sharing the same ground. Instead of having a differ-

ential stimulation current input as seen in prior work [129, 130], the proposed

system has two independent single-ended stimulation current inputs. The pro-

grammable current amplifiers drive the micro-coil drivers that are located along

the shank of the probe, outside of the micro-coils. This allows the neural am-

plifiers to be placed within the micro-coils, near the recording electrode sites

located above the programmable micro-coil neurostimulation sites. Since the

micro-coil taps observe an approximate 0 - 10 V swing and the multiplexer op-

erates on a 5 V supply, a voltage divider consisting of 750 kΩ high density re-

sistors reduce the measured micro-coil tap voltage swing before being buffered

by an NFET source follower. The NFET source follower can be disabled and

bypassed to allow more accurate micro-coil characterization.
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Figure 4.4: Circuit implementation for micro-coil stimulation current blocks. (A)
Programmable current amplifier. (B) Push-pull micro-coil driver.

Programmable Current Amplifier

The input current of the programmable current amplifier passes into a cascoded,

diode-connected NFET load. The gate of transistor M1 is shared by four 3-bit

NFET current DACs where the current gain is controlled by switching the cas-

code gate voltage between the cascode bias voltage and ground. To push current

into the IOUT+ node, the M3 current DAC must be set to a non-zero 3-bit value

while M5 is set to zero. This allows the input stimulation current to be copied

and/or multiplied by transistor M3, copied by the cascoded PFET current mir-

ror consisting of transistors M7 - M10. Since M5 is disabled, all the current is

sourced out of the node IOUT+.

To sink the current from node IOUT+ the M5 current DAC is now set to a

non-zero 3-bit value while M3 is disabled, which then disables the PFET DAC.

To enable a differential current output to drive the micro-coil drivers, a replica
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circuit is created to drive the IOUT- node where the DAC values of transistor

pairs M3, M13 and M5, M11 must match. The programmable current amplifier

has four parallel copies to drive each of the independent micro-coil driver pairs.

Note that the high voltage FETs that are used cannot exceed a VGS voltage of ±5

V.

Instead of using a push-pull driver seen in prior work and level shifting the

digital logic to 5 - 10V to control the high voltage PFETs, this amplifier topology

was selected as it operates on VDDHV supply, while being easily programmable

by logic running on the VDDD supply [129]. Note that because the input stim-

ulation current cannot be negative, the programmable current DAC must be

programmed to switch directions to implement a full sinusoid stimulation cur-

rent with no DC offset. The programmable current amplifier is shown in Fig.

4.4A.

Push-Pull Current Driver

The micro-coil driver uses a similar push-pull topology discussed in prior work

[129]. This topology is selected due to its bidirectional current flow that allows

for easy change in current direction through the micro-coil without consuming

area needed for large switches. As discussed in prior work, the value of the

resistor trades-off between the input current range and the quiescent bias cur-

rent. Assuming a supply voltage of 10 V, an overdrive voltage of 700 mV, and

a threshold voltage of 750 mV, the resistor value is selected to be 12.5 kΩ to set

the input current range to approximately ±515 µA. To further reduce the bias

current transistor pairs M1, M2 and M3, M4 are introduced and operate in class

AB. The bias current is set by the diode connected transistors M1, M3, M13, M14,
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and the six equivalent resistors. The circuit schematic of the micro-coil driver is

shown in Fig. 4.4B.

The mirroring and biasing transistors have an NFET and PEFT unit sizing

of 24 µm/500 nm and 60 µm/500 nm respectively. The class AB transistors are

optimized to have an NFET and PFET sizing of 6 µm/500 nm and 15 µm/500 nm

respectively. Simulations show an expected quiescent bias current of 950 µA per

push-pull micro-coil driver. The output of the driver is the parallel output of

cascoded PFET and NFET current mirrors with a current gain of 10. This output

topology is selected to ensure accurate current mirroring over the wide swing

of voltages present across the coil during stimulation, while the gain is selected

to minimize the voltage drop across the supply traces routed down the probe.

Neural Amplifier

Due to the uncertainty of the stimulation artifacts that micro-coil-based mag-

netic stimulation will produce in the selected SOI-CMOS process, the neural

amplifier is designed to be as flexible as possible. The design utilizes an inverter-

based core, selected to provide a higher gm for an equivalent bias current [52,75],

which leads to a better input-referred noise level. Fig. 4.5 shows the circuit

schematic for the neural amplifier. The inverter-based differential pair, consist-

ing of M1, M2 and M3, M4, is loaded by diode-connected NFETs M5, M6. This

sets the in-band gain as the ratio of the transconductances of the inverter-based

differential pair and the diode-connected load. Therefore, the amplifier gain can

be made programmable by controlling the bias currents for the inverter-based

differential pair and/or diode-connected load. Common-mode feedback is in-

troduced to the inverter-based differential pair and is implemented with PFETs

80



Figure 4.5: Schematic of the neural recording amplifier core. Source follower
buffers are not shown.

M7 and M8. This is done to suppress the large common-mode stimulation arti-

facts present during micro-coil-based neurostimulation [129, 130].

The high-pass filter corner frequency is set by the metal-insulator-metal

(MIM) input capacitor and the feedback biasing transistor. While past work has

shown it is possible to implement a corner frequency less than 10 Hz with a sin-

gle transistor [83], the proposed design utilizes two PFET transistors as the large

pseudo-resistor to improve the differential input voltage range. Furthermore,

the high-pass filter frequency is made programmable by controlling the gate of

the pseudo-resistors with an off-chip bias voltage [117]. The low pass corner

frequency is set by the shunting load capacitors CL and the transconductance

of the diode-connected load. Due to sizing constraints this corner frequency

is roughly around 100 kHz, as opposed to a more traditional corner frequency
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value for measuring action potentials of 10 kHz or less [47, 60, 61, 83].

4.3.2 Coil Optimization

The coil optimization from prior work is used to maximize the produced mag-

netic field by co-designing the micro-coils and push-pull amplifiers [130]. Pre-

viously, the limiting constraint on the optimization was the lack of headroom

for the micro-coil as the resistance increases super-linearly as the number of

coil-turns increases. The optimization for a 3.5 V supply in a standard CMOS

process yielded a micro-coil with a total of 16 turns (four layers with four turns

per layer, dimensions of 250 × 100 µm) with a maximum turns-current product

of 194 mA.

At first glance, with the supply voltage increasing from 3.5 V to 10 V, it ap-

pears that a significantly higher turns-current product can be achieved for a

micro-coil with the same dimensions. This is the case when ignoring any area

constraints for the push-pull amplifiers as the maximum turns-current product

of 874 mA is achieved with a micro-coil utilizing two turns per layer over four

layers, over double what is achieved on a 3.5 V supply. However, when con-

straining the area of the micro-coil driver to fit inside the micro-coil, the turns-

current product reduces to 192 mA with the micro-coil having 52 total turns (13

turns with four turns per layer). Increasing the supply to the absolute maximum

device voltage of 11 V only increases the turns-current product to 205 mA with

the same 52-turn micro-coil.

This is due to the high voltage SOI-CMOS transistors having a worse cur-

rent density than the transistors in a traditional CMOS process as there is a lot
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Figure 4.6: Micro-coil optimization results. (A) No circuit area constraint yields
a maximum current-turns product when using four layers and two turns per
layer. (B) Applying the circuit area constraint yields a maximum current-turns
product when using four metal layers with thirteen turns per layer.

of routing overhead needed to ensure the transistors do not breakdown under

higher voltages. Furthermore, the SOI-CMOS transistors are sized to have a

higher overdrive voltage than the CMOS transistors from prior work to ensure

the circuitry would fit within the micro-coil. While the coil optimization does

not yield a massive improvement in the maximum producible magnetic field,

the power consumed during maximum stimulation per active micro-coil driver

reduces from 42 mW down to 37 mW.

4.3.3 Probe Release Nanofabrication Processing

Modifications to the nanofabrication process used for releasing the neural

probes from the original chip packaging in prior work are made to address the

additional substrate insulation layer [130]. The process uses the same etching

mask layers by depositing Al2O3 and Cr using atomic layer deposition (ALD,

Oxford ALD FlexAL) and sputter deposition (ATC-Orion 5 UHV with Load-

Lock by AJA International INC) techniques respectively. The Al2O3 will con-
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Figure 4.7: Post-nanofabrication process to release the neural probes from the
original SOI-CMOS chip packaging. Note that the steps do not include electrode
exposure and platinization.

tinue to be used as the etching mask during the silicon trench etching in the

wafer handle silicon layer. However, now the Cr will be used for the thermal

oxide layer surrounding the metal traces, the device silicon layer, and the insu-

lation layer between the device layer and wafer handle. Due to material con-

straints (no metal etching masks) when using the deep reactive ion etch (DRIE)

process used to etch the handle wafer layer (Unaxis SLR-770 ICP Etcher), the

Oxford Cobra ICP etcher is used for etching the device silicon layer. The mod-

ified nanofabrication process is shown in Fig. 4.7. Note that the discussed

nanofabrication process does not cover electrode exposure or platinization as

that is discussed in detail in other work [84].

4.4 Results

The neural probes were fabricated in a 180 nm 1P6M SOI-CMOS process and

shown in Fig. 4.8. The probes are designed to have a probe length and width of

roughly 2900 µm and 110 µm respectively. Neural probes consist of four micro-

coils using the bottom four metal layers to produce 52 total turns with dimen-
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Figure 4.8: Micrograph of an unreleased neural probe and stimulation sites.

sions of 250 × 100 µm. The deep trench isolation layer is used to break up device

silicon substrate layer underneath the micro-coils in 10 µm pitch segments. This

can potentially improve stimulation efficiency at higher frequencies by reduc-

ing the effect of induced eddy currents in the substrate. Furthermore, the supply

traces are routed as twenty alternating VDD/GND traces in the middle of the

probe to ensure that the supply currents do not produce unintended magnetic

fields.

The neural amplifiers are placed inside the micro-coils to minimize the rout-

ing distance between the electrode sites and the amplifier inputs. The foundry

nanofabrication process utilized high-density metal-insulator-metal (MIM) ca-

pacitors that used four metal layers. Therefore, the electrodes could no longer

be integrated onto the AC-coupling capacitor of the neural amplifier as seen in

other work [60,83]. The top metal layer is used for creating the electrode and for

routing to the neural amplifier. A metal layer between the electrode and micro-

coil is used as a ground shield to reduce electrical coupling from the micro-coil

to the electrode during stimulation. The micro-coil drivers are spaced 500 µm

away from micro-coil array to ensure that no inadvertent current flow through

the micro-coil drivers impact the induced E-fields above the micro-coils.

85



While the neural probes have been fabricated, the performance of the probes

has not been electrically verified in a test bench environment. However, an ear-

lier iteration of the probes consisting of the micro-coil drivers has been charac-

terized on a lab bench. While this iteration is missing the neural amplifiers and

electrodes, the placement of the micro-coils and drivers are identical, yielding

results that can be expected from the most recent neural probe iteration. The

tested probes have not been released from the original chip packaging. There-

fore, the micro-coil characterization consists of measurements from unreleased

probes while the neural amplifier characterization will consist of Cadence sim-

ulations.

4.4.1 Micro-coil Characterization Measurements

Unreleased micro-coils are characterized by sweeping a DC input stimulation

current and measuring the differential micro-coil voltages to determine the max-

imum stimulation current before micro-coil driver saturation. Current-voltage

plots are shown in Fig. 4.9 for input current gain settings of 1x, 2x, and 3x with

two of the four micro-coils active. The plots show a maximum input current

of 390 µA, 190 µA, and 130 µA respectively, each corresponding to a maximum

current-turns product of approximately 200 mA. Note that this is a 47% im-

provement from prior multi-turn micro-coil work, suggesting there is a signifi-

cant improvement in the maximum induced E-field when using a high voltage

process [129]. Comparisons between the proposed neural probe and prior work

are summarized in Table 4.1.

The current consumption of the neural probe is shown for the three gain set-
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Figure 4.9: Micro-coil characterization measurements. (A) Measured differ-
ential micro-coil voltages across the input stimulation current under all pro-
grammable current amplifier gain settings. (B) Current consumption of the neu-
ral probe under all current gain settings.

tings as well as the simulated 1x gain setting when there is no micro-coil driver

output saturation. The quiescent bias current of the micro-coil driver dominates

the current consumption at lower input current values. There is a roughly 4.25

mA difference between the simulation and measured 1x gain setting supply

currents. This can be attributed to the fabricated neural probe transistors op-

erating closer to the worst-case power consumption process corner where the

overdrive voltages of the transistors are lower than expected. The operating

process corner also explains why the measured maximum current-turns prod-

uct is higher than the coil optimization prediction. Future iterations can imple-

ment power gating to eliminate the quiescent bias current on unused micro-coil

drivers [59, 135].
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Table 4.1: Comparison With Prior Programmable Micro-coil Neurostimulators

Reference [130] [129] This WorkNER’21 BioCAS’21
Technology

(nm) 180 180 180 SOI

Supply (V) 2.5 3.5 10

Topology Programmable
Micro-coil

Multi-turn
Micro-coils

Multi-turn
Micro-coils

Coil Turns 1 16 52
Maximum Coil
Current (mA) 200 8.5 3.9

Maximum
Current-Turns
Product (mA)

200 136 203

4.4.2 Neural Amplifier Simulation Performance

Due to the uncertainty of the stimulation artifacts produced from micro-coil-

based magnetic neurostimulation in the used SOI-CMOS process, the neural

amplifier is designed for flexibility. The differential output of the amplifier is

buffered by a pair of PFET source followers as the output is routed down the

probe before being multiplexed off-chip. All measurements are shown with

the measured signals at the output of the PFET source followers. The supply

voltage, bias currents, and bias voltages are all generated off-chip to allow for

power, noise, and linearity trade-offs post-fabrication. Fig. 4.10 shows the trans-

fer function and input-referred noise spectrum of the neural amplifier operating

at a 1 V supply with the amplifier bias current of 4 µA. Changing the load bias

current from 40 nA to 4 µA adjusts the in-band gain from 22 dB down to 7.6 dB.

Note that there is a 2.7 dB attenuation caused by the source followers.

The high-pass corner frequency is controlled by the bias voltage on the gate

of the pseudo-resistor. Adjusting the bias voltage from 700 mV to 900 mV shows
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Figure 4.10: Small-signal simulation results for the neural amplifier. (A) Transfer
function under varying load bias currents. (B) Transfer function under varying
pseudo-resistor bias voltages. (C) Input-referred noise spectral density.

a corner frequency range of 64 mHz to 5 mHz, corresponding to an effective re-

sistance range of 920 GΩ to 12 TΩ. While these corner frequencies are far slower

than expected neural signals in the local field potential frequency range, it is

important to have such low corner frequencies to shape the thermal noise from

the pseudo-resistor completely out of the neural frequency band. The input-

referred noise plot is shown in Fig. 4.10C under the nominal amplifier settings

(load bias current of 40 nA, pseudo-resistor gate voltage of 800 mV). The inte-

grated input-referred noise from 1 Hz to 10 kHz is 4 µVRMS while consuming

4.5 µW of power. The noise is dominated by the differential inverter input de-

vices with 47% of the noise attributed to their flicker noise and 43% attributed to

their thermal noise. Note that the noise floor can be reduced further by utilizing

chopping circuit techniques [7, 22, 54, 61, 89].

Fig. 4.11 summarizes the linearity performance of the neural amplifier

through power spectral density (PSD) plots. A one-tone test is done with a

30 mVpp, 1-kHz sinusoid to simulate the largest expected differential in-band

stimulation artifact. The measured SNDR is 36 dB with the third harmonic as

the largest source of distortion. While the amplifier has an in-band 1 dB com-
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Figure 4.11: Output PSD plots in the presence of large in-band interferers. (A) 30
mVpp, 1-kHz sinusoid differential input. (B) 2 mVpp, 1-kHz sinusoid differential
input and 250 mVpp, 5.5-kHz sinusoid common-mode input.

pression point for an input signal of 55 mVpp, expansive nonlinearities start con-

tributing to the output at around 10 mVpp. While this measured SNDR is worse

than current state-of-the-art, the stimulation artifact produced by electrical cou-

pling is known and the intermodulation nonlinearities are static. Therefore, if

there is no amplifier saturation the SNDR can be improved in post-signal pro-

cessing [13]. A two-tone test is done with a 2 mVpp, 1-kHz differential signal

and a 250 mVpp, 5.5-kHz common-mode signal to simulate the largest expected

common-mode stimulation artifact. The measured SNDR is 60 dB with the

largest nonlinear terms produced by the second-order intermodulation terms.
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4.5 Discussion

4.5.1 Further Reductions in Stimulation Current

While switching to a high voltage process did yield a 49% improvement on

the maximum current-turns product for optimized micro-coils with integrated

current drivers, this does not overcome the three to four orders of magnitude

difference between electrical and magnetic stimulation discussed in prior work

[76, 77, 119]. Designing future micro-coil-based neural probes in more modern

processes may allow for further marginal improvements as the increased num-

ber of available metal layers can increase the micro-coil turns, while increasing

the resistance linearly. However, it is unlikely that this approach will reduce the

stimulation current to the order of 100 µA. One approach to further reduce the

stimulation current is to combine electrical and magnetic stimulation to trade-

off between the advantages of both neurostimulation modalities. Another ap-

proach is to build upon the neuromodulation technique to target deep brain

stimulation through temporally interfering electric fields [44]. Adjacent micro-

coils can be modulated with waveforms with frequencies on the order of 1 MHz,

significantly higher than the frequencies used for neuromodulation [56], but dif-

fer the two frequencies within the dynamic range of neural firing. This allows

the sinusoidal stimulation frequencies used in prior work to be generated by

frequencies three orders of magnitude larger, and due to the time derivative in

the equation for the induced E-field, the magnitude of the E-field will be three

orders of magnitude stronger [76, 77, 79, 119].
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Table 4.2: Comparison With Prior Neural Recording Front Ends

Reference
[96] [60] [22] [89] [7] [23]

This Work
JSSC’12 BCAS’13 JSSC’17 JSSC’19 TBCAS’17 JSSC’18

Technology
(nm)

65 180 40 180 130 40 180 SOI

Supply (V) 0.5 1.8 1.2 1.8 1.2 1.2 1.0
Power (µW) 5.04 6.84 2.8 3.2 18 2.8 4.5

Bandwidth
200 - 10

kHz
20 - 50
kHz

200 - 5
kHz

200 - 5
kHz

1 - 5 kHz 1 - 5 kHz
1 - 10
kHz

INR (µVRMS) 4.9 4.3 5.3 2.1 5.0 6.35 4.0
NEF 5.99 3.4 4.4 1.56 7.0 1.15 3.18
Input

Impedance (Ω)
1G 61M* 1.6G 440M N/A 1.52G 136M**

Area (mm2) 0.013*** 0.003 0.069 0.200 0.018 0.113*** 0.012

* Calculated with 2.6 pF input capacitance at 1 kHz.
** Measured at 1 kHz.
*** Area includes ADC.

4.5.2 Neural Amplifier Comparisons

The proposed neural amplifier is compared against state-of-the-art designs that

record action potentials in Table 4.2. To minimize the stimulation artifact cou-

pling to the neural amplifier input, the amplifier must fit inside the area of the

micro-coils of 0.013 mm2. Neural amplifiers that utilize circuit techniques to

improve their input signal range exceed this area requirement, even though the

circuits were designed in a smaller technology node [22, 23]. The proposed am-

plifier has an area of 0.012 mm2, with 23% of the area consumed by the source

followers to buffer the signals off-chip. The source followers can be replaced

with ΣΔ- ADCs that can be made to fit in the same area, allowing for local

digitization while preventing further sources of coupling from corrupting the

recorded neural signals as it is routed along the probe [96].

The stimulation artifacts produced by micro-coil-based magnetic stimula-

tion allows for simpler, and thus smaller, neural amplifier topologies. Recent

work has shown a neural recording front end capable of maintaining a signal-
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to-interferer ratio of 40 dB in the presence of a 700 mVpp common-mode stim-

ulation artifact with in vitro measurements showing suppression of a 381 mVpp

common-mode signal [23]. However, electrode stimulation artifacts present at

the stimulation sites can be significantly larger than the tested values. Using

a traditional neural amplifier topology with common-mode feedback shows a

signal-to-interferer ratio of 60 dB in the presence of the maximum expected mag-

netic stimulation artifact.

4.6 Conclusion

This work proposes a neural probe that builds upon the state of the art in im-

plantable micro-coil-based neurostimulators. The probe is designed in a high

voltage SOI-CMOS process to allow for the design of four fifty-two turn micro-

coils that are co-optimized with integrated current drivers to maximize the in-

duced E-field and reducing the stimulation current. Recording electrodes are

designed over the micro-coil stimulation sites with neural recording amplifiers

placed inside the micro-coils, enabling simultaneous stimulation and recording

of neural activity near the surface of the probe. The electrical performance of the

micro-coil stimulation has been characterized on a lab bench, with future work

measuring the neural amplifier performance.
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CHAPTER 5

A HIGH-COMPLIANCE CMOS CURRENT DAC

5.1 Introduction

Current mirrors are one of the most important building blocks in analog inte-

grated circuit design as they are used to perform current amplification, biasing,

active loading, and level shifting. Current mirrors are constrained by their re-

quirements for accuracy, noise, input/output impedances, and voltage compli-

ance range. These requirements are typically traded-off against each other as

noise, accuracy, and impedance are improved by increasing VDSAT of a CMOS

current mirror, however increasing VDSAT also increases the necessary minimum

voltage across the output of the mirror to maintain accurate mirroring, thus set-

ting the minimum power dissipation. Technology scaling has led towards the

trend of reducing the supply voltage, thus increasing the demand of low volt-

age, low power circuits in radio and biomedical analog front ends [54, 57, 90].

Fig. 5.1 shows a traditional differential amplifier with an active load, requiring

2VDSAT of headroom to keep the current sources in saturation. Note that as the

supply decreases so does the available headroom, causing the current sources to

operate on the transition edge between the saturation and triode regions. This

leads to a degradation in the output impedance which negatively impacts per-

formance metrics such as gain, common-mode rejection ratio, and unity gain

frequency.

Prior work has improved upon the commonly used low voltage cascode

current mirror by utilizing a feedback amplifier to replicate the output voltage

of the mirror onto the drain of the mirror reference device [113]. Other work
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Figure 5.1: Traditional differential amplifier with an active load showcasing the
consumed headroom needed for the current sources to remain in saturation.

has explored bulk driven mirror topologies to relax the threshold limitation im-

posed on the input and output voltages [152]. However, this approach suffers

from current offset error, low bandwidth, and higher power consumption [98].

While these disadvantages can be mitigated through the use of feedback ampli-

fiers, this adds to the circuit complexity and significantly increases the total area

of the current mirror [127].

The proposed mirror topology is shown in Fig. 5.2 and builds upon the tra-

ditional current mirror by adding two additional transistors and an additional

reference current. This extends the output voltage range of the current mirror

well below VDSAT while maintaining a constant current and no degradation to

noise or matching. Transistors M1 and M2 form a traditional current mirror

with current gain N, implemented such that L2=L1 and W2=NW1. The two ad-

ditional transistors, M3 and M4, replicate the drain voltage on M2 onto the drain
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Figure 5.2: Current mirror circuit schematics. (A) Traditional CMOS current
mirror. (B) Proposed enhanced CMOS current mirror.

of M1. Since the mirrored devices also share the same gate-source voltage, this

results in M1 and M2 maintaining a wide range of accurate mirroring over a

wide range of bias conditions, including both saturation and deep triode. This

work will discuss the analysis to design the proposed high-compliance current

mirror, as well as how to convert the topology into a programmable current

digital-to-analog converter (DAC).

5.2 High-Compliance Current Mirror Analysis

5.2.1 First-Order DC Large Signal

The core of the proposed current DAC utilizes a high-compliance current mirror.

Transistors M1 and M2 share both gate and source nodes. The drain of M2 is the
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output of the current mirror and is also connected to the source of M3, which

is a diode-connected device biased by IBIAS2. By sizing M3 and M4 such that

VGS3=VGS4 while keeping M4 is in saturation, M4 behaves as a source-follower

and replicates V2 onto V4. This is implemented by sizing M3 and M4 to the same

length and scaling their widths such that W3/W4=IBIAS2/IBIAS1. The value of V1

is set by negative feedback as ID4=ID1 and any difference between ID1 and IBIAS1

will charge or discharge the gate capacitances of M1 and M2, adjusting V1 such

that ID1 balances towards IBIAS1.

The large signal DC analysis begins by defining the overdrive voltage on

M1 and M2 in saturation as VDSAT=(IBIAS1/k1)1/2. When V2¡VDSAT both M1 and

M2 operate in triode their behavior can be approximated using the square-law

model:

ID2 = Nk1(V1 − VT H − V2/2)V2 (5.1)

ID1 = Nk1(V1 − VT H − V4/2)V4 (5.2)

Since V2=V4, then V1 settles to a value where ID1=IBIAS1 and ID2=NIBIAS1 cal-

culated by:

V1 = VT H +
V2

2
+

V2
DS AT

V2
(5.3)

Thus, the feedback causes V1 to increase to compensate for the decreased

value of V2. Under the condition where V3-V1¡VTH, M4 enters triode and V4 no

longer tracks V2. However, provided that (IBIAS2/k3)1/2¡VTH, M1 and M2 will be
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operating in saturation where the mirror performance is relatively insensitive to

V2. Note that the circuit ultimately fails when V1 approaches the supply voltage

VDD, thus saturating the current source IBIAS1. However, second-order effects

become dominant well before this failure mode and will be discussed in future

sections.

5.2.2 Small Signal

The complete small signal model of the proposed current mirror is presented

in Fig. 5.3. The general circuit behavior can be translated to an effective out-

put impedance relating V2 to I2. Assuming that M3 and M4 operate as an ideal

voltage replica between V2 and V4 and the mirror has a current gain of N, the

relationship between V2 and I2 can be simplified to the following expression:

I2

V2
=

sN(N + 1)(sCGD1CGS 1 + gm1CGD1 + CGD1/rO1 + CGS 1/rO1)
gm1 + s([N + 1]CGS 1 + NCGD1)

(5.4)

The equivalent RC circuit for this expression is shown in Fig. 5.3B where:

C1 = N(N + 1)
(
CGD1 +

CGD1 + CGS 1

gm1rO1

)
(5.5)

C2 =
NCDS 1CGS 1

NCDS 1 + (N + 1)CGS 1
(5.6)

RS =
NCGD1 + (N + 1)CGS 1

N(N + 1)(gm1CGD1 + CGD1/rO1 + CGS 1/rO1)
(5.7)
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Figure 5.3: Small signal circuit model for the enhanced current mirror. (A) Small
signal model of complete transistor circuit. (B) Equivalent output impedance
model assuming V2≈V4.

While this simplification is imperfect, it shows that the main positive feed-

back loop only operates for frequencies less than 1/(RSC1) ∼ ωT/N, where ωT is

the unity current gain frequency for M1 and M2. This implies that delays caused

by M3 and M4 are only relevant if there are strong effects below this frequency.

However, since the largest capacitances associated with these transistors (CGS3

and CGS4) operate to increase the coupling between V2 and V4, the capacitances

should act to enhance the operation of the circuit at higher frequencies, as op-

posed to introducing delay. Ideally RP, the low frequency output impedance,

should be infinite. However, as will be shown later in this work, the value will

depend upon a variety of second order effects.
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5.2.3 Mismatch and Output Resistance

Mismatch between transistors can be well approximated as being completely

due to VTH mismatch. The two important matching parameters are between

transistor pairs M1, M2 and M3, M4. Therefore, these mismatches can be mod-

eled into two voltage deviations: ΔV2=VTH2-VTH1 and ΔV4=VTH4-VTH3. The im-

pact of ΔV2 on the output current IO is given by ΔIO=ΔV2Ngm1, which is the

same behavior observed in an unenhanced current mirror. However, ΔV4 has

the effect of slightly mismatching VDS1 relative to VDS2 where the effect becomes

proportionally stronger with V2. Combining these effects shows that ΔIO has

the following dependency on V2, ΔV2, and ΔV4:

∆IO

IO
= ∆V2

2V2

V2
DS AT

+ ∆V4

(
1
V2
−

V2

V2
DS AT

)
(5.8)

The derived expression shows a DC dependence of IO on V2 implying there

is a finite real impedance on the output node of the enhanced mirror. The equiv-

alent conductance due to mismatch can be calculated by taking the derivative

of ΔIO with respect to V2, yielding the following expression:

gOUT = IO

(
2∆V2

V2
DS AT

−
∆V4

V2
DS AT

−
∆V4

V2
2

)
(5.9)

Note that the modeled mismatch in ΔV2 and ΔV4 can be either positive or

negative, and therefore gOUT can also take on either sign. Furthermore, other

forms of mismatch can be described as mismatch in k, which can also be incor-

porated into this framework. Mismatch between k3 and k4 will attribute to a

shift in VGS3 relative to VGS4 and is modeled within the value of ΔV4. Mismatch
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between k1 and k4 behaves as a change in the mirror ratio and has no additional

effect on gOUT.

The output resistance of M4 can influence the effective output resistance of

the enhanced mirror. When VDS4=V1-V2 is not equal to VDS3, the output resis-

tance of M4 generates the following effective voltage mismatch:

∆V4RO =
V1 − V2 − VGS 3

rO4gm4
=

VT H − VGS 3 − V2/2 + V2
DS AT/2V2

rO4gm4
(5.10)

Note that since VGS3¿VTH the effective voltage mismatch from rO4 will take on

negative values when M2 enters triode, and then become increasingly positive

as V2 approaches zero. The resulting output conductance is as follows:

gOUT =
−IO

rO4gm4

(
VGS 3 − VT H

V2
2

+
VGS 3 − VT H

V2
DS AT

+
V2

V2
DS AT

−
V2

DS AT

V3
2

)
(5.11)

Similarly to the expression for ΔV4RO, gOUT also takes on negative values as

V2 falls below VDSAT then becomes positive as V2 continues to decrease.

The final source of contributing to the output resistance of the enhanced mir-

ror is the output resistance of the current source IBIAS1. This is reflected to the

output as a function of V1, resulting in an increasing output conductance as V2

decreases in the following expression:

gOUT = −
N

RBIAS 1

dV1

dV2
=

N
2RBIAS 1

(
V2

DS AT

V2
2

− 1
)

(5.12)

Each of the previously discussed effects on output impedance (ΔV2, ΔV4,

rO4, RBIAS1) can be modelled as parallel conductances. The terms that limit the
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operating range of the enhanced current mirror are rO4 and RBIAS1 since they lead

to a decreased output impedance as V2 decreases. Furthermore, the operating

range can be further limited by the worst-case values of ΔV2 and ΔV4.

5.2.4 Stability

Since ΔV2 and ΔV4 can each be positive or negative values, and ΔV4RO can be

negative for some values of V2, it is possible for the DC output resistance of the

enhanced current mirror to be a negative value. This can potentially lead to in-

stability if the magnitude of the real part of the load impedance presented to the

mirror is larger than the magnitude of this effective negative output resistance.

Specifically, stability is guaranteed if the load resistance meets the following re-

quirement:

RL <
1

gm2

VDS AT

|∆V2| + |∆V4| − ∆V4RO
(5.13)

Note that for most biasing scenarios, such as generating tail currents, this

requirement is easily met as VDSAT>> |ΔV2|+|ΔV4| and RL is usually on the order

of 1/gm2. However, for other current driving scenarios, such as driving high

resistance multi-turn micro-coils, this requirement must be checked.

5.2.5 Noise

Noise in the enhanced mirror is not substantially worse than it would be if it was

unenhanced (V2>VDSAT) with only a slight degradation due to noise from IBIAS2.
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As V2 decreases beneath VDSAT, V1, which increases the channel conductance

and the thermal noise current on the drains of transistors M1 and M2. Note that

the thermal noise current is roughly proportional to the channel conductance,

which is roughly proportional to V1-VTH. Therefore, the thermal current noise

id
2 increases roughly proportional to V1-VTH [138]. Flicker noise experiences an

opposite effect as flicker noise will decrease as VDS decreases, even if ID remains

constant [55]. Thus, the noise changes as V2 decreases and V1 correspondingly

increases, however this change depends on the noise mechanism and upon the

degree to which the enhanced current mirror is driven into triode.

5.3 Simulation Results

The proposed enhanced current mirror and a traditional mirror are simulated in

Cadence using 180 nm NMOS transistors. The devices are sized to have VDSAT =

200 mV for a bias current of 20 µA. To model the previously discussed mismatch,

voltage sources are added the sources of M2 and M4 to emulate mismatch be-

tween the transistor pairs. Fig. 5.4 shows the output current as well as the out-

put conductance gOUT over a varying load voltage. The dashed lines indicate

the range ±10 mV of perturbation on the source of M2, showing that mismatch

mainly impacts the current mirroring accuracy. The headroom improvement

produced by the enhanced current mirror provides an equivalent current at a

load voltage of 35 mV to the traditional current mirror at a load voltage of VDSAT

= 200 mV, yielding over a factor of 5.7 improvement.

Fig. 5.5 compares how ΔV2 and ΔV4 vary from each other. While ΔV2

mostly impacts the mirroring accuracy, there is still minor effects to the en-
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Figure 5.4: Simulation results comparing the enhanced current mirror to a tra-
ditional current mirror. (A) I-V curves over varying load voltage. (B) gOUT-V
curves. Dotted lines indicate bounds produced by ΔV2 ranging from ±10 mV.

Figure 5.5: Simulation results comparing the impact of ΔV2 and ΔV4 on the
enhanced current mirror. (A) I-V curves over varying load voltage. (B) gOUT-V
curves. Dotted lines indicate bounds produced by ΔV2 and ΔV4 ranging from
±10 mV.

hanced compliance region, potentially causing gOUT to go negative for low load

voltages. Meanwhile, ΔV4 has no impact on the mirroring accuracy when the

load voltage is greater than VDSAT. However, as this mismatch contributes to

inaccuracies between the voltage replication of V2 onto V4, ΔV4 has a stronger

impact on the mirroring accuracy when the load voltage is less than VDSAT, ca-

pable of producing larger negative values for gOUT.
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Figure 5.6: Proposed current DAC circuit schematic with enhanced current mir-
ror core.

5.4 Proposed High-Compliance Current DAC

The proposed current DAC is shown in Fig. 5.6 and utilizes a PFET configura-

tion of the previously mentioned high-compliance current mirror. The feedback

circuitry of the high compliance mirror is sized to be one quarter of the width

of the mirroring transistors to reduce the static power consumption. The gate,

source, and drain of the enhanced mirror core output device M2 are connected

to a 4-bit binary weighted PFET current DAC. Since the enhanced mirror re-

verts back to a traditional current mirror for load voltages larger than VDSAT, a

programmable bank of cascode transistors (denoted as M6) are added to match

the digital DAC setting of M4 to ensure accurate mirroring over a wide range of

load voltages. Note that as the load voltage approaches the supply voltage, M6

will fall into extreme triode and will have minimal impact on the current DAC

output.

To add more range to the current DAC the input current sources are mirrored
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onto a pair of NFET current DACs to supply IBIAS1 and IBIAS2 to the enhanced

mirror. This is implemented as a 2-bit DAC capable of multiplying the input

current by an integer value from 1 through 4. Due to the sizing difference in the

enhanced current mirror, IIN1 must be four times larger than IIN2. Furthermore,

IIN2 is copied over to produce the PFET cascode bias voltage using a diode-

connect PFET transistor and resistor. Additional switching circuitry is added

to the schematic to disconnect transistor M3 from the enhanced current mirror,

thus breaking the feedback loop, and adding the appropriate connections to re-

vert the mirror to a traditional cascoded current mirror. Furthermore, to mirror

can operate as a traditional current mirror by setting IIN2 to a sufficiently large

value to have the cascode devices operate in severe triode.

5.5 Measurements

The proposed high-compliance current DAC was fabricated in a 180 nm CMOS

process. The micrograph of the circuit is shown in Fig. 2.4. The entire circuit,

including bond pads, consumes 400 µm × 645 µm, with the current DAC only

consuming an area of 252 µm × 48 µm. Note that half this area is dedicated to

the switching networks to change the enhanced current mirror to the traditional

current mirror.

Fig. 5.8 shows the measured output current and output conductance across

the load voltage, which is defined as the difference between the supply and out-

put voltages. IIN1 and IIN2 are set to 20 µA and 5 µA respectively with the PFET

and NFET DAC settings set to unity current gain. The enhanced mirror is capa-

ble of achieving an output current of 19.3 µA with a load voltage of only 15 mV,
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Figure 5.7: Chip micrograph.

the equivalent output current value when the cascoded current mirror has a

load voltage at the designed VDSAT of 200 mV. This is achieved while minimiz-

ing the overshoot current to 250 nA. The output conductance plots (achieved by

taking the derivative of the measured output current data with respect to the

load voltage) shows that the output impedance is significantly improved for

the enhanced mirror as the load voltage decreases beneath VDSAT. Note that the

output conductance value of the enhanced mirror achieves a minimum value of

−3.7 µS for a load voltage of 65 mV. Fig. 5.9 shows the impact of changing the

value of IIN2, the bias current used for the feedback path in the enhanced mirror.

The differences in IIN2 to its nominal value creates offset current errors for load

voltages approaching and surpassing VDSAT. Lower values of IIN2 increases the

overshoot for low load voltage, causing stability concerns, while higher values

of IFB decreases the range of voltages for accurate current mirror while guaran-

teeing stability for all loads.
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Figure 5.8: Measured performance of enhanced current mirror, cascoded current
mirror, and traditional current mirror. (A) I-V curves over varying load voltage.
(B) gOUT-V curves. The load voltage is defined as the difference between the
supply and output voltages.

Figure 5.9: Measured performance of enhanced current mirror with varying IIN2.
(A) I-V curves over varying load voltage. (B) gOUT-V curves. The load voltage is
defined as the difference between the supply and output voltages.

Fig. 5.10 shows the current output across the load voltage for various cur-

rent gain settings for the PFET and NFET DACs. Across all PFET current DAC

settings the I-V curve maintains a similar shape with the output current value

amplified by the DAC value. However, the NFET DAC shows that as the current

gain value increases the duration of the range of the load voltage with accurate

mirroring decreases. This is due to the increased current values increasing the

108



Figure 5.10: Enhanced current mirror output current across load voltage. (A)
PFET DAC settings for current gain values of 1, 2, 4, and 8. (B) NFET DAC
settings for current gain values of 1, 2, 3, and 4. The complimentary DAC is set
to unity current gain.

Figure 5.11: Linearity performance of the enhanced PFET current DAC. (A) INL.
(B) DNL. NFET current DAC set to unity current gain.

value of VDSAT of the enhanced current mirror devices. The linearity perfor-

mance of the 4-bit PFET enhanced DAC is summarized in Fig. 5.11. The INL

and DNL are compared for load voltages of 50 and 200 mV to compare when

the mirroring transistors in the enhanced DAC are operating in triode and in

saturation. The INL tends to degrade when the enhanced mirror is operating

in triode for larger input codes as the overshoot of the output current increases.
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This can be attributed to mismatch between the transistors within the DAC as

the larger codes tend to undershoot the correct output current when operating

in saturation.

5.6 Conclusion

This work presents a simple enhancement to the standard CMOS current mirror

that extends its operational range well below the VDSAT of the devices with min-

imal addition to power, area, and circuit complexity. Analysis is done to discuss

the improvements over the traditional current mirror, as well as the limitations

of the enhanced mirror topology. The enhanced current mirror is then expanded

upon to be a current DAC, while designing switchable circuitry to draw di-

rect comparisons to the traditional and cascoded current mirror. Measurements

show accurate current mirroring down to a supply-load voltage difference of

25 mV with the mirroring transistors operating with a VDSAT of 200 mV.
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CHAPTER 6

DESIGN AND ANALYSIS OF BASEBAND CIRCUIT TECHNIQUES TO

ENHANCE CHANNEL SELECTIVITY IN PASSIVE MIXER-FIRST

RECEIVERS

6.1 Introduction

As the number of wireless devices continues to grow, future wireless receivers

require stringent interference tolerance as the likelihood of data corruption from

strong out-of-band (OOB) blockers increases, while also remaining flexible to

use any available space on the wireless spectrum. Furthermore, higher data

rates are desired, necessitating an increase in channel bandwidth while reduc-

ing the guard bands used for filtering [85, 86, 95]. Historically, surface acoustic

wave (SAW) and film bulk acoustic resonator (FBAR) filters have been used for

their high linearity when suppressing OOB blockers. However, these filters are

not tunable, have a large area footprint, increase the cost of each receiver, and

introduce 1-3 dB in-band loss. Therefore, it is much more desirable to design

SAW-less wireless receivers utilizing CMOS technology and integration.

Software-defined radio front ends have utilized passive mixer-first receivers

(also known as N-path filters) as they offer necessary characteristics for next-

generation wireless receivers. While the CMOS passive mixer has been known

for some time [68,93,151], deep sub-micron CMOS technology has enabled them

to displace traditional active mixers in many applications [5, 9, 25, 31, 148, 150].

Much of the initial work on such circuits have shown promise in the 100 MHz

to low GHz bands and have mostly employed simple single-pole RC loading to

generate a one-pole roll-off [5,27,32,101,147], which is upconverted to a second-
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Figure 6.1: Signal spectrum through passive mixer-first receiver system of (A)
a tradition single-pole baseband low pass filter (LPF) where band-edge block-
ers create intermodulation (IM) terms and (B) an enhanced baseband LPF that
suppresses the band-edge blocker enough to eliminate the IM terms.

order bandpass filter (BPF) centered around the switching frequency. Most such

circuits have been less successful at reaching higher frequencies while maintain-

ing sufficient linearity, acceptable noise, and good close-in interferer tolerance.

A more crowded and dynamic wireless spectrum requires flexible receivers

capable of covering a wider range of frequencies with sharper selectivity to al-

low alternate-channel suppression and linearity comparable with fully OOB sig-

nals. Fig. 6.1 shows how band-edge blockers can produce significant distortion

products in the receiver band. Past work has improved the RF filter selectivity,

and thus extend linearity, by cascading N-path filters, coupled together through

gm cells [32]. While this approach realized a sixth-order BPF, the gm cells limit

the achievable linearity. Other work has also explored using gm−C filtering to

achieve enhanced selectivity; however, this suffers from insufficient band-edge

linearity [27]. Finally, higher-order RF filtering has been shown by cascading
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two passive BPF stages while also implementing a bottom-plate mixing tech-

nique [87]. However, the technique results in large parasitic capacitance at the

RF input, causing signal loss, leading to poor noise figure (NF) and limited RF

frequency range.

To enhance linearity and channel selectivity it is ideal to suppress OOB in-

terferers at the RF input without generating large voltages on internal nodes of

the baseband circuitry at OOB frequencies. This is accomplished by modify-

ing the baseband filter topology seen in passive mixer-first receivers [5]. While

some topologies have proposed a higher than one-pole baseband filter roll-off,

the design trades-off between the filter sharpness at the band edge and the dura-

tion of the enhanced roll-off [125]. To maximize the receiver’s ability to suppress

close-in OOB blockers, the baseband filter must maintain enhanced roll-off until

the baseband impedance is significantly less than the on-resistance of the mixer

switches. This work proposes two distinct baseband circuit topologies that gen-

erate higher-order baseband impedance roll-off, resulting in higher-order RF

band-pass filtering in passive mixer-first receivers: 1) positive capacitive feed-

back similar to [71, 88] and 2) an active shunting notch circuit similar to [1].

Compared to [131], this work will discuss the filter concepts in more depth,

analyze the filter transfer function, and explore trade-offs regarding noise and

linearity.

6.2 Receiver Architecture

Improving the IIP3 and compression point of the RF receiver requires strong

OOB blockers to be rejected at the beginning of the receiver system with steep
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Figure 6.2: High-level diagram of the proposed receiver with both enhanced
selectivity techniques shown.

filtering. While this is traditionally accomplished with SAW filters at the RF in-

put, the proposed solution utilizes CMOS technology scaling and passive-mixer

first receivers to overcome the disadvantages associated with large, static filters.

Traditional passive-mixer first receivers achieve this by the shunt capacitance

interacting with the source impedance through the passive mixer to obtain RF

filtering [5, 27, 32, 101, 147]. The resulting baseband first-order LPF is frequency

shifted to a second-order RF bandpass filter (BPF), centered around fLO. Low-

noise impedance matching is done by utilizing the Miller effect with a high RF

value around the baseband amplifier, modeled as an ideal amplifier (infinite

input impedance, no output impedance) with finite gain AV [5].

Fig. 6.2 shows two distinct techniques how second-order baseband LPF can

be achieved, thus being shifted by the passive mixer to a fourth-order RF BPF

centered around fLO. The first proposed technique utilizes positive capacitive
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feedback (similar to [88]) to extend the bandwidth of the filter. ZSH is config-

ured to be a traditional shunting capacitance and the positive feedback creates

negative capacitance, cancelling the shunting capacitance at the filter corner fre-

quency, thus effectively extending its bandwidth while creating a second-order

LPF. RP is added to the positive feedback path to limit the frequency range of

the positive feedback to improve stability and receiver performance (discussed

in detail later in this work).

The second proposed technique utilizes an active shunting notch to achieve

the second-order baseband LPF. In this configuration the positive capacitive

feedback path is disabled and ZSH is configured as the circuit shown in Fig.

6.2. An active inductor is created with components R1, C3, and gm1 to create

a resonant notch circuit with C1. However, this would also create a resonant

peak when interacting with the parasitic shunting capacitance on the input of

the baseband amplifier. Therefore, C2 is added to the circuit to effectively create

a frequency-limited active inductor.

6.3 Circuit Implementation

The proposed receiver architecture is shown in Fig. 6.3, comprising two chips:

an LO and mixer chip, and a baseband filter chip. The quadrature LO pulse

generation circuitry (seen in [94]) drives the mixers with 4-phase 25% duty-cycle

clock pulses. These pulses are generated from a 2fLO that is first divided by two

using a Johnson counter using high-speed emitter-coupled logic (ECL) before

passing to high-speed ECL AND gates to produce the 4-phase waveforms. The

clock pulses are finally amplified with push-pull drivers to provide sufficient
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Figure 6.3: Circuit implementation of the baseband filter integrated into the pro-
posed receiver.

amplitude swing as well as rise and fall times on the gates of the passive mixer

devices. Note that all the clock generation circuitry is implemented with SiGe

bipolar junction transistors. The mixer outputs are AC-coupled to the baseband

amplifier input via off-chip capacitors to isolate varying DC levels between the

two chips. The baseband amplifier is designed to be flexible with a -3dB LPF

bandwidth range of 40 to 130 MHz, adjustable gain from 10 to 24dB, and se-
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lectable filtering modes as most shown passives are programmable. To account

for parasitic capacitance and complex source impedance seen at the RF port,

complex feedback is also implemented by using resistors as seen in [5].

The baseband amplifier topology is a degenerated common-emitter differ-

ential pair with emitter follower output buffers. This topology was selected for

its simplicity as the voltage gain is approximately RL/RE. Furthermore, mak-

ing the gain programmable by adjusting the degeneration resistance produces

a trade-off between noise and in-band linearity. This is useful as large in-band

signals are sufficiently above the noise floor such that noise performance can

be scaled back to prevent in-band distortion from corrupting the received sig-

nal. Emitter follower output buffers are used to reduce the output impedance of

the amplifier, preventing the creation of additional poles and zeros around the

filter corner frequency, thus impacting the filter shape. Furthermore, the emit-

ter followers ensure there is sufficient current drive to capacitors in the positive

feedback path.

The shunting impedance circuit contains a switching network to configure

the circuit to operate as a shunting capacitance or as the proposed shunting

notch circuit. The gm circuit is implemented with an NPN SiGe transistor, biased

by a current source injected into the collector node of the transistor. Note that it

is desirable to keep C3 as small as possible and therefore is implemented from

the parasitic capacitances present on that node, dominated by the base emitter

capacitance from the transistor. Details regarding the impact of C3 on the filter

performance is discussed later in this work.
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6.4 Positive Capacitive Feedback Circuit Analysis

6.4.1 Transfer Function

The derivation of the voltage transfer function from the positive capacitive feed-

back technique is to analyze Vi in terms of VS shown in Fig. 6.4A. Note that since

this analysis is done in the baseband domain, the shown source impedance RS

is actually γRS ,RF where γ is an impedance transform term [4]. Using the Miller

effect the input impedance of the baseband amplifier can be broken down into

three parallel conductances with the following equation:

Z−1
IN = sCS H +

1 + AV

RF
+

sCP(1 − AV)
1 + sRPCP

(6.1)

Solving for ZIN as a product of poles and zeros with the value RF/(1 + AV)

defined as R0 yields the following form for the transfer function:

ZIN = R0
1 + ω/ωz

s2/ω2
n + s/(ωnQ) + 1

(6.2)

Where ωz = (RPCP)−1, ωn = 1/
√

R0RPCS HCP, and the quality factor Q is as

follows:

Q =

√
R0RPCS HCP

R0CS H + RPCP + (1 − AV)R0CP
(6.3)

Furthermore, the term α is defined as the ratio between ωz and ωn. Fig. 6.4B

shows that α not only sets the duration of the second-order filter roll-off, but

it also sets the bandwidth extension from the traditional single-pole baseband
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Figure 6.4: (A) Proposed positive capacitive feedback baseband filter loading
impedance-translated RF source. (B) Conceptual impedance transfer function
showing the bandwidth extension from the positive feedback.

filter. Note that while increasing the value of α increases the frequency range

of the positive feedback, and thus increases the roll-off of the baseband filter,

the purpose of the filter is for the impedance roll-off to drop beneath the mixer

switch on-resistance. Typically, the value of α should be around 3 to 4, as larger

values can reduce the phase margin of the baseband filter, leading to stability

concerns, as well as have a negative impact on noise and linearity. Fig. 6.5

shows the impact of the positive feedback components CP and RP on the input

impedance transfer function compared to the single-pole baseband filter. While

both component values impact the Q factor and location of ωz, CP has a stronger

influence on Q and RP moves ωz with relatively minor changes to Q.

Calculating the voltage transfer function HBB,S is performed by calculating

the impedance divider between the previously calculated input impedance of

the baseband filter ZIN and the impedance-translated source impedance RS .

Given that R0 = RS for impedance matching the transfer function can be written

in the following form:
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Figure 6.5: Impedance transfer functions of the positive capacitive feedback
baseband filter sweeping the values of (A) CP and (B) RP. Default values for
other components in the plots are RS=200 Ω, RF=2200 Ω, RP=150 Ω, CSH=48pF,
CP=3pF, and AV=10.

HBB,S =
Vi

VS
=

1
2

1 + ω/ωz,H

s2/ω2
n,H + s/(ωn,HQH) + 1

(6.4)

Where ωz,H = (RPCP)−1, ωn,H =
√

(RS /2)RPCS HCP, and the quality factor QH is

as follows:

QH =

√
(RS /2)RPCS HCP

(RS /2)CS H + RPCP + (1 − AV)(RS /2)CP
(6.5)

When designing the baseband filter the starting known specifications are

typically the desired gain, bandwidth, and quality factor. Parameters relating to

the passive mixer such as the number of phases and on-switch resistance will set

the impedance-translated source impedance and α respectively. Solving for the

passive components begins with setting RF = RS (1 + AV) for impedance match-

ing. Furthermore, based off of the desired value of α and the filter bandwidth,

the location of the zero is defined as ωz,H = αωn,H. Based off of the feedback

resistor and the desired bandwidth the shunting capacitance is calculated by
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Figure 6.6: Proposed positive capacitive feedback baseband filter loading
impedance-translated RF source with modeled noise sources.

CS H = ωz,H(R0 + RS )/(R2
0ω

2
n,H). Finally, the remaining two components, CP and RP,

are solved by using the equations for QH and ωz,H.

6.4.2 Noise and Linearity

Fig. 6.6 shows the impedance-translated source impedance loaded by the posi-

tive capacitive feedback baseband filter with the dominant noise sources mod-

eled. The baseband amplifier noise is modeled as an input-referred voltage

noise source and the thermal noise from RF is modeled as a parallel current

noise source. To simplify the analysis the thermal noise associated with RP is ig-

nored as the value of RP is significantly less than RF and the noise is AC-coupled

through CP, thus only contributing to the integrated NF during the bandwidth

extension set by α.

Modeling the baseband amplifier noise source v2
a = 4kTγ/gm where γ is the
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Figure 6.7: (A) Input voltage transfer function while sweeping the value of RP.
Note the transfer function is scaled by a factor of two to adjust for the loss from
the input matching. (B) Noise figure across frequency. Default values for other
components in the plots are RS=200 Ω, RF=2200 Ω, RP=150 Ω, CSH=48pF, CP=3pF,
AV=10, gm=50mS, and γ=2.

noise coefficient for the process and assuming sufficiently large gain AV for the

baseband amplifier, the noise factor F can be approximated as:

F ≈ 1 +
1

AV + 1
+
γ[1 + ( 2αω

ωn,H
)2]

gmRS
(6.6)

The transfer function and NF over frequency are shown in Fig. 6.17. While

α is an important parameter for providing sufficient roll-off to suppress OOB

blockers, the baseband amplifier contribution noise scales with 4α2 due to the

positive feedback path. Therefore, the design of the baseband amplifier must be

to prioritize low noise.

The positive feedback path also introduces an additional linearity constraint

as the baseband amplifier must also have sufficient output current drive to ap-

ply potentially large voltage signals on the capacitor without slewing. This is

implemented with NPN emitter followers with sufficient bias current to ensure

that the baseband amplifier is not the limiting factor on the band-edge linearity.
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Note that to maintain the noise and linearity performance observed in tradi-

tional single-pole baseband filter designs, extra power must be consumed.

6.5 Shunt Notch Feedback Circuit Analysis

6.5.1 Transfer Function

Similar to the positive capacitive feedback analysis, the transfer function using

the shunting notch technique is performed by analyzing Vi in terms of VS in

the baseband domain. The analyzed circuit is shown in Fig. 6.8. The equa-

tions for the impedance of ZS H and ZIN can be found in equations (6.7) and (6.8)

respectively, with plots showing the impedance transfer function in Fig. 6.9.

The expression for ZS H is an exact while the expression for ZIN assumes that

both gm1R0 and gm1R1 are significantly greater than 1, and C1, C2 are significantly

larger than C3. These assumptions infer that the real pole located at C3/gm1 does

not impact the shape of the complex poles and zeros. Simulation comparisons

show that the assumptions overestimates the filter Q within 10% and simplifies

the flat-band post complex poles and zeros from (R0/[gm1R0 + 1])(C2/[C2 + C3]) to

1/gm1.

Calculating the transfer function through the impedance divider from the

shunt notch baseband filter and the translated source impedance RS yields equa-

tion (6.9). The equation can be written into the following form:

HBB,S (s) =
H0(s2/ω2

z,H + s/(ω2
z,HQz,H) + 1)

(1 + s C3
gm1

)(s2/ω2
n,H + s/(ω2

n,HQn,H) + 1)
(6.10)
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Where H0 = R0/(R0 + RS ), ωz,H =
√

gm/(R1C1C2), ωn,H = 1/
√

(RS ||R0)R1C1C2,

and the Q factors have the following equations:

Qz,H =

√
(R1C1C2)/gm1

(C1 + C2)/gm1
(6.11)

Qn,H =

√
(RS ||R0)R1C1C2

(RS ||R0)(C1 + C2)
(6.12)

The transfer function plots for the shunt notch baseband filter topology are

shown in Fig. 6.10. C1 and C2 set the corner frequency of the filter. As R1 in-

creases the Q factors for the complex poles and zeros also increases and increas-

ing gm1 decreases the flat-band after the complex poles and zeros. Similar to the

positive feedback filter design, the shunting notch filter design begins with the

known specifications for gain, bandwidth, quality factor, as well as the num-

ber of passive mixer phases and the on-switch resistance. The initial passive

components to solve for begins with RF = RS (1 + AV) for impedance matching

and for gm1 < 1/RS W to ensure OOB linearity is dominated by the passive mixer

and not the baseband filter. Finally, defining the total shunting capacitance as

C = C1 + C2 and using the equations for ωn,H and Qn,H solves for the values of

C and R1. Note that there are not enough controllable circuit parameters to also

ZS H =
(1 + sR1C1)(s2 R1

gm
C1[C2 + C3] + sC1+C2+C3

gm
+ 1)

(s[C1 + C2])(1 + sC3
gm

)(s2R2
1C1[ C1C2

C1+C2
] + sR1[C1 + C1C2

C1+C2
] + 1)

(6.7)

ZIN = R0

s2 R1
gm

C1C2 + sC1+C2
gm

+ 1

(1 + sC3
gm

)(s2R1R0C1C2 + sR0[C1 + C2] + 1)
(6.8)

HBB,S (s) =
R0

RS + R0

s2 R1
gm

C1C2 + sC1+C2
gm

+ 1

(1 + sC3
gm

)(s2(R0||RS )R1C1C2 + s(R0||RS )[C1 + C2] + 1)
(6.9)
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Figure 6.8: (A) Proposed shunting notch baseband filter loading impedance-
translated RF source. (B) Conceptual impedance transfer function showing the
notch effects over the traditional single-pole baseband filter.

Figure 6.9: Impedance transfer function for the (A) shunting notch circuit and
(B) the shunting notch circuit in parallel with the baseband amplifier with resis-
tive feedback. Default values for other components in the plots are RS=200 Ω,
RF=2200 Ω, R1=400 Ω, gm1=125mS, C1=16pF, C2=16pF, C3=100fF, and AV=10.

independently design for ωz,H and Qz,H. Finally, trading off between C1 and C2

does not have a significant impact on the transfer function. As long as the total

capacitance C remains constant the changes to ωn,H and Qn,H will be relatively

minor.
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Figure 6.10: Input voltage transfer function while sweeping the value of (A) R1

and (B) gm1.

6.5.2 Noise Performance

Fig. 6.11 shows the impedance-translated source impedance loaded by the

shunting notch baseband filter with the dominant noise sources modeled. As

seen in the positive feedback analysis, the baseband amplifier noise is mod-

eled as an input-referred voltage noise source and the thermal noise from RF

is modeled by a parallel current noise source. In the shunting notch circuit it-

self, the thermal noise from gm1 and R1 are also modeled as parallel current

noise sources. Finally, C3 is removed from the circuit analysis as its contribu-

tion is insignificant up to the desired filter bandwidth. Modeling the amplifier

input-referred noise as 4kTγ/gm and assuming the baseband filter is impedance

matched (RF = RS (1 + AV)), the noise factor equation is derived as follows:

F = 1 +
1

AV + 1
+

γ

gmRS
|A|2 +

R1

RS
|B|2 +

4γ
gm1RS

|C|2 (6.13)

A =
(1 + s C3

gm1
)(s2RS R1C1C2 + sRS [C1 + C2] + 1)

s2 R1C1C2
gm1

+ sC1+C2
gm1

+ 1
(6.14)
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Figure 6.11: Proposed shunting notch baseband filter loading impedance-
translated RF source with modeled noise sources.

B =
sRS C1

s2 R1C1C2
gm1

+ sC1+C2
gm1

+ 1
(6.15)

C =
(sRS

2 [C1 + C2])(s2 R1RS C1C2
2 + s[RS

2 (C1 + C2) + R1C1C2
C1+C2

] + 1)

(1 + sRS
2 [C1 + C2])(s2 R1C1C2

gm1
+ sC1+C2

gm1
+ 1)

(6.16)

Where A is the noise contribution of the baseband amplifier, B is the noise

contribution of R1, and C is the noise contribution of gm1. The noise contribu-

tion of R1 dominates the noise contribution of gm1. This occurs since part of

the current noise from R1 generates a voltage signal on the node VX, which is

then amplified by gm1R1 and is then AC-coupled onto the input of the baseband

amplifier through C1. Equation (6.15) shows this through the numerator term
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Figure 6.12: Noise figure plotted over frequency while sweeping the values of
(A) R1 and (B) C1 and C2. Default values for other components in the plots
are RS=200 Ω, RF=2200 Ω, R1=400 Ω, gm1=125mS, C1=16pF, C2=16pF, C3=100fF,
AV=10, gma=50mS, and γ=2.

sRS C1 as the larger C1 is, the stronger the noise AC-coupling effect onto the input

is. This suggests that for low-noise applications it is preferred for C2 to be larger

than C1. Note that the shunting notch provides a lower noise enhanced base-

band filter when compared to the positive capacitive feedback as the noise only

AC-couples around the corner frequency as opposed to having noise degrada-

tion from positive feedback. Integrated NF plots for swept values of R1, C1, and

C2 can be found in Fig. 6.12.

6.5.3 Linearity Constraints

The addition of the gm cell in the shunting notch circuit introduces a source of

nonlinearity as the output must handle amplified band-edge blockers that AC-

coupled onto node VX through C2. While it is possible to design low-noise, very

linear gm cells to use within the shunting notch [67, 100], there are trade-offs

that can be made within the shunting notch circuit itself. Although C3 has been
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ignored for the majority of the analysis of the shunting notch circuit, it does pro-

duce a capacitor divider with C2 on the node VX. Therefore, to improve linearity

by reducing the size of the blocker signal on VX, C2 should be reduced, which

in turn increases C1 to keep ωn,H consistent. Note that this is the opposite for

optimizing the noise performance of the circuit, and therefore by implement-

ing C1 and C2 with programmable capacitor banks, linearity and noise can be

traded-off depending on the application and wireless spectrum conditions.

6.6 Measurement Results

The proposed baseband filter chip as well as the LO generation and mixer chip

were fabricated in a 130 nm SiGe BiCMOS technology process. The chips are

fixed to the test circuit board with silver conductive epoxy and bonded directly

to the test board. Fig. 6.13 shows the baseband filter chip, consuming a total area

chip including pads of 2000 µm × 2500 µm, while the active area consumes 2.46

mm2. The chip is designed to consist of four differential baseband filters with

harmonic recombination and source followers to provide quadrature outputs

capable of driving 100 Ω differential loads in conjunction with an eight-phase

passive mixer, preventing the area to be as compact as possible. Since the chip

is tested with a four-phase passive mixer, on-chip switches short the inputs and

outputs of adjacent baseband filters and bypass the harmonic recombination. A

wideband 180° hybrid coupler is used to provide a differential LO input and

the RF input is provided through a bias tee and RF probe to reduce the losses

caused by the board traces and wire bonds. Losses associated with the cables,

bias tee, and probe are de-embedded from all shown measurements.
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Figure 6.13: Chip micrograph.

6.6.1 Gain and Z11

The RF signal consists of a tone of -30 dBm and is swept around the desired

receiver center frequency, while the baseband output is measured on a spec-

trum analyzer to obtain the conversion gain. Fig. 6.14 shows the measured Z11

(inferred from the S11 measured by a network analyzer) and gain for the three

baseband filter topologies (single pole, shunting notch, and positive capacitive

feedback) using the same amount of shunting capacitance. The asymmetries in

the measured plots are caused by the passive mixer down-converting the para-

sitic capacitance present on the RF input and are partially compensated by pro-

gramming the complex-feedback resistors. The enhanced selectivity filters have

an in-band impedance of 41 Ω where the impedance flattens off in the range of

130



Figure 6.14: Measured (A) Z11 and (B) gain over RF frequency for the three
baseband filter topologies. fRF is set to 5 GHz.

20 - 25 Ω.

The shunting notch bandpass filter has a 3dB-bandwidth of 70 MHz, extend-

ing the bandwidth by roughly 10 MHz from the single pole filter. The measured

filter roll-off from 35 to 70 MHz (from the corner frequency to twice the corner

frequency) is 8.7 dB while the gain roll-off from 70 to 140 MHz is 15.86 dB. An

ideal Butterworth filter has gain roll-offs of 9.3 and 11.8 dB for these frequency

ranges respectively. The shunting notch produces a better gain roll-off further

away from the corner frequency than the ideal Butterworth filter as the complex

zeros creating the high-Q resonant notch in the transfer function contributes to

the gain roll-off.

The positive capacitive feedback increases the bandpass filter 3-dB band-

width to 150 MHz with gain roll-offs from 75 to 150 MHz and 150 to 300 MHz

of 9.74 and 10.15 dB respectively. The reduced roll-off from the 150 to 300 MHz

range is caused by the zero located at baseband frequency of (2πRPCP)−1 = 225

MHz. While this zero reduces the gain roll-off, as long as the zero is located

where the mixer switch on-resistance dominates the baseband impedance the
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filter will not dominate the linearity constraints caused by OOB interferers.

6.6.2 Linearity

While in-band linearity is limited by the baseband amplifier and OOB linearity

is limited by the mixer switch on-resistance, the band-edge linearity is more dif-

ficult to compare across topologies as the -3 dB bandwidth different receivers

varies. Therefore, as discussed in [86], the linearity measurements are plot-

ted across the relative frequency offset normalized to the -3 dB baseband band-

width. Fig. 6.15A shows the measured B1dB as a function of normalized offset

blocker frequency for fRF = 5 GHz and a desired signal of 5.001 GHz (fBB = 1

MHz) with a signal strength of -30 dBm. The blocker frequency is swept from

5 MHz to 500 MHz offset the RF center frequency. The three filter topologies

show an in-band B1dB less than -10 dBm, an OOB B1dB of +1.85 dBm, and a

B1dB around -7 dBm whenΔf/BWBB = 1. The single pole filter reaches the OOB

linearity when Δf/BWBB = 6.7. The enhanced filter topologies significantly im-

prove upon this as the positive capacitive feedback topology and shunting notch

reaches the OOB linearity when Δf/BWBB = 2.7 and 1.7 respectively.

IIP3 measurements are performed on all three filter topologies using a two-

tone test, with the measurements shown in Fig. 6.15B for fRF = 5 GHz. The

frequencies are selected such that f1 = fRF - Δf and f2 = fRF - 2Δf + 1 MHz, al-

lowing the produced IM3 product to always be at a baseband frequency of 1

MHz. For the same Δf/BWBB values from the B1dB tests, the positive capaci-

tive feedback and shunting notch achieve IIP3 values of +19 dBm and +20 dBm

respectively. The measurements show that the enhanced filter shapes also en-
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Figure 6.15: Measured (A) B1dB and (B) IIP3 over the relative blocker frequency
offset normalized to the -3 dB bandwidth for the three baseband filter topolo-
gies. fRF is set to 5 GHz.

Figure 6.16: Measured shunting notch filter transfer function over fRF swept
from 1 to 12 GHz.

hance the filter band-edge blocker tolerance. The shunting notch filter shows

a higher increase in the linearity plots over the positive capacitive feedback fil-

ter, consistent with the measured transfer function. Furthermore, the shunting

notch has an increase in both the B1dB and IIP3 linearity measurements at the

notch frequency that is not present in the single pole or positive capacitive feed-

back filters, suggesting that the shunting notch topology can be optimized to

boost the linearity at the notch.
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6.6.3 Gain and NF Across RF Frequency

The measured transfer function for the shunting notch filter is shown in Fig.

6.16. Measurement results show the receiver operates from 2 to 11 GHz with

significant gain roll-off beyond 9 GHz, where an external clock 2fLO up to 22

GHz is applied. The limitation is from the CMOS passive mixer as the LO

buffers and baseband filter have been shown to operate beyond 11 GHz using a

GaAs passive mixer in other work [94]. Fig. 6.17 shows the conversion gain and

double sideband (DSB) NF from 2 to 8 GHz for the shunting notch filter. The

conversion gain is over 20 dB from 3 to 8 GHz with a maximum gain of 24 dB

at 6 GHz. The DSB NF ranges from 8.9 to 11.4 dB over the fRF frequency range.

Due to lab equipment limitations, completely accurate DSB NF measurements

could not be obtained while simultaneously sampling the four quadrature base-

band outputs. Therefore, only one differential baseband output is amplified by

a low-noise high bandwidth amplifier before the output is sampled by a spec-

trum analyzer. To compensate for the asymmetries among the I and Q channels,

error bars of ±1 dB are added to the reported NF measurements.

The single pole and shunt notch filters have a measured NF at fRF of 11±1 dB,

while the positive capacitive feedback NF measurement is 12±1 dB. The noise

figure is dominated by the high on-resistance of the mixer switches and from

noise injection from the LO. While the high on-resistance on the mixer switches

was selected to ensure the RF receiver could operate above an fRF frequency of

10 GHz while using CMOS switches from a 130 nm process, an oversight in

the LO circuitry led to a higher LO noise injection contribution than expected.

This higher-than-expected NF masked the significant differences between the

NF contributions from the baseband filter topologies.
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Figure 6.17: Measured shunting notch filter (A) gain and (B) DSB NF over fRF

swept from 1 to 8 GHz. NF data tolerance is ±1 dB.

6.6.4 Power Consumption

The LO chip operates on a 4.5-V supply for the LO buffers and the baseband

filter chip operates on a 4.0-V supply for the amplifiers, with both chips using

a 2.5-V supply for the programming interface. The LO chip consumes 1466 to

1494 mW of power over the receiver operating frequency range. The power

consumption for the LO chip is higher than necessary to drive the CMOS mixer

switches as it was designed to drive GaAs mixer switches, which have higher

parasitic capacitances and require a larger voltage swing. The shunting notch

topology consumes 656 mW and the positive capacitive feedback topology in-

creases the power consumption to 674 mW, with the increased power needed

for the emitter followers to drive the capacitive feedback to improve band-edge

linearity. The high baseband power consumption is needed to maintain the NF

contribution from the degenerated common emitter differential pair under 4

dB. Ideally, the power consumption could be reduced to increase the NF contri-

bution since the receiver DSB NF is dominated by the LO and mixer switches.

However, significant reduction of the amplifier bias current raises the DC out-
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put voltage to non-ideal levels, drastically degrading the linearity performance.

6.6.5 Performance Comparison

It has been discussed that the proposed positive capacitive feedback and shunt-

ing notch decrease the band-edge width of the filter to transition from in-band to

OOB linearity receiver limitations. By defining the capacitor-bandwidth prod-

uct metric (C-BWBB), the total baseband capacitance multiplied by the baseband

bandwidth, comparisons can be made to see which filter designs use the least

capacitance for their bandwidth to observe their area efficiency. The single pole

design has a C-BWBB product of 465 pF·MHz. The shunting notch filter increases

the C-BWBB product slightly to 620 pF·MHz, which is expected as the Q factor of

the complex poles pushes out the 3-dB bandwidth. The positive capacitive feed-

back increases this product further to 1376 pF·MHz, over double the value from

the shunting notch topology, caused by the added capacitors in the positive

feedback loop nulling out the shunting capacitance to extend the bandwidth.

The shunting notch filter appears to be the superior topology for narrower

baseband filter applications (sub 100 MHz) due to the slightly improved band-

edge roll-off and reduced area. However, the shunting notch filter has issues in

higher bandwidth applications as the parasitic capacitance of the gm constitut-

ing C3 is no longer significantly smaller than C1 and C2, increasing the flat-band

impedance after the shunting notch. Furthermore, the parasitic capacitances as-

sociated the input of the baseband amplifier begins to dominate the baseband

impedance, reducing the Q of the filter. The positive capacitance topology ex-

cels for wider baseband bandwidth application as the additional capacitance in
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Table 6.1: Comparison With Prior Art
Reference JSSC10 [5] JSSC15 [28] RFIC15 [101] ISSCC17 [87] JSSC18 [86] JSSC20 [72] JSSC21 [125] This Work This Work

Architecture Mixer-first
Mixer-first
+2nd order
baseband

Mixer-first
with positive

resistive
feedback

N-path filters
with

bottom-plate
mixing

Mixer-first
with positive

capacitive
feedback

Mixer-first
with 40
dB/dec
roll-off

Mixer-first
with 2nd

order BB NC
TIA

Mixer-first
with positive

capacitive
feedback

Mixer-first
with

shunting
notch

Technology 65nm 65nm 65nm 28nm 45nm SOI 28nm 180nm
130nm SiGe

BiCMOS
130nm SiGe

BiCMOS
fRF (GHz) 0.1-2.4 0.5-3 0.7-3.8 0.1-2.0 0.2-8 0.2-2 0.2-1.2 2-11 2-11
Gain (dB) 40-70 50 40 16 21 13 31.4 10-24 10-24

BW (MHz) 20 2-60 20 13 20 18 36 80-260 80-260

B1dB
(dBm)

10
Δf/BWBB=5

-10
Δf/BWBB=4

3
Δf/BWBB=5

13
Δf/BWBB=12.3

12
Δf/BWBB=4

12
Δf/BWBB=3.3

12
Δf/BWBB=7

1.2
Δf/BWBB=2.5

1.8
Δf/BWBB=1.75

OOB IIP3
(dBm)

25
Δf/BWBB=5

-4.8
Δf/BWBB=4

26
Δf/BWBB=5

44
Δf/BWBB=12.3

39
Δf/BWBB=4

33.3
Δf/BWBB=4.4

39.8
Δf/BWBB=10

19
Δf/BWBB=2.5

20
Δf/BWBB=1.75

NF (dB) 4±1 3.8-4.7 2.5-4.5 6.3 2.3-5.4 4.3-7.6 3.4-4 12±1 11±1
Supply (V) 1.2/2.5 1.2/2.5 1.2 1.2/1.0 1.2 1.2 1.8 4.5/2.5†, 4/2.5‡ 4.5/2.5†, 4/2.5‡

Power
(mW)

37-70
RX:76-168
LO:54-194

27-75 38-96 50+30/GHz
Active Z:100

TIA:43
LO:3.6-36

RX:19.8
LO:45-135

RX:674
LO:1466-

1494

RX:656
LO:1466-

1494
Area

(mm2)
2.5 7.8 0.23 0.49 0.8 0.48 0.54 1.42†, 2.46‡ 3.4†, 1.42‡

† LO generation ASIC
‡ Baseband filter ASIC

positive feedback will cancel out the dominant parasitic capacitances to extend

the filter bandwidth. This is desirable for next generation wireless devices op-

erating the mm-wave range that need the larger bandwidth to further increase

the data rates [111].

When compared to prior work, the SiGe LO buffer drivers allow the pro-

posed RF receiver to operate at significantly higher frequencies despite driving

mixer switches in a much longer technology node, contributing to a higher noise

figure than prior work. Between the two proposed enhanced filter topologies,

the RF bandwidth ranges from 80 to 260 MHz, achieving a bandwidth over 3.7

times larger than prior work. This work proposes the smallest Δf/BWBB ra-

tio showing that this work has the smallest transition band before the mixer

switches dominate the OOB linearity. However, while part of this is caused

by the enhanced linearity of the proposed baseband filters, this is also in-part

caused by the poor OOB linearity from the mixer switch on-resistance. A sum-

mary of this work when compared to prior work is shown in Table 6.1.
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Recent work has shown that it is possible to combine multiple enhanced

baseband filtering techniques to achieve greater than 40-dB/decade RF selec-

tivity [73, 74]. This suggests that the positive capacitive feedback and shunt-

ing notch circuit techniques can be combined and co-designed to achieve up to

fourth-order baseband filter roll-off.

6.7 Conclusion

This work proposes two baseband filter techniques to enhance the selectivity of

mixer-first receivers utilizing positive capacitive feedback and a shunting notch

circuit. These techniques improve the filter shape by utilizing a complex pole

pair to achieve higher than single order baseband filter roll-off while also main-

taining a sufficient Q to prevent significant signal loss at the corner frequency.

Both baseband filter topologies are analyzed and discuss how to engineer the

corner frequency, quality factor, bandwidth, NF, and linearity while also going

over the advantages and shortcomings when comparing the two designs. Mea-

surements show that that the enhanced baseband filter topologies are capable of

achieving high-order roll-off than the traditional single pole filter and achieve a

OOB linearity at a smaller blocker frequency offset.
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