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Using atomistic molecular dynamics (MD) simulations in the interpretation of multifrequency electron spin resonance (ESR) spectra is desirable but challenging. In this thesis, some of the conceptual and computational tools that are required to rigorously pursue this task are developed and applied. First, an efficient numerical scheme for simulating ESR spectra in the time domain is established, followed by an exact and efficient integrator for an anisotropic, restricted, rotational Brownian diffusion. These two integrators provide a flexible structure that can easily incorporate additional dynamics coming from MD trajectories or other stochastic models of motion. Second, force field parameters for nitroxide spin labels are developed and critically evaluated against ab initio calculations. Third, the spin label MTSSL, most widely used in studies of proteins, is simulated on a solvated poly-alanine alpha helix, to gain insight into its conformational dynamics at solvent exposed helix sites in proteins. Fourth, a systematic framework for constructing discrete-state Markov jump models of the internal spin label dynamics from many, relatively short MD trajectories is developed in the context of MTSSL on the poly-alanine helix. Finally, MTSSL is simulated at several solvent-exposed sites on the protein T4 Lysozyme. The simulations reveal extensive interactions of the spin label with the local protein environment, which significantly affect the ordering and dynamics of the spin label. Spectra at three different magnetic field strengths, calculated from the MD trajectories, show remarkable agreement with experiment.
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1.1 The nitroxide spin label as a biophysical reporter

Understanding how proteins perform their function in atomistic detail is one of the greatest challenges currently facing biological and physical scientists. Tremendous advance has already been achieved over the last half a century by determining tens of thousands of protein structures at atomic resolution. At the same time, it is well appreciated that dynamical excursions away from the static structures are necessary for proper protein function. Biophysical techniques capable of probing not only the structural characteristics but also the dynamics of proteins are, therefore, indispensable. Many such techniques, based on different physico-chemical principles, exist. Some of them utilize mechanical means to interact with the biomolecule of interest, e.g. atomic force microscopy and its variants, others rely on the interaction of matter with electromagnetic waves, e.g. nuclear magnetic resonance (NMR), electron spin resonance (ESR), fluorescence, and other ensemble- or single-molecule-based spectroscopic methods. Certainly, the method of choice depends on the nature of the system under examination. In the studies of protein function, taking place at physiological temperature in solvated, heterogeneous environments, spectroscopic methods might have some advantage over the more invasive mechanical ones.

In general, to interact with the molecular system spectroscopically a reporter group has to be chemically attached to it. Nitroxide spin labels, which contain an unpaired electronic spin, and chromofores, the electrons of which can be excited to higher energy levels, are two examples of reporters used in ESR and fluorescence,
respectively. It is not necessary to introduce additional chemical groups in NMR, since the nuclear spins of the atoms themselves serve as reporters. Employing a molecule distinct from the protein as a reporter has its advantages and disadvantages. Whereas in NMR all the hydrogen nuclei in the protein, for example, contribute to the measured signal, there are usually only one or a few reporters per protein in ESR and fluorescence, making them applicable independently of the size of the protein. In addition, the signal from the reporter is spatially localized, which, in principle, can be used to study the local protein dynamics. Unfortunately, the molecular reporter usually has its own conformational freedom and dynamics, the effect of which has to be filtered out from the signal. Compared to fluorescence, ESR benefits from utilizing relatively small spin labels as reporters. When chemically attached to a cysteine, the nitroxide spin label MTSSL, most commonly employed in studies of proteins, forms the “side chain” R1, which is somewhat bigger than the side chains of the naturally occurring amino acids arginine and tryptophan.

When used with extensive site-directed spin labeling (SDSL) [26, 41, 58], ESR can provide rich information about the spin labeled protein of interest: The full breadth of the spectrum and the peak-to-peak width of the central line are directly correlated with the mobility of the spin label, allowing one to easily recognize sites in which the spin label is buried or exposed. The variation of these features as a function of the position of the spin label along the protein sequence can, therefore, be used to infer secondary structure—periodicity of 2 indicates a β-sheet, whereas periodicity of 3-4 signifies an α-helix. The recovery of the ESR signal from saturation can be used to measure the exposure of the spin label to either water- or lipid-soluble paramagnetic species, thus, one can determine how proteins, or their functional parts, are positioned in a lipid bilayer [29, 104]. The paramagnetic
coupling of two spin labels can be used to measure the distance between their unpaired electrons in the range of 10 to 70 Å [12,15–17], providing crucial distance constraints necessary for the structural determination of proteins that are hard to crystalize or too large for their structure to be solved with NMR. The variation of all these signals upon changing the environment of the protein (e.g. changing the temperature or the pH, applying a voltage or introducing a ligand) can be used to identify and study the response of the protein to external stimuli [57,104,132]. As evident from the cited references, SDSL has been successfully employed to study a wide variety of proteins, including membrane proteins, like ion channels [29,104, 132] and transporters [26,41,57], which function in the heterogeneous environment of the cell membrane.

In spite of the enormous insight one can gain from comparing the ESR spectra from many different sites in the protein, under several different experimental conditions, the interpretation of the individual spectra in terms of the conformation and dynamics of the spin labeled protein remains largely qualitative. Oftentimes, the proposed connection between certain features of a given spectrum and the atomic interactions and dynamics causing them is based on intuition and previous experience rather than on complete understanding of the causal link. The reason is that it is impossible to perform some sort of an “inverse transformation” on the ESR spectrum, which will automatically yield the structural and dynamical features of the spin label and its local molecular environment. A practical alternative is to address the problem in reverse: Starting with a physically motivated model of the classical spin label dynamics and calculating spectra from this model, is it possible to reproduce the experimental spectra? In case of success, one can attempt to establish a connection between the parameters of the model and the underlying molecular picture. Furthermore, the model and its parameters can be varied either
to improve the agreement between the calculated and experimental spectra or to assess the degree to which the spectra are sensitive to such changes.

The existing approaches for modeling the spin label dynamics can be grouped into two classes. The first category contains the phenomenological models in which the label is assumed to undergo Brownian rotational diffusion. In the most general case the rotational diffusion can be anisotropic (i.e. the diffusion tensor is symmetric but anisotropic) and restricted (i.e. there is an underlying potential energy which favors certain orientations and penalizes others). The only, major constraint of such models is their analytical or numerical tractability. The second class of models are based on a completely different philosophy. Rather than postulating a phenomenological diffusive dynamics for the spin label, its dynamics are simulated using a classical, molecular-mechanics force field. For spin labels at protein-surface sites, which, potentially, may interact with the rugged protein surface, these models are expected to provide a more realistic picture of the non-trivial protein and solvent environment.

1.2 Synopsis of the chapters

The scope of this dissertation is limited to nitroxide free radicals, which are extensively used as spin labels in studies of proteins [13, 57], lipids [13] and nucleic acids [116]. More specifically, the conformational dynamics of the spin label side chain R1 is studied at several solvent-exposed sites on the surface of the protein T4 Lysozyme, by performing MD simulations with the CHARMM molecular mechanics force field. As a stringent check of the fidelity of the simulations, multifrequency ESR spectra are calculated using the simulated spin label dynamics and compared
Table 1.1: Methodological developments listed according to the chapter in which they are first developed. The checkmarks indicate their usage in later chapters. In parenthesis are the systems for which MD simulations are performed.

<table>
<thead>
<tr>
<th>Ch. 2</th>
<th>Ch. 3</th>
<th>Ch. 4</th>
<th>Ch. 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integrators</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Force field parameters</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>(poly-alanine α-helix)</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Markov chain analysis</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

with the available experimental spectra. The MD simulations of R1 at several sites on T4 Lysozyme, together with the analysis of the spin label dynamics and the calculations of the resulting ESR spectra are presented in Ch. 5. In the three chapters preceeding it, namely Chs. 2, 3 and 4, the required computational tools are developed, as summarized in Table 1.1. Somewhat more detail is provided in the following overviews.

Ch. 2: Numerical integrators

Simulating electron spin resonance spectra of nitrooxide spin labels from models of their motion is necessary for the quantitative analysis of experimental spectra. We present a framework for modeling the spin label dynamics by combining trajectories, such as those from molecular dynamics (MD) simulations with stochastic treatment of the global protein tumbling. This is achieved in the time domain after two efficient numerical integrators are developed: one for the quantal dynamics of the spins, the other for the classical rotational diffusion. In the former, we
propagate the relevant part of the spin density matrix in Hilbert space. Working with quaternions in the latter, we are able to treat anisotropic diffusion in a potential expanded as a sum of spherical harmonics. Time-averaging arguments are invoked to bridge the gap between the smaller time step of the MD trajectories and the larger time steps appropriate for the rotational diffusion and/or quantal spin dynamics.

Ch. 3: Force field parameters and MD simulations of a spin label on a poly-alanine α-helix

The nitroxide spin label MTSSL, commonly used in SDSL of proteins, is studied by performing MD simulations. After developing force field parameters for the nitroxide moiety and the spin label linker, we simulate MTSSL on a poly-alanine α-helix in explicit solvent to elucidate the factors affecting its conformational dynamics at solvent-exposed sites on the surface of α-helices. ESR spectra at 9 and 250 GHz are simulated in the time domain using the MD trajectories and including global rotational diffusion appropriate for the tumbling of T4 Lysozyme in water. Analysis of the MD simulations reveals the presence of significant hydrophobic interactions of the spin label with the alanine side chains.

Ch. 4: Building Markov chain models of the spin label dynamics from the MD trajectories

Simulating ESR spectra directly from trajectories of the spin label dynamics necessitates many (hundreds or thousands), relatively long (hundreds of ns) trajectories. To meet the challenge of using all-atom MD simulations of spin labeled proteins in the interpretation of their spectra, we explore the possibility of con-
structing stochastic models of the spin label dynamics from atomistic trajectories. A systematic, two-step procedure, based on the probabilistic framework of hidden Markov models, is developed to build a discrete-time Markov chain process that faithfully captures the internal dynamics of the spin label on time scales longer than about 150 ps. The constructed Markov jump model is used both to gain insight into the long-lived conformations of the spin label and to generate as many and as long stochastic trajectories as necessary for the simulation of ESR spectra.

Ch. 5: Spin label dynamics and ESR spectra of solvent-exposed sites in T4 Lysozyme

Multifrequency electron spin resonance (ESR) spectra contain extremely rich information about the structure and dynamics of the local environment of the spin label (SL). Relating the features of the spectra to the molecular motion and interactions that cause them has proven to be rather challenging. Extensive molecular dynamics simulations of fully solvated T4 Lysozyme, spin labeled at positions 72, 131 and 82, are performed. The atomistic trajectories are utilized to construct stochastic Markov chain models of the internal SL dynamics. Combined with stochastic treatment of the global protein tumbling, the Markov jump trajectories are used to simulate multifrequency ESR spectra in quantitative agreement with experiment. The conformations of the most probable Markov states and the energies of their interaction with the protein surface are examined to gain insight into the behavior of the SL at solvent-exposed surface sites in proteins.
2.1 Introduction

Nitroxide spin labels are extensively used in electron spin resonance (ESR) studies of proteins [13, 57], nucleic acids [116] and lipid bilayers [13]. The ability to simulate ESR spectra from models of the spin label dynamics is indispensable for the quantitative analysis and interpretation of experimental spectra. Conceptually, the problem can be divided into two complementary parts: classical and quantum. The dynamics of the coupled electronic-nuclear spin system necessitates quantum mechanical treatment, whereas the rotational dynamics of the spin label can be treated classically. The choice of the (stochastic) model for the classical motion determines the time-dependence of the spin Hamiltonian. The latter is used to calculate the relaxation of the transverse magnetization. As usual when dealing with dynamical stochastic processes, it is possible to work either directly with the probability density, or with explicit realizations of the process (trajectories). In the former case the coupled classical-quantum evolution is described by the stochastic Liouville equation (SLE) due to Kubo [74–76]. This approach constitutes the basis of the sophisticated theory and spectral simulation/fitting software developed by Freed and co-workers over the last four decades [18, 46, 80, 94, 106–108]. In this chapter, we pursue the second alternative and work with dynamical trajectories.

While the idea of using trajectories to simulate ESR spectra is not new [101, 117, 120], it has become increasingly attractive for two main reasons. On the one hand, it is feasible to generate trajectories for more complicated stochas-
tic models than can readily be handled with the SLE formalism. This has been suggested by Westlund and co-workers [53,105], although they employ models still tractable with the SLE [80,106,107]. On the other hand, it is possible to simulate spectra directly from molecular dynamics (MD) trajectories [7, 39, 54, 133, 134], without postulating any stochastic model. The prospect of using atomically detailed MD trajectories to simulate ESR spectra is even more attractive with the recent development of high-field ESR [45]. Increased sensitivity to dynamics on a subnanosecond time scale at high fields holds the promise of establishing a tighter connection between MD simulations and experimental spectra, hopefully resulting in the detailed interpretation of the latter and more stringent validation of the former.

A major challenge to this effort is that many, long trajectories, far beyond what can be routinely achieved with straightforward MD, are necessary for the convergence of the spectra [40, 54, 117, 134]. As an alternative, MD trajectories can be used to estimate the parameters of a pre-selected Markovian model [7,19,133]. ESR spectra are then calculated by either solving the SLE [19] or generating trajectories [7,133] for the model. In principle, once the stochastic model and its parameters are established, either the SLE approach or the trajectory-based approach are applicable. In practice, spectra from more sophisticated rotational dynamics models like MOMD and SRLS, developed within the SLE formalism [80,94,106,107], have not been simulated using the trajectory-based approach. Previous work in which rotational diffusion trajectories were employed to simulate ESR spectra was restricted to free isotropic diffusion [101,117] or isotropic diffusion in a cone [42]. The lack of a rigorous formalism to simulate trajectories for anisotropic diffusion in a potential has prevented the trajectory-based approach to be exploited to its fullest.
Here we address two separate questions pertaining to the simulation of ESR spectra from trajectories: First, what is the most efficient and rigorous way of propagating the quantal spin dynamics and calculating the transverse magnetization, given as many and as long trajectories as necessary? Several quantum integrators achieving this have already been proposed in the literature [40, 133, 139]. They range from the \textit{ad hoc} manipulation of the eigenvalues of the instantaneous Hamiltonian [133] (disregarding the eigenvectors), to the rigorous propagation of the state vector in Hilbert space [40] or the density matrix in Liouville space [139]. We show that, once the high-field approximation is introduced, the most efficient choice is to propagate the density matrix in Hilbert space. Second, how can MD trajectories, necessarily missing information about the global macromolecular dynamics, be utilized in a meaningful way to simulate experimentally relevant ESR spectra? We propose to use the MD trajectories in combination with trajectories from stochastic models, which can account for the dynamical events that are poorly sampled in the MD simulations, such as the tumbling of the spin labeled macromolecule. This raises two additional questions: How to simulate trajectories of sophisticated rotational diffusion models like MOMD and SRLS? How to bridge the gap between the small time step at which the MD snapshots are available and the longer time steps appropriate for the numerical propagation of the stochastic or quantal dynamics?

The chapter is organized as follows: Quantal spin dynamics and classical anisotropic Brownian diffusion in a potential are the subject of Sec. 2.2. The former is reviewed in Sec. 2.2.1, in which we illustrate how to numerically propagate the relevant part of the density matrix in Hilbert space. The latter is developed in Sec. 2.2.2, in which an accurate and efficient numerical integrator for this general rotational diffusion model is presented. Lastly, spectra for free and restricted ro-
tational diffusion models simulated using the developed time-domain integrators and the SLE are compared. Section 2.3 contains our proposal for combining MD and stochastic trajectories. Time-averaging arguments are invoked to bridge the gap between the various integration time steps. Multifrequency spectra simulated using a combination of rotational diffusion/MD trajectories are presented. A concluding discussion is given in Sec. 2.4. Further detail about some expressions used in the numerical work is provided in Sec. 2.5.

2.2 Numerical integrators

2.2.1 Integrating the quantal spin dynamics

The formal equivalence between continuous-wave (cw) and free induction decay (FID) spectra [1] is exploited to simulate the latter instead of the former. The efficient numerical simulation of FID ESR spectra is addressed after reviewing the relevant theoretical background.

The spin Hamiltonian and the interaction picture

A nitroxide has an unpaired electron with spin $\hat{S}$ ($S = \frac{1}{2}$) and an $^{14}$N nucleus with nuclear spin $\hat{I}$ ($I = 1$). (Throughout, bold letters are used to denote vectors in physical space, Hilbert space operators are indicated with a caret.) The spin Hamiltonian of a nitroxide, in units of angular frequency, is

$$\hat{H}(t) = \gamma_e \left( B \cdot G(t) \cdot \hat{S} + \hat{I} \cdot A(t) \cdot \hat{S} \right), \quad (2.1)$$
where $\gamma_e$ is the electronic gyromagnetic ratio, $A$ is the hyperfine tensor (expressed in units of magnetic field) and

$$G(t) \equiv g(t)/g_e$$

(2.2)

is the electronic $g$-tensor $g(t)$ divided by the free electron $g$-factor $g_e$. The coupling tensors $G$ and $A$ are typically diagonal in the same coordinate frame $N$, attached to the nitroxide. Their explicit time dependence in Eq. (2.1) is due to the dynamics of this frame with respect to the stationary laboratory frame $L$, in which the external magnetic field $B = (0, 0, B_0)$ is applied. All the vector and tensor components in Eq. (2.1) are with respect to $L$. The nuclear Zeeman as well as the quadrupolar interactions are typically neglected, but they can be included in the methodology described below, when needed.

We denote the quantal state of the electronic and nuclear spins localized on a single spin label by $|\psi(t)\rangle$. The dynamics of this state vector are governed by the spin Hamiltonian through the Schrödinger equation. Let us write the Hamiltonian from Eq. (2.1) in the form

$$\hat{H}(t) = \hat{H} + \hat{V}(t),$$

(2.3)

where the first part

$$\hat{H} \equiv \gamma_e G_0 B_0 \hat{S}_z = \omega_0 \hat{S}_z,$$

(2.4)

with

$$G_0 \equiv \frac{1}{3} \text{Tr}\{G\},$$

(2.5)

isolates a large but constant portion of $\hat{H}(t)$. The remaining time-dependent part is contained in $\hat{V}(t)$. In the absence of $\hat{V}(t)$, the state vector oscillates at the Larmor precession frequency $\omega_0$. In its presence, the instantaneous frequency of precession varies around $\omega_0$ by a time-dependent modulation, which is typically much smaller than $\omega_0$.  
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Explicit treatment of the Larmor precession is inconvenient when the quantum dynamics are integrated numerically, since resolving the fast oscillations requires the use of a small integration time step. This difficulty is readily dealt with by transforming to a coordinate frame rotating at the Larmor frequency (i.e. the interaction picture). In the interaction picture, where

\[ |\psi'(t)\rangle \equiv e^{i\hat{H}t} |\psi(t)\rangle, \quad \hat{V}'(t) \equiv e^{i\hat{H}t} \hat{V}(t) e^{-i\hat{H}t}, \quad (2.6) \]

the Schrödinger equation is

\[ |\dot{\psi}'(t)\rangle = -i\hat{V}'(t) |\psi'(t)\rangle. \quad (2.7) \]

Using the relations

\[ \hat{S}'_\pm = \hat{S}_\pm e^{\pm i\omega_0 t}, \quad \hat{S}'_z = \hat{S}_z e^{-i\omega_0 t}, \quad (2.8) \]

the time-dependent part of the Hamiltonian in the interaction picture can be written as

\[ \hat{V}'(t) = \hat{V}_z(t) + \sum_{\kappa= \pm} \hat{V}_\kappa(t) e^{i\kappa \omega_0 t}. \quad (2.9) \]

Here, the operators

\[ \hat{V}_\nu(t) \equiv (b_\nu(t) + \hat{a}_\nu(t)) \hat{S}_\nu, \quad \nu = z, \pm, \quad (2.10) \]

are defined in terms of the operators

\[ \hat{a}_z(t) \equiv \gamma_0 \sum_{i=x,y,z} A_{iz}(t) \hat{I}_i \]

\[ \hat{a}_\pm(t) \equiv \gamma_0 \sum_i \frac{1}{2} \left( A_{iz}(t) \mp i A_{iy}(t) \right) \hat{I}_i, \quad (2.11) \]

which act only on the nuclear spin state, and the scalars

\[ b_z(t) \equiv \gamma_0 B_0 G'_{zz}(t) \]

\[ b_\pm(t) \equiv \gamma_0 B_0 \frac{1}{2} \left( G'_{xx}(t) \mp i G'_{zy}(t) \right) , \quad (2.12) \]
expressed in terms of the traceless tensor

\[ G'(t) \equiv G(t) - G_0 E. \]  

(Above, \( E \) denotes the identity matrix, to distinguish it from the nuclear spin operator \( \hat{I} \).)

By going to the interaction picture the magnitude of the Hamiltonian has been decreased: \( \hat{V}_\nu(t) \) are smaller than \( \hat{H}(t) \). This leads to variation of \( |\psi'(t)\rangle \) on a time scale that is usually longer than the Larmor precession time scale, allowing for the use of a larger integration time step. At the same time, in the rotating frame, parts of the Hamiltonian acquire fast oscillations at the Larmor frequency: the exponents \( e^{i\omega_0 t} \) in Eq. (2.9). If the magnetic tensors \( G(t) \) and \( A(t) \), and thus the coefficients \( \hat{V}_\nu(t) \), fluctuate on a time scale much slower than the Larmor precession time scale, then these fast fluctuations could average out the effect of the terms \( \hat{V}_\pm(t) \). A slowly changing observable, like the transverse magnetization, can then be calculated by considering only the slowly varying part, \( \hat{V}_z(t) \), of the Hamiltonian (2.9). This leads to the high-field approximation, to which we turn now.

**The high-field approximation**

Assume that the operators \( \hat{V}_\nu(t) \) in Eq. (2.9) are slowly varying in comparison with the fast time scale of Larmor precession. In this section, we introduce the small parameter \( \epsilon = 1/\omega_0 \) and perform an expansion of the Schrödinger equation (2.7) in powers of \( \epsilon \). The high-field approximation is derived as the zeroth order term in the expansion. The first order term is analyzed to assess the range of validity of the approximation.
We seek a solution of Eq. (2.7) in the form
\[ |\psi'(t)\rangle = |\psi^0(t)\rangle + \epsilon \sum_{\kappa=\pm} |\psi^\kappa(t)\rangle e^{i\kappa t/\epsilon}, \] (2.14)
where \( |\psi^0(t)\rangle \) and \( |\psi^\kappa(t)\rangle \) are slowly varying. The goal is to derive an equation of motion for \( |\psi^0(t)\rangle \), since the rest of the state vector is averaged out by the fast precession. Substituting Eqs. (2.14) and (2.9) into Eq. (2.7) leads to
\[ \dot{\psi}^0(t) + \sum_{\kappa=\pm} \left( \epsilon |\dot{\psi}^\kappa(t)\rangle + i\kappa |\psi^\kappa(t)\rangle \right) e^{i\kappa t/\epsilon} = \]
\[ -i\hat{V}_z(t) |\psi^0(t)\rangle - \epsilon i \sum_{\mu,\kappa=\pm} \hat{\psi}_{-\mu}(t) |\psi^\mu(t)\rangle e^{i(\kappa-\mu) t/\epsilon} \]
\[ -i \sum_{\kappa=\pm} \left( \hat{\psi}_\kappa(t) |\psi^0(t)\rangle - \epsilon \hat{V}_z(t) |\psi^\kappa(t)\rangle \right) e^{i\kappa t/\epsilon}, \] (2.15)
which contains slowly varying terms, proportional to \( e^{0t/\epsilon} \), and small terms, proportional to \( \epsilon \). Collecting the slowly varying terms only, which survive after time averaging, the desired slow equation of motion is obtained:
\[ \dot{\psi}^0(t) = -i\hat{V}_z(t) |\psi^0(t)\rangle - \epsilon i \sum_{\kappa=\pm} \hat{\psi}_{-\kappa}(t) |\psi^\kappa(t)\rangle. \] (2.16)
This is an equation for \( |\psi^0(t)\rangle \) but it depends on \( |\psi^\kappa(t)\rangle \). Since the dependence on \( |\psi^\kappa(t)\rangle \) is suppressed by the presence of \( \epsilon \), determining these functions to zeroth order in \( \epsilon \) is enough to have an equation for \( |\psi^0(t)\rangle \) correct to first order in \( \epsilon \).

Matching the rapidly oscillating terms of order \( \epsilon^0 \) on both sides of Eq. (2.15) yields
\[ |\psi^\kappa(t)\rangle = -\frac{1}{\kappa} \hat{\psi}_\kappa(t) |\psi^0(t)\rangle, \] (2.17)
to zeroth order in \( \epsilon \). Using this approximation in Eq. (2.16), leads to an equation for the slowly varying part of the state vector, correct to first order in \( \epsilon \):
\[ \dot{\psi}^0(t) = -i\hat{H}_S(t) |\psi^0(t)\rangle, \] (2.18)
where the effective, slow Hamiltonian is
\[ \hat{H}_S(t) \equiv \hat{V}_z(t) + \epsilon [\hat{V}_+(t), \hat{V}_-(t)]. \] (2.19)
The state vector is of interest only in the context of calculating expectations of Hilbert space operators. Therefore, before proceeding, it is important to check that the expectation values calculated using $|\psi^0(t)\rangle$ are correct to first order in $\epsilon$ up to time averaging. To first order, the expectation value of an operator $\hat{O}$ in the interaction picture is

$$\langle \psi'(t)|\hat{O}'|\psi'(t)\rangle = \langle \psi^0(t)|\hat{O}'|\psi^0(t)\rangle$$

$$+ \epsilon \sum_{\kappa=\pm} \left( \langle \psi^0(t)|\hat{O}'|\psi^\kappa(t)\rangle e^{\text{int/} \epsilon} + \langle \psi^\kappa(t)|\hat{O}'|\psi^0(t)\rangle e^{-\text{int/} \epsilon} \right),$$

(2.20)

where Eq. (2.14) was used to write the right hand side of the equality. Indeed, the first order term is oscillatory and vanishes after time averaging, indicating that to this order $|\psi'\rangle$ and $|\psi^0\rangle$ are interchangeable.

Written explicitly, the slow Hamiltonian in Eq. (2.19) is

$$\hat{H}_S(t) = (b_z(t) + \hat{a}_z(t))\hat{S}_z$$

$$+ \frac{1}{\omega_0} \left[ (b_+(t)b_-(t) + b_+(t)\hat{a}_-(t) + b_-(t)\hat{a}_+(t)) [\hat{S}_+, \hat{S}_-] + \frac{1}{\omega_0} (\hat{a}_+(t)\hat{a}_-(t)\hat{S}_+\hat{S}_- - \hat{a}_-(t)\hat{a}_+(t)\hat{S}_-\hat{S}_+) \right].$$

(2.21)

The perturbational terms in this expression are suppressed by $1/\omega_0$. To assess their magnitude let us look at some typical values for the nitroxide magnetic tensors:

$$\mathbf{g} = \text{diag}(2.00809, 2.00585, 2.00202)$$

$$\mathbf{A} = \text{diag}(6.2, 4.3, 36.9) \text{ G}.$$  

(2.22)

Since the $b_\pm$ are proportional to the traceless part of $\mathbf{g}$ (cf. Eq. (2.12)), while its trace is proportional to $\omega_0$, the second term on the right hand side of Eq. (2.21) is about a thousand times smaller than the first term. Similarly, the entries of $\mathbf{A}$ are on the order of 30 G while $\omega_0$ (in units of G) is more than 3 KG at 9 GHz going

---
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up to 130 KG at 360 GHz (see Table 2.1), rendering the last term from a hundred to a few thousand times smaller than the first. Neglecting these latter terms and retaining only the $V_z$ part of the Hamiltonian is therefore justified. This leads to the high-field approximation with effective Hamiltonian

$$\hat{H}_{\text{HF}}(t) = \gamma_e (B_0 G_{zz}'(t) + \mathbf{I} \cdot \mathbf{a}(t)) \hat{S}_z,$$

(2.23)

where the components of the vector $\mathbf{a}$ are defined as

$$a_i(t) \equiv A_{iz}(t).$$

(2.24)

An equivalent form of Eq. (2.23) is the starting point for the SLE analysis of slow motion for the unsaturated line shapes [18, 46, 80, 94, 106–108].

The first order terms neglected when going from Eq. (2.21) to Eq. (2.23) correspond to double flips of the $z$-component of the electronic spin (as indicated by the presence of $\hat{S}_z \hat{S}_z$). Thus, what has been neglected is the contribution of spin flips to the decay of the transverse magnetization. Both the slow Hamiltonian (2.21) and its zeroth order approximation (2.23) are diagonal in the electronic Hilbert space and do not account for the possibility of spin flips. Because the equilibration of the longitudinal magnetization is entirely due to such spin flips, neither of these Hamiltonians can be used when phenomena leading to $T_1$ relaxation are of interest. In such cases, explicit treatment of the fast dynamics at the time scale of the Larmor precession is necessary.

As a result of the high-field approximation, the spin dynamics of the $m_s = \frac{1}{2}$ (+) and $m_s = -\frac{1}{2}$ (−) sectors of the Hilbert space decouple. This is clearly seen once the state vector

$$|\psi'(t)\rangle = \begin{pmatrix} |\psi'^+(t)\rangle \\ |\psi'^-(t)\rangle \end{pmatrix}$$

(2.25)
Table 2.1: Larmor precession frequencies, \( f = \omega_e/2\pi \), and associated periods for various magnetic field strengths.

<table>
<thead>
<tr>
<th>( B_0 ) (T)</th>
<th>0.34</th>
<th>1.21</th>
<th>3.39</th>
<th>6.07</th>
<th>8.92</th>
<th>12.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f ) (GHz)</td>
<td>9.5</td>
<td>34</td>
<td>95</td>
<td>170</td>
<td>250</td>
<td>360</td>
</tr>
<tr>
<td>( T ) (ps)</td>
<td>100</td>
<td>30</td>
<td>10</td>
<td>6</td>
<td>4</td>
<td>3</td>
</tr>
</tbody>
</table>

and the Hamiltonian (2.23) are introduced in Eq. (2.18):

\[
\begin{pmatrix}
|\psi^+(t)\rangle \\
|\psi^-(t)\rangle
\end{pmatrix}
= -i \begin{pmatrix}
\hat{H}_{HF}^{++}(t) & 0 \\
0 & \hat{H}_{HF}^{--}(t)
\end{pmatrix}
\begin{pmatrix}
|\psi^+(t)\rangle \\
|\psi^-(t)\rangle
\end{pmatrix}.
\]

(2.26)

(The slow state vector \( |\psi^0\rangle \) was replaced by the state vector in the interaction picture \( |\psi'\rangle \).) Numerical integration of the quantum dynamics can therefore be achieved by separately updating the two parts \( |\psi'^\pm\rangle \) of the state vector, according to the short-time propagation scheme

\[
|\psi'^\pm(t + \Delta t)\rangle = e^{\mp i \Delta t \hat{H}_{HF}^{\pm+}(t)} |\psi'^\pm(t)\rangle,
\]

(2.27)

where the equality \( \hat{H}_{HF}^- = -\hat{H}_{HF}^{++} \), valid for the high-field Hamiltonian, was used.

The quantum integrator summarized by Eq. (2.27) is the one used by Eviatar and Levine [40]. Their vectors \( P \) and \( Q \) correspond to \( |\psi'^\pm\rangle \).

The spectrum and the reduced density operator

The FID spectrum, which we aim to simulate, is the Fourier-Laplace transform of the transverse magnetization \( M_+ = M_x + i M_y \):

\[
\tilde{M}_+(\omega) = \int_0^\infty e^{-i \omega t} M_+(t) \, dt.
\]

(2.28)
Here $M_+(t) = \langle \hat{M}_+(t) \rangle$ is the quantum mechanical expectation of the operator $\hat{M}_+ \propto \hat{S}_+$. (The proportionality constant is neglected, since the absolute value of the measured spectrum depends on the instrumental factors and is not very relevant.) Two consequences follow from the proportionality of $\hat{M}_+$ to $\hat{S}_+$. First, from Eq. (2.8), $M_+(t)$ satisfies

$$M_+(t) = \langle \psi'(t)|\hat{M}'_+|\psi'(t)\rangle = e^{i\omega_0 t}\langle \psi'(t)|\hat{M}_+|\psi'(t)\rangle. \tag{2.29}$$

Therefore, one can sandwich the operator $\hat{M}_+$ in the Schrödinger picture with the state vector in the interaction picture and simply shift the resulting spectrum by the Larmor frequency:

$$\tilde{M}_+(\omega + \omega_0) = \int_0^\infty e^{-i\omega t}\langle \psi'(t)|\hat{M}_+|\psi'(t)\rangle \, dt. \tag{2.30}$$

Second, since $\hat{S}_+$ is a raising operator, for the expectation in Eq. (2.30) one has

$$\langle \psi'(t)|\hat{M}_+|\psi'(t)\rangle = \langle \psi'^{(t)}|\hat{M}_+|\psi'^{(t)}\rangle. \tag{2.31}$$

This last equality motivates the introduction of the (reduced) density matrix

$$\rho'^{-+}(t) \equiv |\psi'^{(t)}\rangle\langle \psi'^{(t)}| \tag{2.32}$$

in terms of which

$$\langle \psi'(t)|\hat{M}_+|\psi'(t)\rangle = \text{Tr}\left\{\hat{M}_+\rho'^{-+}(t)\right\}. \tag{2.33}$$

In the high-field approximation, the dynamics of $\rho'^{-+}$ are decoupled from the dynamics of the other sectors of the spin density matrix ($\rho'^{++}, \rho'^{+-}$ and $\rho'^{--}$, defined analogously to Eq. (2.32)). From the propagation scheme in Eq. (2.27) and the definition of $\rho'^{-+}$, its short-time dynamics follow automatically:

$$\rho'^{-+}(t + \Delta t) = e^{i\Delta t\hat{H}^+_{\text{HF}}(t)}\rho'^{-+}(t)e^{i\Delta t\hat{H}^{++}_{\text{HF}}(t)}. \tag{2.34}$$
Note that the same matrix acts on both sides of $\rho^{\gamma^+}$ in this last equation, which is different from the propagation of the density matrix in the full Hilbert space.

Equation (2.34) forms the basis of our integrator for the (relevant sector) of the quantum spin dynamics. Its numerical efficiency depends on the possibility to rapidly calculate the matrix exponential

$$e^{i\Delta t H^{\gamma^+}_{\gamma}}(t) = e^{i\Delta t \gamma_0 \left( B_0 G_{zz}(t) + a(t) \cdot \mathbf{I} \right)}$$

(2.35)

at each time step. Since the first term in the parenthesis leads to a simple, time-dependent phase factor, the problem reduces to the evaluation of the matrix exponential due to the second term. Straightforwardly, this can be achieved by first diagonalizing the matrix $a(t) \cdot \mathbf{I}$ in the nuclear spin space with a similarity transformation, exponentiating its eigenvalues, and performing the similarity transformation in reverse. A more efficient alternative is possible due to the relation between the nuclear spin matrices and the three dimensional representation of the rotation group [2]. For the latter, it is known that the matrix

$$\hat{N} = \sum_i n_i \hat{I}_i,$$

(2.36)

where $\mathbf{n} = (n_x, n_y, n_z)$ is a unit vector, satisfies

$$e^{-i\theta \hat{N}} = \hat{E}_I - i(\sin \theta) \hat{N} - (1 - \cos \theta) \hat{N}^2.$$  

(2.37)

Here, to prevent confusion with the nuclear spin operator, $\hat{E}_I$ denotes the identity operator in the three dimensional Hilbert space of the nuclear spin. (Equation (2.37) can be easily verified using $\hat{N}^3 = -\hat{N}$.) As a result, solving the eigenvalue problem of $a(t) \cdot \mathbf{I}$ at each time step is avoided. Instead, the magnitude $a$ and direction $\mathbf{n}$ of the vector $a(t)$ are calculated. The rotation angle $\theta = \gamma_0 \Delta t \frac{1}{2} a$ and the unit vector $\mathbf{n}$ are used to construct the short-time propagator (2.37), as shown explicitly in Eq. (2.79).
At this stage, our choice to perform the quantum propagation using Eq. (2.34) instead of Eq. (2.27) seems to be largely a matter of taste since the same short-time propagator (2.35) needs to be calculated for both. In fact, when working with $\rho^{t+}$ one has to keep track of a $3 \times 3$ matrix, whereas only two $3 \times 1$ vectors are updated when working with $|\psi^{\pm}\rangle$. The advantage of the density matrix becomes apparent when the initial conditions of the quantum process are considered. Since what is accessible experimentally is the initial value of the density operator, working with the state vector requires an additional averaging over all the possible state vectors that give the correct initial magnetization [38]. Only one initial condition for the state vector was chosen by Eviatar and Levine in Ref. [40], which was corrected in a later publication, where the entries of the starting state vector were generated randomly subject to a constraint [38]. The necessity to randomly vary the initial state vector and repeat the calculation disappears if one works with the density matrix.

At equilibrium, decoupled initial conditions can be assumed for the classical and quantal processes, thus $\rho(0) = \rho^{\text{eq}}$, where the equilibrium density operator is given in terms of the average Hamiltonian:

$$\rho^{\text{eq}} \propto \exp(-\hbar \tilde{H}/k_B T). \quad (2.38)$$

(Here $k_B$ is Boltzmann’s constant and $T$ is temperature.) At room temperature the average Hamiltonian is typically less than one percent of $k_B T$, so the exponential can be expanded to first order. For a sample equilibrated under the influence of a constant magnetic field in the $z$ direction,

$$\rho^{\text{eq}} \simeq a(\tilde{E} - b \hat{S}_z), \quad (2.39)$$

where $\tilde{E}$ is the identity operator in Hilbert space, and $a$ and $b$ are scalar coefficients.
At any later time the density matrix can always be written in the form

$$\rho(t) \simeq a(\hat{E} + \sigma(t))$$  \hspace{1cm} (2.40)

since $\hat{E}$ commutes with the Hamiltonian. Additionally, $\hat{E}$ has no effect on the expectation value of the magnetization, $\text{Tr}\{\hat{M}\hat{E}\} = 0$, because $\hat{M}$ is proportional to $\hat{S}$. As a result, one only needs to keep track of $\sigma(t)$, which in that sense is the relevant part of the density matrix. The initial condition of $\sigma$ follows from Eq. (2.39): $\sigma(0) = \sigma^{eq} \propto \hat{S}_z$. In a FID experiment, a $90^\circ$ pulse rotates the magnetization about the $x$ axis, leading to $\sigma(0^+) \propto \hat{S}_y$, which implies $\sigma^{-}(0^+) \propto \hat{E}_I$.

### 2.2.2 Generating stochastic trajectories for rotational diffusion

In this section, we develop an efficient numerical integrator for the rotational Brownian diffusion of a body-fixed frame $B$ with respect to a space-fixed frame $S$. The presence of an ordering potential $U(\Omega)$, where $\Omega = \{\alpha, \beta, \gamma\}$ denotes the instantaneous orientation of $B$ with respect to $S$ parametrized using the Euler angles $\alpha$, $\beta$ and $\gamma$, is also allowed. This basic model forms the basis for more sophisticated motional models like MOMD and SRLS.

**Quaternions and rotational dynamics**

When dealing with kinematics of rotations it is more convenient to work with quaternions rather than Euler angles. (The relation between the two sets of parameters is given in Eq. (2.80).) To keep track of the orientation of $B$ with respect
to $S$, we use the $2 \times 2$ unitary matrices,

$$Q = \begin{pmatrix} q_0 - i q_3 & -q_2 - i q_1 \\ q_2 - i q_1 & q_0 + i q_3 \end{pmatrix} = q_0 \sigma_0 - i \sum_i q_i \sigma_i, \quad (2.41)$$

with unit determinant,

$$q_0^2 + q_1^2 + q_2^2 + q_3^2 = 1. \quad (2.42)$$

The Pauli spin matrices $\sigma_1$, $\sigma_2$, $\sigma_3$ and the $2 \times 2$ identity matrix $\sigma_0$ should not be confused with the density matrix of the previous section. The real numbers $q_i$ are the components of the quaternion corresponding to the transformation relating $B$ to $S$. When the coordinate frame $B$ moves with respect to $S$, $Q$ becomes time dependent. Its equation of motion is

$$\frac{d}{dt} Q(t) = W(t) Q(t), \quad (2.43)$$

where

$$W(t) = -i \frac{1}{2} \sum_i \omega_i(t) \sigma_i. \quad (2.44)$$

In these expressions $\omega(t)$ is the instantaneous angular velocity of $B$. Its components $\omega_i$ are with respect to $S$. Given a time series of $\omega(t)$, Eq. (2.43) can be integrated numerically to generate the time series of $Q$, as was done by Fedchenia and Westlund in their rigorous treatment of isotropic rotational diffusion restricted to a conical region [42].

In the case of anisotropic diffusion, it becomes necessary to work with the components of $\omega$ with respect to $B$ (as discussed in more detail below). Denoting these by $\omega_i'$, and defining

$$W_i(t) = -i \frac{1}{2} \sum_i \omega_i'(t) \sigma_i, \quad (2.45)$$

the equation of motion of $Q$ becomes

$$\frac{d}{dt} Q(t) = Q(t) W_i(t). \quad (2.46)$$
Observe the algebraically trivial but important difference between Eq. (2.43) and Eq. (2.46). In the former, the components of the angular velocity of the rotating frame are with respect to the stationary frame; in the latter, they are with respect to the body-fixed frame. Equation (2.46) may be integrated numerically as

\[ Q(t + \Delta t) = Q(t) e^{\Delta \omega(t)}. \]  

This form of propagation is very attractive because it preserves the determinant of \( Q \), and thus the normalization of the quaternion (Eq. (2.42)). In close similarity to the evaluation of Eq. (2.35) using Eq. (2.37), the matrix in Eq. (2.47) can be exponentiated calculating only trigonometric functions:

\[
\exp \left( -i \sum_i \frac{\omega^r(t) \Delta t}{2} \sigma_i \right) = \cos \theta \sigma_0 - i \sin \theta \sum_i u_i \sigma_i = \\
\begin{pmatrix}
\cos \theta - i u_z \sin \theta & -(u_y + i u_x) \sin \theta \\
(u_y - i u_x) \sin \theta & \cos \theta + i u_z \sin \theta
\end{pmatrix},
\]  

(2.48)

Here \( \theta \) and \( \underline{u} = (u_x, u_y, u_z) \) denote respectively the magnitude and the direction of the vector \( \omega(t) \Delta t / 2 \). Equations (2.47) and (2.48) constitute our numerical scheme for propagating the quaternion \( Q_{SB} \) describing the orientation of the coordinate system \( \text{B} \) with respect to the system \( \text{S} \). What is missing so far is the physics of the orientational dynamics, to be addressed next, which determines how \( \omega(t) \) changes with time.

**Anisotropic Brownian diffusion in external potential**

Starting from this section we drop the subscript prime with the understanding that all the vector and tensor components are with respect to \( \text{B} \). We are interested in describing rotational diffusion in the presence of a potential \( U(\Omega) \). In the
limit of high friction, when inertial terms can be neglected, the components of the
instantaneous angular velocity $\omega(t)$ (in $B$) satisfy the equation of motion [25, 70]

$$\omega(t) = -D \nabla u(\Omega(t)) + \xi(t).$$

(2.49)

The first term on the right hand side of the equality corresponds to the systematic
torque due to the potential

$$u(\Omega) \equiv U(\Omega)/k_BT,$$

(2.50)

whereas the second term is the random torque which leads to the orientational
diffusion. The other symbols in Eq. (2.49) are the rotational diffusion tensor $D$
(diagonal in $B$) and the orientational gradient operator [2]

$$\nabla = \left(\frac{\partial}{\partial \phi_x}, \frac{\partial}{\partial \phi_y}, \frac{\partial}{\partial \phi_z}\right),$$

(2.51)

where $\phi_i$ is the angle of rotation around the $i\text{th}$ axis of $B$. The components of the
random torque satisfy the conditions [25, 70]

$$\mathbb{E}\{\xi_i(t)\} = 0, \quad \mathbb{E}\{\xi_i(t_1)\xi_j(t_2)\} = 2D_{ii}\delta_{ij}\delta(t_1 - t_2),$$

(2.52)

where $\mathbb{E}$ denotes expectation over the Gaussian probability density of $\xi$. In this
last expression $D_{ii}$ are the components of $D$ (wrt $B$).

It is important to realize that conditions (2.52) are valid only when the compo-
nents of $\xi$ are with respect to the coordinate frame in which the diffusion tensor is
diagonal. Only in this frame do the components of the diffusion tensor, and there-
fore the intensities of the random torque, decouple. An isotropic diffusion tensor is
diagonal in any coordinate system, including the space-fixed frame, which makes
it possible to express all the vector components exclusively with respect to $S$. To
treat the general anisotropic case, we have to work with the components of the
diffusion tensor with respect to $\mathbf{B}$. Hence, as already alluded to, using Eq. (2.46) instead of Eq. (2.43) is crucial.

Writing the torque $-\nabla u(\Omega)$ in terms of the angular momentum operator $\mathbf{J}$ [25,70,106],

$$-\nabla u(\Omega) = -i\mathbf{J} u(\Omega), \quad (2.53)$$

Eq. (2.49) can be rewritten in component form as

$$\omega_i(t) = -iD_{ii} J_i u(\Omega(t)) + \xi_i(t), \quad (2.54)$$

where the partial differential operators corresponding to the components $J_i$ (in $\mathbf{B}$) are [9]

$$J_z = -i \frac{\partial}{\partial \gamma}$$

$$J_\pm = e^{\mp i\gamma} \left[ -i \cot \beta \frac{\partial}{\partial \gamma} \pm \frac{\partial}{\partial \beta} + \frac{i}{\sin \beta} \frac{\partial}{\partial \alpha} \right], \quad (2.55)$$

with $J_\pm = J_x \pm iJ_y$. The action of the $J_i$’s on the potential becomes analytically tractable if the latter is written as an expansion over the eigenfunctions of the former. The Wigner functions

$$\mathcal{D}_{nm}^j (\Omega) = e^{-ina} d_{nm}^j (\beta) e^{-im\gamma} \quad (2.56)$$

are eigenfunctions of $J_z$ that satisfy [9]

$$J_z \mathcal{D}_{nm}^j (\Omega) = -m \mathcal{D}_{nm}^j (\Omega)$$

$$J_\pm \mathcal{D}_{nm}^j (\Omega) = -\sqrt{j(j+1) - m(m \pm 1)} \mathcal{D}_{nm \pm 1}^j (\Omega). \quad (2.57)$$

Therefore, it is convenient to chose the ordering potential in the form [18,94,106–108]

$$u(\Omega) = -\sum_{j,m} c_m^j \mathcal{D}_{0m}^j (\Omega), \quad (2.58)$$

26
which leads to the expressions
\[-i J_x u = -\frac{i}{2} \sum_{j,m} c^j_m \left( C^j_m \mathcal{P}^j_{0m+1} + C^{-j}_m \mathcal{P}^{-j}_{0m-1} \right)\]
\[-i J_y u = -\frac{1}{2} \sum_{j,m} c^j_m \left( C^j_m \mathcal{P}^j_{0m+1} - C^{-j}_m \mathcal{P}^{-j}_{0m-1} \right)\]
\[-i J_z u = -i \sum_{j,m} c^j_m \mathcal{P}^j_{0m},\]  
(2.59)
where the coefficients
\[C^j_m \equiv \sqrt{j(j+1) - m(m\pm 1)}\]
(2.60)
have been introduced to simplify the notation. Expressions (2.59) are evaluated in Sec. 2.5.3 for some popular choices of the potential. There, the advantage of writing the differential operator (2.51) in terms of the angular momentum operators \(J_i\) becomes apparent. The action of \(J_z\) and \(J_\pm\) on the Wigner rotation matrices transforms the problem of differentiation of the potential to straightforward algebraic manipulation of the components of the corresponding quaternion. The only remaining task is to account for the random term in Eq. (2.54). Given its statistical properties, Eq. (2.52), the numerical integration of Eq. (2.54) involves the generation of three random numbers \(N_i(t)\) with Gaussian distribution of zero mean and unit standard deviation, which are then used to calculate
\[\frac{\omega_i(t) \Delta t}{2} = -i J_i u(Q(t)) \frac{D_{ii} \Delta t}{2} + \sqrt{\frac{D_{ii} \Delta t}{2}} N_i(t).\]
(2.61)
The combination \(\omega_i(t) \Delta t/2\) was the necessary input to Eqs. (2.47) and (2.48).

**Spherical grid for the initial conditions**

Finally, we consider the initial conditions for the rotational diffusion, which can be generated as random orientations of \(\mathbf{B}\) with respect to \(\mathbf{S}\), weighted by the Boltzmann
factor $\exp(-u(\Omega))$. In practice, systematically covering the surface of a sphere with a homogeneously distributed grid is found to be much more efficient than a random choice [110]. Different spherical grids are compared in Ref. [110], where it is conclusively demonstrated that distributing the points along a spiral that twists from the north pole to the south pole leads to the most efficient grid with high convergence rate. The spherical polar coordinates of the points along the spiral are [110]

$$\theta_i = \arccos(s_i) \quad \phi_i = \sqrt{\pi N} \arcsin(s_i), \quad (2.62)$$

where $s_i \in (-1, 1)$, $i = 1, \ldots, N$, parametrizes the spiral and $N$ is the number of points on the spiral. The potentials $u(\Omega)$ that we consider are proportional to $\mathcal{P}_{0m}(\Omega)$ (see Sec. 2.5.3). Since these Wigner functions are independent of $\alpha$, the initial conditions for the Euler angles are chosen as $\alpha = 0$, $\beta = \theta_i$ and $\gamma = \phi_i$, and the corresponding quaternion is calculated using Eq. (2.80).

### 2.2.3 Testing the integrators

Building on the rotational dynamics discussed above, it is straightforward to generate trajectories for typical stochastic models of the spin label dynamics like Brownian rotational diffusion (BD), microscopic order macroscopic disorder (MOMD) [94] and slowly relaxing local structure (SRLS) [106,107], which schematically can be represented as:

- **BD**: $L \overset{\text{free (an)isotropic diffusion}}{\rightarrow} M \overset{\text{fixed}}{\rightarrow} N$
- **MOMD**: $L \overset{\text{powder}}{\rightarrow} D \overset{\text{restricted (an)isotropic diffusion}}{\rightarrow} M \overset{\text{fixed}}{\rightarrow} N$
- **SRLS**: $L \overset{\text{free isotropic diffusion}}{\rightarrow} D \overset{\text{restricted (an)isotropic diffusion}}{\rightarrow} M \overset{\text{fixed}}{\rightarrow} N$
Here, the molecular frame $M$ is allowed to diffuse with respect to $D$. The ordering potential which restricts the diffusion of $M$ is fixed in this latter “director” frame. In that sense $M$ and $D$ correspond, respectively, to the body-fixed frame $B$ and stationary frame $S$ of Sec. 2.2.2. $D$ itself can be either randomly oriented (MOMD) or undergo free isotropic diffusion (SRLS) with respect to $L$. In the BD model there is no ordering potential, thus the intermediate director frame is skipped. The initial conditions for each of the diffusion parts in a given model are chosen from points distributed on a spherical grid.

In addition to the dynamical events explicitly present in the models, the spectral lines are typically broadened for reasons not accounted for in the simulation. Such broadening can be easily included phenomenologically in the form of Lorentzian and Gaussian relaxation times. Lorentzian broadening with relaxation time constant $T_L$ is achieved by multiplying the magnetization $M_+(t)$ by $e^{-t/T_L}$. Gaussian broadening is introduced by convoluting the spectral lines with a Gaussian. Since convolution in the frequency domain is multiplication in the time domain, this can be done by multiplying $M_+(t)$ by $e^{-t^2/8T_G^2}$, where $T_G$ is the derivative peak-to-peak linewidth of the Gaussian. Lastly, the trajectories are of some finite duration $T$. To prevent the contamination of the spectrum with high frequencies due to the abrupt termination of the trajectories, the integrand is multiplied by the Hamming window [37]

$$h_T(t) = 0.54 + 0.46 \cos(\pi t/T). \quad (2.63)$$

An absorption spectrum in derivative mode is therefore calculated as

$$\frac{dM_+}{d\omega} = \text{Im} \int_0^T dt te^{-i\omega t}h_T(t)e^{-t/T_L}e^{-t^2/8T_G^2}M_+(t). \quad (2.64)$$

ESR spectra at $B_0 = 0.34$ T for the BD model with isotropic diffusion are presented in Fig. 2.1. Our time-domain spectra, simulated using the proposed
Table 2.2: Time scales, $\tau = 1/6D$, for the diffusion rates used in the simulation of the spectra in Figs. 2.1, 2.2 and 2.3.

<table>
<thead>
<tr>
<th>$D$ ($\times 10^6$ s$^{-1}$)</th>
<th>1</th>
<th>3</th>
<th>10</th>
<th>30</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau$ (ns)</td>
<td>167</td>
<td>55.6</td>
<td>16.7</td>
<td>5.56</td>
<td>1.67</td>
</tr>
</tbody>
</table>

trajectory-based approach, are compared with spectra simulated using the SLE-based software of Freed and co-workers over motional regimes ranging from slow ($D = 1 \times 10^6$ s$^{-1}$) to fast ($D = 100 \times 10^6$ s$^{-1}$). The correlation time scales associated with these diffusion rates range from 1.67 ns to 167 ns (Table 2.2). Excellent agreement between the two simulation strategies is observed over the whole motional regime. The effect of the anisotropy of the diffusion tensor is illustrated in Fig. 2.2, where spectra simulated using trajectories are superimposed with spectra simulated with the SLE. Again, the agreement is excellent. As expected, fast rotational diffusion about the nitroxide $z$-axis ($D_{zz} > D_{yy} > D_{xx}$, top spectrum) does not mix the larger $A_{zz}$ component with the smaller $A_{xx}$ and $A_{yy}$ components as efficiently as fast rotation about the $x$- and $y$-axes (bottom two spectra). Therefore the resulting spectrum is more slow-like in the former case compared with the latter two, for which the averaging of $A_{zz}$ is more efficient. Figure 2.3 illustrates the effect of the ordering potential on the spectra. The ordering potential for the top spectrum was as given in Eq. (2.93) with $c_0^2 = 2.0$. The potential for the bottom spectrum was as in Eq. (2.95) with $c_2^2 = 2.0$. Isotropic diffusion with $D = 30 \times 10^6$ s$^{-1}$ was used for both of the simulations. Again, the continuous lines were simulated in the frequency domain, by the SLE, and the dashed lines in the time domain. The agreement is excellent.

The values of the magnetic tensors used in the simulations in Figs. 2.1, 2.2 and 2.3 are given in Eq. (2.22). The other simulation parameters are summarized
Figure 2.1: Spectra of isotropic free diffusion for various diffusion rates, in units of $10^6$ s$^{-1}$, simulated using the trajectory-based approach (dashed lines) and the SLE (continuous lines).

Figure 2.2: Simulated time-domain (dashed) and frequency-domain (continuous) spectra of anisotropic free diffusion. The components of the diffusion tensor, $10\times$, $30\times$ and $100 \times 10^6$ s$^{-1}$, were assigned in the order indicated in the plot.
Figure 2.3: Comparison of time-domain (dashed) and SLE (continuous) spectra for two MOMD models with $(c_0^2, c_2^2) = (2.0, 0)$ and $(0, 2.0)$, respectively. The nonzero coefficient is indicated next to the spectrum. $D = 30 \times 10^6 \text{ s}^{-1}$.

in Table 2.3. There, ‘stpN’ indicates the number of simulation steps that each stochastic trajectory lasted and $\Delta t$ is the integration time step. Naturally, the duration of each trajectory is the product of these two. ‘freN’ and ‘rstN’ are the number of spherical grid points used for the two separate spherical grids. ‘freN’ points were used for the free diffusion of $M$ (BD) and the random distribution of $D$ (MOMD) with respect to $L$. ‘rstN’ points were used for the restricted diffusion of $M$ with respect to $D$ (MOMD). Since this last diffusion is not present in the BD model, ‘rstN’ in this case indicates the number of independent trajectories initiated from each of the ‘freN’ spherical grid points. Finally, the last column gives the value of the inhomogeneous Gaussian broadening introduced in the spectra by hand. Note that the integration time step used to simulate the spectra in Figs. 2.1 and 2.2 is much smaller than the correlation time scales of the rotational diffusion (Table 2.2), thus, it should be sufficient to follow the dynamics. The only exception is $D = 100 \times 10^6 \text{ s}^{-1}$. The excellent agreement of our spectra with the spectra simulated using the SLE indicates that even in this case the integration time step
Table 2.3: Parameters used in the simulation of the spectra in Figs. 2.1, 2.2 and 2.3.

<table>
<thead>
<tr>
<th>model</th>
<th>$B_0$ (T)</th>
<th>stpN</th>
<th>$\Delta t$ (ns)</th>
<th>freN</th>
<th>rstN</th>
<th>$T_G^{-1}$ (G)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BD</td>
<td>0.34</td>
<td>800</td>
<td>1.0</td>
<td>1600</td>
<td>800</td>
<td>1.0</td>
</tr>
<tr>
<td>MOMD</td>
<td>0.34</td>
<td>2000</td>
<td>0.4</td>
<td>3200</td>
<td>1600</td>
<td>1.0</td>
</tr>
</tbody>
</table>

is adequate. A smaller integration time step was chosen for the two MOMD models to ensure the faithful resolution of the gradient of the potential energy.

To the best of our knowledge, this is the first time ESR spectra simulated using trajectories of free or restricted non-isotropic rotational diffusion models show quantitative agreement with spectra simulated using the SLE. It is worth emphasizing though, that the simulation of the spectra reported in Figs. 2.1, 2.2 and 2.3 using stochastic trajectories was at least a thousand times slower than their calculation with the SLE. Using trajectories is therefore justified only when the dynamics is not amenable to treatment with the SLE, as in the case of MD simulations. When spectra of the BD, MOMD and SRLS models need to be simulated, the SLE should be the method of choice.

### 2.3 Combining MD and stochastic trajectories

MD simulations of a spin labeled macromolecule are expected to offer insight into the detailed dynamics of the spin label and its environment. At the same time, the simulations will most certainly fail to sample the global macromolecular dynamics, e.g. the tumbling of a protein in solution. In such cases, the MD trajectories will not reflect the experimental situation realistically and ESR spectra simulated
from them will fail to reproduce the observed spectra. Thus, for the quantitative comparison of simulated and recorded spectra, it becomes necessary to be able to introduce the effect of the rotational diffusive dynamics in addition to the dynamics of the spin label present in the MD trajectories. This can be achieved by allowing the coordinate system $M$, attached to the macromolecule, to undergo isotropic (or anisotropic) rotational diffusion with respect to the lab-fixed coordinate frame $L$:

$$\text{L} \xrightarrow{\text{rot. diff.}} \text{M} \xrightarrow{\text{MD traj.}} \text{N}.$$  \hfill (2.65)

In this scheme, the dynamics of the coordinate frame $N$ with respect to $M$ are provided by the MD trajectories, whereas the dynamics of $M$ with respect to $L$ are generated using the time-domain formalism developed in the previous section. Below, we discuss a few formal issues related to putting such a stochastic/MD trajectory-based approach into use and illustrate its application using the MD trajectories of a spin labeled poly-alanine $\alpha$-helix in explicit solvent (Ch. 3).

### 2.3.1 Coarse-graining the MD trajectories in time

The trajectories coming from all-atom MD simulations are typically sampled about every $\delta t = 1$ ps. Although it is possible to use every snapshot from the trajectories and integrate the quantum spin dynamics with this time step, this would be wasteful since the magnetization relaxes on a much longer time scale. One option is to decimate the MD trajectories and use snapshots separated by a hundred or a thousand steps. Alternatively, the magnetic tensors can be averaged over a time window $\Delta t$ ($\Delta t \gg \delta t$), along each MD trajectory. The time averaging can be justified by the same arguments that led to the high-field approximation. The only complication is the possibility of resonance [130,141] between the Larmor precession and
the variations of the magnetic tensors at the Larmor frequency. Eventually, we will neglect the effect of the resonance, but to clarify the assumptions making this possible we start by considering it.

The Fourier series decomposition of the operators $\hat{V}_{\kappa=z,\pm}(t)$, defined in Eq. (2.10), in the interval $[t, t + \Delta t]$ can be written as

$$\hat{V}_{\kappa}(t + \tau) = \hat{V}_{\kappa}^{(0)}(t) + \sum_{\mu \neq 0} \hat{V}_{\kappa}^{(\mu)}(t) e^{i\mu\tau/\epsilon},$$

(2.66)

where $\tau \in [0, \Delta t)$, $\epsilon = \Delta t/2\pi$, and $\mu = \pm 1, \pm 2, \cdots$. The zero-frequency term $\hat{V}_{\kappa}^{(0)}(t)$ has been separated from the fast fluctuations which are isolated in the exponents $e^{i\mu\tau/\epsilon}$. The coefficients $\hat{V}_{\kappa}^{(\nu)}(t)$ are slowly varying. They are constant during each time interval $\Delta t$ and change only when going from one interval to the next, which is the reason for their $t$ dependence. The part $\hat{V}_{\kappa}^{(0)}(t)$ is the average value of the Hamiltonian in each time interval; it is the only part that we will ultimately use.

To simplify the argument and keep track of the resonance, let us choose the fast time scale, over which we intend to average, to be an integer multiple of the Larmor precession time scale: $\epsilon = n/\omega_0$. With that, the interaction Hamiltonian becomes

$$\hat{V}'(t) = \hat{V}^{(0)}(t) + \sum_{\mu \neq 0} \hat{V}^{(\mu)}(t)e^{i\mu t/\epsilon},$$

(2.67)

where we have defined

$$\hat{V}^{(\nu)}(t) \equiv \hat{V}_{z}^{(\nu)}(t) + \sum_{\kappa=\pm} \hat{V}_{\kappa}^{(\nu-\kappa n)}(t)$$

(2.68)

for $\nu = 0, \pm 1, \pm 2, \cdots$ (cf. Eq. (2.9)). As before, we look for a solution of the Schrödinger equation (2.7) in the form (2.14). Again, our goal is to derive an equation of motion for $|\psi^0(t)\rangle$ only, since the fast oscillations will average out the
rest. The non-oscillating terms give

\[ |\psi^0(t)\rangle = -i\hat{V}^{(0)}(t)|\psi^0(t)\rangle - \epsilon i \sum_{\mu \neq 0} \hat{V}^{(-\mu)}(t)|\psi^{\mu}(t)\rangle, \tag{2.69} \]

whereas the oscillating terms, proportional to \( e^{i\mu t/\epsilon} \) with \( \mu \neq 0 \), lead to

\[ i\mu |\psi^{\mu}(t)\rangle + \epsilon |\dot{\psi}^{\mu}(t)\rangle = -i\hat{V}^{(\mu)}(t)|\psi^0(t)\rangle - \epsilon i \sum_{\nu \neq 0} \hat{V}^{(\mu-\nu)}(t)|\psi^{\nu}(t)\rangle. \tag{2.70} \]

When an equation for \( |\psi^0(t)\rangle \) to first order in \( \epsilon \) is desired, it is enough to determine \( |\psi^{\mu}(t)\rangle \) to zeroth order in \( \epsilon \) from this last equation. To that order,

\[ |\psi^{\mu}(t)\rangle = -\frac{1}{\mu} \hat{V}^{(\mu)}(t)|\psi^0(t)\rangle. \tag{2.71} \]

Substituting in Eq. (2.69), we obtain

\[ |\dot{\psi}^0(t)\rangle = -i\hat{H}_{S}(t)|\psi^0(t)\rangle, \tag{2.72} \]

with slow Hamiltonian

\[ \hat{H}_{S}(t) \equiv \hat{V}^{(0)}(t) + \epsilon \sum_{\mu \neq 0} \frac{1}{\mu} \{\hat{V}^{(\mu)}(t),\hat{V}^{(-\mu)}(t)\}. \tag{2.73} \]

Equation (2.73) is a generalization of Eq. (2.19). There, to zeroth order, one only had to consider \( \hat{V}_z(t) \), which was proportional to \( \hat{S}_z \), leading to the slow Hamiltonian (2.23). Here, even to zeroth order, terms proportional to \( \hat{S}_\pm \), namely \( \hat{V}_{\pm}^{(\mp n)}(t) \), are present in \( \hat{V}^{(0)}(t) \) (as can be seen from Eq. (2.68) with \( \nu = 0 \)). As a reminder, \( n \) was chosen to be the ratio between the Larmor precession frequency and the frequency for which the time averaging is performed. The terms \( \hat{V}_{\pm}^{(\mp n)}(t) \), therefore, correspond to fast variation in the magnetic tensors at the Larmor frequency. By going to the frame rotating at the Larmor frequency, the oscillations of the magnetic tensors which rotate at the same frequency but in the “opposite sense” are seen at zero frequency. This is the resonance phenomenon that was
previously mentioned. We assume that the variation of the magnetic tensors at
the time scale of the Larmor frequency is much smaller than the variation during
the time interval $\Delta t$ over which the averaging is performed. This assumption
seems reasonable given that the fast time scale (last row of Table 2.1) and the slow
time scale (last row of Table 2.4, to be estimated below), are separated by at least
an order of magnitude. Thus we neglect $\hat{V}_z^{(\tau n)}(t)$ in comparison with $\hat{V}_z(t)$. It is
worth emphasizing again that neglecting the parts of the Hamiltonian which oscil-
late on the time scale of the Larmor precession limits our analysis to $T_2$ relaxation
processes. The relaxation of the longitudinal magnetization is driven by $\hat{V}_z^{(\tau n)}(t)$
and is entirely missed when these terms are neglected.

Now let us estimate the magnitude of the correction to the zeroth order slow
Hamiltonian. In Eq. (2.73), $1/\epsilon = 2\pi/\Delta t$, where $\Delta t$ is the time window over
which we want to average. $\Delta t = 1$ ns, for example, corresponds to $f=1000$ MHz.
Variation of $A$ on the order of 30 G is about 100 MHz. Therefore the $\mu = 1$ term
containing the hyperfine tensor is suppressed by at least $1/10$. For $B_0 = 1.2$ T the
variation of the traceless part of $g$ is also about 100 MHz and increases for higher
fields. Thus $\Delta t = 1$ ns is a conservative time step for $B_0 = 0.34$ T and 1.21 T.
When $B_0 = 12.8$ T the time step should be ten times smaller, so $\Delta t = 1/10$ ns
is more appropriate. In between, one can choose $\Delta t = 1/3$ ns for $B_0 = 3.4$ T,
$\Delta t = 1/5$ ns for $B_0 = 6.07$ T and $\Delta t = 1/8$ ns for $B_0 = 8.92$ T. These choices
are summarized in Table 2.4. They are on the conservative side, especially for the
stronger fields, since we have assumed that the magnetic tensors change by the
maximum possible amount over the duration of the averaging interval $\Delta t$. 
Table 2.4: Estimates for the duration of the time averaging window $\Delta t$ for various magnetic field strengths $B_0$.

<table>
<thead>
<tr>
<th>$B_0$ (T)</th>
<th>0.34</th>
<th>1.21</th>
<th>3.39</th>
<th>6.07</th>
<th>8.92</th>
<th>12.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta t$ (ns)</td>
<td>1</td>
<td>1</td>
<td>1/3</td>
<td>1/5</td>
<td>1/8</td>
<td>1/10</td>
</tr>
</tbody>
</table>

2.3.2 Averaged magnetic tensors

Finally, we discuss how to average the magnetic tensors over the desired time interval $\Delta t$. The tensors $G$ and $A$, collectively denoted by $T$, are diagonal in $N$. Their transformation to $L$ is achieved as

$$T_{ij}^L(t) = \sum_k R_{ik}(Q_{LN}(t))T_{kk}^N R_{jk}(Q_{LN}(t)),$$

where the rotation matrix $R(Q_{LN}(t))$ rotates the axes of $L$ to the axes of $N$ at time $t$. (Equation (2.81) shows how the rotation matrix is calculated from the quaternion.)

When nested rotational frames are considered,

$$L \xrightarrow{Q_{LN}(t)} M \xrightarrow{Q_{MN}(t)} N,$$  \hspace{1cm} (2.75)

the quaternion corresponding to the transformation $L \rightarrow N$ is obtained as the product of the quaternions of all the successive transformations: $Q_{LN}(t) = Q_{LN}(t)Q_{MN}(t)$. Suppose that the last of these transformations is available as an MD trajectory with fine temporal resolution $\delta t$. Assuming that the other transformations evolve on a time scale $\Delta t$ much longer than $\delta t$, the time-averaging of the trajectory is performed as follows. First, the averaged magnetic tensors

$$\bar{T}_i^N(t) \equiv R_{MN}(t)T_{ij}^N R_{MN}^\dagger(t)$$  \hspace{1cm} (2.76)

are calculated, where the line indicates that the quantity under it is averaged over a time window $\Delta t$. Then, for each time window, the coordinate frame in which
the averaged tensor is diagonal is determined. The similarity transformation

\[ \bar{T}_t^n(t) = R_{MT}(t)\bar{T}_t^n(t)R_{MT}^T(t), \]

(2.77)

where \( \bar{T}_t^n \) is a diagonal matrix, defines the (instantaneous) coordinate frame \( T \) of the averaged magnetic tensor. It is clear that even though \( G \) and \( A \) are diagonal in the same coordinate frame \( N \), after the averaging the principle axes of the two frames will, in general, separate. Therefore, one needs to keep track of the frames \( G \) and \( A \) as a function of the averaging window. This is done by recording the three diagonal entries of \( \bar{T}_t^n (T = G, A) \) and the quaternion \( Q_{MT} (T = G, A) \) for each averaging window.

### 2.3.3 Application to R1 on a poly-alanine \( \alpha \)-helix

We illustrate the stochastic/MD methodology presented above using a set of 18 MD trajectories of a spin-labeled, 15-residue, poly-alanine \( \alpha \)-helix. The system was fully solvated with 686 TIP3P waters and simulated with CHARMM. The resulting system of of 2247 atoms filled a tetragonal simulation box with starting side lengths of 26.0, 26.0 and 34.0 \( \text{Å} \). Periodic boundary conditions were used. The electrostatics were treated with particle mesh Ewald summation. Pressure and temperature pistons were used to achieve an \( NpT \) ensemble at \( T = 297 \text{ K} \) and \( p = 1 \text{ atm} \). To prevent the unfolding of the helix in water the first five and the last five residues were harmonically restrained to their starting positions with force constants of 0.5 kcal/mol/\( \text{Å}^2 \). Each of the 18 trajectories extended for 100 ns. Snapshots were saved every 1 ps. Additional details about the simulations are given in Ch. 3. The viscosity of the TIP3P water model used in the simulations is about 2.86 times smaller than the experimental value [43,148]. Since the spin label
in the simulations is solvent exposed, to account for the underestimated solvent viscosity we scale the MD time axis by a factor of 2.5. As a result, the time interval between two MD snapshots becomes $\delta t = 2.5$ ps, and the effective duration of the trajectories becomes 250 ns.

Dividing the estimates of $\Delta t$ from Table 2.4 by $\delta t$ gives the number of MD frames one needs to average over. To assess the reliability of the estimated averaging windows, we perform the spectral simulations for two different values of $\Delta t$: half and twice the estimated value. These are listed in Table 2.5 as parameter sets A and B, respectively. The numbers in the ‘avgN’ column correspond to the number of $\delta t = 2.5$ ps steps one averages over to obtain the coarse-grained time step in the $\Delta t$ column. Since we deal with a very limited number of MD trajectories, we use the fact that the origin of time is arbitrary and start the integration of the quantum dynamics from points along the MD trajectories separated by 2 ns. The last two columns in Table 2.5 list the number of spherical grid points ‘sphN’, used for the initial conditions of the isotropic diffusion, and the Gaussian broadening $T_G^{-1}$ introduced in the calculation of the spectra. The values of the magnetic tensors used in the spectral simulations were given in Eq. (2.22).

Figure 2.4 shows spectra at five different field strengths simulated with parameter sets A or B. All of the simulations include the effect of isotropic tumbling with a diffusion coefficient $D = 18 \times 10^6$ s$^{-1}$, in addition to the dynamics coming from the MD trajectories. The diffusion coefficient was chosen as representative of the global rotational diffusion of T4 Lysozyme (T4L) in water at 22°C [4,81]. The agreement between the spectra simulated with the two sets of parameters indicates that in this particular case it is safe to use time steps $\Delta t$ twice as large as the estimates in Table 2.4. Note that the number of spherical grid points necessary to
Table 2.5: Parameters used in the simulation of the spectra in Fig. 2.4. A lag time of 2.0 ns and an additional Lorentzian broadening of $T_{L}^{-1} = 0.3$ G were used for all the simulations.

<table>
<thead>
<tr>
<th>$B_0$ (T)</th>
<th>$\Delta t$ (ps)</th>
<th>avgN</th>
<th>$\Delta t$ (ns)</th>
<th>avgN</th>
<th>sphN</th>
<th>$T_{G}^{-1}$ (G)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.34</td>
<td>500</td>
<td>200</td>
<td>2.0</td>
<td>800</td>
<td>400</td>
<td>1.0</td>
</tr>
<tr>
<td>1.21</td>
<td>500</td>
<td>200</td>
<td>2.0</td>
<td>800</td>
<td>400</td>
<td>1.0</td>
</tr>
<tr>
<td>3.39</td>
<td>125</td>
<td>50</td>
<td>0.5</td>
<td>200</td>
<td>3200</td>
<td>1.5</td>
</tr>
<tr>
<td>6.07</td>
<td>100</td>
<td>40</td>
<td>0.4</td>
<td>160</td>
<td>6400</td>
<td>1.8</td>
</tr>
<tr>
<td>8.92</td>
<td>62.5</td>
<td>25</td>
<td>0.25</td>
<td>100</td>
<td>12800</td>
<td>2.0</td>
</tr>
</tbody>
</table>

obtain smooth spectra (i.e. the number of trajectories one needs to average over) increases significantly with the increase of the magnetic field strength. 32 times more trajectories were generated for the spectra at $B_0 = 8.92$ T compared to the spectra at $B_0 = 0.34$ T.

X-band (0.34 T) spectra of spin labeled T4L are often recorded in 30 wt % sucrose solution to reduce the narrowing effect of the global protein tumbling on the spectral lines [27,51,90,91]. Since this solution is about 3.3 times more viscous than an aqueous solution with no sucrose, the rotational diffusion coefficient of T4L is brought down to about $D = 6 \times 10^6$ s$^{-1}$. Occasionally, it has been assumed that, as far as the X-band ESR spectra are concerned, the tumbling of the protein in 30 wt % sucrose solution can be disregarded completely, justifying the use of the MOMD model to fit such spectra [26, 27]. In Fig. 2.5 we compare spectra simulated by combining the MD trajectories with stochastic rotational diffusion corresponding to $D = 0$ and $6 \times 10^6$ s$^{-1}$, respectively. The latter (bottom spectrum) accounts for the effect of the global tumbling, whereas the former (top spectrum) corresponds
Figure 2.4: Spectra at five different field strengths simulated from the MD trajectories with additional global tumbling ($D = 18 \times 10^6 \text{ s}^{-1}$) using parameters A (continuous) and B (dashed) in Table 2.5.
Figure 2.5: Spectra at $B_0 = 0.34$ T for rotational tumbling rates of $D = 0$ and $6 \times 10^6$ s$^{-1}$, simulated using parameters B.

to randomly orientated stationary molecules (powder spectrum). Clearly, the two spectra are significantly different. Explicit treatment of the tumbling appears to be crucial for the quantitative comparison of simulated and experimental spectra of T4L even in 30 wt % sucrose solution.

2.4 Concluding discussion

A methodological framework for combining MD and stochastic trajectories in the time-domain simulation of FID ESR spectra was presented. Stochastic trajectories were used to account for dynamics that are slow and poorly sampled in the MD simulations. Three methodological prerequisites were examined in detail. First, an efficient numerical scheme for propagating the quantum dynamics of the spins was proposed. This was achieved by working with the reduced density matrix in Hilbert space. Second, a rigorous and efficient numerical scheme for the treatment of rotational Brownian diffusion was developed. Using quaternions, instead of Euler angles, to parametrize the relative orientation of two coordinate systems,
allowed us to easily treat the general case of restricted anisotropic diffusion. The familiar restricting potential written as a sum of a few spherical harmonics fits naturally into this formalism. Time-domain spectral simulations performed with the developed quantal and classical integrators were compared with the well established spectral simulation methodology of Freed and co-workers based on the SLE. Excellent agreement was observed. Finally, time averaging of the magnetic tensors was introduced to bridge the gap between the fast time scale of the MD trajectories and the slow time scale of the quantum propagation. Averaging time windows appropriate for the simulations of spectra at different magnetic field strengths were estimated. The methodology of combining MD with stochastic trajectories was illustrated using MD trajectories of spin labeled poly-alanine α-helix.

Previously, three different ways of numerically integrating the spin dynamics of a nitroxide spin label have been proposed [38, 40, 54, 133, 139]. The approach of Steinhoff et al., first introduced in Ref. [133] and more recently employed again in the context of using MD trajectories for spectral simulations [7], uses only the eigenvalues of the instantaneous reduced Hamiltonian. The change of the eigenvectors with time is completely disregarded. Interpolation between the eigenvalues in the high-field and the pseudo-secular approximations (in which not only the nonsecular but also the pseudo-secular terms of the Hamiltonian are neglected) is introduced in an ad hoc fashion [7]. Since the three eigenvalues of the Hamiltonian are read directly from its entries, the quantum propagation reduces to updating the time dependent phase of the magnetization. Presumably three different components, each one influenced by one of the eigenvalues, are propagated. The equations in Refs. [133] and [7] are written for a single, complex scalar magnetization, thus concern about a state vector or a density matrix becomes unnecessary, and is not mentioned at all.
Eviatar and Levine developed a rigorous method to simulate ESR spectra of nitroxides in the time domain [40]. They propagate two state vectors in the reduced Hilbert space, as we discussed at the end of Sec. 2.2.1. The authors were reluctant to work with the density matrix because, as they state, “each trajectory describes the motion of a single molecule, and it is therefore impossible to implement any formalism, such as the density matrix, which implies that a calculation is carried out on an ensemble of spins” [38]. In fact, one can think of the density matrix as a purely mathematical construct which emerges as a result of averaging over the initial conditions of the state vector. Eviatar and Levine perform this averaging after the classical ensemble average over the trajectories. Because the quantum propagation along each random trajectory is linear and since the classical and quantum initial conditions are decoupled, one can safely exchange the order of the two averages.

In contrast, Usova and Westlund use the density operator, which they propagate in Liouville space [139]. They do not mention the high-field approximation but in their numerical integration scheme, only the \( m_S = -\frac{1}{2}, m'_S = +\frac{1}{2} \) subspace of the full Liouville space is considered, which effectively imposes decoupled dynamics for the \( \sigma^{-+} \) sub-block of the density matrix. This is equivalent to neglecting the nonsecular terms, and thus invoking the high-field approximation. The authors propagate the (reduced) density matrix in Liouville space. The disadvantage of working in Liouville space, as opposed to using our Eq. (2.34), is not only due to the larger matrix representation of the (reduced) Liouvillian \((9 \times 9)\) compared to the Hamiltonian \((3 \times 3)\). Whereas in our formulation the Hamiltonian can be easily and exactly exponentiated using Eq. (2.37), this is not the case for the Liouvillian. Instead, the nondiagonal part of the Liouvillian has to be written as a sum of three matrices, each one of which can be exponentiated using an equation similar
to Eq. (2.37) [139]. Since the exponential of the sum is not equal to the product of the separate exponentials, an approximation based on Trotter’s formula has to be used [139]. As a result, evaluation of the short-time propagator in Liouville space contains five $9 \times 9$-matrix products. In comparison, using Eq. (2.34) with two $3 \times 3$-matrix products is not only exact but also more efficient.

Our treatment of rotational Brownian diffusion may be viewed as an extension of the work of Fedchenia and Westlund addressing isotropic rotational diffusion in a cone [42]. A stochastic differential equation for the quaternion was derived from what corresponds to our Eq. (2.43) [42]. While this is appropriate for isotropic diffusion, handling anisotropic diffusion necessitates working with Eq. (2.46). In addition, whereas the conical potential shows its presence only at the (reflecting) boundary, the potentials studied in this chapter act continuously during the diffusion. With all this we are able to treat anisotropic diffusion in a potential exactly. The only approximation is related to the finiteness of the integration time step. This is in contrast to Refs. [101] and [117], where jumps of constant arc length on the surface of a unit sphere are performed in the former, while the second Euler angle is discretized to start with in the latter. Both are limited to free isotropic diffusion.

Steinhoff and Hubbell developed a formalism [133] which does include anisotropic rotational diffusion in a potential. In their presentation no distinction is made between vector/tensor components referred to the body-fixed frame or the stationary frame. As we saw, this is the crucial difference between Eqs. (2.43) and (2.46). From the fact that an equation equivalent to Eq. (2.49) is used in Ref. [133], it can be assumed that all their equations are written in the body-fixed frame. At the same time, Eq. (2.49), or more specifically its short-time version (2.61), only
specifies the increments $\Delta \phi_i = \omega_i \Delta t$ of the angles of rotation about the body-fixed axis $i$. The finite values of these angles cannot be used to parametrize a rotation uniquely, because of the noncommuting nature of finite rotations [2]. Probably the Euler angles, or some other parameters parametrizing a finite rotation uniquely, are updated from the infinitesimal increments of the $\phi_i$s but this is not discussed in Ref. [133]. As a result, it is difficult to compare their mathematical formalism with ours. At the same time, the perfect agreement our spectra show with spectra simulated using the SLE (see Fig. 2.1) can be compared with a similar test for isotropic diffusion in Fig. 6 of Ref. [133]. It is hard to assess whether the reported discrepancy between the spectra in their work is due to the simplified propagation of the quantum dynamics or due to the treatment of the rotational diffusion.

Even when MD and stochastic trajectories are used together, as proposed in this chapter, the demands on the number and duration of the MD trajectories are largely unrealistic for routine MD simulations of solvated spin labeled proteins. In Ch. 4, we explore ways of building Markov chain models from the MD trajectories to simulate the ESR spectra for the models, rather than using the MD trajectories directly. If successful, such an approach will replace the stochastic/MD dynamical model (2.65) with a purely stochastic one:

$$L \xrightarrow{\text{rot. diff.}} M \xrightarrow{\text{Markov chain}} N.$$  \hspace{1cm} (2.78)

The time-domain integrators developed in Sec. 2.2 and the time-averaging arguments of Sec. 2.3 remain equally useful for this model.
2.5 Useful expressions

2.5.1 Matrix representations for Eq. (2.37)

Defining $c_\theta = (\cos \theta - 1)$ and $s_\theta = -\sin \theta$, the real and imaginary parts of (2.37) are

$$\text{Re}(e^{-i\theta N}) = I_3 + \begin{pmatrix}
c_\theta[n_x^2 + \frac{1}{2}(n_x^2 + n_y^2)] & \frac{1}{\sqrt{2}}[s_\theta n_y + c_\theta n_z n_x] & c_\theta \frac{1}{2}(n_x^2 - n_y^2) \\
\frac{1}{\sqrt{2}}[-s_\theta n_y + c_\theta n_z n_x] & c_\theta(n_x^2 + n_y^2) & \frac{1}{\sqrt{2}}[s_\theta n_y - c_\theta n_z n_x] \\
c_\theta \frac{1}{2}(n_x^2 - n_y^2) & \frac{1}{\sqrt{2}}[-s_\theta n_y - c_\theta n_z n_x] & c_\theta[n_z^2 + \frac{1}{2}(n_x^2 + n_y^2)]
\end{pmatrix}$$

(2.79a)

and

$$\text{Im}(e^{-i\theta N}) = \begin{pmatrix}
s_\theta n_z & \frac{1}{\sqrt{2}}[s_\theta n_x - c_\theta n_z n_y] & -c_\theta n_x n_y \\
\frac{1}{\sqrt{2}}[s_\theta n_x + c_\theta n_z n_y] & 0 & \frac{1}{\sqrt{2}}[s_\theta n_x + c_\theta n_z n_y] \\
c_\theta n_x n_y & \frac{1}{\sqrt{2}}[s_\theta n_x - c_\theta n_z n_y] & -s_\theta n_z
\end{pmatrix},$$

(2.79b)

where $I_3$ indicates the $3 \times 3$ identity matrix.

2.5.2 Euler angles, quaternions, the rotation matrix, and elements of the Wigner rotation matrices

If the orientation of $B$ with respect to $S$ is given in terms of the Euler angles $\Omega = \{\alpha, \beta, \gamma\}$ the components of the corresponding quaternion can be calculated as [85]

$$q_0 = \cos(\beta/2)\cos((\gamma + \alpha)/2) \quad q_1 = \sin(\beta/2)\sin((\gamma - \alpha)/2)$$

$$q_2 = \sin(\beta/2)\cos((\gamma - \alpha)/2) \quad q_3 = \cos(\beta/2)\sin((\gamma + \alpha)/2).$$

(2.80)
From the components of the quaternion, the $3 \times 3$ rotation matrix is calculated as [9]

$$
\mathbf{R} = \begin{pmatrix}
q_0^2 + q_1^2 - q_2^2 - q_3^2 & 2q_1q_2 - 2q_0q_3 & 2q_1q_3 + 2q_0q_2 \\
2q_1q_2 + 2q_0q_3 & q_0^2 - q_1^2 + q_2^2 - q_3^2 & 2q_2q_3 - 2q_0q_1 \\
2q_1q_3 - 2q_0q_2 & 2q_2q_3 + 2q_0q_1 & q_0^2 - q_1^2 - q_2^2 + q_3^2
\end{pmatrix}.
$$

(2.81)

The matrix elements of $\mathbf{R}$ correspond to the direction cosines between the unit vectors $\hat{i}$ of the stationary coordinate system and the unit vectors $\hat{j}'$ of the rotating body-fixed frame:

$$
R_{ij} = \hat{i} \cdot \hat{j}'.
$$

(2.82)

Therefore, the last row of $\mathbf{R}$ gives the components of $\mathbf{z}$ with respect to the axes of $\mathbf{B}$, i.e. $R_{zx} = (\mathbf{z})_x'$, $R_{zy} = (\mathbf{z})_y'$ and $R_{zz} = (\mathbf{z})_z'$. For later convenience, we find it useful to introduce the notation

$$
X \equiv R_{zx}, \quad Y \equiv R_{zy}, \quad Z \equiv R_{zz},
$$

(2.83)

for these matrix elements.

From the relation

$$
\mathcal{D}^1 = \begin{pmatrix}
A & B \\
-B^* & A^*
\end{pmatrix} = \begin{pmatrix}
q_0 - iq_3 & -q_2 - iq_1 \\
q_2 - iq_1 & q_0 + iq_3
\end{pmatrix},
$$

(2.84)

the matrix elements of $\mathcal{D}_{nm}$ and $\mathcal{D}^2_{nm}$ may be obtained, see Ref. [85]. These are presented in Table 2.6, where $Z = R_{zz} = AA^* - BB^*$. The normalization condition (A.42) implies that $AA^* + BB^* = 1$.

Observe that

$$
\mathcal{D}_{01}^1 = -\sqrt{3}(q_0 - iq_3)(-q_2 + iq_1) = -\frac{1}{\sqrt{2}}(X + iY)
$$

$$
\mathcal{D}_{01}^1 = -\mathcal{D}_{01}^1 = \frac{1}{\sqrt{2}}(X - iY),
$$

(2.85)
Table 2.6: Matrix elements of $\mathcal{D}_{nm}$ and $\mathcal{D}_{nm}$, from Ref. [85]. The elements with $m < 0$ which are not shown may be obtained using $\mathcal{D}_{n-m} = (-1)^{(n-m)}(\mathcal{D}_{-nm})^*$. ($Z = AA^* - BB^*$)

<table>
<thead>
<tr>
<th>$\mathcal{D}_{nm}$</th>
<th>$+1$</th>
<th>$0$</th>
<th>$-1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$+1$</td>
<td>$A^2$</td>
<td>$\sqrt{2}AB$</td>
<td>$B^2$</td>
</tr>
<tr>
<td>$0$</td>
<td>$-\sqrt{2}AB^*$</td>
<td>$Z$</td>
<td>$\sqrt{2}A^*B$</td>
</tr>
<tr>
<td>$-1$</td>
<td>$B^{*2}$</td>
<td>$-\sqrt{2}A^<em>B^</em>$</td>
<td>$A^2$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\mathcal{D}_{nm}$</th>
<th>$+2$</th>
<th>$+1$</th>
<th>$0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$+2$</td>
<td>$A^4$</td>
<td>$2A^3B$</td>
<td>$\sqrt{6}A^2B^2$</td>
</tr>
<tr>
<td>$+1$</td>
<td>$-2A^3B^*$</td>
<td>$A^2(2Z - 1)$</td>
<td>$\sqrt{6}ABZ$</td>
</tr>
<tr>
<td>$0$</td>
<td>$\sqrt{6}A^2B^{*2}$</td>
<td>$-\sqrt{6}AB^*Z$</td>
<td>$\frac{1}{2}(3Z^2 - 1)$</td>
</tr>
<tr>
<td>$-1$</td>
<td>$-2AB^{*3}$</td>
<td>$B^{*2}(2Z + 1)$</td>
<td>$-\sqrt{6}A^*B^*Z$</td>
</tr>
<tr>
<td>$-2$</td>
<td>$B^{*4}$</td>
<td>$-2A^*B^{*3}$</td>
<td>$\sqrt{6}A^2B^{*2}$</td>
</tr>
</tbody>
</table>

as can be determined from Table 2.6. Furthermore,

$$
\mathcal{D}_{0\pm 1}^2 = \sqrt{3} \mathcal{D}_{0\pm 1}^1 Z = \mp \sqrt{\frac{3}{2}} (X \pm iY)Z
$$

(2.86)

These results are used below.

### 2.5.3 Expressions for some potential energy functions

A few special cases of $u(\Omega)$ are treated in detail. First, let us look at

$$
u(\Omega) = -c_0^1 \mathcal{D}_{00}^1(\Omega) = -c_0^1 Z.
$$

(2.87)

For positive $c_0^1$ this potential tries to keep the axes $\mathbf{z}$ and $\mathbf{z}'$ aligned, penalizing orientations in which $Z = \mathbf{z} \cdot \mathbf{z}'$ moves away from $Z = 1$. The expressions (2.59)
in this case reduce to
\[-iJ_x u = -\frac{i}{\sqrt{2}} c_0^1 [\mathcal{D}_{01}^1 + \mathcal{D}_{0-1}^1] = -c_0^1 Y\]
\[-iJ_y u = -\frac{i}{\sqrt{2}} c_0^1 [\mathcal{D}_{01}^1 - \mathcal{D}_{0-1}^1] = c_0^1 X \tag{2.88}\]
\[-iJ_z u = 0.\]

where the last equalities follow from Eq. (2.85). Now we consider the potential
\[u(\Omega) = -c_{-1}^1 [\mathcal{D}_{0-1}^1(\Omega) - \mathcal{D}_{01}^1(\Omega)] = -\sqrt{2} c_{-1}^1 X, \tag{2.89}\]
i.e. \(c_1^1 = -c_{-1}^1\). Again, for positive \(c_{-1}^1\), this potential tries to keep the \(z\) and \(z'\) axes aligned. Substitution of \(u(\Omega)\) in (2.59) yields
\[-iJ_x u = -\frac{i}{\sqrt{2}} c_{-1}^1 [\mathcal{D}_{00}^1 - \mathcal{D}_{00}^0] = 0\]
\[-iJ_y u = -\sqrt{2} c_{-1}^1 \mathcal{D}_{00}^1 = -\sqrt{2} c_{-1}^1 Z \tag{2.90}\]
\[-iJ_z u = i c_{-1}^1 [\mathcal{D}_{0-1}^1 + \mathcal{D}_{01}^1] = \sqrt{2} c_{-1}^1 Y.\]

Putting everything together, for the potential
\[u(\Omega) = -c_0^1 \mathcal{D}_{00}^1(\Omega) - c_{-1}^1 [\mathcal{D}_{0-1}^1(\Omega) - \mathcal{D}_{01}^1(\Omega)], \tag{2.91}\]
we obtain
\[-iJ_x u = -c_0^1 Y\]
\[-iJ_y u = c_0^1 X - \sqrt{2} c_{-1}^1 Z \tag{2.92}\]
\[-iJ_z u = \sqrt{2} c_{-1}^1 Y.\]

The potential
\[u(\Omega) = -c_0^2 \mathcal{D}_{00}^2(\Omega) = -c_0^2 \frac{1}{2} (3Z^2 - 1) \tag{2.93}\]
favors orientations in which \(z\) and \(z'\) are either parallel or antiparallel (\(Z = \pm 1\)).
As before, using Eq. (2.86), one finds
\[ -iJ_x u = -i \sqrt{\frac{3}{2}} c_0^2 [\mathcal{D}_{01}^2 + \mathcal{D}_{0-1}^2] = -3 c_0^2 YZ \]
\[ -iJ_y u = -i \sqrt{\frac{3}{2}} c_0^2 [\mathcal{D}_{01}^2 - \mathcal{D}_{0-1}^2] = 3 c_0^2 XZ \]
(2.94)
\[ -iJ_z u = 0. \]

Finally, we treat the potential
\[ u(\Omega) = -c_2^2 [\mathcal{D}_{02}^2(\Omega) + \mathcal{D}_{0-2}^2(\Omega)] = -c_2^2\sqrt{6} (X^2 - Y^2), \]  
(2.95)
i.e. \( c_2^2 = c_{2-2}^2 \). This potential prefers orientations in which \( z \) is parallel or antiparallel to \( x' (X = \pm 1) \) and disfavors orientations in which \( z \) is parallel or antiparallel to \( y' (Y = \pm 1) \). We find from (2.59) that
\[ -iJ_x u = -i c_2^2 [\mathcal{D}_{01}^2 + \mathcal{D}_{0-1}^2] = -\sqrt{6} c_2^2 YZ \]
\[ -iJ_y u = -c_2^2 [\mathcal{D}_{01}^2 - \mathcal{D}_{0-1}^2] = -\sqrt{6} c_2^2 XZ \]
(2.96)
\[ -iJ_z u = -2i c_2^2 [\mathcal{D}_{02}^2 - \mathcal{D}_{0-2}^2] = 2\sqrt{6} c_2^2 XY. \]

Clearly, for the general potential
\[ u(\Omega) = -c_0^2 [\mathcal{D}_{00}^2 - c_2^2 [\mathcal{D}_{02}^2(\Omega) + \mathcal{D}_{0-2}^2(\Omega)], \]  
(2.97)
we simply need to sum the above expressions to obtain
\[ -iJ_x u = (-3 c_0^2 - \sqrt{6} c_2^2) YZ \]
\[ -iJ_y u = (3 c_0^2 - \sqrt{6} c_2^2) XZ \]
(2.98)
\[ -iJ_z u = 2\sqrt{6} c_2^2 XY. \]
CHAPTER 3
PARAMETRIZATION, MD SIMULATION AND ESR SPECTRA OF
A NITROXIDE SPIN LABEL ON A POLY-ALANINE α-HELIX

3.1 Introduction

Among the various experimental techniques probing the dynamics of proteins, site-directed spin labeling (SDSL) benefits from using a versatile local reporter that is well tolerated at many sites on soluble and membrane proteins [26]. The continuous wave (cw) electron spin resonance (ESR) spectra of a spin labeled protein are sensitive to molecular motion over a wide range of time scales: from tens of picoseconds to hundreds of nanoseconds. The technique, thus, offers the potential of an extremely rich source of information about biological macromolecules. At the same time, the interpretation of the spectra in terms of detailed protein dynamics is complicated by the internal dynamics of the spin label side chain. To maximally utilize the information present in the spectra, a meticulous understanding of the spin label dynamics becomes necessary.

Over the last decade, Hubbell and co-workers have conducted extensive experimental studies to elucidate the factors affecting the dynamics of nitroxide spin labels on soluble proteins [26, 27, 51, 78, 82, 90, 91]. Of particular interest to this chapter is the work in which 1-oxyl-2,2,5,5-tetramethylpyrroline-3-methylmethanethiosulfonate (MTSSL) was used as a spin label. Following the general convention, we refer to the amino acid side chain resulting from the reaction of MTSSL with cysteine as R1 (Fig. 3.1). In the majority of the studies T4 Lysozyme (T4L) has served as a model protein system [26, 27, 51, 78, 90, 91]. From this work, site 72 in T4L, situated in the middle of a long five-turn α-helix, has emerged as a
prototypical solvent-exposed helix surface (SEHS) site [26]. The X-band spectra of 72R1, as well as 131R1 (in the middle of a short two-turn helix), show insignificant variation upon alanine mutation of the neighboring $i \pm 3$ and $i \pm 4$ residues [91], suggesting that at these positions R1 interacts only weakly with its neighbors [26].

In spite of this apparent lack of interactions, the spectra of both 72R1 and 131R1 indicate that the conformational freedom of the spin label at those positions is significantly restricted [26, 91]. This ordering was proposed to be due the formation of hydrogen bonds between the disulfide of R1 and the hydrogen of either the backbone amide [91] or the backbone $C_\alpha$ [26]. Put together, the experimental data has been rationalized in terms of the so-called $\chi_4/\chi_5$ model for the dynamics of R1 on SEHS sites that are not involved in tertiary contacts [26]. According to the model, the inter-residue immobilization of the disulfide by the backbone effectively locks the conformational transitions about the first two dihedrals, $\chi_1$ and $\chi_2$, of the spin label linker (Fig. 3.1). Since the energetic barrier of the third linker dihedral $\chi_3$—the disulfide torsion angle—is about 7 kcal/mol [63], the internal motion of R1 is assumed to be largely limited to rotations about the last two dihedrals $\chi_4$ and $\chi_5$, hence the name of the model.

The $\chi_4/\chi_5$ model motivates and justifies quantitative spectral simulations using the MOMD [4, 27, 28, 44, 50] and SRLS [4, 81] models of Freed and co-workers [80, 94, 106, 107]. In the analytical MOMD/SRLS models, the nitroxide is modeled to undergo anisotropic rotational diffusion in an orienting potential, where the latter is written as a sum of spherical harmonics. Admittedly, such dynamics are intended to correspond to the real spin label dynamics only in an effective, “mean-field” way. Nevertheless, a rough correspondence between the two diffusion coefficients of the MOMD/SRLS model ($D_\perp$ and $D_\parallel$) and rotations about $\chi_4$ and $\chi_5$, has been implied by the $\chi_4/\chi_5$ model [27]. As a result, quantitative understanding of the
dynamics of 72R1 and 131R1 in T4L has been pursued by simultaneous fits of multifrequency ESR spectra with the MOMD/SRLS model [4, 35, 81].

Increasing numbers of studies have recently used atomistic models to gain a deeper insight into the dynamics of R1 by performing molecular dynamics (MD) or Monte Carlo simulations [7, 19, 54, 96, 133, 134]. Potentially, MD simulations can provide access to the detailed motion of the spin label in its heterogeneous environment. Unfortunately, at the present time, exhaustively sampling the conformational space accessible to the spin label is a challenge for MD simulations in which the solvent is treated explicitly. For example, only a few transitions of the R1 dihedrals were observed during 5 and 10 ns simulations of fully solvated spin labeled T4L [134] and Cytochrome c [96], respectively. Therefore, to reduce the system size and speed up the simulations, a large majority of the MD studies forgo explicit treatment of the solvent [7, 19, 133]. In addition to replacing the solvent with a continuum dielectric, Monte Carlo search of the R1 conformations [118], and MD simulations at 600 K [7, 133] have been used to achieve greater sampling. Regrettably, a Monte Carlo search strategy does not contain information about
the spin label dynamics, whereas both the dynamics and the populations of the
spin label simulated at 600 K are significantly distorted. Ultimately, to assess how
relevant the spin label dynamics implied by the molecular models are, ESR spectra
should be calculated from the models and, if possible, compared with experiment.
Calculations of ESR spectra directly from trajectories require many long trajec-
tories, far beyond what can be currently expected from routine MD simulations of
solvated spin labeled proteins. Indeed, an attempt to simulate 9 and 250 GHz spec-
tra from the trajectories of fully solvated T4L has failed [134]. No such attempt
has been made in the case of Cytochrome c [96]. As an alternative, Steinhoff and
co-workers used the MD simulations to estimate a potential of mean force $U(\Omega)$,
where $\Omega$ are the Euler angles mapping the nitroxide-fixed coordinate frame to the
protein-fixed one, and generated many long trajectories by performing diffusive
Brownian dynamics simulations with torques determined by $U(\Omega)$ [7, 133]. ESR
spectra were then simulated directly from the Brownian trajectories. Sale et al.,
on the other hand, assumed that $U(\Omega)$ can be expanded as a sum of spherical har-
monics and estimated the expansion coefficients from the MD simulations [19,119].
Spectra were simulated with the MOMD model using the determined expansion
coefficients as input parameters [19,119].

In another, more recent study the authors refrain from MD simulations alto-
gether [137, 138]. Building on their previous work on spin labeled lipids [20, 21]
they propose that the dynamics of R1 on SEHS sites can be rationalized in terms
of librations in a few enumerable conformers (rotamers) and exchanges between
them. This insightful observation brings the problem of the spin label dynamics
to the more familiar realm of internal side chain dynamics in proteins and their
manifestation in NMR, ESR and fluorescence [79,144,146,147]. In Ref. [137] the
conformational dynamics of R1 on a poly-alanine $\alpha$-helix was studied in detail.
The absence of steric clashes between the spin label and the helix was used to identify allowed rotamers. The relative probabilities of the rotamers and the rates of exchange among them were estimated from the ab initio scans of the torsional potential energies. Based on the high energy barriers and/or large friction opposing the displacement of the bulky spin label, exchanges about $\chi_1$, $\chi_2$ and $\chi_3$ were assessed to be much slower compared to the time scale of standard X-band ESR, providing independent theoretical support for the $\chi_4/\chi_5$ model. Due to its simplicity, the approach was suggested as complementary to full MD simulations when insight into the conformational freedom and dynamics of R1 at solvent-exposed sites is sought.

So far, bridging the gap between the atomistic spin label dynamics and the corresponding ESR spectra has been possible only by simplifying the atomistic model, as already discussed above. The degree to which such approximations are justified is presently uncertain. Here, we adopt a different approach and preserve all the atomic detail that a nonpolarizable force field like CHARMM can offer. In an effort to simplify and reduce the problem to its most relevant aspects, we simulate a fully solvated, spin-labeled poly-alanine $\alpha$-helix, hoping that the dynamics of R1 in this simple system has sufficient bearing on the experimentally well-studied spin label dynamics on SEHS sites. The behavior of the spin label in our MD simulations is expected to be informative about the simplifying assumptions that are safe to make when reduced, stochastic models of the spin label dynamics need to be constructed [7,19,118,119,133,137], as in the case of spin-labeled proteins, for which long, all-atom MD simulations might not be feasible.

The chapter is organized as follows: Our methodology is presented in Sec. 3.2. First, the parametrization for a group of four nitroxides is discussed, with particular
emphasis on their electrostatic properties. The energetics of the R1 linker are also examined carefully. Then, we give details about the MD simulations and the calculation of the ESR spectra using the MD trajectories. Section 3.3 contains our results. The conformational dynamics of R1 on a poly-alanine α-helix is analyzed and ESR spectra at 9 and 250 GHz are simulated. The discussion of the results is presented in Sec. 3.4 and our conclusions are given in Sec. 3.5.

3.2 Methods

3.2.1 Force field parameters for four spin labels

Meaningful MD simulations require the use of accurate potential energy functions. The force field parameters pertaining to the nitroxide moiety that were not already present in the official set of CHARMM parameters [87,121] had to be carefully determined. To ensure their more general validity, four nitroxide model compounds with ring structures based on pyrroline (SLP), pyrrolidine (SLR), oxazolidine (SLT), and piperidine (SLH) were selected for simultaneous parametrization (Fig. 3.2). The first two compounds (SLP and SLR) constitute the rings of the spin labels R1 [91] and R5 [90], respectively, widely used in SDSL studies of proteins [26,57]. The third model compound (SLT) is a building block for fatty acid and phospholipid spin labels, while the last one (SLH) is itself used as the reporter group TEMPO.

The structures of the four model compounds were optimized with the B3LYP hybrid functional using the standard basis set 6-31G*. This level of theory has been shown to reproduce the experimental geometries of the nitroxides rather well [5].
All the *ab initio* calculations were performed using the program Gaussian 03 [47]. The vibrational frequencies and the normal modes for the model compounds were calculated at the optimized geometries, using B3LYP/6-31G*. A global scaling factor of 0.9806 was used for the calculated frequencies, as recommended in Ref. [124]. The *ab initio* optimized geometries, vibrational frequencies (after scaling) and vibrational modes were used as reference data in the selection of the bonded parameters for the classical force field. In their minimum energy conformations the pyrrolidin and the oxazolidine rings are not planar but prefer a puckered state (Fig. 3.2). Extra effort was exercised to make sure that the various puckered states of those two rings and the energy barriers between them are correctly reproduced with the force field parameters (data not shown).
Partial charges and interaction with water

The partial charges and the Lennard-Jones parameters assigned to the atomic centers need to be optimized carefully so that the nonbonded interactions of the spin label are correctly captured by the force field. Together these two types of parameters determine the nature of the direct interactions of the spin label with its surroundings (e.g. hydrogen bonding and van der Waals contacts), as well as its more global preference for certain types of environment (e.g. aqueous versus hydrophobic). Bearing in mind such considerations, the partial charges were required to reproduce both the overall electrostatic properties of the molecules as well as the more specific hydrogen bonding properties.

To meet the first requirement, the electrostatic potential of each model compound was calculated on a grid of points at B3LYP/aug-cc-pvdz level of theory using the optimized structures. The grid points were generated on five nested Connolly surfaces with scaling factors 1.3, 2.2, 3.0, 5.0 and 6.0, with corresponding densities 2.8, 1.9, 1.3, 0.6 and 0.2 points per Å², respectively, chosen in agreement with previous parametrization work of the CHARMM force field [3]. Once the electrostatic potential was calculated, the FITCHARGE module of CHARMM was used to achieve the best fit by varying the atomic partial charges. To be consistent with the existing nonpolarizable CHARMM force field for proteins [87] and lipids [121] the charge on the nonpolar hydrogens was restricted to 0.09 in atomic units. The charge fitting was achieved in two steps. In the first step, the nonpolar hydrogens were assigned a charge of 0.09 and, to keep the molecule neutral, the adjacent carbon atoms were given a charge of $-0.09$ (methyne carbon), $-0.18$ (methylene carbon) or $-0.27$ (methyl carbon). The rest of the atoms were assigned zero charge. Charge fitting with a hyperbolic restraint on the charges—to prevent
Table 3.1: Partial charges for the ring atoms in atomic units.

<table>
<thead>
<tr>
<th></th>
<th>O</th>
<th>N</th>
<th>C2</th>
<th>C5</th>
<th>C3/O3</th>
<th>C4</th>
</tr>
</thead>
<tbody>
<tr>
<td>SLP</td>
<td>-0.438</td>
<td>0.220</td>
<td>0.334</td>
<td>0.329</td>
<td>-0.003</td>
<td>-0.340</td>
</tr>
<tr>
<td>SLR</td>
<td>-0.433</td>
<td>0.249</td>
<td>0.245</td>
<td>0.267</td>
<td>-0.127</td>
<td>-0.229</td>
</tr>
<tr>
<td>SLT</td>
<td>-0.403</td>
<td>0.147</td>
<td>0.406</td>
<td>0.326</td>
<td>-0.336</td>
<td>-0.128</td>
</tr>
<tr>
<td>SLH</td>
<td>-0.379</td>
<td>0.167</td>
<td>0.284</td>
<td>-</td>
<td>-0.237</td>
<td>-0.180</td>
</tr>
</tbody>
</table>

their unphysical increase during the fitting—was performed only for the atoms with zero initial charge. All the methyne, methylene or methyl groups, the initial charge of which was already assigned, were excluded from this fit. In the second step a parabolic restraint was applied to keep the charges close to their values of the previous step. In this case, all the atoms, except the nonpolar hydrogens, were included in the fit. The partial charges obtained from this procedure for the ring atoms of the four compounds are given in Table 3.1. The components and magnitudes of the resulting dipole moments are compared with the corresponding \textit{ab initio} values in Table 3.2. The agreement between the two sets is rather satisfactory. Even though the dipole moments of the molecules are slightly overestimated the fitted charges were not scaled down since in a nonpolarizable force field it is desirable to have a dipole moment larger than the one in vacuum.

In the parametrization three new atom types were introduced for the nitroxide oxygen (O) and nitrogen (N), and the doxyl ring oxygen (O3). The Lennard-Jones parameters assigned to the three new atom types were chosen based on the existing CHARMM parameters. To assess the quality of the atomic partial charges and of the Lennard-Jones parameters for the nitroxide oxygen, the interaction of the nitroxide moiety with a water molecule was examined in detail. For each of the four
model compounds the relative orientation of the water molecule with respect to the nitroxide was optimized keeping the structure of the nitroxide and the structure of the water molecule fixed, the former at the B3LYP/6-31G* optimized geometry and the latter at the experimental geometry [8] \((r_{OH} = 0.9572 \text{ Å}, \theta_{HOH} = 104.52^\circ)\).\(^1\) The optimization was performed using B3LYP/6-311++G**, a level of theory which, reportedly, is sufficient to accurately reproduce hydrogen bond geometries [113]. The energies of the optimized dimers were calculated using B3LYP/aug-cc-pvdz. The interaction energy was calculated by subtracting the energies of the individual molecules from the energy of the dimer. The resulting interaction energy suffers from basis set superposition errors (BSSEs). It is known that the BSSE is larger for MP2 and smaller for B3LYP when used with the same basis set [71]. Based on the water dimer data of Ref. [71], we estimated that the BSSE is less than 0.5 kcal/mol for the aug-cc-pvdz basis set that was used. Considering the uncertainty in the accuracy of the \textit{ab initio} calculation we decided not to correct the interaction energies for the BSSE.

\(^1\)Insignificantly different values, \(r_{OH} = 0.9576\text{ Å}\) and \(\theta_{HOH} = 104.51^\circ\), are reported in Ref. [109]. The older values were used in accord with the TIP3P water model [65] used in CHARMM.
Figure 3.3: Interaction geometries with water for (a) SLP, (b) SLR, (c) SLT, and (d) SLH, optimized with \textit{ab initio} (balls and thin sticks) and with the force field (thick sticks).

(Fig. 3.3). In the \textit{ab initio} calculations, the energetically most favorable conformations are the ones in which the O–H bond of the water lies approximately along the direction of the lone pairs of the nitroxide oxygen (numbered 1 and 3 in Fig. 3.3). Conformations in which the water O–H bond is positioned roughly perpendicularly to the plane of the lone pairs were also found to be local minima (numbered 2 and 4). Their region of attraction is significantly smaller, but present nevertheless, especially for the symmetric nitroxides SLP and SLH. In addition, the geometry in which one of the water hydrogens is along the N–O bond of the nitroxide moiety was also examined by restricting the position of the H-bonding hydrogen to lie on the line along the N–O bond during the optimization (num-
Table 3.3: Interaction energies with water (kcal/mol) and the O⋯H hydrogen bond distance (Å), shown in parenthesis, for the specified conformation.

<table>
<thead>
<tr>
<th></th>
<th>SLP</th>
<th>SLR</th>
<th>SLT</th>
<th>SLH</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ab initio</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>−4.22 (1.99)</td>
<td>−4.35 (1.97)</td>
<td>−3.88 (2.01)</td>
<td>−4.47 (1.97)</td>
</tr>
<tr>
<td>1</td>
<td>−6.23 (1.89)</td>
<td>−6.21 (1.90)</td>
<td>−5.92 (1.91)</td>
<td>−5.73 (1.90)</td>
</tr>
<tr>
<td>2</td>
<td>−5.35 (1.94)</td>
<td>-</td>
<td>-</td>
<td>−5.38 (1.94)</td>
</tr>
<tr>
<td>3</td>
<td>−6.21 (1.89)</td>
<td>−6.20 (1.89)</td>
<td>−5.98 (1.91)</td>
<td>−5.64 (1.91)</td>
</tr>
<tr>
<td>4</td>
<td>−5.35 (1.93)</td>
<td>-</td>
<td>−4.91 (1.94)</td>
<td>−5.40 (1.91)</td>
</tr>
<tr>
<td>2a</td>
<td></td>
<td></td>
<td></td>
<td>−5.31 (1.92)</td>
</tr>
<tr>
<td>2b</td>
<td></td>
<td></td>
<td></td>
<td>−5.35 (1.92)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>SLP</th>
<th>SLR</th>
<th>SLT</th>
<th>SLH</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>param</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>−5.38 (1.90)</td>
<td>−5.43 (1.91)</td>
<td>−4.91 (1.92)</td>
<td>−5.04 (1.92)</td>
</tr>
<tr>
<td>1</td>
<td>−6.12 (1.87)</td>
<td>−6.09 (1.88)</td>
<td>−5.77 (1.89)</td>
<td>−5.52 (1.90)</td>
</tr>
<tr>
<td>2</td>
<td>−6.08 (1.88)</td>
<td>−6.15 (1.89)</td>
<td>−5.89 (1.91)</td>
<td>−5.68 (1.92)</td>
</tr>
<tr>
<td>3</td>
<td>−6.09 (1.88)</td>
<td>−6.04 (1.88)</td>
<td>−5.75 (1.89)</td>
<td>−5.52 (1.90)</td>
</tr>
<tr>
<td>4</td>
<td>−6.08 (1.88)</td>
<td>−6.17 (1.89)</td>
<td>−5.70 (1.89)</td>
<td>−5.67 (1.89)</td>
</tr>
</tbody>
</table>

The interaction energies for each of these conformations are listed in Table 3.3, where the distances between the H-bonding water hydrogen and the nitrooxide oxygen are also shown in parenthesis.

The numbers in Table 3.3 indicate that with the force field the nitrooxide-water interactions are more uniform along the various directions of approach compared to the *ab initio* interactions. For all the model compounds, the force field correctly assigns conformation 0 to be the least favorable. At the same time, the interaction
energy in this conformation calculated with our parameters is about 1 kcal/mol more favorable than the *ab initio* energy. The absence of explicit representation for the oxygen lone pairs in the force field makes the interaction geometries 2 and 4 as favorable as the conformations 1 and 3. This was previously observed in Ref. [5], where lone pair sites for the nitroxide oxygen were introduced in order to reproduce this structural feature with a molecular mechanics force field. Here, we choose to keep the nitroxide oxygen as a point charge and not introduce additional lone pair sites. As a result of this simplification the hydrogen bonding geometry is expected to be slightly off. Nevertheless, in the context of dynamics, one might suspect that thermal agitation will render these structural effects less important. Since the hydrogen bonding energies are within one to two $k_B T$, at room temperature, over the whole range of hydrogen bonding geometries, the energetics of the force field should be appropriate.

**Scan of the linker dihedral angles of R1**

Rotations about the bonds connecting the nitroxide ring to the protein backbone constitute an intuitive way of rationalizing the dynamics of the spin label side chain R1 [27,78,90,91,137]. To make sure that the simulated linker dynamics proceed on the correct energy surface, a scan of the dihedral energy was performed. Restricted optimizations and single point energy evaluations were carried at the B3LYP/6-31G* and B3LYP/aug-cc-pvdz levels of theory, respectively, for the torsion angles of interest, taking values on a two dimensional grid. The grid points were separated by 30°, in the interval (−180°, 180°). The $\chi_1$–$\chi_2$ energy surface was explored using the construct shown in Fig. 3.4. The two linker dihedrals $\chi_1$ (N–CA–CB–S1) and $\chi_2$ (CA–CB–S1–S2) were constrained during the optimization. In addition, the “backbone” atoms were fixed in an $\alpha$–helical conformation. The procedure was
Figure 3.4: Energetically most favorable conformation on the $\chi_1$-$\chi_2$ energy surface, $(\chi_1, \chi_2, \chi_3) = (-60^\circ, -60^\circ, -90^\circ)$. The distance $d_{S1-HN} = 2.81$ Å and the angle $\theta_{S1-N-HN} = 57^\circ$. In addition, $d_{S2-HC} = 3.03$ Å and $\theta_{S2-CA-HC} = 55^\circ$.

carried separately for $\chi_3 \approx -90^\circ$ and $\chi_3 \approx 90^\circ$. The $\chi_5$-$\chi_4$ energy surface was examined using the construct in Fig. 3.5. Only the values of $\chi_5$ (S2–C–C3–C4) and $\chi_4$ (S1–S2–C–C3) were fixed during the optimization. All the other degrees of freedom were allowed to relax. The resulting energy surfaces are shown in Figs. 3.6 and 3.7. The corner of every small rectangle in the plots is an *ab initio* optimization and energy evaluation data point. The *ab initio* surfaces are in the columns on the left, the scans with the standard force field energy function, in which the energetics of each torsion are independent of the other torsions, are in the middle column (param).

Comparison of the first two columns in Fig. 3.6 shows that the parametrization captures the positions of the minima on the $\chi_1$–$\chi_2$ surface rather well. The relative depths of the minima, on the other hand, are not reproduced satisfactorily. (Since what is meaningful is the energy difference and not the absolute value of the energy, the minimum energy for each surface was set to zero and used as an offset for the other energies.) Whereas the *ab initio* calculation indicates that $(\chi_1, \chi_2) = (-60^\circ, -60^\circ)$ is a global minimum for $\chi_3 \approx -90^\circ$, the best that could be achieved by varying the force field parameters for the dihedrals led to two additional, almost
Figure 3.5: The $\chi_5 = 0^\circ$, $\chi_4 = -90^\circ$, $\chi_3 \approx -90^\circ$ conformation of R1. The distance between S2 and the hydrogen attached to C4 is 2.87 Å, $\theta_{S2-C4-H} = 62^\circ$; $d_{S1-H} = 3.67$ Å and $\theta_{S1-C4-H} = 61^\circ$.

Figure 3.6: *Ab initio* scan of the $\chi_1-\chi_2$ potential energy surface. The contours are drawn for every 1 kcal/mol change in energy. Dark regions indicate low energy, light regions correspond to high energy.
equally deep minima at $(60^\circ,-60^\circ)$ and $(60^\circ,180^\circ)$. According to the *ab initio* energies, these two conformations should lie, respectively, about 1 and 2 kcal/mol higher than the global minimum. The *ab initio* optimized structure for the global minimum is shown in Fig. 3.4, where one of the sulfurs (S1) is seen to be in the vicinity of the backbone amide hydrogen (HN), the other (S2), close to the hydrogen of the $C_\alpha$ (HC). Both of the implied sulfur-hydrogen interactions have been invoked to rationalize the apparent adsorption of the disulfide to the helix backbone [26,91]. Therefore, it is very important to account for their energetics. The absence of the sulfur lone pairs in the force field and the small partial charge of the sulfur makes it impossible to recreate these favorable interactions naturally. We decided to use the grid based correction map (CMAP), recently introduced in the CHARMM force field [88], to impose the desired *ab initio* energy on the two dimensional $\chi_1-\chi_2$ energy surface, thus introducing a coupling between these two torsions. The CMAP grid was calculated by averaging the corrections necessary.
for the $\chi_3 \approx -90^\circ$ and $\chi_3 \approx 90^\circ$ conformations. The energy surfaces obtained using CMAP are shown in Fig. 3.6 (param+cmap). As seen, the agreement with the \textit{ab initio} energy surfaces is almost perfect.

In the case of the $\chi_5-\chi_4$ energy surfaces in the first two columns of Fig. 3.7, the best parameters with independent $\chi_4$ and $\chi_5$ failed to reproduce not only the relative depths but also the positions of the minima. For $\chi_4 \approx 180^\circ$ the multiplicity of $\chi_5$ is seen to be two, with minima at about $-90^\circ$ and $+90^\circ$. With the force field, the positions of these two minima basically persists for $\chi_4 \approx \pm 90^\circ$, whereas according to the \textit{ab initio} calculations one of the minima should shift to $\chi_5 \approx 0^\circ$. The optimized structure at $(\chi_5, \chi_4) = (0^\circ, -90^\circ)$ is shown in Fig. 3.5, where it is apparent that the force field fails to account for the favorable interaction between the sulfur S2 and the polar hydrogen H. The fact that this conformation has a slightly lower energy than the $(0^\circ, 180^\circ)$ conformation in which S1 lies away from the nitrooxide ring, is a clear indication that the lone pairs of the sulfur are involved in the interaction. As before, the sulfur representation in the force field does not allow us to take such effects into account. Therefore, we decided to use the CMAP correction for the $\chi_5-\chi_4$ energy surface as well (the right most column of Fig. 3.7), which led to a rather good agreement with \textit{ab initio}.

### 3.2.2 MD simulation details

Simulations of R1 attached to a poly-alanine \(\alpha\)-helix were performed using CHARMM. The simulated helix consisted of 14 alanines and a single spin labeled cysteine at its central position. The helix was solvated with 686 TIP3P water molecules. The resulting system of of 2247 atoms filled a tetragonal simulation box with starting side lengths of 26.0, 26.0 and 34.0 Å. Periodic boundary
conditions were used. The electrostatics were treated with particle mesh Ewald summation. Pressure and temperature pistons were used to achieve an $NpT$ ensemble at $T = 297$ K and $p = 1$ atm. To prevent the unfolding of the helix in water the first five and the last five residues were harmonically restrained to their starting positions with force constants of $0.5 \text{ kcal/mol}/\text{Å}^2$.

According to the $\chi_4/\chi_5$ model, the first three dihedrals of R1 should rarely undergo transitions. Therefore, considering their multiplicity ($\chi_1:3$, $\chi_2:3$, $\chi_3:2$), we decided to have each of the 18 possible conformations as starting conditions for the simulations. Thus 18 systems, each one starting at a different conformation, were simulated. Below we refer to these trajectories as a1, a2, a3, etc. and b1, b2, etc., where ‘a’ and ‘b’ indicate that the trajectory was initiated with $\chi_3 \approx -90^\circ$ and $\chi_3 \approx 90^\circ$, respectively. The simulations were equilibrated for 500 ps. During the equilibration a flat bottom Saxon-Wood potential was used to restrict each of the first three dihedrals to remain in their initial state, while the last two dihedrals were free to explore different conformations. After the equilibration the Saxon-Wood potentials were removed and only the harmonic restraints on the backbone atoms of the first five and last five residues remained. Each of the 18 systems was simulated for 101 ns. The first ns was not considered in the analysis. Snapshots of the simulations were saved every 1 ps.

### 3.2.3 ESR spectra simulation details

The numerical integrators for the quantal spin dynamics and for the classical rotational diffusion, developed in Ch. 2, allow us to easily model the effect of the global protein tumbling in addition to the spin label dynamics coming from the MD simulations. This is necessary for the qualitative comparison of the simulated spectra
of R1 on a poly-alanine α-helix with the experimentally available data of T4L. For
the rotational diffusion coefficient of T4L in water we used \[ D = 18 \times 10^6 \text{ s}^{-1} \], which
had been obtained in a multifrequency fit to spectra recorded at 22°C [81] with
the SRLS model [80]. The viscosity of the nonpolarizable TIP3P water model used
in the MD simulations is 2.86 times smaller than the viscosity of water [43,148],
implying that the solvent in the simulations moves about 2.5 times faster than it
should. Since the spin label on the poly-alanine helix is largely solvent exposed,
its dynamics are also expected to be faster to a similar degree. To correct for
the low solvent viscosity, the time axis of the MD trajectories was stretched by a
factor of 2.5. Because T4L is a relatively small protein, its tumbling in solution is
fast enough to narrow the spectral lines at 9 GHz. To slow down the tumbling of
T4L and reduce its effect on the spectra, it is a common practice to use 30 wt %
sucrose solution, which is about 3.3 times more viscous than an aqueous solution
with no sucrose. Since the rotational diffusion coefficient is inversely proportional
to the viscosity, we estimated that \[ D = 6 \times 10^6 \text{ s}^{-1} \] under such conditions. The
viscosity of the solution is expected to affect not only the tumbling of the protein
but also the dynamics of the spin label itself. Thus, to compare with experimental
spectra in 30 wt % sucrose, the time axis of the trajectories was stretched by a
factor of eight (8 \approx 2.5 \times 3.3). The stretch factors, the diffusion coefficients and
the respective correlation times are summarized in Table 3.4.

When MD trajectories are used as explicit realizations of the randomness af-
flecting the quantum Hamiltonian, it is beneficial to average the magnetic tensors
along the MD trajectories over the time step \( \Delta t \) appropriate for the quantum dy-
namics. Two such time steps, suitable for \( B = 0.34 \text{ T} \) (9 GHz) and \( B = 8.92 \text{ T} \)
(250 GHz), are given in the second column of Table 3.5. The snapshots from the
MD simulations are available every \( \delta t = 1 \text{ ps} \). Dividing \( \Delta t \) by \( \delta t \) and by 2.5—the
Table 3.4: Scaling factor for the time axis and rotational diffusion coefficient of T4L used in the spectral simulations in Sec. 3.3. The relaxation time $\tau = 1/6D$ is also shown.

<table>
<thead>
<tr>
<th>solvent</th>
<th>stretch</th>
<th>$D \times 10^6$ (s$^{-1}$)</th>
<th>$\tau$ (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>water</td>
<td>2.5</td>
<td>18</td>
<td>9.3</td>
</tr>
<tr>
<td>30 (w/w) % sucrose</td>
<td>8.0</td>
<td>6</td>
<td>27.8</td>
</tr>
</tbody>
</table>

factor accounting for the larger diffusion coefficient of water in the simulations—gives the number of MD frames to be averaged over (avgN). Similarly, one can obtain the ‘avgN’ values for no stretch at all, or for a stretch by a factor of eight (given in parenthesis). It may be noted that the integration of the quantum dynamics can be initiated from different points along the MD trajectory, since the origin of time is arbitrary. The starting time instances were chosen to be separated by 2 ns, which corresponds to ‘lagN’ number of $\Delta t$ steps. The last two columns in Table 3.5 list the number of spherical grid points (sphN), used for the initial conditions of the isotropic diffusion, and the Gaussian broadening introduced in the calculation of the spectra ($T_G^{-1}$). The magnetic tensors,

$$
\mathbf{g}^w = \text{diag}(2.00809, 2.00585, 2.00202) \\
\mathbf{A}^w = \text{diag}(6.2, 4.3, 36.9),
$$

(3.1)

 corresponding to the experimentally determined values for 72R1 on T4L, were used in the spectral simulations.

\footnote{Ziwei Zhang and Jack H. Freed, unpublished results.}
Table 3.5: Parameters used in the simulation of the spectra in Figs. 3.12 and 3.13. Additional Lorentzian broadening of 0.3 G was introduced in all the simulations.

<table>
<thead>
<tr>
<th>field (T)</th>
<th>( \Delta t ) (ns)</th>
<th>avgN</th>
<th>lagN</th>
<th>sphN</th>
<th>( T_{G}^{-1} ) (G)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.34</td>
<td>2.0</td>
<td>800(^{a}) (250(^{b}))</td>
<td>1</td>
<td>400(^{d})</td>
<td>1.0</td>
</tr>
<tr>
<td>8.92</td>
<td>0.25</td>
<td>100(^{a}) (250(^{c}))</td>
<td>8</td>
<td>12800(^{d})</td>
<td>2.0</td>
</tr>
</tbody>
</table>

\(^{a}\)2.5-fold stretch of the time axis.

\(^{b}\)8-fold stretch of the time axis.

\(^{c}\)The time axis is not stretched.

\(^{d}\)Twice as many points were used for the \( D = 0 \) simulation.

### 3.3 Results

#### 3.3.1 Conformational dynamics of R1 on a poly-alanine \( \alpha \)-helix

A striking feature of all the MD trajectories is the large number of transitions for each of the dihedral angles of the spin label. Even the disulfide torsion \( \chi_3 \), which has the highest energy barrier among all the dihedral angles, changes its conformation ten times across all the 18 trajectories (Table 3.6). The two transitions in trajectories a3 and b9 are separated by 27 and 19.3 ns, respectively, and therefore, are most likely independent. (See Sec. 3.2.2 for the naming convention of the trajectories.) Figure 3.8 shows a 20 ns window of the evolution of the five dihedral angles of trajectory b1. This trajectory undergoes one \( \chi_3 \) transition (Fig. 3.8(e)). The traces in Fig. 3.8, and all the other traces which are not shown here, indeed seem to confirm that the dynamics of R1 on a poly-alanine \( \alpha \)-helix can be rationalized in terms of librations in discrete number of states with occasional
Table 3.6: Number of conformational transitions for $\chi_3$ observed in the MD trajectories.

<table>
<thead>
<tr>
<th>traj. #</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>b</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

exchange between them, as proposed by Tombolato et al. [137].

Interestingly, in Fig. 3.8 we see transitions of $\chi_1$ and $\chi_2$ lasting from less than 1 ns to several nanoseconds—time scales which by no means are slow on the ESR time scale. In addition, the transitions of these dihedrals appear to be largely coupled. For example, the short-lived second transition of $\chi_1$ happens simultaneously with a transition of $\chi_2$. At the last transition of $\chi_1$ not only $\chi_2$ but also $\chi_4$ changes its conformation. As expected from the low energy barriers separating its conformational minima (Fig. 3.7), the fifth dihedral $\chi_5$ undergoes rapid transitions (Fig. 3.8(d)). At the same time, a concerted transition involving $\chi_2$, $\chi_4$ and $\chi_5$, shortly after the 55th nanosecond in Fig. 3.8, locks the conformation of the spin label for almost 5 ns, providing an example of how in simulations extending for 5–10 ns it might be possible to have none or very few transitions of all the linker dihedrals, in spite of the low potential energy barrier of $\chi_5$. Clearly, in this case, full account of the interactions of the spin label with its immediate environment is necessary.

Let us now try to identify the relevant rotamers of R1 and their populations. A given snapshot from the MD trajectories can be assigned to a rotamer in several different ways. One option is to define the rotamers by a set of reference dihedral angle values $\chi_i$ and fluctuation windows $\pm \Delta \chi_i$ about them ($1 \leq i \leq 5$). Such
Figure 3.8: Evolution of dihedral angles in the time interval between 45 and 65 ns for trajectory b1.
Table 3.7: Minima of the R1 linker dihedrals (in degrees) used to define its rotameric states in Ref. [137]. The multiplicity of each torsion is in parenthesis.

<table>
<thead>
<tr>
<th>$\chi_1(3)$</th>
<th>$\chi_2(3)$</th>
<th>$\chi_3(2)$</th>
<th>$\chi_4(3); \chi_5(2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-60, +65, 180$</td>
<td>$\pm 75, 180$</td>
<td>$\pm 90$</td>
<td>$(\pm 75; \pm 8, \pm 100), (180, \pm 77)$</td>
</tr>
</tbody>
</table>

reference values and fluctuation estimates were given in Ref. [137] for $T = 298$ K, based on the \textit{ab initio} energy profiles of the R1 dihedrals, and are listed in Tables 3.7 and 3.8. Only 3.5\% of all the MD snapshots fall into the conformational volume covered by this definition of rotamers. Even in this case, we find that 65 different rotamers, out of the 108 possible, are visited in the MD simulations. A larger fraction of the MD snapshots gets assigned to some rotamer when the width of the fluctuation window is increased. When 80\% of the data is assigned the trajectories visit 96 out of the 108 possible rotamers (Table 3.8). An alternative counting scheme is to use the reference rotamer angles from Table 3.7 as flagpoles and assign a given MD snapshot to the closest flagpole, according to an Euclidean distance metric. This strategy has the advantage of pairing every data point with a rotamer. According to this “minimum distance” criterion, the MD snapshots visit 102 rotamers (Table 3.8).

In spite of the large number of visited rotamers, it might be that the spin label visits most of these conformations only transiently and spends the more significant part of its time in a few rotamers. To evaluate this possibility we calculate the occupation probabilities of the visited rotamers using the minimum distance criterion. The 18 most populated rotamers are ranked in Table 3.9. Indeed, the populations reveal that the spin label spends about a third of its time in only three rotamers (m1, m2 and m3), briefly visiting all the other tens of rotamers.
Table 3.8: Fluctuations (in degrees) about the conformations defined in Table 3.7, together with their percent coverage of all the MD snapshots and the number of visited rotamers.

<table>
<thead>
<tr>
<th>Δχ₁</th>
<th>Δχ₂</th>
<th>Δχ₃</th>
<th>Δχ₄</th>
<th>Δχ₅</th>
<th>%</th>
<th># rot.</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.5ᵃ</td>
<td>12.5ᵃ</td>
<td>8.5ᵃ</td>
<td>12.5ᵃ</td>
<td>(12.5ᵃ)(25ᵇ)</td>
<td>3.5</td>
<td>65</td>
</tr>
<tr>
<td>30</td>
<td>30</td>
<td>45</td>
<td>30</td>
<td>(30)(45)</td>
<td>59.3</td>
<td>90</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>60</td>
<td>40</td>
<td>(40)(60)</td>
<td>80.0</td>
<td>96</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>100.0</td>
<td>102</td>
</tr>
</tbody>
</table>

ᵃValues estimated in Ref. [137] for T = 298 K.
ᵇReference [137] comments that this fluctuation should be larger than 12.5° but does not specify a numerical value.

At this point, it is important to stress that only ten transitions were observed for the dihedral angle χ₃ across all the trajectories. (For brevity, we refer to conformations with χ₃ ≈ −90° as ‘m’, and conformations with χ₃ ≈ +90° as ‘p’.) The fact that there were two p → m and eight m → p transitions suggests that the p conformer is less populated. However, the exact ratio of the two populations is largely uncertain, implying that the absolute ranking of the m and p rotamers (Table 3.9) is also uncertain. Since more transitions were observed for the other dihedrals (for a given conformation of χ₃) it is safer to assume ergodicity in those cases. Taking into account this limitation, we analyze the two conformations of the disulfide separately. The populations of the rotamers conditioned on the state of χ₃ are given in parenthesis in Table 3.9. From the numbers it becomes clear that the conformational freedom of the m and p states is quite different: Whereas only three rotamers (m1, m2 and m3) represent 50% of all the m conformations it takes six rotamers (p1, p2, p3, p4a, p4b, and p5) to cover the same percentage of the p states.
Table 3.9: Most populated 18 rotamers ranked according to their populations. The populations conditioned on the state of \( \chi_3 \) are given in parenthesis.

<table>
<thead>
<tr>
<th>rot.</th>
<th>( \chi_1 )</th>
<th>( \chi_2 )</th>
<th>( \chi_3 )</th>
<th>( \chi_4 )</th>
<th>( \chi_5 )</th>
<th>prob. (%)</th>
<th>Ref. [137](^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>m1</td>
<td>-60</td>
<td>180</td>
<td>-90</td>
<td>180</td>
<td>-77</td>
<td>13.3 (20.8)</td>
<td>-</td>
</tr>
<tr>
<td>m2</td>
<td>-60</td>
<td>180</td>
<td>-90</td>
<td>180</td>
<td>77</td>
<td>10.3 (16.1)</td>
<td>-</td>
</tr>
<tr>
<td>m3</td>
<td>-60</td>
<td>-75</td>
<td>-90</td>
<td>75</td>
<td>-100</td>
<td>8.4 (13.1)</td>
<td>-</td>
</tr>
<tr>
<td>p1</td>
<td>-60</td>
<td>-75</td>
<td>90</td>
<td>180</td>
<td>77</td>
<td>4.5 (12.5)</td>
<td>-</td>
</tr>
<tr>
<td>m</td>
<td>180</td>
<td>180</td>
<td>-90</td>
<td>75</td>
<td>-100</td>
<td>3.7 (5.7)</td>
<td>-</td>
</tr>
<tr>
<td>p2</td>
<td>-60</td>
<td>-75</td>
<td>90</td>
<td>75</td>
<td>-100</td>
<td>3.6 (10.0)</td>
<td>-</td>
</tr>
<tr>
<td>m</td>
<td>-60</td>
<td>-75</td>
<td>-90</td>
<td>180</td>
<td>77</td>
<td>3.6 (5.7)</td>
<td>C1</td>
</tr>
<tr>
<td>m</td>
<td>180</td>
<td>75</td>
<td>-90</td>
<td>180</td>
<td>-77</td>
<td>3.0 (4.6)</td>
<td>-</td>
</tr>
<tr>
<td>p3</td>
<td>-60</td>
<td>180</td>
<td>90</td>
<td>180</td>
<td>-77</td>
<td>2.7 (7.6)</td>
<td>C6</td>
</tr>
<tr>
<td>p4a</td>
<td>-60</td>
<td>180</td>
<td>90</td>
<td>-75</td>
<td>100</td>
<td>2.6 (7.2)</td>
<td>-</td>
</tr>
<tr>
<td>p4b</td>
<td>-60</td>
<td>-75</td>
<td>90</td>
<td>180</td>
<td>-77</td>
<td>2.6 (7.2)</td>
<td>-</td>
</tr>
<tr>
<td>p5</td>
<td>-60</td>
<td>180</td>
<td>90</td>
<td>180</td>
<td>77</td>
<td>2.5 (6.9)</td>
<td>-</td>
</tr>
<tr>
<td>m</td>
<td>-60</td>
<td>-75</td>
<td>-90</td>
<td>180</td>
<td>-77</td>
<td>2.5 (4.0)</td>
<td>C2</td>
</tr>
<tr>
<td>m</td>
<td>180</td>
<td>180</td>
<td>-90</td>
<td>180</td>
<td>77</td>
<td>2.4 (3.7)</td>
<td>C9</td>
</tr>
<tr>
<td>m</td>
<td>180</td>
<td>-75</td>
<td>-90</td>
<td>180</td>
<td>77</td>
<td>2.0 (3.1)</td>
<td>-</td>
</tr>
<tr>
<td>p</td>
<td>-60</td>
<td>-75</td>
<td>90</td>
<td>75</td>
<td>8</td>
<td>1.9 (5.4)</td>
<td>-</td>
</tr>
<tr>
<td>p</td>
<td>180</td>
<td>75</td>
<td>90</td>
<td>-75</td>
<td>100</td>
<td>1.9 (5.3)</td>
<td>-</td>
</tr>
<tr>
<td>m</td>
<td>180</td>
<td>75</td>
<td>-90</td>
<td>-75</td>
<td>100</td>
<td>1.7 (2.7)</td>
<td>-</td>
</tr>
</tbody>
</table>

\(^a\)The complete list of the 18 relevant rotamers according to Ref. [137] is given in Table 3.11.
Figure 3.9: The $\chi_1-\chi_2$ free energy surface computed from the MD trajectories for the two conformations of the disulfide dihedral. The contours correspond to an energy change of 1 kcal/mol. Regions not visited during the simulations are left white.

The positions of the most populated rotamers are indicated on the $\chi_1-\chi_2$ and $\chi_5-\chi_4$ free energy surfaces calculated from the trajectories (Figs. 3.9 and 3.10). The *ab initio* $\chi_5-\chi_4$ maps were virtually identical for the two $\chi_3$ conformers (Fig. 3.7). In the context of the helix this is no longer the case (Fig. 3.10). The presence of the helix also restricts the conformational space accessible to the first two dihedrals (cf. Figs. 3.6 and 3.9). The $(\chi_1, \chi_2) = (-60^\circ, -60^\circ)$ conformation was suggested as the most likely for R1, based on crystal structures of spin labeled T4L [78]. Indeed, it was observed in four out of the six spin label conformations not involved in crystal contacts [44,78]. The free energy surfaces in Fig. 3.9 are in agreement with that observation. At the same time, they indicate that other minima, namely $(-60^\circ, 180^\circ)$ for both m and p and $(180^\circ, 60^\circ)$ for the p states only, are also very likely. In fact, the latter minimum corresponds to the other two spin label conformations observed in the crystal structures [44,78].
To visualize the difference in the configurational space accessible to the spin label in the two conformations of the disulfide torsion, the positions of the nitroxide N and O atoms along the trajectories were mapped onto a cubical grid. The vertices of the grid were separated by 0.3 Å. The grid cells populated by the N–O bond are shown in Fig. 3.11 for the m (left) and p (right) conformations. The N–O bond of the spin label spends 50% of its time within the colored volumes. The difference in the configurational volume accessible to the two conformers is striking. The spin label is seen to be much more restricted in its m states, tending to dwell as close as possible to the \( i - 3 \) and \( i - 4 \) or \( i + 3 \) and \( i + 4 \) residues of the helix. While interactions with the \( i - 3 \) and \( i - 4 \) residues appear to be as important when R1 is in the p conformations, the contacts with residue \( i + 4 \) do not seem to be as favorable. For the p states there are two additional regions easily accessible to the spin label: the broad region around residue \( i - 1 \) and the smaller region on the opposite side. For each of the most populated rotamers, we quantify the strength of the spin label-helix interaction by calculating the average van der Waals...
interaction energies between all the C and H atoms on the nitroxide, beyond the disulfide, and the side chain atoms of the alanines at positions $i \pm 4$, $i \pm 3$ and $i \pm 1$ (Table 3.10). Although the energies of the strongest contacts are only equal to $k_BT$ at room temperature, some rotamers are seen to establish two or three such contacts, which leads to interaction energies up to two times stronger than the thermal energy. As already suspected from Fig. 3.11, the energies confirm that the most considerable difference between the m and p states of the spin label is the interaction with side chains at positions $i-1$ and $i+4$. The former is energetically most favorable for $\chi_3 \approx 90^\circ$ but is irrelevant for $\chi_3 \approx -90^\circ$, whereas the opposite is true for the latter. Looking at Fig. 3.11 and using the information in Table 3.10, it is hard to predict to what extent and in what direction mutations at the various neighboring sites of R1 will affect its ordering. The exact outcome will be sensitive both to the possibility of interaction with the new side chain and to the energy of that interaction.
Table 3.10: van der Waals interaction energy (kcal/mol) between R1 in the given rotamer and the side chains at positions $i \pm 1$, $i \pm 3$ and $i \pm 4$. Energies larger than half $k_B T$ at room temperature are bold.

<table>
<thead>
<tr>
<th></th>
<th>$i - 4$</th>
<th>$i - 3$</th>
<th>$i - 1$</th>
<th>$i + 1$</th>
<th>$i + 3$</th>
<th>$i + 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>m1</td>
<td>−0.64</td>
<td>−0.61</td>
<td>−0.05</td>
<td>−0.06</td>
<td>−0.05</td>
<td>−0.06</td>
</tr>
<tr>
<td>m2</td>
<td>−0.64</td>
<td>−0.60</td>
<td>−0.05</td>
<td>−0.06</td>
<td>−0.05</td>
<td>−0.06</td>
</tr>
<tr>
<td>m3</td>
<td>−0.09</td>
<td>−0.12</td>
<td>−0.05</td>
<td>−0.13</td>
<td>−0.45</td>
<td>−0.53</td>
</tr>
<tr>
<td>p1</td>
<td>−0.31</td>
<td>−0.15</td>
<td>−0.44</td>
<td>−0.07</td>
<td>−0.41</td>
<td>−0.11</td>
</tr>
<tr>
<td>p2</td>
<td>−0.35</td>
<td>−0.11</td>
<td>−0.52</td>
<td>−0.05</td>
<td>−0.42</td>
<td>−0.08</td>
</tr>
<tr>
<td>p3</td>
<td>−0.25</td>
<td>−0.40</td>
<td>−0.14</td>
<td>−0.16</td>
<td>−0.16</td>
<td>−0.16</td>
</tr>
<tr>
<td>p4a</td>
<td>−0.19</td>
<td>−0.37</td>
<td>−0.13</td>
<td>−0.18</td>
<td>−0.18</td>
<td>−0.18</td>
</tr>
<tr>
<td>p4b</td>
<td>−0.32</td>
<td>−0.15</td>
<td>−0.44</td>
<td>−0.07</td>
<td>−0.38</td>
<td>−0.10</td>
</tr>
<tr>
<td>p5</td>
<td>−0.24</td>
<td>−0.40</td>
<td>−0.13</td>
<td>−0.17</td>
<td>−0.16</td>
<td>−0.17</td>
</tr>
</tbody>
</table>

3.3.2 Simulating ESR spectra using the MD trajectories

The test for the similarity of the simulated and the real dynamics of R1 is the comparison between spectra calculated using the MD trajectories and experimental spectra. Since poly-alanine does not retain perfect $\alpha$-helical structure in water, any quantitative comparison with experimental spectra is not realistic. Instead, the qualitative similarities and differences of the calculated spectra with spectra from the prototypical SEHS sites 72R1 and 131R1 on T4L will be considered. Calculated spectra at $B_0 = 0.34$ T for three different diffusion rates are shown in Fig. 3.12(a). At the top is the powder spectrum for which the dynamics are entirely due to the MD trajectories ($D = 0$). The lower two spectra include isotropic rotational diffusion, with the specified diffusion coefficient, in addition
Figure 3.12: (a) $B = 0.34$ T and (b) $B = 8.92$ T spectra simulated from the MD trajectories without ($D = 0$) and with ($D = 6 \times 10^6$ and $18 \times 10^6$ s$^{-1}$) additional tumbling. The diffusion coefficient is indicated on the left, and the scaling factor on the right hand side of each spectrum. Other simulation parameters are given in Table 3.5.

to the dynamics coming from the MD trajectories. Both the $D = 6 \times 10^6$ s$^{-1}$ (slow) and $D = 18 \times 10^6$ s$^{-1}$ (fast) spectral lines are significantly narrower than the experimental lines for 72R1 and 131R1, recorded respectively with [91] or without [81] sucrose. This indicates that R1 on a poly-alanine $\alpha$-helix is less ordered and more mobile (in the time window of the 9 GHz experiment) than it is at these two positions in T4L. Comparison of the top two spectra in Fig. 3.12(a) demonstrates that the tumbling of T4L has a non-negligible effect on the 9 GHz spectrum, even in 30 wt % sucrose solution.

Spectra at higher frequencies are less sensitive to slow dynamics in the time window from a few nanoseconds to tens of nanoseconds. Instead, they become progressively more influenced by faster motions on time scales from tens of picoseconds to a few nanoseconds. At 250 GHz (8.92 T) the effect of the rotational
diffusion of a protein like T4L on the spectrum is substantially diminished, as can be seen by comparing the top two spectra in Fig. 3.12(b). (The $D = 0$ spectrum is quite noisy even though twice as many stochastic+MD trajectories were used in its simulation.) As evident from the difference between the bottom two spectra in Fig. 3.12(b), the scaling of the time axis of the MD trajectories, used here to account for the different viscosities of the simulated and real solvent, has a substantial effect on the spectrum. What the correct scaling should be is not immediately clear in general. The situation in which R1 is almost entirely solvent exposed corresponds to one of the extremes. The other is a buried spin label for which there should be no scaling at all. The scaling for a partially solvent-exposed spin label should fall in between those two. It is conceivable to leave the scaling as a fitting parameter when quantitative agreement with experimental spectra is the goal.

The m and p conformations of R1 on a poly-alanine $\alpha$-helix were drastically different in terms of their conformational freedom. To assess the effect of this difference on the spectra, the trajectories were partitioned into segments in which R1 was either in one or the other conformation. This resulted in 17 m segments and 11 p segments of variable duration, as can be inferred from Table 3.6. 67% of all the snapshots fell into the first, and 33% into the second group. Spectra at 0.34 and 8.92 T, simulated using these segments, are shown in Fig. 3.13 (m and p), where they are compared with spectra simulated using the entire trajectories (all). Since, the m:p ratio is not necessarily represented correctly in the MD simulations, one can look at the m and p spectra as bracketing the range of spectral lines that correspond to different mixtures of the two components. From that point of view, the spectra simulated using the complete MD trajectories (‘all’ in Fig. 3.13) happen to be one such example. The two humps in the m spectrum at 250 GHz (Fig. 3.12(b)) very much resemble the humps seen in the spectrum of 72R1 [81],
Figure 3.13: Spectra simulated using all the MD trajectories or only their m and p segments, as indicated. (a) $B = 0.34 \text{ T}, D = 6 \times 10^6 \text{ s}^{-1}$ (with an 8-fold scaling of the time axis), (b) $B = 8.92 \text{ T}, D = 18 \times 10^6 \text{ s}^{-1}$ (with 2.5-fold scaling).

whereas the shoulder in the ‘all’ spectrum is more like the 250 GHz spectrum of 131R1 [81]. This is in spite of the fact that the lines in all the 9 GHz spectra (Figs. 3.12 and 3.13) are much sharper than the corresponding lines of either 72R1 or 131R1. Interestingly, by going from the ‘all’ ensemble of spin labels to its more ordered subset ‘m’ we seem to go from a 131R1-like to a 72R1-like spectrum at 250 GHz.

Given that the exchanges between the m and p conformations are very rare, the effect of the exchange rate is expected to be insignificant both at 0.34 and 8.92 T. To test this, spectra were generated by linearly mixing the magnetizations simulated using the m and p segments in a 2:1 ratio, equal to their populations in the MD trajectories. The resulting spectra are labeled ‘67%’ in Fig. 3.13, where they are superimposed on the spectra from the full MD trajectories (all). As suspected, the two match perfectly. Evidently, due to the high energetic barrier
of the disulfide torsion, ESR spectra of R1 in the 9-250 GHz frequency range are always a simple linear superposition of at least two components, independently of whether the spectrum appears to be a “simple one-component” or a “complex two-component” spectrum [51]. Since there are no dynamic effects in the mixing of the m and p conformations, it becomes feasible to simulate the two separately and determine their ratio by fitting the calculated spectrum to experiment. This observation is encouraging for using MD trajectories in the simulation of ESR spectra.

3.4 Discussion

3.4.1 Parametrization

The partial charges for the N and O atoms of the nitroxide moiety (Table 3.1) are in good agreement with the charges 0.17 and −0.31, respectively, recommended in Ref. [5]. There, the charges were determined by a restrained fit to the \textit{ab initio} electrostatic potential calculated using HF/6-31G** level of theory—a procedure very similar to the one that we followed. In the parametrization of Ref. [5], the nonpolar hydrogens have a charge of 0.06, which is typical for the AMBER/OPLS force field [66,67], whereas we imposed the value of 0.09, in agreement with the nonpolarizable CHARMM force field. In Refs. [118] and [19] the charges of Barone \textit{et al.} are used directly without further assessment. More recently Murzyn \textit{et al.} determined the partial charges of the nitroxide ring of R1 by performing a restricted fit to the \textit{ab initio} electrostatic potential using the AMBER/OPLS protocol [96]. They reported partial charges of 0.118 and −0.395 for the N and O atoms of the
nitroxide. Beier and Steinhofer [7] used two different sets of charges: \(-0.04\) and 
\(-0.2\), as well as \(0.08\) and \(-0.3\) for the N and O atoms, respectively. In both cases 
the charges appear to be somewhat low, as acknowledged by the authors [7].

Until now, none of the studies performing MD simulations with R1 have re-
ported a comparison of their dihedral force field parameters with \textit{ab initio} calcula-
tions of the torsional energies of the linker. In some cases, when the time traces of 
the dihedrals are reported, it is possible to have at least a qualitative idea of the 
multiplicity of the torsions and the approximate positions of their local minima. 
For example, Figs. 6 and 7 in Ref. [96] indicate that in that study \(\chi_5\) has a mul-
tiplicity of three, with preferred conformations at \(\pm 60^\circ\) and \(180^\circ\). Evidently, the 
dihedral energy barriers of the force fields used in this study were not evaluated 
against \textit{ab initio} energy calculations.

One dimensional \textit{ab initio} energy scans (performed using HF/6-31G** level of 
theory), in general agreement with our two dimensional energy surfaces (Figs. 3.6 
and 3.7), were reported in Ref. [137]. The construct used for the \textit{ab initio} scan of \(\chi_1\) 
in that study was very similar to the one shown in Fig. 3.4, with the exception that 
the methyl group attached to S2 was replaced by a hydrogen. The model system 
used to scan \(\chi_5\) was exactly the same as the one shown in Fig. 3.5. Two additional 
fragments were used to scan the remaining torsional profiles: \(\text{CH}_3\text{--CH}_2\text{--S--SH}\) for 
\(\chi_2\) and \(\chi_4\), and \(\text{CH}_3\text{--S--S--CH}_3\) for \(\chi_3\) [137]. The exact positions of the two minima 
of \(\chi_5\) were observed to depend on the configuration of \(\chi_4\). As already discussed, 
this coupling between \(\chi_4\) and \(\chi_5\) is poorly captured by conventional force fields. 
We were able to account for it by using the CMAP correction of CHARMM. The 
positions of the minima for all angles determined in Ref. [137] (Table 3.7) and 
the multiplicities of the torsions are in good agreement with our two dimensional
energy surfaces (Figs. 3.6 and 3.7).

3.4.2 Conformational dynamics of R1

The adiabatic energy profiles of Ref. [137], showed that for the dihedrals from $\chi_1$ to $\chi_4$ the energy minima were separated by barriers ranging from about $4k_BT$ to more than $10k_BT$, at room temperature. Based on this observation, it was concluded that the conformational dynamics of R1 can be rationalized in terms of fast librations in a finite number of stable rotamers with occasional exchanges between them. This picture of the spin label dynamics is very appealing from a conceptual point of view. To use it as a practical tool, one has to be able to identify the populations of the important rotamers and to estimate the rates of exchange between them. How to do so in practice was illustrated in Ref. [137] for a spin labeled poly-alanine $\alpha$-helix: First, R1 was built in all of its 108 possible rotameric states using the reference values for the angles (Table 3.7). Rotamers which led to steric clashes with the helix were eliminated. This resulted in a dramatic decrease of the allowed rotamers from 108 to 18. Second, the populations of the remaining 18 rotamers were estimated based on the energy differences between the minima of the ab initio energy profiles. For this, the potential energy was approximated to be a sum of the single bond contributions. For example, the $\chi_1$ torsional potential (with $\chi_2 \approx 180^\circ$), shown in Fig. 3A of Ref. [137], exhibits a global minimum at $-60^\circ$ and two local minima at $+65^\circ$ and $180^\circ$. Since the global minimum is about 2 kcal/mol deeper than the other two minima, rotamers in which $\chi_1 = -60^\circ$ are more than an order of magnitude more probable than the ones in which $\chi_1 = +65^\circ$ or $180^\circ$. The 18 relevant rotamers of Ref. [137] are shown in Table 3.11 together with their estimated probabilities. Finally, the energy barriers separating the minima were
Table 3.11: The 18 rotamers identified as relevant in Ref. [137] together with their populations.

<table>
<thead>
<tr>
<th>rot.</th>
<th>$\chi_1$</th>
<th>$\chi_2$</th>
<th>$\chi_3$</th>
<th>$\chi_4$</th>
<th>$\chi_5$</th>
<th>prob. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C5(C6)</td>
<td>-60</td>
<td>180</td>
<td>90</td>
<td>180</td>
<td>77(-77)</td>
<td>18.7</td>
</tr>
<tr>
<td>C1(C2)</td>
<td>-60</td>
<td>-75</td>
<td>-90</td>
<td>180</td>
<td>77(-77)</td>
<td>14.3</td>
</tr>
<tr>
<td>C8</td>
<td>-60</td>
<td>180</td>
<td>90</td>
<td>75</td>
<td>8</td>
<td>9.8</td>
</tr>
<tr>
<td>C4</td>
<td>-60</td>
<td>-75</td>
<td>-90</td>
<td>-75</td>
<td>-8</td>
<td>7.4</td>
</tr>
<tr>
<td>C7</td>
<td>-60</td>
<td>180</td>
<td>90</td>
<td>75</td>
<td>-100</td>
<td>5.9</td>
</tr>
<tr>
<td>C3</td>
<td>-60</td>
<td>-75</td>
<td>-90</td>
<td>-75</td>
<td>100</td>
<td>4.5</td>
</tr>
<tr>
<td>C9(C10)</td>
<td>180</td>
<td>180</td>
<td>-90</td>
<td>180</td>
<td>77(-77)</td>
<td>0.9</td>
</tr>
<tr>
<td>C13(C14)</td>
<td>180</td>
<td>180</td>
<td>90</td>
<td>180</td>
<td>77(-77)</td>
<td>0.9</td>
</tr>
<tr>
<td>C15(C16)</td>
<td>180</td>
<td>75</td>
<td>90</td>
<td>180</td>
<td>77(-77)</td>
<td>0.7</td>
</tr>
<tr>
<td>C12</td>
<td>180</td>
<td>180</td>
<td>-90</td>
<td>-75</td>
<td>-8</td>
<td>0.5</td>
</tr>
<tr>
<td>C18</td>
<td>180</td>
<td>75</td>
<td>90</td>
<td>75</td>
<td>8</td>
<td>0.4</td>
</tr>
<tr>
<td>C11</td>
<td>180</td>
<td>180</td>
<td>-90</td>
<td>-75</td>
<td>100</td>
<td>0.3</td>
</tr>
<tr>
<td>C17</td>
<td>180</td>
<td>75</td>
<td>90</td>
<td>75</td>
<td>-100</td>
<td>0.2</td>
</tr>
</tbody>
</table>

used to estimate the rates of exchange between the rotamers. It was assumed that exchanges occur through single dihedral angle flips. Arguments about the hydrodynamic friction experienced by the spin label were invoked to argue that transitions about $\chi_1$, $\chi_2$ and $\chi_3$ are rather slow on the time scale of X-band ESR and can be safely ignored. As a result, only transitions about $\chi_4$ and $\chi_5$ were considered, in agreement with the experimentally established $\chi_4/\chi_5$ model of spin label dynamics.

In the last column of Table 3.9, the identity of the most populated 18 rotamers
according to the MD simulations is compared with the rotamers identified as relevant in Ref. [137]. It is seen that the most populated six rotamers from the MD trajectories are among the ones which were eliminated in Ref. [137] due to steric clashes. This observation signals that building ideal rotamers using the reference values for the dihedrals (determined from the minima of the *ab initio* energy profiles) can be misleading. Apparently, the spin label can easily avoid steric clashes by changing some of its dihedrals by a few degrees and still remain in the same rotamer. The fact that among the first twelve rotamers in Table 3.9 only two pass the steric clash test indicates that the flexing of the dihedrals to avoid steric clashes is more than compensated by the resulting hydrophobic contacts between the spin label and the helix. As we saw, exactly such conformations in which the spin label is able to maximize its contact with the helix are the most populated ones.

It has been previously proposed that weak hydrogen bonds between the sulfurs of the disulfide and the backbone hydrogens contribute to immobilize the $\chi_1$ and $\chi_2$ dihedrals on the time scale of a 9 GHz ESR experiment [26,90,91]. Previous MD simulations report either the presence [96] or the absence [7] of sulfur hydrogen bonds with the backbone $C_\alpha$ or amide hydrogens. In both cases, however, the force field lacks the correct ingredients to capture the energetics of such interactions (i.e. sulfur polarizability or lone pairs). In our simulation, we observed that the favorable energy gained by placing the sulfurs close to the backbone hydrogens (included effectively through the $\chi_1-\chi_2$ CMAP correction) was not sufficient to immobilize the first two linker dihedrals on the ESR time scale.

In contrast to the assumption of independent torsional dynamics, the MD simulations indicate that simultaneous transitions of several of the dihedrals are com-
mon when R1 is on a poly-alanine helix. This observation agrees with studies of
the internal dynamics of amino acid side chains. In Ref. [146], for example, the
rotameric dynamics of a lysine side chain, which like R1 has five internal torsional
degrees of freedom, were studied to evaluate their effect on NMR relaxation times.
There, it was observed that the approximation of independent internal rotations
becomes less satisfactory for longer side chains, like lysine, necessitating the addition of two-bond and three-bond rotations in the set of elementary moves together with single-bond transitions [146].

In Ref. [96], it was proposed that the two spectral components, immobilized and
mobile, often observed in the spectra of R1, might correspond to conformations
with different values of \( \chi_3 \). In that work, two 10 ns MD simulations of R1 attached
to a site on Cytochrome c were performed. The spin label was started with \( \chi_3 \approx
-90^\circ \) in one of the simulations and \( \chi_3 \approx 90^\circ \) in the other. It visited 3 rotamers
during the former and 13 during the latter. According to the authors, this observed
difference in the mobilities of the two states constitutes a “direct evidence for the
effect of \( \chi_3 \) conformation on dynamics of MTSL moiety” [96]. Our simulations are
in qualitative agreement with the observations of Ref. [96] as far as the differences
in the ordering and dynamics of the m and p conformations of R1 are concerned:
on a poly-alanine \( \alpha \)-helix the m states of R1 are more ordered and less mobile
than the p states. At the same time, our analysis does not point to any intrinsic
property of the disulfide torsion \( \chi_3 \) that will cause these differences. What orders
and immobilizes the spin label in our simulations are the nonspecific hydrophobic
contacts with the neighboring alanine side chains. Conformations with different
values of \( \chi_3 \) are able to optimize such contacts to a different degree. It simply
happens that on the poly-alanine helix, and apparently at the position studied in
Ref. [96], the m conformations are able do so better than the p conformations.
The opposite might very well be the case in other nontrivial contexts on SEHS sites where, in addition to hydrophobic contacts, specific interactions of the nitroxide with polar or charged side chains could also be present.

### 3.4.3 Simulated ESR spectra

Very good fits to the 9 GHz and 250 GHz experimental spectra of 44R1, 69R1, 72R1, and 131R1 on T4L in water have been reported [4,81]. In these studies the SRLS model was used to model the dynamics of the spin label attached to the protein simultaneously with the tumbling of the protein. Excellent fits to the 9 GHz spectra of 72R1, 131R1 and more recently 115R1 and 82R1 on T4L in 30 wt % sucrose solution have been performed [27,44,51] using the MOMD model. The MOMD model, differently from the SRLS model, does not account for the rotational diffusion of the protein. As already alluded to, our simulated spectra in Fig. 3.12(a) suggest that the tumbling of T4L has a non-negligible effect on the 9 GHz spectra, even in 30 wt % sucrose solution.

The difference in the X-band spectra of 72R1 and 131R1 in T4L, has been rationalized in terms of the difference in the magnitude of the backbone fluctuations at these two SEHS sites [26,27,81,138]. Due to the significant flexibility of the linker observed in the MD simulations, the coupling of the nitroxide to the protein backbone might not be as strong as previously imagined. The fact that the ‘m’ and ‘all’ spectra in Fig. 3.13(b), both corresponding to R1 at a poly-alanine helix, qualitatively resemble the 250 GHz spectra of 72R1 and 131R1 [81], respectively, suggests that factors other than the protein backbone flexibility may be responsible for the relative ordering and immobilization of the spin label at those two sites. The difference in the spectra in our case is entirely due to differences in the ability
of R1 in the two ensembles to engage in hydrophobic contacts with the helix.

### 3.5 Conclusions

We studied the dynamics of R1 on a poly-alanine α-helix, which, in some sense, constitutes the “ideal” noninteracting SEHS site. Before performing atomistic MD simulations of the fully solvated system, force field parameters for the spin label were developed. The electrostatic properties of the spin label—in particular its dipole moment and interaction energies and geometries with water—were carefully compared with \textit{ab initio} calculations. Special attention was given to the energetics of rotation about the bonds separating the nitroxide ring from the $C_\alpha$ of the spin-labeled residue. These two sets of parameters are extremely important since eventually they determine (1) to what extent the spin label is solvated by water or “sticks” to the accessible hydrophobic patches in its vicinity, and (2) what regions are accessible given the energetic penalties associated with flexing the linker of the spin label.

Our MD simulations indicate that the ordering and dynamics of R1 on a poly-alanine helix result from the competition of various forces with relatively weak energies. Contrary to what is commonly believed, the interaction of the disulfide with the backbone does not seem to lead to the immobilization of the first two dihedrals of the spin label linker on the ESR time scale. The ordering appears to be driven by the favorable van der Waals interaction of the surface of the spin label with the hydrophobic surface provided by the alanine side chains. This implies that the nitroxide and the protein backbone are coupled weakly and indirectly, potentially making R1 a poor reporter of the protein backbone fluctuations. The
degree to which the nitroxide moiety can optimize its contacts with the polypeptide environment is determined by the energetics of the dihedral angles of the spin label side chain. Sorting of the preferred R1 conformations based on the steric clashes of a rigidly built spin label is therefore unlikely to retain the most favorable rotamers. A similar concern applies to a Monte Carlo search in which the spin label is constructed using ideal reference angles for its dihedrals.

What are the implications of the present results on the dynamics of R1 at noninteracting SEHS sites in T4L? One of the most important observations appears to be the propensity of the spin label to interact with the neighboring protein surface. Nonpolar interaction energies on the order of $2k_B T$ are present in the environment of the poly-alanine $\alpha$-helix. The interactions of a solvent-exposed spin label with its immediate neighbors in a protein are expected to be much more varied than the ones observed in our MD simulations. From this perspective, even a spin label attached to an isolated helix does not fit the expected behavior of an ideal noninteracting site. Thus, the distinction between “noninteracting” and “interacting” SEHS sites [51] is a matter of degree, and not of fundamental qualitative difference. When compared with our simulated spectra at 9 GHz, the spectra of 72R1 and 131R1 on T4L indicate that R1 is more ordered and less mobile at these two positions than it is at the poly-alanine helix. Since the ordering does not seem to be due to the adsorption of the disulfide to the protein backbone, it is likely that the polypeptide surface accessible to the spin label from those two sites is more rugged than the relatively structureless surface of the poly-alanine helix.

Many questions, of course, remain unanswered: If R1 at any SEHS is expected to interact with the neighboring amino acid residues, why were such interactions not detected in the 9 GHz spectra of 72R1 and 131R1? If R1 is not necessarily
a good reporter of the backbone fluctuations, what is causing the differences in the X-band spectra of 72R1 and 131R1? These, and similar questions can only be addressed by performing atomistic MD simulations of fully solvated T4L labeled at those two positions. Such simulations are reported in Ch. 5.
CHAPTER 4

USING MARKOV CHAIN MODELS TO SIMULATE ESR SPECTRA FROM MD TRAJECTORIES OF A NITROXIDE SPIN LABEL

4.1 Introduction

Electron spin resonance (ESR) spectra are rich in information that can be related to the structure and function of the spin labeled biomolecule. Nonetheless, inferring the molecular detail from the spectra is difficult due to uncertainty introduced by the internal dynamics of the utilized reporter. A thorough understanding of the conformational freedom and dynamics of the spin label, therefore, will be very helpful.

In the previous chapter we characterized the behavior of one such spin label, commonly known as R1 (or MTSSL), on the surface of a poly-alanine α-helix by performing molecular dynamics (MD) simulations in explicit solvent. This system was chosen as an idealized model of R1 at solvent-exposed helix surface sites in proteins. Due to the relatively small size of the system, we were able to simulate 18 independent trajectories, each extending for 100 ns. In spite of the reasonably long duration of the simulations, each individual trajectory failed to exhaustively sample all the conformations that were accessible to the spin label. As a result, the times that the spin label was observed to spend in its various conformations, do not necessarily reflect the correct state probabilities, but likely depend on the starting conformations of R1. On the other hand, when taken together, the trajectories seemed to explore a significant realm of conformational possibilities. Even the disulfide torsion angle, the energy barrier for which is known
to be about 7 kcal/mol [63], was observed to flip 10 times between its two stable conformations. There is a strong reason to believe that the combined information from all the simulations might provide a rather good estimate of the populations of the various conformations and the rates of exchange between them, calling for collective analysis of the MD trajectories.

An important ansatz to proceed with such an analysis is that during its evolution the spin label side chain “forgets” its past over some relatively short time scale. Mathematically, this suggests that the spin label dynamics can be modeled as a stochastic Markov process. The main idea is that independent, relatively short trajectories can be used to estimate conditional (transition) probabilities, even though they do not necessarily reflect the correct equilibrium probabilities. To this end, the detailed dynamics of the MD trajectories have to be mapped to a discrete-state Markov chain model, the state-to-state transition probability matrix (TPM) of which can be determined from the trajectories. The equilibrium probabilities of the various states are then calculated from the TPM, rather than from the fraction of their occurrence in the trajectories. The so-constructed Markov model allows for the generation of arbitrarily long stochastic trajectories, which can be used to simulate ESR spectra in the time domain.

How to build a Markov chain model of a biomolecule from its MD trajectories is unambiguous [24,36,100,127–129,135,136]. First, a set of observables, called order parameters, need to be chosen among the large collection of variables contained in the trajectories. Second, discrete states need to be defined in terms of the values of the order parameters. Once this has been done, the detailed MD trajectories can be replaced by hoping transitions between the discrete states. Lastly, the TPM, describing the kinetics of moving between the states, needs to be estimated from the
time series. The selection of order parameters is a hard problem, lacking a general solution. Although significant progress has been made in specific cases [86], a systematic and universally applicable procedure is not yet available. In most cases, the order parameters to be monitored are chosen based on intuition and physical insight about the system. Common choices for studying the folding of polypeptides, for example, include the number of native contacts the root mean square distance of all the backbone atoms [24], or only the $C_{\alpha}$s [128], the hydrogen bond distances [128] or patterns [97], the backbone torsion rotamer [97]. In this chapter, we assume that a choice based on physical intuition is adequate, and consider the remaining two issues: the definition of states given the order parameters and the estimation of the TPM.

The outline of the chapter is as follows: In Sec. 4.2, after reviewing the necessary theory of Markov chain models, we present a two-step procedure for building hidden Markov models from MD trajectories. A theoretical framework that allows us to simulate ESR spectra from the trajectories of the constructed Markov model is developed. In Sec. 4.3, Markov models with different numbers of states are built from the MD trajectories of R1 on the poly-alanine $\alpha$-helix. The resulting models are used to elucidate the various time scales associated with the internal spin label dynamics and to study the conformational changes that they correspond to. ESR spectra at three different frequencies are simulated from the trajectories generated by these models. The discussion of the results and our conclusions are presented in Sec. 4.4. Additional technical details are contained in Sec. 4.5.
4.2 Theory and methods

4.2.1 Building Markov chain models from trajectories

Commonly, when Markov jump models are constructed from MD trajectories of a biomolecule, the following two steps are performed sequentially. First, the \( d \)-dimensional space of the order parameters is divided into numerous, small cells (microstates). The division can be into either equally sized bins \([31, 97, 123]\), or any other irregular basis cells \([24, 72, 136]\). The latter can either be chosen by hand \([136]\), or determined using some automated strategy, such as the K-means (or K-medoid) clustering algorithm \([24]\). At this point, it is hoped that if the microstates are chosen to be small enough, such that intra-state relaxation is fast, the kinetics of jumping out of a microstate will be approximately Markovian. Once a meaningful microstate TPM is estimated by counting the transitions (see below), it is used to lump the microstates into several groups of kinetic significance. The resulting macrostates are intended to correspond to the rarely exchanging, metastable conformations of the biomolecule. The lumping step, therefore, necessitates the identification of the weakly coupled sub-blocks of the microstate TPM, and can be achieved in several different ways varying in computational demand \([32, 48, 140]\). At the end, it is the Markovian kinetics of the macrostates that constitutes a model of the slow dynamics of the biological system.

Consider an \( N \)-state, continuous-time Markov chain. Let \( i \in \{1, 2, \ldots, N\} \) enumerate the states and \( X(t) \) be a random variable indicating the state at time \( t \). The probabilities

\[
p_i(t) = \mathbb{P}\{X(t) = i\},
\]

(4.1)
to observe the chain in state \( i \) at time \( t \), form the vector \( p(t) = [p_i(t)] \), whose
evolution is governed by the Master equation

\[ \dot{p}_j(t) = \sum_{i=1}^{N} p_i(t) Q_{ij}. \]  

(4.2)

The matrix \( Q = [Q_{ij}] \), referred to as the rate matrix, is the generator of the chain. Its off-diagonal entries are larger or equal to zero. Its diagonal elements are negative and given as \([98]\)

\[ Q_{ii} = -\sum_{j \neq i} Q_{ij}. \]  

(4.3)

They are directly related to the lifetime \( \sigma_i \) of each state:

\[ \sigma_i = -1/Q_{ii}. \]  

(4.4)

For two states \( i \) and \( j \) (\( j \neq i \)), the combination \( \sigma_i Q_{ij} \) gives the probability that the chain jumps to state \( j \) given that it leaves state \( i \) \([98]\). This probabilistic interpretation suggests an intuitive scheme for estimating the rate matrix from a continuously observed trajectory as \([11]\)

\[ Q_{ij} = J_{ij}/R_i, \quad j \neq i, \]  

(4.5)

where \( J_{ij} \) is the number of jumps from state \( i \) to state \( j(\neq i) \) and \( R_i \) is the time spent in state \( i \) during the whole trajectory. The diagonal elements follow from Eq. (4.3).

The vector \( e = [e_i = 1] \), all the components of which are equal, is the right eigenvector of \( Q \) with eigenvalue zero. The corresponding left eigenvector \( \pi \) is the stationary probability distribution of the chain, cf. Eq. (4.2). For a Markov chain built from the MD trajectories of a system in thermal equilibrium, \( \pi \) and \( Q \) are expected to be in detailed balance, satisfying

\[ \pi_i Q_{ij} = \pi_j Q_{ji}. \]  

(4.6)
The condition of detailed balance implies that $Q$ can be transformed to a symmetric form by a similarity transformation with the matrix $D = [\sqrt{\pi_i} \delta_{i,j}]$, thus, all the eigenvalues of $Q$ are real. When written as $-1/\tau_i$, the non-zero eigenvalues give the relaxation time scales, $\tau_i$, of the stochastic dynamics generated by $Q$. Note that $\tau_i \neq \sigma_i$.

**Coarse-graining the MD trajectories**

If the observed time series were generated from a continuous-time Markov chain, one could easily count the total number of $i \to j$ jumps to find $J_{ij}$, and add the time intervals in which the chain was in state $i$ to calculate $R_i$. Unfortunately, this is not possible when the trajectories are coming from MD simulations. The major problem is that the short-time dynamics of the order parameters are not necessarily Markovian. In fact they can be inertial over a time interval of 1 ps, typical for saving the MD snapshots. As a result, the traces of the order parameters are typically noisy: spurious transitions back and forth between states $i$ and $j$ are present before a “real” transition occurs. These problems prevent the meaningful estimation of both the number of $i \to j$ jumps and the time spent in state $i$, making it impossible to deduce the generator of the continuous-time chain using Eq. (4.5).

The solution is to allow for the equilibration of molecular and solvent degrees of freedom that are not monitored by the order parameters. If the system was observed at time intervals long enough for such degrees of freedom to equilibrate, its dynamics were more likely to appear memoryless. Thus, it becomes necessary to coarse-grain its evolution in time [22,23].

The coarse-graining in time comes at a price: Allowing for times $\tau$ between two successive observations, we lose touch with the continuous-time Markov process.
Due to this requirement of well-spaced observations, what becomes accessible is a family of discrete-time Markov chain processes, with TPMs parametrized by the observation lag time $\tau$:

$$P(\tau) = \exp(\tau Q). \quad (4.7)$$

We will denote the integer time steps of these chains with a subscript $t$ ($1 \leq t \leq T$), and write the random variable corresponding to the state of the chain at time step $t$ as $X_t$. The $ij$th entry of $P(\tau)$ is the conditional probability of the chain to be in state $j$ at time step $t+1$ given that it was in state $i$ at time step $t$:

$$P_{ij}(\tau) = \mathbb{P}\{X_{t+1} = j|X_t = i\}. \quad (4.8)$$

This automatically implies that, for a given $\tau$, $P(\tau)$ can be estimated from the trajectory as

$$P_{ij}(\tau) = \frac{N_{ij}^\tau}{\sum_j N_{ij}^\tau}, \quad (4.9)$$

where $N_{ij}^\tau$ is the number of times $X_t = i$ and $X_{t+1} = j$ (including $j = i$) along the whole trajectory sampled at intervals $\tau$. Since the family of matrices $P(\tau)$ are generated by the same matrix $Q$, they all share the probability vector $\pi$ as their left eigenvector with eigenvalue $\lambda_0 = 1$. The condition of detailed balance is also inherited from $Q$:

$$\pi_i P_{ij}(\tau) = \pi_j P_{ji}(\tau). \quad (4.10)$$

The remaining eigenvalues $\lambda_i(\tau)$ of $P(\tau)$ are restricted, by the relation of $P(\tau)$ to $Q(\tau)$, to lie between zero and one. Each of them is associated with a relaxation time scale $\tau_i$ through

$$\tau_i(\tau) = -\tau/\ln(\lambda_i(\tau)), \quad i \geq 1, \quad (4.11)$$

as can be inferred from Eq. (4.7). The lifetimes $\sigma_i$, introduced in terms of the rate matrix in (Eq. (4.4)), can be expressed in terms of the diagonal entries of $P(\tau)$ as

$$\sigma_i(\tau) = \sum_{n=1}^{\infty} (n\tau)P_{ii}^{n-1}(1 - P_{ii}) = \tau/(1 - P_{ii}(\tau)), \quad (4.12)$$
where the sum is over the number of steps \( n \) of duration \( \tau \) spent in state \( i \), and represents the expected value of the time spent in this state.

After the time series of the discrete states are used to estimate \( P(\tau) \)'s for several different values of \( \tau \), it is desirable to test whether they are consistent with each other, i.e. whether the TPMs satisfy the semi-group (Chapman-Kolmogorov) property \( P(\tau)P(\nu) = P(\tau + \nu) \). A popular version of this test is to examine the time scales \( \tau_i(\tau) \), implied by the eigenvalues \( \lambda_i(\tau) \) (Eq. (4.11)), as a function of \( \tau \), and check whether they are independent of the lag time \([24,36,135,136]\). The model passes the test if the \( \tau_i \)'s do not vary with \( \tau \). If the \( \tau_i \)'s fluctuate for short lag times but then level out for lag times longer than a certain \( \tau^* \), the test basically detects the minimum lag time needed for the dynamics to become Markovian.

From the discussion so far, it might appear that having access to the family of TPMs \( P(\tau) \) instead of \( Q \) does not result in any loss of generality, since one can easily go back and forth between the two using Eq. (4.7). Indeed, when the difference in \( \tau \) is accounted for, as in Eqs. (4.11) and (4.12), all the matrices \( P(\tau) \) correspond to the same time scales \( \tau_i \) or \( \sigma_i \). In almost every practical situation though, obtaining the generator \( Q \) by inverting Eq. (4.7) is impossible. More often than not, the TPMs estimated from the data using Eq. (4.9) have negative or/and complex eigenvalues. Thus, taking their logarithm to determine the eigenvalues of \( Q \) produces non-real numbers. Even when the eigenvalues \( \lambda_i(\tau) \) are all positive, the matrix calculated to be \( Q \) by inverting Eq. (4.7) very often ends up having negative off-diagonal entries. Different remedies, ranging from neglecting the complex part of the eigenvalues to setting the negative off-diagonal entries to zero \([62]\), are found in the literature. The presence of complex eigenvalues \( \lambda_i(\tau) \) is a sign that \( P(\tau) \), estimated from the trajectories, is not in detailed balance with its left eigenvector.
A somewhat more systematic way of making sure that all the eigenvalues are real (but not necessarily non-negative) is to impose detailed balance [36]. Two ways of achieving this are discussed in Sec. 4.5.1.

Lumping microstates into macrostates

Suppose that $d$ order parameters have been chosen successfully and that $N$ discrete states have been defined as non-overlapping regions in the resulting $d$-dimensional space. For the projection of the MD trajectories onto these states to yield Markovian dynamics when viewed at times spaced by $\tau$, the relaxation times due to the internal structure of the states should be shorter than $\tau$. This forces the states to have as small spatial extent as possible. On the other hand, when the states are excessively small they tend to be visited rarely, making the estimates of the transition probabilities rather poor. As already mentioned before, a common way to deal with these two opposing limitations is to introduce many (e.g. hundreds of) microstates during the initial discretization of the MD trajectories, and then lump them together into a smaller number of kinetically significant macrostates [24,32,123,125]. How to perform a lumping, which captures the slow dynamics of the system without having all the fast detail, is an open question [24,72], in spite of the considerable effort in this direction [30–32,48,123,145].

To introduce the notation and ideas that we rely on later, let us formally examine the lumping step. Diagramatically, the Markovian propagation of the microstates and their lumping into macrostates, can be represented as follows:

$$
\begin{align*}
\begin{array}{c}
p(0) \xrightarrow{P(\tau)} p(\tau) \xrightarrow{P(\tau)} p(2\tau) \xrightarrow{P(\tau)} \\
\downarrow H \quad \downarrow H \quad \downarrow H \\
\tilde{p}(0) \quad \tilde{p}(\tau) \quad \tilde{p}(2\tau)
\end{array}
\end{align*}
$$

(4.13)
Here, the horizontal arrows depict the propagation

\[ p(t + \tau) = p(t)P(\tau) \]  

(4.14)

of the microstate probability vector \( p(t) \). The vertical arrows indicate that the macrostate probabilities \( \tilde{p}(t) \) are related to the microstate probabilities as

\[ \tilde{p}(t) = p(t)H, \]  

(4.15)

where the matrix \( H = [h_{ia}] \) is the operator of projection (lumping). A general projection can allow for a given microstate to belong to several different macrostates. The only requirement is that the membership of any microstate to all the \( M \) macrostates should sum to one:

\[ \sum_{a=1}^{M} h_{ia} = 1, \quad \text{for all } i. \]  

(4.16)

Given the microstate equilibrium distribution \( \pi \), and the projector \( H \), the macrostate equilibrium probabilities \( \tilde{\pi} \) follow from Eq. (4.15). In component form

\[ \tilde{\pi}_a = \sum_{i=1}^{N} \pi_i h_{ia}. \]  

(4.17)

It is useful to introduce the probability contribution of microstate \( i \) to macrostate \( a \) as

\[ w_{ai} = \frac{\pi_i h_{ia}}{\tilde{\pi}_a}, \]  

(4.18)

for which the normalization condition

\[ \sum_{i=1}^{N} w_{ai} = 1, \quad \text{for all } a, \]  

(4.19)

holds by construction. For a given \( a \), \( w_{ai} \) is the intra-macrostate equilibrium distribution of the microstates. From Eqs. (4.18) and (4.16) one finds

\[ \pi_i = \sum_{a=1}^{M} \tilde{\pi}_a w_{ai}. \]  

(4.20)

This relation is the dual of Eq. (4.17), since it expresses \( \pi \) in terms of \( \tilde{\pi} \) and \( W \). The duality can be depicted as follows:
Starting from the quantities in one of the ellipses the quantities in the other ellipse are obtained using the specified equations. In [73] and [72], following the top arrow to go from \( \pi \) to \( \tilde{\pi} \) was called restriction, whereas going in the opposite direction was called interpolation. According to this nomenclature, \( H \) and \( W \) are the operators of restriction and interpolation. The former “restricts” any probability density over the microstates to a probability density over the macrostates (Eq. 4.15), whereas the latter “interpolates” a detailed probability density from a coarse-grained one as

\[
p(t) = \tilde{p}(t)W. \tag{4.21}
\]

This naive way of building detail is based on the assumption that the internal probability structure of a macrostate is always in equilibrium. Note that in general, restriction (Eq. (4.15)) followed by interpolation (Eq. (4.21)) does not recover the starting microstate probability vector,

\[
p(t) \neq p(t)A, \tag{4.22}
\]

where \( A \equiv HW \) is a stochastic matrix (i.e. rows sum to one). Only the microstate equilibrium probability is invariant under this operation, \( \pi = \pi A \). Since the action of \( A \) on an arbitrary vector leads to another probability vector which is automatically equilibrated inside each of the macrostates, \( A \) can be viewed as an operator of intra-macrostate equilibration.

In effect, during the lumping of the microstates into macrostates, a membership array \( H \) is sought, such that the macrostate TPM

\[
\tilde{P}(\tau) = WP(\tau)H \tag{4.23}
\]
captures the slow dynamics of the Markovian microstate propagation as best as possible. (Equation (4.23) reduces to the more familiar
\[
\tilde{P}_{ab}(\tau) = \left( \sum_{i \in a} \sum_{j \in b} \frac{\pi_i P_{ij}(\tau)}{\pi_i} \right) \left( \sum_{i \in a} \frac{\pi_i}{\pi_i} \right),
\]
(4.24)
when the elements of \( H \) are restricted to be only zero or one, i.e. macrostates are defined with “sharp” boundaries.) The lower dimensional matrices \( \tilde{P}(\tau) \) are then used to propagate directly the macrostate probabilities in a Markovian fashion. Various algorithms for constructing sharp [24, 140] or “fuzzy” [32, 48] \( H \) from a given \( P \) have been proposed.

As clearly demonstrated in [73] and [72], in general, the matrices \( \tilde{P}(\tau) \) fail to generate Markovian dynamics in the space of the macrostates, because of the non-commuting nature of propagation and restriction (lumping). More specifically, a two-step microstate propagation followed by lumping does not lead to the same probability density as a lumping followed by a two-step macrostate propagation. This is easily seen using matrix notation:
\[
\tilde{P}(\tau)\tilde{P}(\tau) = WP(\tau)AP(\tau)H \neq WP(\tau)P(\tau)H = \tilde{P}(2\tau).
\]
(4.25)
In words, the square of \( \tilde{P}(\tau) \), estimated using a given lag time, is systematically different from \( \tilde{P}(2\tau) \), estimated with twice as long lag time. Taking the square of \( \tilde{P}(\tau) \) is seen to impose instantaneous equilibration of the microstates inside a macrostate in between two time steps (the matrix \( A \) in Eq. (4.25)). Replacing the detailed microstate dynamics with coarse-grained macrostate propagation relies on the assumption that after an inter-macrostate transition the chain will dwell inside the macrostate long enough to sample its equilibrium distribution before making a transition to another macrostate. This is achieved to a large degree by grouping microstates that exchange fast into macrostates, which, on the other hand, are
chosen to be as weakly coupled as possible. In spite of that, occasionally, short-lived visits into macrostates are possible. Their presence leads to an artificially faster macrostate dynamics and is the physical reason behind the inequality in Eq. (4.25). To distinguish such brief visits from “real” transitions, we choose to analyze the time series of the order parameters and to model the spin label dynamics as a hidden Markov model (HMM).

4.2.2 Context dependent treatment using hidden Markov models

HMMs have found widespread application in areas as diverse as speach recognition [112], analysis of currents from single ion channels [111, 143], or other single molecule data [92]. In this section, we utilize the well-established methodology of HMMs [112] as a framework that is able to identify state boundaries and inter-state transitions probabilistically, by considering the complete sequence of events.

Coarse-graining with fuzzy boundaries

In a HMM, the states of the Markov chain are not directly observed. What is observed is the $d$-dimensional (random) vector of order parameters $O_t$ which is modeled to be “emitted” when the chain is in state $i$ according to some probability density. For analytical tractability, it is convenient to choose the probability density to observe $O_t = y$ when $X_t = i$ as a multivariate Gaussian with a mean
vector $\mathbf{\mu}_i$ and a covariance matrix $\Sigma_i$:

$$b_i(y) = \mathbb{P}\{O_t = y | X_t = i\} \propto \sqrt{\frac{\det \{\Sigma_i^{-1}\}}{(2\pi)^d}} e^{-\frac{1}{2}(y-\mathbf{\mu}_i)^\top \Sigma_i^{-1}(y-\mathbf{\mu}_i)}. \quad (4.26)$$

In this expression, $\mathbf{v}^\top$ indicates the transpose of $\mathbf{v}$. Given the sequence of observations,

$$O = O_1O_2 \ldots O_T, \quad (4.27)$$

and the parameters of the HMM, $\theta = \{p, P(\tau), \mathbf{\mu}_i, \Sigma_i\}$, it is possible [112] to calculate the conditional probability

$$\xi_{ij}(t) = \mathbb{P}\{X_t = i, X_{t+1} = j | O, \theta\} \quad (4.28)$$

for the chain to be in state $i$ at time step $t$ and state $j$ at time step $t + 1$. The way this is done iteratively is presented in Sec. 4.5.2. (The $i$th entry of the probability vector $p$ that appeared in $\theta$ corresponds to the probability of the chain to start in state $i$.) With the help of $\xi_{ij}(t)$ it is straightforward to calculate the expectation

$$\mathbb{E}\{N_{ij}^T | O, \theta\} = \sum_{t=1}^{T-1} \xi_{ij}(t), \quad (4.29)$$

which can be used in Eq. (4.9), instead of $N_{ij}^T$, to estimate $P(\tau)$. To update the other parameters of the HMM it is convenient to consider the probability to be in state $i$ at time $t$, given $O$ and $\theta$ [112],

$$\gamma_i(t) = \mathbb{P}\{X_t = i | O, \theta\} = \sum_{j=1}^{N} \xi_{ij}(t). \quad (4.30)$$

With it, the parameters are updated as follows [112]:

$$p_i = \gamma_i(1), \quad P_{ij}(\tau) = \frac{\sum_{t=1}^{T-1} \xi_{ij}(t)}{\sum_{i=1}^{T-1} \gamma_i(t)} \quad (4.31)$$

and

$$\mathbf{\mu}_i^{\text{new}} = \mathbf{\mu}_i^{\text{old}} + \bar{\mathbf{\mu}}_i, \quad \Sigma_i^{\text{new}} = \bar{\Sigma}_i - \bar{\mathbf{\mu}}_i \bar{\mathbf{\mu}}_i^\top, \quad (4.32a)$$
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where

\[
\mu_i \equiv \frac{\sum_{t=1}^{T} \gamma_i(t)(O_t - \mu_i^{\text{old}})}{\sum_{t=1}^{T} \gamma_i(t)} \quad (4.32b)
\]

\[
\hat{\Sigma}_i \equiv \frac{\sum_{t=1}^{T} \gamma_i(t)(O_t - \mu_i^{\text{old}})(O_t - \mu_i^{\text{old}})^T}{\sum_{t=1}^{T} \gamma_i(t)} \quad (4.32c)
\]

These equations can be derived using maximum likelihood arguments [10, 83]. When the order parameters are angles, periodic boundary conditions can be imposed on the difference \( O_t - \mu_i \).

The hidden Markov modeling strategy presented here shares similarities with the K-means clustering: in both of the methods the number of desired states (clusters) is provided as an input; for each cluster, a representative point ("centroid" in K-means, \( \mu_i \) in the HMM) is determined and its members are assigned in an iterative way; the assignment of membership relies on the choice of a distance metric in the space of order parameters. Nevertheless, crucial differences separate the two methods. Whereas the clusters formed by the K-means clustering are purely geometric, the geometry and the kinetics are fused together in the identification of the states in the HMM. After a partitioning of the order parameter space into microstates, which is uninformed by the temporal ordering of the data points, one can only hope that the resulting dynamics will turn out to be Markovian. The partitioning with a HMM, on the other hand, is performed having in mind the expected Markovian dynamics, and considers the entire data as a time-ordered sequence. Needless to say, all those advantages come at the expense of increased computational effort, which, considering the resources demanded by the generation of the starting MD trajectories, is well justified.
Probabilistic lumping

The context dependent analysis can be easily extended to the lumping step, in which the aim is to build a discrete-time Markov chain model with a reduced number of states. The spatial resolution offered by the microstates is preserved by retaining the number of Gaussian basis functions, and using the same microstate emission probability densities as before (Eq. (4.26)). We look for $M$ macrostates with Markovian dynamics according to some probability matrix $\hat{P}(\tau)$. No dynamics are associated with the microstates. The emission probability $b_a$ from each macrostate $a$, is a mixture of the $N$ microstate components $b_i$:

$$b_a(y) = \sum_{i=1}^{N} w_{ai} b_i(y), \quad 1 \leq a \leq M, \quad (4.33)$$

where $w_{ai}$ is the probability contribution of $i$ to $a$ (Eq. (4.18)). Thus, we deal with a HMM in which the emission from each (hidden) macrostate is a mixture of Gaussian components. The iterative calculation of $\gamma_a(t)$ (Eq. (4.30)) and the update of the starting probabilities and the transition matrix (Eq. (4.31)) remain unchanged, with the understanding that now the indices stand for macrostates.

For the estimation of the microstate properties it is useful to introduce [112]

$$\gamma_{ai}(t) = \gamma_a(t) \frac{w_{ai} b_i(O_t)}{b_a(O_t)} \quad \text{and} \quad \gamma_i(t) = \sum_{a=1}^{M} \gamma_{ai}(t). \quad (4.34)$$

The former is the probability of being in macrostate $a$ at time step $t$ having generated $O_t$ from microstate $i$. The latter is the probability of emitting $O_t$ at time $t$ from a microstate $i$, independently of what the macrostate is. The contributions of the microstates to the macrostates are updated as

$$w_{ai} = \frac{\sum_{t=1}^{T} \gamma_{ai}(t)}{\sum_{t=1}^{T} \gamma_a(t)}, \quad (4.35)$$

whereas $\mu_i$ and $\Sigma_i$ are calculated from Eqs. (4.32).
4.2.3 ESR spectra and the Markov chain model

Stochastic Liouville equation background

The stochastic Liouville equation (SLE), due to Kubo [74–76], describes the dynamics of a quantal system coupled to a classical bath, where the dynamics of the bath are modeled by a stochastic process. A basic assumption of the equation is that the classical degrees of freedom are not influenced by the quantum dynamics. This approximation is rather good for phenomena involving magnetic resonance of electronic and nuclear spins [1,37].

Let us consider a quantal system with a density operator \( |\rho(t)\rangle \), written as a Liouville space vector [95], coupled to a Markov chain process \( X(t) \). The probabilities \( p_i(t) \) for the process (Eq. (4.1)) satisfy the Master equation (4.2). The density operator obeys the Liouville-von Neumann equation

\[
\dot{|\rho(t)\rangle} = -i\hat{L}_X(t)|\rho(t)\rangle,
\]

(4.36)
in which the dependence of the Liouvillian on the state of the Markov chain is denoted as a subscript. (The inverted caret indicates that the Liouvillian is a Liouville space operator, i.e. a superoperator.) The SLE for this coupled quantum-classical system is an equation of motion for [75,76]

\[
|u_i(t)\rangle = \mathbb{E}\{|\rho(t)\rangle |X(t) = i\},
\]

(4.37)
the expectation of the density matrix at time \( t \) given that currently \( X(t) = i \). It reads [75,76]

\[
|\dot{u}_j(t)\rangle = -i\hat{L}_j|u_j(t)\rangle + \sum_i Q_{ij}|u_i(t)\rangle.
\]

(4.38)
When \( X(0) \) is chosen from the equilibrium probability density \( \pi \), the initial con-
dition of Eq. (4.38) is
\[
|u_i(0)\rangle = |\rho(0)\rangle \pi_i. \tag{4.39}
\]
Notice that initially \(|u_i(t)\rangle\) is separable in its classical and quantum parts. For a bath which is modeled by a continuous stochastic process \(Y(t)\), the probability density \(p(y,t)\) is taken to satisfy a Fokker-Planck equation \([52]\)
\[
\partial_t p(y,t) = \mathcal{G} p(y,t), \tag{4.40}
\]
with stationary solution \(\pi(y)\). The differential operator \(\mathcal{G}\) acts on the variable \(y\). In such cases, the SLE becomes \([75,76,122]\)
\[
\partial_t |u(y,t)\rangle = -i\dot{L}(y)|u(y,t)\rangle + \mathcal{G}|u(y,t)\rangle \tag{4.41}
\]
with initial condition
\[
|u(y,0)\rangle = |\rho(0)\rangle \pi(y). \tag{4.42}
\]

Eliminating the fast intrastate dynamics

When different components of the classical dynamics evolve on well separated time scales one can formally eliminate the fast dynamics. For example, the dynamics of a given spin label can be viewed as a superposition of fast intrastate dynamics \(Y\) in a given macrostate \(X\), and much slower exchanges between the macrostates. Symbolically, this can be written as \([34,49,142]\)
\[
\dot{Y}(t) = \frac{1}{\epsilon} g(X(t), Y(t)), \quad \dot{X}(t) = f(X(t)), \tag{4.43}
\]
where \(\epsilon\) is a small parameter and the functions \(f\) and \(g\) are \(O(1)\) in \(\epsilon\). Clearly, for small \(\epsilon\), \(Y\) varies on a faster time scale than \(X\). In Eq. (4.43) it is assumed that the exchanges do not depend on the intrastate dynamics, thus \(f\) is independent of
Y. Associated with this system of evolution equations is a Fokker-Planck-Master
equation
\[ \partial_t p_j(y, t) = \frac{1}{\epsilon} \mathcal{G}_j p_j(y, t) + \sum_i p_i(y, t) Q_{ij} \]  
(4.44)
for the joint probability density \( p_i(y, t) \). The operator \( \mathcal{G}_j \) acts only on the variable
\( y \) but depends on the state \( j \) of the Markov chain. There is a different operator
(with different diffusion tensor and ordering potential, for example) for each \( j \). Its
exact form is not important for the purposes of our discussion. Suffice it to say
that \( \pi(y|j) \) that satisfies the condition
\[ \mathcal{G}_j \pi(y|j) = 0 \]  
(4.45)
is the equilibrium probability density of \( Y \) for a given state \( j \).

Coupling the classical processes in Eq. (4.43) to the quantal dynamics (cf. Eq.
(4.36))
\[ |\dot{\rho}(t)\rangle = -i\dot{\mathcal{L}}_X(t)\langle Y(t)|\rho(t)|\rangle, \]  
(4.46)
one obtains the SLE
\[ \partial_t |u_j(y, t)\rangle = \left( -i\dot{\mathcal{L}}_j(y) + \frac{1}{\epsilon} \mathcal{G}_j \right) |u_j(y, t)\rangle 
+ \sum_i Q_{ij} |u_i(y, t)\rangle \]  
(4.47)
with initial condition
\[ |u_i(y, 0)\rangle = |\rho(0)\rangle \pi_i(y). \]  
(4.48)
Here \( \pi_i(y) \) is the joint equilibrium probability density corresponding to Eq. (4.44).
We look for a solution of the SLE in the form [49]
\[ |u\rangle = |u(0)\rangle + \epsilon |u^{(1)}\rangle + \epsilon^2 |u^{(2)}\rangle + \cdots, \]  
(4.49)
with initial conditions
\[ |u_i^{(0)}(y, 0)\rangle = |u_i(y, 0)\rangle \]  
\[ |u_i^{(k)}(y, 0)\rangle = 0, \quad k \geq 1. \]  
(4.50)
Substituting in Eq. (4.47) and collecting terms with equal power of $\epsilon$ leads to the hierarchy of equations

$$
\epsilon^{-1} : \mathcal{G}_j |u_j^{(0)}(y, t)\rangle = 0,
$$

$$
\epsilon^0 : \mathcal{G}_j |u_j^{(1)}(y, t)\rangle = (\partial_t + i\tilde{L}_j(y)) |u_j^{(0)}(y, t)\rangle - \sum_i Q_{ij} |u_i^{(0)}(y, t)\rangle, \quad \cdots.
$$

The first equation implies that $|u_j^{(0)}(y, t)\rangle$ is in the null space of $\mathcal{G}_j$. From Eq. (4.45) it follows that

$$
|u_j^{(0)}(y, t)\rangle = \pi(y|j) |h_j(t)\rangle,
$$

where $h_j(t)$ is arbitrary. Let us define the operator $[49,68,69]

$$
\mathcal{P} a_j(y) \equiv \pi(y|j) \int a_j(y) \, dy,
$$

which projects onto the null space of $\mathcal{G}_j$ by mapping a general function of $(j, y)$ into a function of $j$ times $\pi(y|j)$. With this, the requirement that $u^{(0)}$ is in the null space of $\mathcal{G}_j$ translates into $\mathcal{P} u^{(0)} = u^{(0)}$. It is not hard to see that $\mathcal{P} \mathcal{G}_j = \mathcal{G}_j \mathcal{P} = 0$. Acting with $\mathcal{P}$ on both sides of the second equation in the hierarchy gives

$$
\partial_t |u_j^{(0)}(y, t)\rangle = -i\mathcal{P} \tilde{L}_j(y) |u_j^{(0)}(y, t)\rangle + \sum_i Q_{ij} |u_i^{(0)}(y, t)\rangle.
$$

Using Eqs. (4.52) and (4.53), the first term on the right hand side of the equality becomes

$$
\mathcal{P} \tilde{L}_j(y) |u_j^{(0)}(y, t)\rangle = \tilde{L}_j |u_j^{(0)}(y, t)\rangle,
$$

where

$$
\tilde{L}_j \equiv \int \tilde{L}_j(y) \pi(y|j) \, dy
$$

is the Liouvillian for state $j$ averaged over the equilibrium probability of the fast dynamics inside the state. The physical implication is that the process $Y$ relaxes
to its equilibrium distribution before $X$ has time to change. As a result, Eq. (4.54) together with its initial condition can be viewed as the SLE corresponding to the system of equations

$$\dot{X}(t) = f(X(t)), \quad |\dot{\rho}(t)|| = -i\tilde{L}_X|\rho(t)||.$$ (4.57)

Thus, to lowest order, one can replace the instantaneous Liouvillian with its average over the current macrostate. Below, we use this result in the simulation of ESR spectra from the Markov models estimated from the MD trajectories.

4.3 Results: Dynamics and ESR spectra of R1 on a poly-alanine helix

4.3.1 Building the Markov chain models

The analysis of the conformational dynamics of R1 on a poly-alanine $\alpha$-helix, presented in Ch. 3, suggests that the five dihedrals of the spin label are good candidates for order parameters to be used to monitor its dynamics. An alternative set of order parameters are the Euler angles $\Omega_{MN}$ that parametrize the transformation of the helix-fixed coordinate system $M$ to the nitroxide-fixed system of axes $N$. To compare these two choices, we attempted the construction of two Markov chain models: one, using the spin label dihedral angles, and the other, using the Euler angles. The MD snapshots from each of the 18 trajectories were first projected to the space of the order parameters. The resulting points in five or three dimensions were then clustered using the K-means algorithm. The latter is based on the definition of distance in the multidimensional space of the order parameters. We
chose an Euclidian distance metric in the five dimensional space of the dihedral angles. The only complication, related to the periodicity of the angles, was treated by restricting the separation between two points in each of the dimensions to be always in the range $(-180^\circ, 180^\circ)$. Since selecting a distance metric in the space of the Euler angles is not trivial, we chose to work with quaternions of unit length. Such quaternions live on the surface of a four-dimensional unit sphere for which the great circle arc between two points defines a natural distance metric [77,126].

Considering the multiplicity of its five linker dihedral angles ($\chi_1 : 3$, $\chi_2 : 3$, $\chi_3 : 2$, $\chi_4 : 3$, and $\chi_5 : 2$) the spin label R1 potentially has 108 rotamers. To ensure the complete coverage of all the rotamers, the K-means clustering algorithm was initiated with 120 clusters. For the model using the dihedral angles as order parameters, 108 centroids were initialized at the ideal, “reference” dihedral angles of each rotamer ($\pm 60^\circ$, $180^\circ$ for multiplicity of 3, $\pm 90^\circ$ for multiplicity 2). The remaining 12 centroids were chosen randomly by generating random numbers from a uniform distribution in the angular range $(-180^\circ, 180^\circ)$. For the other model, the initial 120 centroids were chosen to be uniformly-distributed random unit quaternions [77]. When the dihedral angles were used to build the centroids, some of the initial centroids failed to have any snapshots assigned to them. Such centroids were moved around randomly before the next iteration. This was repeated until all the 120 centroids acquired members. For the two choices of order parameters, convergence was assumed when the average centroid shift in one iteration was less than $10^{-5}$ degrees in the space of the five dihedral angles, and less than $10^{-4}$ on the surface of the four-dimensional unit sphere.

As a result of the clustering, the trajectories of the order parameters were converted to time series of jumps between 120 discrete states. These were then used to construct TPMs for values of $\tau$ ranging from 50 to 800 ps. The time
scales $\tau_i$, implied by the non-negative eigenvalues of $P(\tau)$, were calculated from Eq. (4.11). The slowest 22 time scales are shown in Fig. 4.1 as a function of $\tau$ for the two models. The independence of the relaxation times on the lag time is a signature of a good Markovian model. Whereas the lines are more or less horizontal in Fig. 4.1(a), they are significantly sloped in Fig. 4.1(b). More importantly, according to the first model, the slowest dynamical event occurs on a time scale of $\sim 70$ ns, followed by two other events on time scales $\sim 10$ ns; these time scales are completely missing in the second model.

From the analysis of the internal dynamics of R1 reported in Ch. 3, we know that the rarest dynamical event in this system is the transition of the disulfide torsion angle $\chi_3$ between its two energetically preferred values of $\pm 90^\circ$. The additional analysis, presented below, confirms that the slowest relaxation time in Fig. 4.1(a) is associated with the flip of $\chi_3$. The absence of a similar slow time scale in Fig. 4.1(b) indicates that the information regarding the state of $\chi_3$ is lost when the conformation of R1 is projected to the space of the Euler angles. Based on this observation, we conclude that the Euler angles do not constitute good order
parameters for the description of the dynamics of R1 on a poly-alanine α-helix, and do not consider them further.

In Fig. 4.1(a), the time scales \( \tau_i \) show relatively little dependence on the lag time \( \tau \), indicating that the jump dynamics among the K-means clusters are approximately Markovian. Nevertheless, when plotted on a linear scale, some of the \( \tau_i < 5 \text{ ns} \) are seen to rise throughout the whole examined range of \( \tau \) without reaching a plateau (Fig. 4.2(a)). A context dependent analysis is expected to alleviate this problem. A HMM with 120 microstates was constructed analyzing the time series of the five dihedral angles with a lag time \( \tau = 100 \text{ ps} \). The probability densities for observing a certain combination of the torsion angles, given the state of the Markov chain, were chosen as in Eq. (4.26). The initial estimates of \( \mu_i \) were taken to coincide with the positions of the K-means centroids, determined in the previous step. The starting covariance matrices \( \Sigma_i \) were also calculated according to the membership assigned by the K-means clustering. The parameters of the HMM were optimized using Eqs. (4.31) and (4.32). At the end of each iteration, microstates with less than 100 snapshots assigned to them, were removed. Convergence was assumed when each of the entries of the TPM changed by less than \( 10^{-3} \) in an iteration. After convergence, the Viterbi algorithm was used to generate time series of the hidden states, which were then used to estimate TPMs for integer multiples of the lag time used in the optimization. The time scales \( \tau_i < 5 \text{ ns} \), of the obtained TPMs are shown in Fig. 4.2(b). Comparison with the same time scales estimated directly from the K-means clustered trajectories (Fig. 4.2(a)) reveals that the time scales determined from the HMM are less dependent on \( \tau \) and attain their asymptotic values at much shorter lag times.

In Table 4.1, we compare the slowest 14 time scales \( \tau_i \), calculated using \( P(\tau) \),
Figure 4.2: Time scales $\tau_i$ ($4 \leq i \leq 22$) of the transition matrices $P(\tau)$ estimated from the time series produced by (a) the K-means clustering and (b) the Viterbi algorithm after a HMM optimization with $\tau = 100$ ps. The five linker dihedral angles were used as order parameters.

determined at $\tau = 100$ ps, either (i) directly by the HMM optimization ($P$), or (ii) from the microstate trajectories generated with the Viterbi algorithm (traj.). For all practical purposes, the two alternatives appear to be basically identical. The presence of gaps between the relaxation time scales $\tau_i$ implies the existence of relatively weakly coupled sub-blocks in the Markov chain [31,32,48]. From the gaps in Figs. 4.1(a) and 4.2(b), it is clear that the conformational dynamics of R1 can be understood as a hierarchy of Markov chains with 2, 4, 6, 14, etc. number of macrostates. Which one of those chains to choose will depend on the desired temporal resolution.

We constructed Markov models with $M = 6, 14, 23, \text{ and } 27$ macrostates. During the optimization, the microstate properties $\mu_i$ and $\Sigma_i$, were fixed and not allowed to change. The weights $w_{ai}$, with which microstate $i$ contributes to the macrostate $a$, were optimized using the iterative procedure presented in Sec. 4.2.2. Convergence was assumed when each of the entries of the estimated TPM changed
Table 4.1: The time scales $\tau_i$ (ns), for models with 120, 6 and 14 states, calculated using $\tau = 100$ ps.

<table>
<thead>
<tr>
<th></th>
<th>$N = 120$</th>
<th></th>
<th>$M = 6$</th>
<th></th>
<th>$M = 14$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$i$</td>
<td>traj.</td>
<td>$P$</td>
<td>flow</td>
<td>$\tilde{P}$</td>
<td>flow</td>
<td>$\tilde{P}$</td>
</tr>
<tr>
<td>1</td>
<td>70.8</td>
<td>70.8</td>
<td>67.8</td>
<td>70.1</td>
<td>68.5</td>
<td>70.4</td>
</tr>
<tr>
<td>2</td>
<td>10.8</td>
<td>10.8</td>
<td>8.29</td>
<td>9.60</td>
<td>8.50</td>
<td>10.0</td>
</tr>
<tr>
<td>3</td>
<td>8.85</td>
<td>8.81</td>
<td>7.90</td>
<td>8.23</td>
<td>8.14</td>
<td>8.46</td>
</tr>
<tr>
<td>4</td>
<td>3.32</td>
<td>3.26</td>
<td>1.67</td>
<td>3.10</td>
<td>2.19</td>
<td>3.78</td>
</tr>
<tr>
<td>5</td>
<td>2.58</td>
<td>2.55</td>
<td>1.12</td>
<td>2.14</td>
<td>1.40</td>
<td>2.86</td>
</tr>
<tr>
<td>6</td>
<td>1.76</td>
<td>1.74</td>
<td>-</td>
<td>-</td>
<td>1.22</td>
<td>1.78</td>
</tr>
<tr>
<td>7</td>
<td>1.68</td>
<td>1.66</td>
<td>-</td>
<td>-</td>
<td>1.00</td>
<td>1.72</td>
</tr>
<tr>
<td>8</td>
<td>1.37</td>
<td>1.37</td>
<td>-</td>
<td>-</td>
<td>0.89</td>
<td>1.36</td>
</tr>
<tr>
<td>9</td>
<td>1.15</td>
<td>1.14</td>
<td>-</td>
<td>-</td>
<td>0.88</td>
<td>1.21</td>
</tr>
<tr>
<td>10</td>
<td>1.11</td>
<td>1.10</td>
<td>-</td>
<td>-</td>
<td>0.84</td>
<td>0.99</td>
</tr>
<tr>
<td>11</td>
<td>0.93</td>
<td>0.92</td>
<td>-</td>
<td>-</td>
<td>0.59</td>
<td>0.59</td>
</tr>
<tr>
<td>12</td>
<td>0.58</td>
<td>0.57</td>
<td>-</td>
<td>-</td>
<td>0.27</td>
<td>0.54</td>
</tr>
<tr>
<td>13</td>
<td>0.54</td>
<td>0.53</td>
<td>-</td>
<td>-</td>
<td>0.26</td>
<td>0.51</td>
</tr>
<tr>
<td>14</td>
<td>0.34</td>
<td>0.34</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

by less than $10^{-4}$ in an iteration. The required initial weights were assigned according to the lumping method of [140], which is extremely simple from a computational point of view. It groups microstates together in a macrostates using sharp membership. $w_{ai}$ was initialized to 1 if a microstate $i$ belonged to a macrostate $a$, and to 0.01 if it did not. These starting weights were normalized to satisfy Eq. (4.19).

The time scales of the transition matrices determined after the convergence...
of the HMM procedure are shown in Table 4.1 for the first two models ($\tilde{P}$). In addition, the time scales of the transition matrices, calculated from Eq. (4.24) from the sharp clustering of [140] are also shown (flow). Since this clustering was used to initialize the weights $w_{ai}$, the difference between the two sets of time scales is an indicator of the improvement offered by the HMM versus the lumping with sharp membership. From this perspective, it is seen that for both $M = 6$ and $M = 14$ the improvement is significant, and allows the models to faithfully capture the slow dynamics of the detailed $N = 120$ model.

4.3.2 Analysis of the conformations

Having gained confidence that the constructed Markov models with different number of macrostates are able to capture the slow dynamics of the spin label, we examine the implications the macrostates carry regarding the conformations of R1. The hierarchical emergence of Markov models with 2, 4 and 6 states is followed in Table 4.2. As expected, the division of states in the 2-state model is based on the value of $\chi_3$. The populations of the $\chi_3 \approx -90^\circ$ and $\chi_3 \approx +90^\circ$ macrostates are estimated to be 88 % and 12 %, respectively (last row of Table 4.1). The time scale associated with the flip of the disulfide dihedral is determined to be $\tau_1 \sim 70$ ns. This is the slowest event in the internal dynamics of the spin label R1, when it is situated at the middle of a poly-alanine $\alpha$-helix. Since this time scale is expected to be largely determined by the dihedral energy barrier of $\chi_3$ (about 7 kcal/mol) [63], the slow rate of exchange between the two conformations of the disulfide torsion angle is most likely a general characteristic of R1 at solvent-exposed sites in proteins. In the 4-state model, each of the $\chi_3 \approx \pm 90^\circ$ states is itself split in two: states with $\chi_1 \approx 60^\circ$ separate from the others. Such conformations place the $S_\gamma$ of
Table 4.2: The characterization of the Markov models with 2, 4 and 6 states in terms of the dihedral angle conformations. The lifetimes of the states, from Eq. (4.12), are in bold.

| $\chi_3$ | $-90^\circ$ | $+90^\circ$ | :2
| --- | --- | --- | ---
| $\chi_1$ | $-60^\circ, 180^\circ$ | $+60^\circ$ | $-60^\circ, 180^\circ$ | :4
| $\chi_2$ | 180° | $-60^\circ, +60^\circ$ | $-60^\circ, +60^\circ$ | :4

| $a$ | I$^\circ$ | II | III | IV | V | VI | :6
| --- | --- | --- | --- | --- | --- | --- | ---
| $\sigma_a$ (ns) | 2.4 | 6.1 | 5.2 | 9.8 | 55 | 8.7 | :6
| $\pi_a$ (%) | 6.0 | 43.6 | 37.0 | 1.5 | 11.4 | 0.5 | :6

88.1% 11.9%

$^a$This macrostate contains two microstates (the two black points in Figs. 4.3(a) and 4.3(b)), which have very similar values for all the five dihedrals, $\mu_i \approx (-170^\circ, 160^\circ, -95^\circ, 75^\circ, -100^\circ)$.

the spin label side chain in a sterically unfavorable position against the backbone atoms of the $\alpha$-helix. According to the 6-state model, the populations of these states are barely a few percent (Table 4.2), in agreement with the data for cysteine side chains on $\alpha$-helices, for which $\chi_1 \approx 60^\circ$ is seen only 5% of the time [84]. These conformations of R1 are expected to be poorly populated at solvent-exposed sites in $\alpha$-helices. The time scales $\tau_1$ ($\sim 100$ ns), and $\tau_2, \tau_3$ ($\sim 10$ ns) indicate that the populations of the two $\chi_3$ conformers and of the $\chi_1 \approx 60^\circ$ conformations, as well as the rates of their exchange, will be among the hardest to sample reliably in atomistic MD simulations. Certainly, for R1 at a general solvent-exposed site, there could be additional conformations which might be equally hard to sample. The remaining time scales of the internal R1 dynamics, according to the Markov models, are faster than 4 ns. From Table 4.2, the slowest two of them ($\tau_4 \approx 3.5$ and $\tau_5 \approx 2.5$ ns) appear to be related to conformations with $\chi_2 \approx 180^\circ$ and $\chi_3 \approx -90^\circ$. 123
In Table 4.3 we show the populations of the 14-state model. To facilitate the presentation, the probabilities of the macrostates have been renormalized based on the $\chi_3$ conformation to which they belong. The projection of the centroids $\mu_i$ to the $\chi_1-\chi_2$ and $\chi_5-\chi_4$ planes, for microstates whose membership to a given macrostate is larger than 0.8, are shown in Fig. 4.3. The microstates in a given macrostate are much more similar in terms of their $\chi_1$ and $\chi_2$ dihedrals, than in terms of $\chi_4$ and $\chi_5$. Even though localized, the projections of the macrostates on the $\chi_1-\chi_2$ plane are somewhat irregular, and, especially in the $\chi_2$ direction, extend well beyond the ideal positions ($\pm 60^\circ$ and $180^\circ$) expected for a torsion angle with multiplicity of 3. A few microstate centroids have $\chi_2 \approx \pm 120^\circ$, which would constitute barriers for the ideal dihedral. In Fig. 4.4 we show the R1 conformations corresponding to some of the $\mu_i$'s from Fig. 4.3. The major source of intra-macrostate disorder is seen to be related to the last two dihedrals of the spin label side chain. At the same time, one of the shown microstates in macrostate 2 has a different $\chi_1$ value from the others. Since the 14-state model lumps together conformations with exchange time faster than half a nanosecond ($\tau_{13} \approx 0.5$ ns in Table 4.1), this indicates that it is possible to have relatively fast flips of $\chi_1$. The TPMs of the 6- and 14-state models are shown in Fig. 4.5. The states on the left-hand side correspond to $\chi_3 \approx -90^\circ$, those on the right-hand side to $\chi_3 \approx 90^\circ$. Bidirectional transitions between the two sets of conformations involve macrostates 2 and 9 (cf. Fig. 4.4). A unidirectional transition is seen to connect macrostate 13 to 6. The states with $\chi_1 \approx 60^\circ$ are also observed to be connected to the others through one-way transitions. One-way transitions in the probability matrix are due to the limited number of transitions out of or into the states present in the MD trajectories.
Table 4.3: Populations (%) and lifetimes (ns) of the 14-state Markov model, normalized separately for conformations with $\chi_3 \approx -90^\circ$ (states 1 to 7), and $\chi_3 \approx 90^\circ$ (states 8 to 14). The states with $\chi_1 \approx 60^\circ$ are indicated with a star.

<table>
<thead>
<tr>
<th>state #</th>
<th>1</th>
<th>2</th>
<th>3*</th>
<th>4*</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>tot.</th>
</tr>
</thead>
<tbody>
<tr>
<td>popul.</td>
<td>26.8</td>
<td>49.0</td>
<td>0.9</td>
<td>0.8</td>
<td>6.8</td>
<td>9.3</td>
<td>6.4</td>
<td>100.0</td>
</tr>
<tr>
<td>lifetime</td>
<td>3.8</td>
<td>5.9</td>
<td>1.3</td>
<td>1.0</td>
<td>1.4</td>
<td>2.4</td>
<td>2.6</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>state #</th>
<th>8</th>
<th>9</th>
<th>10*</th>
<th>11*</th>
<th>12*</th>
<th>13</th>
<th>14</th>
<th>tot.</th>
</tr>
</thead>
<tbody>
<tr>
<td>popul.</td>
<td>34.1</td>
<td>34.0</td>
<td>0.1</td>
<td>0.4</td>
<td>3.6</td>
<td>14.1</td>
<td>13.7</td>
<td>100.0</td>
</tr>
<tr>
<td>lifetime</td>
<td>2.4</td>
<td>1.3</td>
<td>1.1</td>
<td>0.7</td>
<td>3.6</td>
<td>1.7</td>
<td>0.8</td>
<td></td>
</tr>
</tbody>
</table>

| color$^a$ | red | green | blue | purple | cyan | yellow | black |

$^a$Used in Figs. 4.3 and 4.4.

Figure 4.3: Positions of the 120 mean vectors $\mu_i$ projected to the $\chi_1-\chi_2$ and $\chi_5-\chi_4$ planes (colored according to the scheme in Table 4.3).
Figure 4.4: Spin label conformations corresponding to the microstate centroids $\mu_i$, which have $\pi_i > 1.2\%$ and belong to macrostates with $\tilde{\pi}_\alpha > 6.0\%$ (according to the renormalized probabilities in Table 4.3). The macrostates are numbered and colored following the convention of Table 4.3. (a) $\chi_3 \approx -90^\circ$ conformations, (b) $\chi_3 \approx 90^\circ$.

4.3.3 Multifrequency ESR spectra

We intend to compare spectra simulated using the stochastic jump trajectories according to the motional model

$$L \xrightarrow{\text{rot. diff.}} M \xrightarrow{\text{Markov chain}} N$$

with spectra simulated directly from the MD trajectories according to

$$L \xrightarrow{\text{rot. diff.}} M \xrightarrow{\text{MD traj.}} N.$$  \hspace{1cm} (4.59)

In these diagrams, $N$ is the coordinate system attached to the spin label, $M$ is the coordinate frame attached to the helix, and $L$ is the stationary lab-fixed frame.

126
Rotational Brownian diffusion of M with respect to L, with diffusion coefficient $D = 18 \times 10^6 \text{ s}^{-1}$, is introduced to represent the tumbling in solution of a small soluble protein like T4 Lysozyme. The dynamics of the spin label with respect to the helix are accounted for by the trajectories of either the Markov models or the MD simulations. The details of the numerical propagation of the quantal dynamics and the stochastic rotational diffusion were given in Ch. 2. As in Ch. 3, when spectra were simulated for the model (4.59), the numerical propagation of the quantal spin dynamics was carried with a time step $\Delta t$, chosen according to the strength of the magnetic field (Table 4.4). The MD trajectories were used to calculate average magnetic tensors for the successive time intervals of duration $\Delta t$. To account for the low viscosity of the TIP3P water model used in the MD simulations, the time axis was stretched by a factor of 2.5. Since the MD snapshots were saved every 1 ps, time-averaged magnetic tensors were calculated by averaging over ‘avgN’ successive snapshots (Table 4.4). The quantum integration was initialized at time intervals separated by 2 ns along each of the MD trajectories, which corresponds
Table 4.4: Parameters used in the simulation of the ESR spectra from the MD and the Markov chain trajectories.

<table>
<thead>
<tr>
<th>field (T)</th>
<th>Δt (ns)</th>
<th>avgN</th>
<th>lagN</th>
<th>sphN</th>
<th>$T_L^{-1}$ (G)</th>
<th>M</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.33</td>
<td>2.0</td>
<td>800</td>
<td>1</td>
<td>400$^a$</td>
<td>0.8</td>
<td>14</td>
</tr>
<tr>
<td>3.40</td>
<td>0.5</td>
<td>200</td>
<td>4</td>
<td>3200$^b$</td>
<td>1.2</td>
<td>23</td>
</tr>
<tr>
<td>6.09</td>
<td>0.4</td>
<td>160</td>
<td>5</td>
<td>6400$^b$</td>
<td>2.2</td>
<td>27</td>
</tr>
</tbody>
</table>

$^a$Twice as many points were used with the Markov trajectories.
$^b$Four times more points were used with the Markov trajectories.

to ‘lagN’ number of Δt steps. The columns ‘sphN’ and $T_L^{-1}$ in Table 4.4 list, respectively, the number of spherical grid points used for the initial conditions of the isotropic diffusion, and the Lorentzian broadening introduced in the calculation of the spectra. The magnetic tensors were taken to be

$$g^N = \text{diag}(2.00809, 2.00585, 2.00202)$$

$$A^N = \text{diag}(6.2, 4.3, 36.9),$$

(4.60)

in agreement with the values used in Ch. 3.

When spectra were simulated with the Markov model (4.58), we used the time intervals Δt of Table 4.4 as an indicator of the minimal temporal resolution the model was expected to provide. The (approximate) number of required macrostates, was determined by examining the eigenvalues of the $N = 120$ microstate model. Three such values, corresponding to time scales slower than, respectively, 0.8, 0.2 and 0.16 ns (after accounting for the 2.5 scaling of the time axis), are listed in the last column of Table 4.4. For each of the models, trajectories were generated with the macrostate transition matrix $\tilde{P}(\tau)$ estimated at $\tau = 100$ ps. As a result, the time step of the numerical integration was 0.25 ns (again scaling by 2.5) for the motional model (4.58). 200 trajectories were simulated per spherical
The direct comparison between the two motional models (4.59) and (4.58) is encumbered due to the differences in the relative populations of the states as determined from the MD trajectories and from the Markov model. The populations of the two $\chi_3$ conformations, for example, are present in a 2:1 ratio in the MD trajectories, as discussed in Ch. 3, whereas the 6-state model gives a ratio of 22:3 (Table 4.2). The latter number takes into account not only the total time spent in each state (2:1), which for non-ergodic trajectories is heavily determined by the initial conditions, but also the ratio of the number of observed $p \rightarrow m$ and $m \rightarrow p$ transitions (4:1), which is exactly why the Markov modeling is used in the first place. Hoping to circumvent this complication, we simulate and compare spectra for conformations with $\chi_3 \approx -90^\circ$ and $90^\circ$ separately. Based on the time scales in Table 4.1, we expect the sampling inside each of these two conformations to be approximately ergodic.

Recently, multifrequency spectra at 9.5, 95 and 170 GHz (0.33, 3.4 and 6.09 T) have been reported for R1 at position 131 in T4 Lysozyme [35]. Motivated by this study, we compare spectra simulated using the Markov state trajectories (in color) and the MD trajectories (black lines) for the three field strengths (Fig. 4.6). Spectra from models with number of states estimated to be sufficient for a given field strength (column $M$ in Table 4.4) lie along the diagonal running from the upper left corner to the lower right corner of Fig. 4.6. These are seen to be essentially identical to the spectra below the diagonal for all the three field strengths, indicating convergence with respect to the number of Markov states. In comparison, the spectra above the diagonal (from models with less states than necessary) exhibit sharper features. This is a well known effect in simulations...
\[ B_0 = 0.33 \text{ T} \]

\[ B_0 = 3.4 \text{ T} \]

\[ B_0 = 6.09 \text{ T} \]

Figure 4.6: Comparison of spectra at 9, 95 and 170 GHz \((B_0 = 0.33, 3.4 \text{ and } 6.09 \text{ T}, \text{ respectively})\) simulated using the MD trajectories (black lines) and the stochastic trajectories (colored lines), generated with a 14-, 23- and 27-state Markov models. In each figure, spectra simulated from the \(\chi_3 \approx -90^\circ\) and \(\chi_3 \approx 90^\circ\) subblocks of the full transition probability matrix are shown, respectively, at the top (blue) and bottom (red). The effect of overall tumbling with isotropic rotational diffusion \(D = 18 \times 10^6 \text{ s}^{-1}\) is included in each spectrum.

Based on average Hamiltonians (also called effective Hamiltonian) [27, 89]. For all fields, the agreement between the spectra simulated using the MD and the Markov trajectories is rather good for the \(\chi_3 \approx -90^\circ\) conformations. The spectra of the \(\chi_3 \approx 90^\circ\) conformations, on the other hand, show systematic differences: at all fields the Markov chain dynamics appear to be somewhat faster than the dynamics in the MD trajectories.
4.4 Concluding discussion

A systematic method for constructing Markov chain models from the MD trajectories of the spin label R1, using the values of its dihedral angles as order parameters, was presented. Starting from numerous clusters, determined by the K-means clustering algorithm, we gradually walked our way to Markov models with reduced number of states. At every stage of our procedure we formulated the problem as an inference of a HMM, and relied on the probabilistic framework developed for such models [112]. The states of the constructed Markov models were examined to gain an insight into the metastable conformations of the spin label R1 on a poly-alanine α-helix. Stochastic trajectories were generated using the estimated TPMs, and used to simulate ESR spectra at three different field strengths.

To overcome the problem of the artificially imposed inter-state relaxation (the matrix $A$ in Eq. (4.25)), Kube and Weber relax the requirement that $\tilde{P}(\tau)$ should be a stochastic matrix [72,73]. They construct a coarse-grained matrix $\hat{P}(\tau)$, for which the two steps of lumping and propagation commute for any $\tau$. Unfortunately, the resulting $\hat{P}(\tau)$ lacks probabilistic interpretation since it has negative matrix elements, which makes it inappropriate for generating stochastic trajectories to be used in the simulation of ESR spectra. To estimate a legitimate stochastic matrix $\tilde{P}(\tau)$, we decided to analyze the data successively with two HMMs: the first, suited for the initial step of projecting the snapshots into a Markov jump model with many states, the second, for the lumping step. The motivation to use HMMs came from the work of Horenko et al. [55,56,93], in which a HMM with overdamped, diffusive dynamics inside each of the hidden states was developed.

Recently, a procedure for the automatic identification of macrostates that exchange according to Markov chain kinetics, from MD trajectories, has been pro-
posed [24]. In consists of repeated identification of microstates with K-medoid clustering, followed by their lumping into macrostates. At every new iteration, the K-medoid clustering is applied separately to the data that has been lumped into a macrostate in the previous step. Once new microstates have been constructed, the macrostate boundaries are dissolved and built again from scratch. The intention is that the repeated application of these two steps will result in microstates that lack internal structure and in macrostates that unite these microstates in the kinetically most meaningful way. The lumping in [24] is performed according to the TPM estimated by pure counting (according to Eq. (4.9)). Counting short-lived excursions across macrostate boundaries as genuine transitions, leads to apparent memory at short lag times. This effect is significantly reduced if such excursions are identified, and treated accordingly by using a HMM, as demonstrated in the context of R1 on a poly-alanine α-helix (Fig. 4.2) Other, less demanding and more practical alternatives should be also possible. Certainly, the extent to which sharp macrostate boundaries and their fast recrossings are a problem, will depend on the time scale separation between the intra-macrostate equilibration and inter-macrostate dynamics. Nevertheless, our analysis of the internal spin label dynamics suggests that it might be worthwhile to extend the automatic strategy of [24] to allow for probabilistic membership and context-dependent treatment of the data.

Previously, MD trajectories of the spin label R1 have been used to construct stochastic models of its dynamics [7, 19, 133]. In all of these studies, the Euler angles Ω, describing the orientation of the nitroxide-fixed frame N with respect to the macromolecular frame M, were used as order parameters. In [133] and [7] the Euler angle space was partitioned into bins of width 3.6° along each of the three angles, and a potential of mean force $U(\Omega)$ was calculated by counting how many
times the MD snapshots fall into a given bin. Diffusive Brownian dynamics were run with forces calculated from \( U(\Omega) \). In [19], \( U(\Omega) \) was assumed to depend only on two out of the three Euler angles, which allowed for its expansion in terms of spherical harmonics. The expansion coefficients were then determined from a least-squares fit of the analytical potential to the logarithm of the normalized histogram built from the MD snapshots.

The unrealistically fast dynamics in Fig. 4.1(b), when compared with Fig. 4.1(a), indicates that by monitoring the values of the Euler angles one is insensitive to the state of the disulfide torsion angle \( \chi_3 \). When the regions of \( \Omega \) accessible to the two conformations of \( \chi_3 \) overlap, a memoryless model in which decision about where to go next is based solely on the current values of the Euler angles, can easily cross to the other conformation. In such cases, it is not legitimate to build a Markovian (memoryless) model, since the true dynamics depend on degrees of freedom which are not explicitly accounted for. It is possible that for restricted spin labels, for which certain values of \( \Omega \) are accessible only from unique structural conformations, the dynamics projected onto the Euler angles could provide a faithful representation of the internal spin label dynamics. For R1 at solvent-exposed helix surface sites, though, our results suggest that the Euler angles are not good order parameters to characterize its internal dynamics. From that perspective, the potential of mean force \( U(\Omega) \), even though accessible computationally, is largely irrelevant for the dynamics of R1 at such sites.

In Fig. 4.4 we saw that the inter-macrostate disorder was mainly due to variation in the values of the last two dihedrals \( \chi_4 \) and \( \chi_5 \). At first glance, this might look as a support of the \( \chi_4/\chi_5 \) model, proposed to rationalize the internal dynamics of R1 relevant for the ESR spectra [26,27]. According to the model, the
transitions of $\chi_1$, $\chi_2$ and $\chi_3$ are too slow to be dynamically relevant for the ESR spectra. Thus, the deviation of the spectral line shape from the rigid limit is mainly due to transitions of $\chi_4$ and $\chi_5$. The time scales presented in Table 4.1, and the characterization of the states in Table 4.2, suggest that only the time scale associated with the $\chi_3$ transition falls in the rigid limit, whereas all the others are on the order of 10 ns or faster. Hence, the segmental motion of all the dihedrals, except $\chi_3$, has the potential to contribute to the deviation of the spectrum away from the rigid limit.

The Markov chain analysis of the R1 conformations and their time scales of mixing identified the exchange between the states with different values of $\chi_3$ and the populations of the states with $\chi_1 \approx 60^\circ$ as the hardest to sample reliably in free MD simulations. (Additional slow events are not ruled out for R1 at solvent-exposed sites in proteins.) In spite of the sampling problem that these events pose, they do not hinder the simulation of ESR spectra. As already pointed out in Ch. 3, due to the rather slow exchange rate of the two $\chi_3$ conformers, the decay of the magnetization from each of them can be added linearly to obtain a spectrum for all frequencies including, and beyond, 9 GHz. Thus, their relative populations can be left as a free parameter of mixing and determined by fitting the simulated spectrum to an experimental one. In addition, even though the exact populations of the $\chi_1 \approx 60^\circ$ conformations and their rates of exchange might be largely uncertain, their influence on the spectra is probably insignificant because the populations are expected to be rather small in absolute terms for R1 at solvent-exposed sites on $\alpha$-helices.

In the simulation of the ESR spectra we used only the average values of the magnetic tensors in a given macrostate, based on the result of Sec. 4.2.3 summa-
rized by Eq. (4.57). This equation is only valid to zeroth order in the expansion parameter $\epsilon$. Another term, proportional to the integral of the correlation function of the Liouvillian, appears when the analysis is carried to next order in $\epsilon$. It is the famous relaxation operator in the Redfield theory of relaxation \cite{114,115}. In \cite{138}, for example, the relaxation operator was calculated assuming overdamped torsional oscillations of R1. In principle, this term can also be included in the time domain propagation of the spin dynamics, performed in this chapter. There is a significant difference, though, between the average Liouvillian in Eq. (4.57) and the relaxation operator. Whereas the former corresponds to an average Hamiltonian in the Hilbert space of the problem, the latter necessitates the quantal propagation to be carried in Liouville space. As was demonstrated in Ch. 2, propagating the density matrix in the Hilbert space is preferable from a computational point of view. Therefore, we avoid using a relaxation operator by introducing larger number of macrostates such that dynamics on sufficiently fast time scales is explicitly present.

Markov chain models constructed from MD trajectories of the spin label dynamics, hold the potential of bridging the wide gap between atomistic MD simulations of solvated spin labeled proteins and their experimental ESR spectra. They provide a rigorous probabilistic framework for utilizing the information from many, relatively short MD trajectories toward a single, coherent model of the spin label dynamics. Not using the MD trajectories directly for the simulation of the spectra, removes the burden, imposed by the slow decay of the transverse magnetization (hundreds of nanoseconds at 9 GHz), on the duration of a single dynamical trajectory. Using the MD trajectories to estimate conditional, transition probabilities, makes it possible to use many (tens or hundreds), relatively short (tens of nanoseconds) simulations. Calculating realistic ESR spectra, in quantitative
similarity with experiment, from atomistic MD simulations of a spin labeled protein, is therefore expected to become a feasible task in the very near future. The framework developed in this chapter is applied in Ch. 5 to the dynamics of R1 on solvent-exposed sites in T4 Lysozyme.

4.5 Imposing detailed balance and the HMM estimation

4.5.1 How to impose detailed balance

A legitimate TPM $P$ in detailed balance with its equilibrium probability vector $\pi$ can be constructed from any symmetric matrix with non-negative entries. Let $S$ be such a matrix and $S_{ij}$ are its row sums. Then,

$$ S_{ij} = \sum_j S_{ij} $$

are its row sums. Then,

$$ P_{ij} = \frac{S_{ij}}{s_i} \quad \text{and} \quad \pi_i = \frac{s_i}{\sum_i s_i} $$

are in detailed balance. This observation forms the basis of two different strategies for imposing detailed balance on transition matrices estimated from the data. In the first one, the available MD trajectories are analyzed both forward and backward in time, thus counting a forward $j \rightarrow i$ transition also as a backward $i \rightarrow j$ transition. With this understanding, the forward-backward ($\rightarrow\leftarrow$) transition count matrix becomes

$$ \tilde{N}_{ij} = \frac{N_{ij}^T + N_{ji}^T}{2}, $$

which is symmetric by construction. Therefore, the matrix $\tilde{P}(\tau)$ built from it by row normalization is automatically in detailed balance with its equilibrium
eigenvector $\overrightarrow{\pi}$. In the second alternative [36], $P(\tau)$ is built from the forward counts only according to Eq. (4.9). Then, its stationary eigenvector $\pi$ is calculated. Since the forward transition count matrix is not necessarily symmetric, $P(\tau)$ and $\pi$ need not be in detailed balance. They are used to build the symmetric matrix

$$S_{ij} = (\pi_i P_{ij} + \pi_j P_{ji})/2,$$

from which new $\overrightarrow{P}(\tau)$ and $\overrightarrow{\pi}$, in detailed balance with each other, are formed according to Eq. (4.62).

In each of these two ways the information present in the transition count matrix is utilized in a qualitatively different fashion. For concreteness, let us consider a two-state Markov model. Suppose that the simulated trajectories of the model result in

$$N^\tau = \begin{pmatrix} 200 & 5 \\ 3 & 800 \end{pmatrix},$$

for some lag time $\tau$. This means that the total time spent in the states is $200\tau$ and $800\tau$, respectively. Also, the trajectories contain five $1 \rightarrow 2$ and three $2 \rightarrow 1$ transitions. Following the first procedure, we build the forward-backward count matrix

$$\overleftarrow{N}^\tau = \begin{pmatrix} 200 & 4 \\ 4 & 800 \end{pmatrix},$$

for which $\overleftarrow{P}_{12} \approx 4/200$ and $\overleftarrow{P}_{21} \approx 4/800$. The equilibrium probabilities for the two states follow from the detailed balance condition, Eq. (4.10). For their ratio one finds

$$\overleftarrow{\pi}_1/\overleftarrow{\pi}_2 = \overleftarrow{P}_{21}/\overleftarrow{P}_{12} \approx \frac{4/800}{4/200} = 1/4.$$

In the second case, $\overrightarrow{P}_{12} \approx 5/200$ and $\overrightarrow{P}_{21} \approx 3/800$. The detailed balance condition gives

$$\overrightarrow{\pi}_1/\overrightarrow{\pi}_2 = \overrightarrow{P}_{21}/\overrightarrow{P}_{12} \approx \frac{3/800}{5/200} = 3/20,$$
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which agrees with what is obtained from constructing

$$S = \begin{pmatrix} 120 & 3 \\ 3 & 800 \end{pmatrix}$$

(4.69)

using Eq. (4.64), and calculating $\pi$ from Eq. (4.62). Clearly, the two ways of imposing detailed balance lead to drastically different equilibrium probabilities.

More careful examination of the two procedures reveals the source of the difference. Symmetrizing $N^r$ according to Eq. (4.63) makes sure that the number of $i \rightarrow j$ and $j \rightarrow i$ transitions are the same, without changing the diagonal terms. Since the number of transitions typically is much smaller than the numbers along the diagonal, such symmetrization basically implies that the ratio of the equilibrium probabilities will be dominated by the ratio of the diagonal elements, as was the case in Eq. (4.67). The ratio of the diagonal terms simply reflects the frequencies of observing the chain in each of its states over all of the available trajectories. For non-ergodic trajectories, these frequencies do not correspond to the thermodynamic Boltzmann weights of the states, but are dominated by the state in which the trajectories were started. When only forward transitions are counted, the number of $i \rightarrow j$ and $j \rightarrow i$ transitions are not necessarily equal. In this case, the ratio of the equilibrium probabilities implied by the TPM depends not only on the ratio of the diagonal terms but also on the ratio of the observed transitions, as seen in Eq. (4.68). From this example it becomes clear that the forward-backward counting scheme presupposes that the available trajectories are ergodic and visit the states of the chain according to the equilibrium probabilities. When only relatively short trajectories are available, which is the situation that we deal with, the forward-only counting scheme uses the scarce but valuable information present in the off diagonal elements of $N^r$ together with the total times spent in each state (the diagonal elements) to estimate a more meaningful equilibrium
4.5.2 Details about the HMM estimation

Forward and backward variables

Let
\[O_{t:s} = O_t O_{t+1} \ldots O_{s-1} O_s, \quad 1 \leq t < s \leq T,\]
(4.70)
denote the sequence of observations from time step \(t\) to time step \(s\), and \(O = O_{1:T}\) indicate the entire sequence of observations. The forward variables
\[\alpha_i(t) = \mathbb{P}\{X_t = i, O_{1:t} | \theta\}\]
(4.71)
correspond to the conditional probability of observing the sequence of observations up to time \(t\) and being in state \(i\) at time \(t\), given the parameters of the model. They can be calculated efficiently as
\[\alpha_i(1) = p_i b_i(O_1)\]
\[\alpha_j(t) = \sum_{i=1}^{N} \alpha_i(t-1) p_{ij} b_j(O_t), \quad 1 < t \leq T.\]
(4.72)
The backward variables
\[\beta_i(t) = \mathbb{P}\{O_{t+1:T} | X_t = i, \theta\},\]
(4.73)
are the conditional probabilities of observing the sequence \(O_{t+1:T}\), given the parameters of the model and that the (hidden) state at time \(t\) is \(i\). They can also be calculated recursively as
\[\beta_i(T) = 1\]
\[\beta_i(t) = \sum_{j=1}^{N} P_{ij} b_j(O_{t+1}) \beta_j(t+1), \quad T > t \geq 1.\]
(4.74)
Once the forward and backward variables are known it is easy to calculate the conditional probability of observing the whole sequence of observations $O$, given the parameters of the model:

\[
\mathbb{P}\{O|\theta\} = \sum_{i=1}^{N} \alpha_i(T) = \sum_{i=1}^{N} \alpha_i(t)\beta_i(t). \quad (4.75)
\]

The last equality holds for any $1 \leq t \leq T$. Also, $\gamma_i(t)$ and $\xi_{ij}(t)$, defined in Eqs. (4.30) and (4.28), respectively, can be calculated as

\[
\gamma_i(t) = \frac{\alpha_i(t)\beta_i(t)}{\mathbb{P}\{O|\theta\}}, \quad (4.76)
\]

and

\[
\xi_{ij}(t) = \frac{\alpha_i(t)P_{ij}b_j(O_{t+1})\beta_j(t+1)}{\mathbb{P}\{O|\theta\}}. \quad (4.77)
\]

**Scaling**

The forward and backward variables, as defined above, become exponentially smaller with increasing $T$. For numerical purposes it is necessary to work with slightly different variables. Let us start by introducing the scaling factors

\[
c(1) = \mathbb{P}\{O_{1}|\theta\} \\
c(t) = \mathbb{P}\{O_{t}|O_{1:t-1}, \theta\}, \quad 1 < t \leq T, \quad (4.78)
\]

in terms of which

\[
\mathbb{P}\{O_{1:t}|\theta\} = \prod_{\tau=1}^{t} c(\tau). \quad (4.79)
\]

A non-vanishing (scaled) forward variable can be defined as

\[
\bar{\alpha}_i(t) = \mathbb{P}\{X_t = i|O_{1:t}, \theta\}, \quad (4.80)
\]

whose relation to the original forward variable is

\[
\bar{\alpha}_i(t) = \frac{\mathbb{P}\{X_t = i, O_{1:t}|\theta\}}{\mathbb{P}\{O_{1:t}|\theta\}} = \frac{\alpha_i(t)}{\prod_{\tau=1}^{t} c(\tau)}. \quad (4.81)
\]
It is this product of many terms in the denominator that, for large $T$, leads to vanishingly small forward variables beyond machine precision. The remedy is to work with the $\tilde{\alpha}_i(t)$s and $c(t)$s instead of the original $\alpha_i(t)$s. From the definition of $c(t)$ one can write

$$c(t) = \sum_{i,j} \mathbb{P}\{X_{t-1} = i|O_{1:t-1}, \theta\} P_{ij} b_j(O_t)$$

(4.82)

$$= \sum_{j,t} \tilde{\alpha}_i(t - 1) P_{ij} b_j(O_t).$$

In terms of the auxiliary variable

$$\tilde{\alpha}_j(t) \equiv \sum_{i=1}^{N} \tilde{\alpha}_i(t - 1) P_{ij} b_j(O_t), \quad 1 < t \leq T,$$

(4.83)

this yields,

$$c(t) = \sum_{j=1}^{N} \tilde{\alpha}_j(t).$$

(4.84)

Substituting Eq. (4.81) into Eq. (4.72) and using Eq. (4.83) gives

$$\tilde{\alpha}_j(t) = \tilde{\alpha}_j(t)/c(t).$$

(4.85)

These equations allow us to calculate the scaled forward variables and the scaling coefficients recursively. The procedure starts with $\tilde{\alpha}_i(1) = \alpha_i(1)$. Defining scaled backward variables as

$$\tilde{\beta}_i(t) \equiv \frac{\beta_i(t)}{\prod_{\tau=t}^{T} c(\tau)},$$

(4.86)

the recursion Eq. (4.74) becomes

$$\tilde{\beta}_i(T) = 1/c(T)$$

$$\tilde{\beta}_i(t) = \frac{1}{c(t)} \sum_{j=1}^{N} P_{ij} b_j(O_{t+1}) \tilde{\beta}_j(t + 1), \quad T > t \geq 1.$$  

(4.87)

In terms of the scaled variables one has

$$\gamma_i(t) = c(t) \tilde{\alpha}_i(t) \tilde{\beta}_i(t)$$

(4.88)

$$\xi_{ij}(t) = \tilde{\alpha}_i(t) P_{ij} b_j(O_{t+1}) \tilde{\beta}_j(t + 1),$$

which can be easily obtained from Eqs. (4.30) and (4.28) using Eq. (4.79) with $t = T$. 
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The Viterbi algorithm

Once the parameters of the model are optimized one can find the best state sequence $X_1X_2\ldots X_T$ corresponding to the observation sequence $O$. This is achieved using the following three step procedure known as the Viterbi algorithm [112]:

$$
\begin{align*}
\delta_i(1) &= p_i b_i(O_1) \\
\psi_i(1) &= 0
\end{align*}
$$

(4.89a)

$$
\begin{align*}
\delta_j(t) &= \max_i \{\delta_i(t-1) P_{ij} b_j(O_t)\} \\
\psi_j(t) &= \arg\max_i \{\delta_i(t-1) P_{ij}\}, \quad 1 < t \leq T
\end{align*}
$$

(4.89b)

$$
\begin{align*}
X_T &= \arg\max_i \{\delta_i(T)\} \\
X_t &= \psi_{X_{t+1}}(t+1), \quad T > t \geq 1.
\end{align*}
$$

(4.89c)
CHAPTER 5
DYNAMICS AND ESR SPECTRA OF A NITROXIDE SPIN LABEL 
AT SOLVENT-EXPOSED SURFACE SITES IN T4 LYSOZYME

5.1 Introduction

Electron spin resonance (ESR), in combination with site-directed spin labeling (SDSL), is a powerful biophysical technique that has been successfully used for probing protein conformation in native—aqueous or membrane—environments, and its changes during protein function [12, 14–17, 29, 33, 61, 99, 102–104, 131, 132]. When a nitroxide spin label is successively placed at all possible positions along the entire protein sequence, overall trends and general patterns across all the recorded spectra provide qualitative information about the secondary protein structure and the orientation of its subunits relative to each other or to the solvent [29, 103, 104]. Quantitative analysis of spectra from a few strategically selected spin-labeled sites on the protein of interest, is required to measure long-range distances (10–70 Å) [12, 15–17, 99]. The specific features of each spectral line shape need to be carefully understood and interpreted when detailed information is sought.

Since the protein environment manifests itself in the ESR spectrum through modulation of the internal spin label dynamics, relating the specifics of a given spectrum to the local protein dynamics and structure calls for close familiarity with the behavior of the reporter itself, and for means to rigorously evaluate its effect on the spectral line shape. Considerable effort has gone into characterizing the conformational dynamics of the spin label MTSSL, most commonly used in SDSL of proteins. Following the general convention, we refer to the “side chain” resulting from the reaction of MTSSL with a cysteine residue as R1 (Fig. 5.1). In addition
to ESR spectroscopy [27, 82, 90, 91], calculation of ESR spectra [4, 27, 28, 44, 50, 81] with the analytically tractable diffusional models MOMD [94] and SRLS [106, 107] and X-ray crystallography [44, 50, 51, 78] have been used to gain insight into the conformations and dynamic modes of R1. Spectra at several different strengths of the magnetic field have been used to probe the spin label dynamics [4, 35, 81], providing increased sensitivity to subtle motional features over multiple time-scale windows [80], ranging from tens of picoseconds to hundreds of nanoseconds. In many of these studies, T4 Lysozyme (T4L) has been employed as a model protein system (Fig. 5.1).

In the MOMD and SRLS models used to fit the experimental spectra, the rotation of the coordinate system attached to the nitroxide with respect to the coordinate system fixed on the protein, is modeled as a restricted Brownian diffusion in an ordering potential, which is expressed as a sum of spherical harmonics. Informed by the parameters of the MOMD model, four fundamentally different types of dynamic modes have been proposed for the side chain R1 with a simple, one-component spectrum: disordered, weakly ordered, strongly ordered, and immobilized [44]. Each dynamic mode is thought to be correlated with the local protein topology. The strongly ordered and the immobilized modes are observed at sites in which R1 is partially or fully buried [44]. At sites with weak ordering, on the other hand, R1 is believed not to be involved in tertiary interactions. For many such solvent-exposed surface sites in T4L, the X-band (≈9 GHz) ESR spectra suggest that the anisotropic motion of the spin label is independent of interactions with the neighboring side chains on the same helix [90, 91].

The diffusion in a cone-like potential, assumed for the internal dynamics of R1 by the MOMD/SRLS model, could reflect the correct spin label dynamics, but
Figure 5.1: Top: The “side chain” R1, resulting from linking MTSSL to a cysteine through a disulfide bond. Bottom: Cartoon representation of T4 Lysozyme. Spin labels were present simultaneously at same-color sites in simulation set 1 (blue) or 2 (red). Only the sites studied in this work are numbered. The figures were drawn with VMD [59].

not necessarily. Diverse experimental data, summarized as the $\chi_4/\chi_5$ model [28], have sought to establish a direct, structural link between the actual microscopic dynamics of R1 and the MOMD/SRLS model [26, 27]. According to the $\chi_4/\chi_5$ model, the internal dynamics of R1 that affect the spectrum are dominated by torsional motion about the last two dihedrals, $\chi_4$ and $\chi_5$ (Fig. 5.1). It is assumed that the remaining three dihedrals are effectively immobilized on the ESR time scale; $\chi_1$ and $\chi_2$ due to a $C_\alpha$–H⋅⋅⋅S$\delta$ interaction [26–28,44], $\chi_3$ as a result of the
relatively high energy barrier for the disulfide dihedral (about 7 kcal/mol [63]). The two components of the MOMD/SRLS rotation tensor ($D_\parallel$ and $D_\perp$) are assumed to correspond approximately to rotations about $\chi_4$ and $\chi_5$ [27, 28, 44]. Rotations about $\chi_5$ are proposed to be slightly more restricted due to steric clashes of the $S_\delta$ with the nitroxide ring substituents, explaining the intra-residue origin of the MOMD/SRLS ordering potential [27, 44]. The MOMD/SRLS model with a single set of parameters (i.e. single spectral component) is not always sufficient to fit the experimental spectrum. Better fits are achieved when two, independent spectral components are mixed in some ratio, leading to a two-component spectrum.

Crystallographic X-ray structures of spin-labeled T4L provide additional experimental information about the conformations of R1 at solvent-exposed sites [44, 50, 78]. Implicitly, the $\chi_4/\chi_5$ model has been taken to imply a one-to-one correspondence between a single spectral component, sufficient to fit the observed spectrum with the MOMD/SRLS model, and a conformation of R1 as resolved in a crystal structure (up to disorder in the last two dihedrals). While it is possible that this effective motional model reflects the actual dynamics of the spin label, it appears that more complicated motions could also give rise to the same spectral features, as exemplified by 131R1 for which the crystal structure (pdb id: 2CUU) [44] shows electron density for two sets of ($\chi_1, \chi_2$) combinations, while a single-component spectrum is observed.

In spite of the increasing availability of crystal structures and of multifrequency ESR spectra, the number of relevant spin label conformations, the molecular nature of the interactions that stabilize them, the time scales of their interconversion, and the effect of these factors on the ESR spectra have remained elusive. In principle, molecular dynamics (MD) simulations could be used to reveal all these aspects and
to link them to the experimental observations. In practice, it is beyond the current capabilities of MD simulations, which use atomic detail and explicit solvation, to sample exhaustively the conformational freedom of a spin label. Previous MD studies of spin labeled proteins have either simplified the description \cite{7,19,119,133} (e.g. using implicit solvent, or simulating at 600 K), at the expense of distorting the energetics and dynamics to an uncertain degree, or have failed to use the MD trajectories to calculate ESR spectra \cite{96,134}, leaving the relation between the simulated dynamics and the spectra unclear.

The methodological prerequisites for performing all-atom MD simulations of proteins spin labeled with MTSSL, and calculating multifrequency ESR spectra using the MD simulations were developed in the previous chapters. To this end, the partial charges of the nitroxide ring and the torsional energetics of the R1 side chain were parametrized against \textit{ab initio} target data in Ch. 3. A systematic procedure for mapping the internal R1 dynamics to a stochastic, Markov jump process was proposed in Ch. 4. Using the efficient numerical integrators that were developed in Ch. 2, the Markov jump model is easily combined with a rotational diffusion model, accounting for the global protein tumbling in solution, to calculate ESR spectra.

Here, this methodology is applied to a spin-labeled, soluble protein. We perform extensive, all-atom MD simulations of R1 in T4L and construct Markov chain models of the spin label dynamics. The models allow us to calculate realistic ESR spectra, reflecting both the internal R1 dynamics and the tumbling of the protein, and to compare with available electron densities. As a result, we are able to present an atomically-detailed picture of the behavior of R1 at solvent-exposed sites in proteins, which unifies the diverse spectroscopic and crystallographic data
by providing insight into their molecular origins.

5.2 Results and discussion

5.2.1 Two prototypical helix surface sites, 72 and 131

Sites 72 and 131 in T4L are located in the middle of, respectively, a long and a short helix (Fig. 5.1). At both positions, R1 is not expected to be involved in tertiary contacts. In addition, X-band ESR spectra show insignificant changes upon mutation of the neighboring $i \pm 3, i \pm 4$ residues to alanine [91]. Contributions to the spectra from the local backbone flexibility are expected to be rather small for 72R1 and more significant for 131R1, due to the differences in the relative backbone rigidity inferred from the Debye-Waller factors in the T4L crystal structure [27,28]. Thus, 72R1 has emerged as a reference site which is believed to exhibit the internal dynamics of R1 in isolation [27,28]. In comparison, the X-band spectra of 131R1 are thought to exemplify the effect of backbone motion on side chain mobility [27,28].

MD simulations of fully-solvated, spin-labeled T4L were used to construct Markov chain models of R1 at those two sites, using the five spin label dihedrals as order parameters. Models of 72R1 and 131R1 with 11 and 12 states, respectively, provided temporal resolution of about 800 ps. Models with 37-38 states were necessary to go down to a time resolution of 160 ps, needed for the calculation of ESR spectra at high fields. The relaxation time scales of the finer models are shown in Fig. 5.2 as a function of lag time. The lines are expected to be horizontal if the dihedral time series can be faithfully modeled by a Markov
chain model. Markov jump dynamics are seen to be appropriate for both 72R1 and 131R1. At both sites, the slowest relaxation times \(\tau_1 \geq 100\text{ ns}\) are related to transitions of the disulfide torsion angle between its two stable conformations \(\chi_3 \approx -90^\circ\) (m) and \(\chi_3 \approx 90^\circ\) (p). The exact numerical values of \(\tau_1\), as well as the relative populations of the m and p conformations, are expected to be poorly estimated due to the small number of such transitions observed in the simulations (Table 5.1). Fortunately, because of its excessive slowness, the precise value of \(\tau_1\) is immaterial for the calculation of ESR spectra at 9 GHz and at higher frequencies, since such spectra can be simulated as a linear superposition of spectra from the m and p conformations only.

By using the m and p sub-blocks of the estimated transition probability matrices separately, we simulated ESR spectra at three different magnetic field strengths (Figs. 5.3 and 5.4, left). Isotropic rotation, with diffusion coefficient appropriate for the tumbling of T4L in water, was introduced in addition to the Markov chain dynamics. The ratio at which the m and p conformers are present under experimental conditions can be conveniently determined by linearly mixing the two spectral line shapes and fitting to experimental spectra. The best global fits, obtained upon simultaneous variation of the m and p populations and the Lorentzian broadening, introduced in the simulations by hand, are presented in the middle column of Figs. 5.3 and 5.4. Experimental multifrequency ESR spectra of 72R1 and 131R1 have been published previously [35, 81], but we make use of recently obtained spectra with improved signal-to-noise [149].

For the three fields, the spectra from the m and p conformations of 131R1 are seen to be quite similar to each other and to the experimental spectra, with the difference increasing progressively with the increase of the field (Fig. 5.4, left). At
Figure 5.2: Relaxation time scales $\tau_i(\tau) = -\tau/\ln \lambda_i(\tau)$, implied by the eigenvalues, $\lambda_i$, of the transition probability matrices estimated from the data at various lag times $\tau$. The thick black curves correspond to $2\tau_i$. $\tau_i$'s that fall under these curves are essentially zero and are poorly estimated.

Table 5.1: Number of transitions between conformers with $\chi_3 \approx -90^\circ$ (m) and $\chi_3 \approx 90^\circ$ (p) observed in all of the MD trajectories of the specified site.

<table>
<thead>
<tr>
<th>transition</th>
<th>72</th>
<th>131</th>
<th>82</th>
</tr>
</thead>
<tbody>
<tr>
<td>m→p</td>
<td>2</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>p→m</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

$B = 0.33$ T (9.5 GHz) both the m and p spectra are essentially identical to the experimental spectrum, therefore, they do not inform the mixing ratio (87% m vs. 13% p), estimated from the global fit, as much as the spectra at $B = 3.4$ and 6.1 T (95 and 170 GHz, respectively). The simultaneous fit to the multifrequency spectra indicates that about 90% of the spin label side chains at position 131 in T4L have $\chi_3 \approx -90^\circ$ in solution at 22–24°C. The agreement between the calculated/fitted and the experimental spectra is seen to be remarkably good over the entire field.
range (Fig. 5.4, middle). In the case of 72R1 the m and p contributions to the spectra are markedly different (Fig. 5.3, left), with the latter being consistently more similar to the experimental spectrum for all the three field strengths. At $B = 0.33$ T, the p component by itself is essentially identical to the experimental spectrum, whereas adding some fraction of the m component improves the fit at the two higher fields (Fig. 5.3, middle). Overall, the calculated/fitted spectra (with 24% m vs. 76% p) agree well with the experiment, but not to the same degree as

Figure 5.3: Experimental spectra of 72R1 at 22°C (black) are compared with, left: calculated spectra of the m (blue) and p (red) conformations; middle: best fitting spectra (green), achieved by varying the relative populations of the m and p conformations and the Lorentzian broadening; right: spectra for the m (blue) and p (red) conformations, in which the local backbone fluctuations were artificially removed. The simulation and fitting parameters are given in Table 5.2.
Figure 5.4: Same as Fig. 5.3 for 131R1.

131R1. The reason for this can be identified from the relaxation time scales in Fig. 5.2. Unlike 131R1, the dynamics of which exhibit a gap in the 15–100 ns time window, slow events, on the time scale of tens of nanoseconds, are present for 72R1. That R1 has longer-lived conformations at position 72 is even more apparent from the lifetimes of the Markovian states (Table 5.3). In fact, state A of 72R1 was reached in only one of the MD trajectories at about the 10th ns and was never left, thus it acted as a sink for the probability of the Markov chain. To ensure a well-behaved transition probability matrix, one artificial transition from state A to the state that led to it was introduced (see Sec. 5.3.2). As a result, both the population and the lifetime of this state are uncertain. Even though longer-lived, state D was left in four of the seven trajectories that reached it, thus it appears
Table 5.2: Parameters used in the simulation of the ESR spectra. The diffusive rotational dynamics of the macromolecule with respect to the lab-fixed frame was initialized from ‘sphN’ spherical grid points. 200 stochastic trajectories lasting for ‘stpN’ steps were launched from each grid point. A simulation time step of 200 ps was used with the Markov transition matrices estimated at $\tau = 100$ ps, where the 2-fold difference aims to correct for the unrealistically low viscosity of the TIP3P water model used in the MD simulations. $T_{L}^{-1}$ denotes the Lorentzian broadenings yielding the best global fit to the experimental spectra.

<table>
<thead>
<tr>
<th>$B$ (T)</th>
<th>stpN</th>
<th>sphN</th>
<th>$T_{L}^{-1}$ (G)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.33</td>
<td>3000</td>
<td>800</td>
<td>0.6</td>
</tr>
<tr>
<td>3.40</td>
<td>2500</td>
<td>25600</td>
<td>0.7</td>
</tr>
<tr>
<td>6.10</td>
<td>2000</td>
<td>25600</td>
<td>1.7</td>
</tr>
</tbody>
</table>

Differences in the X-band spectra of 72R1 and 131R1 have been proposed to result from differences in the backbone flexibility at these two sites [26–28]. We artificially removed the local backbone fluctuations present in the MD simulations (see Sec. 5.3.3) and calculated the corresponding multifrequency ESR spectra for the m and p conformers (Figs. 5.3 and 5.4, right). None of the spectra of 72R1 is affected by this procedure, whereas the spectra of 131R1 change dramatically. This result agrees with the intuitive expectation that, looking from the global coordinate frame attached to T4L, the local frame attached to the $i-4$ to $i+4$ helical segment is less ordered at $i = 131$ than at $i = 72$. At the same time, the effect of the local backbone fluctuations on the ESR spectrum is seen to be more pronounced at
Table 5.3: Lifetimes, $\tau_i = \tau/(1 - P_i(\tau))$, and populations, $\pi_i$, for states with $\sigma_i > 5$ ns and $\pi_i > 1\%$, calculated from the 11- and 12-state Markov models of 72R1 and 131R1, respectively. The m:p ratio was set to 1:1 for the reported $\pi_i$'s.

<table>
<thead>
<tr>
<th>State</th>
<th>72R1</th>
<th>131R1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>m</td>
<td>p</td>
</tr>
<tr>
<td>$\sigma_i$ (ns)</td>
<td>22</td>
<td>8.2</td>
</tr>
<tr>
<td>$\pi_i$ (%)</td>
<td>2.9</td>
<td>35</td>
</tr>
</tbody>
</table>

95 GHz and higher frequencies, and to be essentially absent at X-band (Fig. 5.4, right). Therefore, when taking the local flexibility of the protein at the spin-labeled position into account is clearly crucial for the quantitative agreement of the calculated and experimental spectra, it does not explain the difference observed in the X-band spectra of 72R1 and 131R1.

Having determined the relative m and p populations from the spectral fits (about 75% p for 72R1 and 90% m for 131R1), we can proceed with the structural and energetic analysis of the conformations of 72R1 and 131R1 that are relevant in an aqueous environment at 24°C. The most populated seven Markovian states of 72R1 are presented in Table 5.4. The corresponding spin label conformations for the first five of them are shown in Fig. 5.5. In spite of the variation of $\chi_4$ and $\chi_5$, as well as $\chi_1$, $\chi_2$ and $\chi_3$, across the most populated states, the nitroxide ring ap-
pears to be rather well localized, failing to explore a large volume of the potentially available conformational space. To establish the energetic causes of this localization, we calculated the interaction energies between the nitroxide ring, including \( C_e \) and \( S_\delta \), and the neighboring amino acids—both side chain and backbone atoms (Table 5.5). The numbers clearly demonstrate that the ordering and localization of the nitroxide ring is due to the favorable van der Waals (vdW) contacts with the neighboring hydrophobic residues Phe4, Val75, Val71 and Ile3. Even the interactions with the polar Asn68 and the charged Arg76, when present, are mainly non-electrostatic. The result explains why alanine mutations at positions \( i \pm 3 \) and \( i \pm 4 \) failed to detect interactions of the spin label with its neighbors [90,91]. Not only is the \( i - 1 \) residue and amino acids distant in the sequence involved in the interactions, but an alanine at positions \( i - 4 \) (N68A) and \( i + 3 \) (V75A) can also engage in nice hydrophobic contacts with R1 both in the m and p states, as was shown in the context of R1 on a poly-alanine \( \alpha \)-helix (Ch. 3). The prevalence of the p conformations for 72R1 agrees with the observation that the m states of R1 can not establish vdW contacts with Ala at position \( i - 1 \), whereas the p states interact best with that position.

In contrast, the conformations corresponding to the first five most populated states of 131R1 are more spread around (Fig. 5.6(a)), although, pairwise, they share similar values for three out of the five spin label dihedrals (Table 5.6). The interactions that the spin label participates in are also quite varied both in nature and in the identity of the partner (Table 5.7). Since the electrostatic interactions were calculated in vacuum \( (\epsilon = 1) \), the relatively large interaction energies with distant amino acids, appearing in Table 5.7, are in fact less significant in the presence of water. The values are more representative when the spin label and its partner are in proximity, which can be inferred from the presence of a significant
Table 5.4: The seven most populated states of the Markov model of 72R1 with 25% m. The dihedral angles for two of the most probable microstates belonging to each state are shown. $\sigma$ is the state lifetime (ns), $\bar{\pi}$ and $\pi$ (%) are the state and microstate populations. The cumulative probabilities are in parenthesis. The capital letters indicate to which coarse-grained state from Table 5.3 the state belongs to.

<table>
<thead>
<tr>
<th>state</th>
<th>$\sigma$</th>
<th>$\bar{\pi}$</th>
<th>$\pi$</th>
<th>$\chi_1$</th>
<th>$\chi_2$</th>
<th>$\chi_3$</th>
<th>$\chi_4$</th>
<th>$\chi_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>1.5</td>
<td>22.9</td>
<td>21.4</td>
<td>-176</td>
<td>49</td>
<td>94</td>
<td>-82</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>D</td>
<td>(22.9)</td>
<td>1.4</td>
<td>-170</td>
<td>55</td>
<td>102</td>
<td>-65</td>
<td>97</td>
</tr>
<tr>
<td>#2</td>
<td>0.5</td>
<td>16.1</td>
<td>10.9</td>
<td>-168</td>
<td>48</td>
<td>85</td>
<td>-159</td>
<td>-70</td>
</tr>
<tr>
<td></td>
<td>D</td>
<td>(39.0)</td>
<td>3.0</td>
<td>-169</td>
<td>54</td>
<td>85</td>
<td>-169</td>
<td>-81</td>
</tr>
<tr>
<td>#3</td>
<td>0.3</td>
<td>14.1</td>
<td>4.1</td>
<td>-169</td>
<td>48</td>
<td>78</td>
<td>-144</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>D</td>
<td>(53.1)</td>
<td>3.9</td>
<td>-162</td>
<td>47</td>
<td>79</td>
<td>-170</td>
<td>88</td>
</tr>
<tr>
<td>#4</td>
<td>1.3</td>
<td>9.0</td>
<td>4.2</td>
<td>-63</td>
<td>-66</td>
<td>94</td>
<td>172</td>
<td>57</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>(62.1)</td>
<td>1.9</td>
<td>-65</td>
<td>-78</td>
<td>84</td>
<td>146</td>
<td>87</td>
</tr>
<tr>
<td>#5</td>
<td>0.9</td>
<td>7.8</td>
<td>1.2</td>
<td>-55</td>
<td>-44</td>
<td>-91</td>
<td>-178</td>
<td>-93</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>(69.9)</td>
<td>1.2</td>
<td>-62</td>
<td>-20</td>
<td>-85</td>
<td>-175</td>
<td>-20</td>
</tr>
<tr>
<td>#6</td>
<td>1.6</td>
<td>4.3</td>
<td>2.6</td>
<td>-70</td>
<td>-65</td>
<td>-92</td>
<td>77</td>
<td>-99</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>(74.2)</td>
<td>1.2</td>
<td>-57</td>
<td>-56</td>
<td>-90</td>
<td>107</td>
<td>-99</td>
</tr>
<tr>
<td>#7</td>
<td>0.6</td>
<td>3.9</td>
<td>1.8</td>
<td>-72</td>
<td>-66</td>
<td>-84</td>
<td>162</td>
<td>80</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>(78.1)</td>
<td>0.6</td>
<td>-75</td>
<td>-67</td>
<td>-83</td>
<td>173</td>
<td>96</td>
</tr>
</tbody>
</table>
Table 5.5: Interaction energies (kcal/mol) of 72R1 with the specified residues for the five most populated states in Table 5.4. The van der Waals and electrostatic contributions are shown separately. Energies larger than the thermal energy at room temperature (0.6 kcal/mol) are in bold.

<table>
<thead>
<tr>
<th>state</th>
<th>I3</th>
<th>F4</th>
<th>N68</th>
<th>V71</th>
<th>V75</th>
<th>R76</th>
</tr>
</thead>
<tbody>
<tr>
<td>vdw</td>
<td>-0.2</td>
<td>-1.3</td>
<td>-1.7</td>
<td>-1.6</td>
<td>-1.5</td>
<td>-1.7</td>
</tr>
<tr>
<td>#1</td>
<td>-0.3</td>
<td>-0.6</td>
<td>0.2</td>
<td>0.0</td>
<td>-0.1</td>
<td>1.1</td>
</tr>
<tr>
<td>elec.</td>
<td>-0.5</td>
<td>-1.9</td>
<td>-1.5</td>
<td>-1.6</td>
<td>-1.7</td>
<td>-0.6</td>
</tr>
<tr>
<td>total</td>
<td>-0.5</td>
<td>-1.4</td>
<td>-0.5</td>
<td>-1.2</td>
<td>-2.2</td>
<td>-1.2</td>
</tr>
<tr>
<td>elec.</td>
<td>-0.5</td>
<td>-0.2</td>
<td>-0.3</td>
<td>0.2</td>
<td>-0.1</td>
<td>0.7</td>
</tr>
<tr>
<td>total</td>
<td>-1.0</td>
<td>-1.6</td>
<td>-0.7</td>
<td>-1.0</td>
<td>-2.3</td>
<td>-0.5</td>
</tr>
<tr>
<td>vdw</td>
<td>-0.7</td>
<td>-1.5</td>
<td>-0.4</td>
<td>-1.1</td>
<td>-2.2</td>
<td>-1.2</td>
</tr>
<tr>
<td>#3</td>
<td>0.0</td>
<td>-0.1</td>
<td>-0.3</td>
<td>0.2</td>
<td>0.1</td>
<td>0.6</td>
</tr>
<tr>
<td>elec.</td>
<td>-0.7</td>
<td>-1.6</td>
<td>-0.7</td>
<td>-0.9</td>
<td>-2.1</td>
<td>-0.7</td>
</tr>
<tr>
<td>total</td>
<td>-0.8</td>
<td>-1.6</td>
<td>-1.0</td>
<td>-1.5</td>
<td>-1.7</td>
<td>0.5</td>
</tr>
<tr>
<td>vdw</td>
<td>-0.8</td>
<td>-1.6</td>
<td>-0.5</td>
<td>-1.6</td>
<td>-2.1</td>
<td>-0.4</td>
</tr>
<tr>
<td>#4</td>
<td>0.0</td>
<td>0.0</td>
<td>-0.5</td>
<td>0.1</td>
<td>0.4</td>
<td>1.0</td>
</tr>
<tr>
<td>elec.</td>
<td>-0.8</td>
<td>-1.6</td>
<td>-1.0</td>
<td>-1.5</td>
<td>-1.7</td>
<td>0.5</td>
</tr>
<tr>
<td>total</td>
<td>-0.9</td>
<td>-1.7</td>
<td>-0.5</td>
<td>-1.4</td>
<td>-2.0</td>
<td>-0.3</td>
</tr>
<tr>
<td>#5</td>
<td>0.0</td>
<td>0.1</td>
<td>0.2</td>
<td>-0.4</td>
<td>0.3</td>
<td>1.5</td>
</tr>
<tr>
<td>elec.</td>
<td>-0.8</td>
<td>-1.6</td>
<td>-0.3</td>
<td>-1.8</td>
<td>-1.7</td>
<td>1.2</td>
</tr>
<tr>
<td>total</td>
<td>-0.8</td>
<td>-1.6</td>
<td>-0.3</td>
<td>-1.8</td>
<td>-1.7</td>
<td>1.2</td>
</tr>
</tbody>
</table>
vdW interaction. Therefore, in Table 5.7, relatively large electrostatic interactions were highlighted only when the corresponding vdW interactions were also significant (i.e. larger than $k_B T$). Interestingly, in its dominant state R1 appears to be involved in favorable electrostatic and vdW interactions with Arg154. The interaction energy remains significant even after accounting for the unfavorable electrostatic and favorable vdW interactions with Asp127. (The conformations of the side chains in Figs. 5.5, 5.6 and 5.8 are generic and do not necessarily reflect their true rotamers when interacting with R1.) Comparison of the interaction energies with Asp127 for states #1 and #2 reveals how the electrostatic interaction with charged amino acids can vary from unfavorable to favorable, depending on how the nitroxide oxygen and nitrogen atoms (partial charges of $-0.44$ and $0.22$ in atomic units) are positioned with respect to the amino acid side chain. Again, the conformations, their interaction energies and comparison with the energetics of R1 on a poly-alanine $\alpha$-helix help us understand why D127A, E128A and K135A mutations did not have a significant effect on the X-band spectra [44,91]. The latter residue is clearly not an important interaction partner. The m conformations of R1, deduced
to be the most populated at this position (Table 5.2), were observed to establish favorable vdW contacts with alanines at position $i-4$ and $i-3$, the strength of which could be comparable to the interactions with Asp127 and Glu128. The ability of R1 to participate in diverse—hydrophobic and electrostatic—interactions simultaneously with several partners, makes it very hard to drastically change its environment through alanine mutations, especially since Ala itself might be an interacting partner at many of the $i \pm 3$, $i \pm 4$ positions. From that perspective, the changes of the spectra over several different frequencies are expected to be more informative about the effect mutations have on the behavior of R1.

Recently, the crystal structure of 131R1 was solved and densities were observed for rotamers corresponding to $(\chi_1, \chi_2) \approx (-60^\circ, -60^\circ)$ and $(180^\circ, 60^\circ)$, but not for the atoms of the nitroxide ring nor the $C_e$, leaving the last three dihedrals undetermined [44]. Table 5.6 was intentionally extended to include the more probable states in the Markov model that exhibit dihedral angles consistent with the crys-
Table 5.6: Same as Table 5.4 for the Markov model of 131R1 with 90% m. Asterisk indicates states with \((\chi_1, \chi_2)\) that agree with the values observed in the crystal structure at 100 K.

<table>
<thead>
<tr>
<th>state</th>
<th>(\sigma)</th>
<th>(\bar{\pi})</th>
<th>(\pi)</th>
<th>(\chi_1)</th>
<th>(\chi_2)</th>
<th>(\chi_3)</th>
<th>(\chi_4)</th>
<th>(\chi_5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>7.0</td>
<td>30.1</td>
<td>28.0</td>
<td>-173</td>
<td>173</td>
<td>-96</td>
<td>72</td>
<td>-100</td>
</tr>
<tr>
<td>E</td>
<td>(30.1)</td>
<td>1.4</td>
<td>-171</td>
<td>-133</td>
<td>-103</td>
<td>74</td>
<td>-98</td>
<td></td>
</tr>
<tr>
<td>#2</td>
<td>0.8</td>
<td>12.8</td>
<td>7.8</td>
<td>-65</td>
<td>-177</td>
<td>-84</td>
<td>-174</td>
<td>-87</td>
</tr>
<tr>
<td>F</td>
<td>(42.9)</td>
<td>3.0</td>
<td>-70</td>
<td>-178</td>
<td>-95</td>
<td>174</td>
<td>-70</td>
<td></td>
</tr>
<tr>
<td>#3*</td>
<td>2.4</td>
<td>6.3</td>
<td>12.7</td>
<td>-171</td>
<td>66</td>
<td>-97</td>
<td>174</td>
<td>-63</td>
</tr>
<tr>
<td></td>
<td>(55.6)</td>
<td>1.9</td>
<td>-171</td>
<td>73</td>
<td>-91</td>
<td>-159</td>
<td>-82</td>
<td></td>
</tr>
<tr>
<td>#4</td>
<td>0.9</td>
<td>7.7</td>
<td>4.3</td>
<td>-74</td>
<td>8</td>
<td>-89</td>
<td>173</td>
<td>-51</td>
</tr>
<tr>
<td></td>
<td>(63.3)</td>
<td>2.1</td>
<td>-157</td>
<td>73</td>
<td>-93</td>
<td>141</td>
<td>-83</td>
<td></td>
</tr>
<tr>
<td>#5</td>
<td>0.5</td>
<td>7.1</td>
<td>3.9</td>
<td>-169</td>
<td>-179</td>
<td>-84</td>
<td>167</td>
<td>88</td>
</tr>
<tr>
<td>F</td>
<td>(70.4)</td>
<td>0.9</td>
<td>-173</td>
<td>-161</td>
<td>-85</td>
<td>166</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>#6</td>
<td>0.6</td>
<td>6.1</td>
<td>2.9</td>
<td>-64</td>
<td>-176</td>
<td>-82</td>
<td>-166</td>
<td>103</td>
</tr>
<tr>
<td>F</td>
<td>(76.5)</td>
<td>1.3</td>
<td>-65</td>
<td>-163</td>
<td>-85</td>
<td>-99</td>
<td>91</td>
<td></td>
</tr>
<tr>
<td>#7*</td>
<td>0.8</td>
<td>5.5</td>
<td>2.5</td>
<td>-66</td>
<td>-57</td>
<td>-83</td>
<td>166</td>
<td>83</td>
</tr>
<tr>
<td></td>
<td>(82.0)</td>
<td>2.1</td>
<td>-68</td>
<td>-52</td>
<td>-80</td>
<td>160</td>
<td>-69</td>
<td></td>
</tr>
<tr>
<td>#8*</td>
<td>1.3</td>
<td>4.0</td>
<td>1.8</td>
<td>-62</td>
<td>-48</td>
<td>101</td>
<td>-161</td>
<td>77</td>
</tr>
<tr>
<td>G</td>
<td>(86.0)</td>
<td>1.2</td>
<td>-62</td>
<td>-53</td>
<td>102</td>
<td>-169</td>
<td>53</td>
<td></td>
</tr>
<tr>
<td>#9</td>
<td>1.4</td>
<td>2.0</td>
<td>1.2</td>
<td>-170</td>
<td>-93</td>
<td>-85</td>
<td>-175</td>
<td>-86</td>
</tr>
<tr>
<td></td>
<td>(88.0)</td>
<td>0.8</td>
<td>-167</td>
<td>-94</td>
<td>-88</td>
<td>176</td>
<td>58</td>
<td></td>
</tr>
<tr>
<td>#10*</td>
<td>0.5</td>
<td>1.6</td>
<td>0.6</td>
<td>-58</td>
<td>-58</td>
<td>97</td>
<td>173</td>
<td>-83</td>
</tr>
<tr>
<td>G</td>
<td>(89.6)</td>
<td>0.4</td>
<td>-61</td>
<td>-60</td>
<td>97</td>
<td>163</td>
<td>-24</td>
<td></td>
</tr>
<tr>
<td>#11*</td>
<td>0.6</td>
<td>1.4</td>
<td>1.2</td>
<td>-64</td>
<td>-60</td>
<td>-91</td>
<td>85</td>
<td>-101</td>
</tr>
</tbody>
</table>
Table 5.7: Same as Table 5.5 for some of the states of 131R1 from Table 5.6.

<table>
<thead>
<tr>
<th></th>
<th>D127</th>
<th>E128</th>
<th>A130</th>
<th>A134</th>
<th>K135</th>
<th>Y139</th>
<th>K147</th>
<th>I150</th>
<th>R154</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>-2.4</td>
<td>-1.5</td>
<td>-0.8</td>
<td>-0.1</td>
<td>-0.4</td>
<td>0.0</td>
<td>0.0</td>
<td>-0.1</td>
<td>-1.8</td>
</tr>
<tr>
<td>#</td>
<td>4.3</td>
<td>0.6</td>
<td>-0.2</td>
<td>0.1</td>
<td>0.8</td>
<td>0.3</td>
<td>0.3</td>
<td>0.1</td>
<td>-4.5</td>
</tr>
<tr>
<td>#2</td>
<td>1.9</td>
<td>-1.0</td>
<td>-1.0</td>
<td>-0.1</td>
<td>0.4</td>
<td>0.2</td>
<td>0.3</td>
<td>0.0</td>
<td>-6.3</td>
</tr>
<tr>
<td>#1</td>
<td>-1.9</td>
<td>-2.7</td>
<td>-0.2</td>
<td>0.0</td>
<td>-0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>-0.2</td>
</tr>
<tr>
<td>#2</td>
<td>-1.9</td>
<td>-2.7</td>
<td>0.2</td>
<td>-0.1</td>
<td>0.6</td>
<td>0.1</td>
<td>0.4</td>
<td>1.3</td>
<td>1.3</td>
</tr>
<tr>
<td>#3</td>
<td>-3.8</td>
<td>-5.5</td>
<td>0.0</td>
<td>-0.2</td>
<td>0.5</td>
<td>0.1</td>
<td>0.4</td>
<td>1.3</td>
<td>1.0</td>
</tr>
<tr>
<td>#3</td>
<td>-0.1</td>
<td>-0.1</td>
<td>-0.4</td>
<td>-1.8</td>
<td>-2.2</td>
<td>-1.4</td>
<td>-0.2</td>
<td>-0.2</td>
<td>-0.1</td>
</tr>
<tr>
<td>#3*</td>
<td>-0.6</td>
<td>-2.1</td>
<td>-0.4</td>
<td>0.7</td>
<td>2.6</td>
<td>0.3</td>
<td>-0.2</td>
<td>0.1</td>
<td>0.3</td>
</tr>
<tr>
<td>#3</td>
<td>-0.7</td>
<td>-2.2</td>
<td>-0.8</td>
<td>-1.1</td>
<td>0.4</td>
<td>-1.1</td>
<td>-0.3</td>
<td>0.0</td>
<td>0.2</td>
</tr>
<tr>
<td>#3</td>
<td>-0.2</td>
<td>-0.1</td>
<td>-0.5</td>
<td>-1.3</td>
<td>-1.7</td>
<td>-0.8</td>
<td>-0.1</td>
<td>-0.1</td>
<td>-0.2</td>
</tr>
<tr>
<td>#3*</td>
<td>-0.2</td>
<td>-0.9</td>
<td>-0.1</td>
<td>0.4</td>
<td>1.5</td>
<td>0.2</td>
<td>-1.0</td>
<td>0.1</td>
<td>-0.2</td>
</tr>
<tr>
<td>#7</td>
<td>-0.5</td>
<td>-1.1</td>
<td>-0.7</td>
<td>-1.0</td>
<td>-0.2</td>
<td>-0.6</td>
<td>-1.1</td>
<td>-0.1</td>
<td>-0.4</td>
</tr>
<tr>
<td>#8</td>
<td>-0.7</td>
<td>-0.2</td>
<td>-2.0</td>
<td>-1.2</td>
<td>-0.2</td>
<td>-1.5</td>
<td>-1.7</td>
<td>-1.6</td>
<td>-1.6</td>
</tr>
<tr>
<td>#8*</td>
<td>-2.7</td>
<td>-0.7</td>
<td>0.2</td>
<td>0.4</td>
<td>0.4</td>
<td>0.1</td>
<td>-5.4</td>
<td>-0.1</td>
<td>2.0</td>
</tr>
<tr>
<td>#8</td>
<td>-3.3</td>
<td>-0.9</td>
<td>-1.8</td>
<td>-0.8</td>
<td>0.1</td>
<td>-1.4</td>
<td>-7.1</td>
<td>-1.7</td>
<td>0.3</td>
</tr>
<tr>
<td>#10</td>
<td>-0.6</td>
<td>-0.2</td>
<td>-1.7</td>
<td>-1.0</td>
<td>-0.3</td>
<td>-1.2</td>
<td>-1.0</td>
<td>-1.0</td>
<td>-1.6</td>
</tr>
<tr>
<td>#10*</td>
<td>-1.9</td>
<td>-0.9</td>
<td>0.1</td>
<td>0.5</td>
<td>0.4</td>
<td>0.2</td>
<td>-4.7</td>
<td>-0.1</td>
<td>1.8</td>
</tr>
<tr>
<td>#10</td>
<td>-2.5</td>
<td>-1.1</td>
<td>-1.6</td>
<td>-0.5</td>
<td>0.1</td>
<td>-1.0</td>
<td>-5.8</td>
<td>-1.1</td>
<td>0.2</td>
</tr>
<tr>
<td>#11</td>
<td>-0.3</td>
<td>-0.2</td>
<td>-0.5</td>
<td>-1.1</td>
<td>-2.1</td>
<td>-0.4</td>
<td>0.0</td>
<td>-0.1</td>
<td>-0.2</td>
</tr>
<tr>
<td>#11*</td>
<td>-0.4</td>
<td>-0.9</td>
<td>0.0</td>
<td>0.3</td>
<td>-4.1</td>
<td>2.4</td>
<td>-1.0</td>
<td>0.0</td>
<td>0.1</td>
</tr>
<tr>
<td>#11</td>
<td>-0.6</td>
<td>-1.1</td>
<td>-0.6</td>
<td>-0.9</td>
<td>-6.2</td>
<td>2.0</td>
<td>-1.1</td>
<td>-0.1</td>
<td>-0.1</td>
</tr>
</tbody>
</table>
tallographic data. The corresponding conformations are shown in Fig. 5.6(b), and their interaction energies in Table 5.7. Direct comparison between the MD simulations and the electron densities is hindered by the fact that the diffraction data were collected at 100 K. Nevertheless, the \((\chi_1, \chi_2) \approx (-60^\circ, -60^\circ)\) conformations in Fig. 5.6(b) illustrate how knowledge of the first two dihedrals does not imply a unique value of \(\chi_3\), in agreement with missing electron density for C\(_\epsilon\). Two of those conformations, \#8 and \#10, are seen to reside close to Lys147, where they form favorable electrostatic interaction. The other two, \#7 and \#11, manage to position the nitroxide ring in a way similar to the well-populated \#3, but with different values for \(\chi_1\) and \(\chi_2\). Interestingly, significant electrostatic interactions with either Lys147 or Lys135 are present for states \#8, \#10 and \#11. Such interactions could be further facilitated in the frozen crystal environment, which is expected to have a lower dielectric constant than bulk water.

5.2.2 82R1: weakly ordered, loop surface site

Residue 82 in T4L is positioned at a short, two-residue loop (Fig. 5.1). At this site, R1 is nicely exposed to the solution. A crystal structure of T4L with 82R1 has been solved to 1.7 Å resolution (pdb id: 2CUU [44]). Electron density is present for the spin label side chain up to S\(_3\) when the density map is examined with a cutoff of 2\(\sigma\), fixing the values of \(\chi_1\) and \(\chi_2\). Density for C\(_\epsilon\) becomes visible at a cutoff to 1.5\(\sigma\), constraining \(\chi_3\). At smaller cutoffs the first carbon atom of the nitroxide ring is also resolved. The resulting conformation of R1, \((\chi_1, \chi_2, \chi_3, \chi_4) = (-68^\circ, -56^\circ, 101^\circ, 94^\circ)\), was observed to place the nitroxide ring close to the protein surface, which was argued to overly restrict the torsional freedom of \(\chi_4\), compared to what would be expected from the \(\chi_4/\chi_5\) model based on the MOMD fit of
the 9.5 GHz spectrum [44]. As a result, it was concluded that, very likely, the conformation in the crystal structure did not reflect the room temperature state of R1 but corresponded to the immobilized component observed in the spectrum of 82R1 at low temperature. [44]

A Markov chain model was constructed from the MD trajectories of 82R1 (Fig. 5.7). The absence of any p→m transitions in the trajectories (Table 5.1) makes it impossible to rigorously estimate the ratio of the m and p populations. Nonetheless, having four transitions in the opposite direction suggests that p should be more populated. Somewhat arbitrarily, we chose to mix the two in a ratio of 1:9. The most populated states, their conformations and interaction energies are presented in Table 5.8, Fig. 5.8 and Table 5.9, respectively. Unlike 72R1 and 131R1, in which the spin label preferentially adapted conformations that place the nitrooxide ring in close contact with the protein surface, R1 is seen to extend fully into the solution in its most probable state at position 82. This state must be preferred entropically, since it lacks both vdW and electrostatic interactions (Table 5.9). More compact states, supported by contacts with Arg80, Asn81 and Lys85 are also highly probable. Analysis of the Markov states allows us to conclude that the electron densities observed at 100 K reflect a spin label conformation relevant at 24°C (Table 5.10). Indeed, about 30% of the time the spin label is in a conformation with \((\chi_1, \chi_2, \chi_3) \approx (-60°, -60°, 90°)\), and more than 15% of the time in the state for which density was observed. For each of the first four dihedrals, the values implied by the electron densities are more probable than the other possible values across all the states (Table 5.10). At the same time, the MD simulations indicate that the spin label is able to explore a large number of rotameric states, in spite of the fact that its 9.5 GHz spectrum can be fit with only one MOMD spectral component. [44] Support for this observation comes from
the crystal structure itself, which at $1.5\sigma$ cutoff clearly shows electron density corresponding to $\chi_1 \approx 60^\circ$. This value of $\chi_1$ is known to be very unlikely for R1 at sites on $\alpha$-helices, since it positions S$_\chi$ uncomfortably against the backbone hydrogen-bond partners supporting the helical structure. Evidently, $\chi_1 \approx 60^\circ$ is populated by 82R1, which is located in a loop.
Table 5.8: Same as Table 5.6 for the Markov model of 82R1 with 90% p.
Asterisk indicates states with dihedrals that agree with the values observed in the crystal structure at 100 K.

<table>
<thead>
<tr>
<th>state</th>
<th>$\sigma$</th>
<th>$\bar{\pi}$</th>
<th>$\bar{\pi}$</th>
<th>$\chi_1$</th>
<th>$\chi_2$</th>
<th>$\chi_3$</th>
<th>$\chi_4$</th>
<th>$\chi_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>0.8</td>
<td>17.3</td>
<td>4.7</td>
<td>-60</td>
<td>178</td>
<td>86</td>
<td>-177</td>
<td>-83</td>
</tr>
<tr>
<td></td>
<td>(17.3)</td>
<td>3.1</td>
<td>-60</td>
<td>176</td>
<td>86</td>
<td>179</td>
<td>83</td>
<td></td>
</tr>
<tr>
<td>#2*</td>
<td>0.7</td>
<td>16.0</td>
<td>5.6</td>
<td>-61</td>
<td>-60</td>
<td>101</td>
<td>89</td>
<td>-98</td>
</tr>
<tr>
<td></td>
<td>(23.2)</td>
<td>3.0</td>
<td>-60</td>
<td>-107</td>
<td>85</td>
<td>63</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>#3</td>
<td>1.5</td>
<td>9.8</td>
<td>6.5</td>
<td>-163</td>
<td>54</td>
<td>91</td>
<td>-80</td>
<td>105</td>
</tr>
<tr>
<td></td>
<td>(32.0)</td>
<td>3.3</td>
<td>-177</td>
<td>44</td>
<td>81</td>
<td>-109</td>
<td>101</td>
<td></td>
</tr>
<tr>
<td>#4</td>
<td>1.2</td>
<td>8.6</td>
<td>2.1</td>
<td>60</td>
<td>178</td>
<td>86</td>
<td>-178</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td>(40.6)</td>
<td>1.4</td>
<td>59</td>
<td>173</td>
<td>85</td>
<td>-178</td>
<td>-88</td>
<td></td>
</tr>
<tr>
<td>#5*</td>
<td>0.6</td>
<td>7.5</td>
<td>4.2</td>
<td>-60</td>
<td>-61</td>
<td>98</td>
<td>126</td>
<td>98</td>
</tr>
<tr>
<td></td>
<td>(69.9)</td>
<td>3.2</td>
<td>-54</td>
<td>-64</td>
<td>98</td>
<td>164</td>
<td>86</td>
<td></td>
</tr>
</tbody>
</table>

5.2.3 Conclusion

Traditionally, 72R1 and 131R1 on T4L have epitomized the spin label dynamics at solvent-exposed sites on $\alpha$-helices for which the spin label was assumed not be involved in tertiary interactions. [26] The difference between their X-band spectra has been proposed to reflect differences in the local backbone dynamics. [26] Our results demonstrate that the behavior of R1 at these two positions is much more complex than commonly believed. Due to its amphipathic nature, the nitro oxide ring of the spin label appears to utilize every possibility to establish a van der Waals contact with a hydrophobic residue or form a salt bridge with a charged one. The length of the linker allows R1 to extend its range of exploration beyond its immediate neighbors on the helix (e.g. Phe4 and Arg154 for 72R1 and 131R1,
Table 5.9: Same as Table 5.5 for the states of 82R1 from Table 5.8.

<table>
<thead>
<tr>
<th>state</th>
<th>R80</th>
<th>N81</th>
<th>K83</th>
<th>K85</th>
<th>P86</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>vdw</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>elec.</td>
<td>0.8</td>
<td>-0.2</td>
<td>0.6</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>total</td>
<td>0.6</td>
<td>-0.4</td>
<td>0.3</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>vdw</td>
<td>-2.1</td>
<td>-1.3</td>
<td>-0.2</td>
<td>-1.6</td>
</tr>
<tr>
<td>#2*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>elec.</td>
<td>-0.4</td>
<td>-0.2</td>
<td>0.8</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>total</td>
<td>-2.5</td>
<td>-1.4</td>
<td>0.6</td>
<td>-1.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>vdw</td>
<td>-1.8</td>
<td>-1.6</td>
<td>-0.3</td>
<td>-1.9</td>
</tr>
<tr>
<td>#3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>elec.</td>
<td>-2.6</td>
<td>0.3</td>
<td>0.3</td>
<td>-2.7</td>
</tr>
<tr>
<td></td>
<td>total</td>
<td>-4.4</td>
<td>-1.3</td>
<td>-0.1</td>
<td>-4.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>vdw</td>
<td>-0.2</td>
<td>-0.3</td>
<td>-0.8</td>
<td>-0.1</td>
</tr>
<tr>
<td>#4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>elec.</td>
<td>0.5</td>
<td>0.2</td>
<td>0.2</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>total</td>
<td>0.3</td>
<td>-0.1</td>
<td>-0.6</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>vdw</td>
<td>-2.7</td>
<td>-1.3</td>
<td>-0.2</td>
<td>-1.6</td>
</tr>
<tr>
<td>#5*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>elec.</td>
<td>-0.6</td>
<td>-0.1</td>
<td>2.0</td>
<td>3.3</td>
</tr>
<tr>
<td></td>
<td>total</td>
<td>-3.3</td>
<td>-1.4</td>
<td>1.8</td>
<td>1.7</td>
</tr>
</tbody>
</table>

respectively). Thus, contrary to the assumptions of the $\chi_4/\chi_5$ model, R1 does not appear to be a self-contained unit, which immobilizes its first two dihedrals through a disulfide-backbone interaction and restricts rotations about its last two dihedrals through steric hindrance of the disulfide with the ring. [27,44] The flexibility of the R1 side chain suggests that the coupling between the nitroxide and the protein backbone fluctuations is weaker than previously believed. The match between the calculated and the experimental spectra at three different field strengths, provide strong support for the relevance of the MD simulations and the Markov
Table 5.10: Populations of the first four torsion angles determined from the most probable 15 states (populations larger than 1.5%) of the 31-state Markov model of 82R1, built by mixing m and p in a 1-to-9 ratio. The dihedral values observed in the crystal structure are in bold.

<table>
<thead>
<tr>
<th>χ₁</th>
<th>-60°  (64%)</th>
<th>60° (15%)</th>
<th>180° (15%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>χ₂</td>
<td>-60° (36%)</td>
<td>90° (2%)</td>
<td>180° (26%)</td>
</tr>
<tr>
<td>χ₃</td>
<td>90° (30%)</td>
<td>-90° (2%)</td>
<td>180° (26%)</td>
</tr>
<tr>
<td>χ₄</td>
<td>≈ 90° (30%)</td>
<td>rest (6%)</td>
<td></td>
</tr>
</tbody>
</table>

Chain analysis reported in this paper. The changes in the calculated spectra upon artificially removing the local backbone motions, demonstrate that X-band spectra are marginally influenced by backbone fluctuations, and clearly illustrate the sensitivity of high-field ESR to subtle protein dynamics. Collectively, the results of this study indicate that the rigorous interpretation of ESR spectra has to take into account the molecular nature of the spin label and its environment.

5.3 Methods

5.3.1 MD simulation details

The MD simulations were performed with the program CHARMM, using the CHARMM22 protein force field [87] with CMAP correction. [88] The electrostatics was treated with particle mesh Ewald summation. The parameters that were not available in the existing force field were optimized targeting the electrostatic and
energetic properties of the spin label determined from *ab initio* calculations, as de-
described in Ch. 3. The simulated system consisted of a spin labeled T4L, together
with 7305 TIP3P water molecules, and 11 sodium and 19 chloride counter ions.
Two different sets of simulations were performed at $T = 297$ K and $p = 1$ atm.
In one of the sets, 18 trajectories were simulated for 32.3 ns; in the other, 54 tra-
jectories were simulated for 12.7 ns. The first nanosecond was excluded from the
analysis. In the first set, T4L was labeled at sites 44, 72, 109, and 119; in the
second, at sites 40, 69, 82, and 131 (Fig. 5.1).

5.3.2 Markov chain analysis

The method to best map the MD trajectories to a Markov chain model of the R1
dynamics was discussed in Ch. 4. The values of the five R1 dihedrals were used
to infer the states of the (hidden) Markov model, allowing a transition matrix of
the state-to-state jump probabilities to be estimated from the MD trajectories.
Here we only mention that because of the relatively limited duration of each MD
trajectory, one-way transitions were observed for some states (see Table 5.1 for an
example). Such states appeared as sources or sinks in the Markov analysis. For the
former, the equilibrium probability implied by the estimated transition probability
matrix is zero, as if R1 can never return to these states. Entirely discarding
such transiently populated states might not be necessarily a bad approximation.
Handling the sinks is more problematic. These are the states that the spin label
gets into but never leaves during the simulated time window. In the presence of
such states the equilibrium probability becomes zero for every state except the
sink. In either case, we decided to introduce one artificial transition that leaves
the sink to the state that jumped to it, or enters the source from the state that it
exited to. Only some states with $\chi_1 \approx 60^\circ$ acted as a source for 72R1, 131R1 and 82R1, including state #4 in Table 5.8. This value of $\chi_1$ is known to be unfavorable for $S_r$ when R1 is on $\alpha$-helices, similarly to cysteine residues, 5% of which have been observed to adapt this conformation in crystal structures. [84] There were no sinks for 131R1 and 82R1. State A in Table 5.3 was a sink for 72R1.

5.3.3 Spectral simulation

ESR spectra were simulated in the time domain with the integrators developed in Ch. 2, using the procedure described in Ch. 4. Trajectories of the instantaneous orientation of the nitroxide-fixed coordinate system $N$, with respect to the lab-fixed system of axes $L$, were simulated according to the following motional model:

$$
L \xrightarrow{\text{rot. diff.}} M \xrightarrow{\text{Markov chain}} N.
$$

The molecular frame $M$, rigidly attached to the T4L molecule, was modeled to undergo global tumbling with rotational diffusion coefficient $D = 18 \times 10^6 \text{ s}^{-1}$, which is based on the estimate of a multifrequency ESR study and SRLS fit. [81] The MD trajectories provide detailed representation of the dynamics of $N$ with respect to $M$. The Markov models constructed from the MD trajectories, on the other hand, offer a coarse-grained version of the dynamics of R1 with respect to T4L, but allow us to simulate as many and as long trajectories as required for the convergence of the spectra.

Average magnetic tensors were calculated for each of the Markovian states using the MD trajectories, as described in Chs. 2 and 4. This required the definition of a molecular frame $M$, so that the detailed dynamics in the MD trajectories were partitioned according to the model (5.1). The averaging was only over the
motion of the nitroxide with respect to $M$, accounted for by the Markov chain model. To remove the global tumbling of T4L from the MD trajectories, the MD snapshots were superimposed such that the deviation of the root-mean-square distance (RMSD) of all the protein backbone atoms was minimized. This is the intuitively most satisfying definition of a coordinate system attached to the protein. With this choice of $M$, all the dynamics with respect to the global protein-fixed frame, including the local backbone motions, contribute to the averaging of the magnetic tensors. To explicitly study the effect of the local backbone fluctuations on the multifrequency ESR spectra this global definition of $M$ was replaced with a local one. A coordinate system attached to the helical segment centered at the spin-labeled position $i$, was defined by superimposing the MD snapshots such that only the RMSD of the backbone atoms of the residues from $i - 4$ to $i + 4$ was minimized. In this way, the local motion of the helix with respect to the global protein frame was artificially eliminated. The so-defined, helix-fixed coordinate system was allowed to tumble in solution with the same diffusion coefficient as used for the tumbling of T4L.
CHAPTER 6
OUTLOOK TO THE FUTURE

The effort to utilize all-atom MD simulations to understand the molecular origins of the ESR line shape aims to provide insight into the connection between the protein/spin label dynamics and the experimental multifrequency spectra. In the previous chapters, I have summarized the extent to which my Ph.D. work has contributed to the progress in that direction. Nonetheless, it only scratches the surface of the broader challenge to utilize MD simulations in the interpretation of ESR spectra. Many problems remain to be addressed, and many more to be formulated. In the next paragraphs, I point to some of the immediate extensions of my work.

The quantum integrator developed in Ch. 2 was specifically tailored to the simulation of the free induction decay of the transverse magnetization, in the presence of a strong constant magnetic field. This justified the high-field approximation and limited attention to the $\rho^{-+}(t)$ part of the density matrix only. As a result, it was possible to have a fast and accurate numerical integrator of the quantal dynamics of the spins. To extend the time-domain simulation of ESR spectra to $T_1$ relaxation processes and to pulsed ESR, it is necessary to propagate the full density matrix. How to achieve the most efficient and accurate numerical propagation of $\rho(t)$ remains to be clarified.

Another complication that is of tremendous interest in the study of biological systems, is the dipolar coupling between two spin labels on the same macro-
molecule. In this case, the relevant spin Hamiltonian becomes [6, 60]

\[ \hat{H}(t) = \gamma_e \sum_{i=1,2} \left( B \cdot G^{(i)}(t) \cdot \hat{S}^{(i)} + \hat{I}^{(i)} \cdot A^{(i)}(t) \cdot \hat{S}^{(i)} \right) + \gamma_e \left( -2J \hat{S}^{(1)} \cdot \hat{S}^{(2)} + \hat{S}^{(1)} \cdot D(t) \cdot \hat{S}^{(2)} \right), \]  

(6.1)

where \( \hat{S}^{(1)} \) and \( \hat{S}^{(2)} \) are the spin operators of the electrons, \( \hat{I}^{(1)} \) and \( \hat{I}^{(2)} \) are the spin operators of the \(^{14}\)N nuclei on the two spin labels and \( G^{(i)} \) and \( A^{(i)} \) are their magnetic tensors. The \( J \) coupling is due to the direct overlap of the electronic orbitals, and \( D \) is the dipolar coupling tensor. The components of the latter, with respect to the laboratory system of axes, depend on the instantaneous value of the vector \( r(t) \) pointing from one of the unpaired electrons to the other, and are defined as

\[ D_{ij}(t) = \frac{1}{2} \frac{\mu_0}{4\pi} \hbar \gamma_e \frac{1}{r^3(t)} \left( \delta_{ij} - \frac{3}{r^2(t)} r_i(t)r_j(t) \right). \]  

(6.2)

As such, \( D \) is a symmetric and traceless tensor. The integrator of the quantal spin dynamics needs to be substantially modified to handle the coupling of the two spins. In addition, the (stochastic) model of the classical spin label dynamics has to be augmented, such that it follows not only the orientation of the two nitroxide-fixed frames with respect to the lab-fixed frame, but also the distance between the two electrons.

Potentially, the construction of Markov models of the spin label dynamics from its MD trajectories, presented in Ch. 4, can be further developed and optimized. In Chs. 4 and 5, the number of independent trajectories and their duration was almost arbitrary. The advantages and limitations related to performing hundreds of simulations for several nanoseconds, as opposed to tens of simulations for tens of nanoseconds should be carefully assessed for the approach to gain a wider practical applicability. Building discrete-state stochastic models from continuous MD trajectories is an active area of research, the developments in which are expected
to be directly transferable to the spin label. For example, strategies to identify
the important but poorly sampled inter-state connections of the transition prob-
ability matrix and to concentrate the later sampling to such regions are being
explored [127].

Lastly, for this methodology to be attractive to the experimental community,
it is important to be able to vary some of the phenomenological parameters (e.g.
the rotational diffusion tensor, the populations of the very slowly exchanging con-
formations of the spin label, etc.) with the intention to determine their values by
fitting to experimental spectra, as was done in Ch. 5. Numerically efficient ways
of achieving this should be developed more systematically.
APPENDIX A

ROTATIONS

Rotation transformations play a central role in ESR and good understanding of the mathematical apparatus required to describe such transformations is necessary. Basic summary is provided below.

A.1 Active view of rotations

A.1.1 Kinematics of rotations

Let us consider the rotation transformation \( \mathcal{R} \), which actively rotates a given vector \( \mathbf{V} \) to the vector \( \mathbf{V}^0 \). This is written as

\[
\mathbf{V}^0 = \mathcal{R} \mathbf{V}.
\]

(A.1)

It is convenient to represent the arbitrary abstract vector \( \mathbf{V} \) in terms of its components in a chosen reference system, defined by the orthonormal triad of right-handed unit vectors \( \{ \mathbf{e}_{(1)}, \mathbf{e}_{(2)}, \mathbf{e}_{(3)} \} \).\(^1\) In passing, note that the identity operator \( \mathcal{E} \) can be expressed in terms of the basis vectors in the form

\[
\mathcal{E} = \sum_i \mathbf{e}_{(i)} \mathbf{e}_{(i)},
\]

(A.2)

referred to as “the resolution of identity” [64]. For a specified choice of the basis vectors, the components \( V_i \) determine the vector \( \mathbf{V} \) uniquely and vice versa:

\[
\mathbf{V} = \sum_i V_i \mathbf{e}_{(i)} \quad \text{and} \quad V_i = \mathbf{V} \cdot \mathbf{e}_{(i)}.
\]

(A.3)

\(^1\)The basis vectors obey the orthonormality condition \( \mathbf{e}_{(i)} \cdot \mathbf{e}_{(j)} = \delta_{ij} \), and form a right-handed coordinate system, \( \mathbf{e}_{(i)} \times \mathbf{e}_{(j)} = \mathbf{e}_{(k)} \) for \( i, j, k \) cyclic.
Following [64], the collection of the components written as a column vector will be denoted by $[V]$. In the active view of rotations, the operator $\mathcal{R}$ rotates the vectors $V$ of the configuration space but leaves unaffected the basis vectors. The representation of $V$ and $V'$ in terms of their components with respect to $e_i$ induces a representation of the rotation operator $\mathcal{R}$ in terms of its components

$$R_{ij} = e_i \cdot \mathcal{R} e_j, \quad (A.4)$$

The collection of components $R_{ij}$ will be written as the matrix $R$. This last expression, together with Eq. (A.2), immediately leads to

$$\sum_i e_i R_{ij} = \mathcal{R} e_j = e'_j, \quad (A.5)$$

which shows how the rotated basis vectors are related to the original basis vectors. Since in the active view of rotations the basis vectors are not affected by the transformation $\mathcal{R}$, Eq. (A.5) will not be of any use until we start viewing the rotations passively.

Using the definitions of the vector and operator components, Eqs. (A.3) and (A.4), respectively, into the abstract rule of vector rotation, Eq. (A.1), one straightforwardly obtains its representation

$$V'_i = \sum_j R_{ij} V_j \quad \text{or} \quad [V'] = R[V], \quad (A.6)$$

where the second expression is a restatement of the first using matrix notation.\footnote{The rotation matrices $R$ form a $3 \times 3$ representation of the rotation transformations $\mathcal{R}$. Such matrices are orthogonal, $R^{-1} = R^T$, and have unit determinant, $\det R = +1$. They constitute the three dimensional special orthogonal group $SO(3)$ [9].} Observe that the active transformation of the vector components, Eq. (A.6), is different from the transformation of the basis vectors, Eq. (A.5). We now turn to the transformation of operators under rotation. Given that the operator $O'$

\footnote{Here $V'_i$ are the components of $V'$, such that $V' = \sum_i V'_i e_i$.}
produces the vector $W$ after acting on the vector $V$, i.e. $W = \theta V$, we would like to find the operator $\theta'$ such that $W' = \theta' V'$, for $W'$ and $V'$ as defined in Eq. (A.1). Standard manipulation of the expressions leads to the result

$$\theta' = R \theta R^{-1},$$

(A.7)

for the transformation of operators under rotation. Again, this can be written in terms of the components of the operators in a given coordinate frame, or in terms of the matrix representation of the operators as

$$O'_{ij} = \sum_{kl} R_{ik} O_{kl} R^{\top}_{lj} \quad \text{or} \quad O' = ROR^{\top}. \quad \text{(A.8)}$$

### A.1.2 Generators of infinitesimal rotations

Any sequence of rotations of the configuration space can be achieved as a single rotation by some angle $\phi$ about some unit vector $\mathbf{n}$, where pPositive $\phi$ corresponds to counterclockwise rotation about $\mathbf{n}$. The matrices $R_{(i)}(\phi) \equiv R(\phi e_{(i)})$, describing rotations by $\phi$ about the basis vectors $e_{(i)}$, are particularly easy to find:

$$R_{(1)} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \cos \phi & -\sin \phi \\ 0 & \sin \phi & \cos \phi \end{pmatrix}, \quad R_{(2)} = \begin{pmatrix} \cos \phi & 0 & \sin \phi \\ 0 & 1 & 0 \\ -\sin \phi & 0 & \cos \phi \end{pmatrix}, \quad R_{(3)} = \begin{pmatrix} \cos \phi & -\sin \phi & 0 \\ \sin \phi & \cos \phi & 0 \\ 0 & 0 & 1 \end{pmatrix} \quad \text{(A.9)}$$

When the rotation angle is infinitesimal, $\phi \to \delta \phi$, they deviate infinitesimally from the $3 \times 3$ identity matrix $E$:

$$R_{(i)}(\delta \phi) = E + \delta \phi J_{(i)}. \quad \text{(A.10)}$$
Here the matrices
\[
J_{(1)} = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & -1 \\ 0 & 1 & 0 \end{pmatrix}, \quad J_{(2)} = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ -1 & 0 & 0 \end{pmatrix}, \quad J_{(3)} = \begin{pmatrix} 0 & -1 & 0 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix}
\] (A.11)
are the generators of infinitesimal rotations. Their matrix elements are given by
\[
(J_{(i)})_{jk} = -\epsilon_{ijk},
\] (A.12)
where \(\epsilon_{ijk}\) is the Levi-Civita symbol.

The matrix \(R(\delta \phi \mathbf{n})\) of infinitesimal rotation about an arbitrary direction \(\mathbf{n}\) is given by [2]
\[
R(\delta \phi \mathbf{n}) = E + \delta \phi \sum_i n_i J_{(i)},
\] (A.13)
where
\[
\sum_i n_i J_{(i)} = \begin{pmatrix} 0 & -n_3 & n_2 \\ n_3 & 0 & -n_1 \\ -n_2 & n_1 & 0 \end{pmatrix} \equiv \mathbf{N}.
\] (A.14)
From this, one can find the matrix for a finite rotation about \(\mathbf{n}\) as
\[
R(\phi \mathbf{n}) = \lim_{N \to \infty} \left( E + \frac{\phi}{N} \sum_i n_i J_{(i)} \right)^N = e^{\phi \sum_i n_i J_{(i)}} = e^{\phi \mathbf{N}}.
\] (A.16)
In addition, expanding the exponential and using \(\mathbf{N}^3 = -\mathbf{N}\), the last result can be written as
\[
R(\phi \mathbf{n}) = E + \sin \phi \mathbf{N} + (1 - \cos \phi) \mathbf{N}^2.
\] (A.17)
According to this expression, when the angle and axis of the rotation are given the rotation matrix can be calculated without performing any matrix exponentiation.

\[4\] Occasionally, we will denote the product \(\phi \mathbf{n}\) by the vector \(\phi\) which is in the direction of \(\mathbf{n}\) and has a magnitude \(\phi\). With this notation
\[
R(\phi \mathbf{n}) = R(\phi) = e^{\sum_i \phi J_{(i)}}.
\] (A.15)
This property is used in the rotational diffusion integrator developed in Ch. 2. Note that the matrix $N$ can be viewed as a representation of the operator $\mathcal{N}$ acting on vectors $V$. Working with the matrix components of $N$, easily deduced from Eq. (A.12), we find [64]

$$\mathcal{N} V = n \times V$$

(A.18)

for an arbitrary vector $V$. Because the generators of infinitesimal rotation are special instances of $N$ for the cases where $n$ corresponds to the basis vectors, we immediately deduce that they are representations of the operators $J_{(i)}$, which act on vectors as follows:

$$J_{(i)} V = e_{(i)} \times V.$$  

(A.19)

At this point we would like to find the transformation of the generators under rotation. Of course, the general result Eq. (A.7) applies to the operators $J_{(i)}$ as well. Letting $J_{(i)}$ operate on a general vector $V$ and using Eq. (A.19) yields

$$J'_{(j)} V = R J_{(j)} R^{-1} V = R \left( e_{(j)} \times (R^{-1} V) \right).$$

(A.20)

Since the cross product is invariant under rotations (not proven here but see [64], p.159, for a proof), we have $R \left( e_{(j)} \times (R^{-1} V) \right) = (Re_{(j)}) \times (RR^{-1} V)$. Finally, from (A.5) together with (A.19), we deduce

$$J'_{(j)} = R J_{(j)} R^{-1} = \sum_i J_{(i)} R_{ij}.$$  

(A.21)

Comparing Eq. (A.21) with Eq. (A.5) we see that the generators of infinitesimal rotation transform like the basis vectors under rotation.
A.1.3 Rotational dynamics

The dynamics of a rigid body can be understood as the superposition of two types of motion: translation of the center of mass and relative rotation about the moving center of mass. The magnetization detected in ESR, assuming the sample is irradiated homogeneously, is insensitive to the translational motion. Therefore, in the following, we only consider the effect of rotational dynamics.

Let the time dependent rotation transformation $\mathcal{R}(t)$ act on the constant vector $V$ to produce a time dependent vector $V(t)$ such that

$$V(t) = \mathcal{R}(t)V,$$  \hspace{1cm} (A.22)

for all time $t$. Differentiating both sides of this equation we obtain

$$\frac{d}{dt}V(t) = \frac{d}{dt}\mathcal{R}(t)V = \frac{d}{dt}\mathcal{R}(t)\mathcal{R}^T(t)V(t) = \mathcal{W}(t)V(t).$$  \hspace{1cm} (A.23)

The last equality defines the operator

$$\mathcal{W}(t) \equiv \frac{d}{dt}\mathcal{R}(t)^T.$$  \hspace{1cm} (A.24)

Its significance is even more transparent if both sides of Eq. (A.24) are multiplied by $\mathcal{R}(t)$ from the right to obtain

$$\frac{d}{dt}\mathcal{R}(t) = \mathcal{W}(t)\mathcal{R}(t),$$  \hspace{1cm} (A.25)

which is the equation of motion for the time dependent rotational transformation $\mathcal{R}(t)$. Using the orthogonality of the matrix representation $R$ of $\mathcal{R}$ one can write

$$\frac{d}{dt}E = 0 = \frac{dR(t)}{dt}R^T(t) + R(t)\frac{dR^T(t)}{dt} = W(t) + W^T(t),$$  \hspace{1cm} (A.26)

and deduce that $W^T(t) = -W(t)$, i.e $W(t)$ is anti-symmetric. To determine the matrix representation of $W(t)$ we refer to Eq. (A.15) and the convention discussed
in the footnote. For a time-dependent rotation both the axis and the angle of rotation, and thus the vector $\phi$, become functions of time. Therefore, we find that

$$W(t) = \sum_i \frac{d\phi_i(t)}{dt} J_{(i)} \equiv \sum_i \omega_i(t) J_{(i)}. \quad (A.27)$$

Here, we have defined the instantaneous angular velocity vector $\omega(t)$ of the time dependent rotation. Since, as we saw above, the action of the generators of rotation on a vector is equivalent to taking a cross product with the unit vectors, one can write

$$W(t)V = \omega(t) \times V \quad (A.28)$$

for the action of the operator $W(t)$.

### A.2 Passive rotations

The rotations considered until now were viewed as active transformations of the configuration space. In other words, they rotated the vectors, leaving fixed the coordinate system $\{e_1, e_2, e_3\}$ with respect to which the components of the vectors were referred to. In our case the passive interpretation of rotations, to which we turn now, is more appropriate. In this view, the vectors of the configuration space are fixed but their coordinates are referred to two different coordinate axes, $\{e_1', e_2', e_3'\}$ and $\{e_1''(1), e_2''(2), e_3''(3)\}$, where the basis vector $e''(j)$ is obtained by the active rotation of the basis vector $e'_j$ by $R$ (Eq. (A.5)). An arbitrary vector $V$ can thus be expressed in terms of two different sets of components, one with respect to the original coordinate system and the other with respect to the rotated coordinate system:

$$V = \sum_i V_i e_i = \sum_j V_j' e'_j. \quad (A.29)$$
The components in the two systems are respectively

\[ V_i = \mathbf{e}_i \cdot \mathbf{V} \quad \text{and} \quad V'_{j'} = \mathbf{e}'_{j'} \cdot \mathbf{V}. \]  

(A.30)

Starting from the second of these expressions, and using Eq. (A.5), we can determine the relation between the two sets of components:

\[ V'_{j'} = \mathbf{e}'_{j'} \cdot \mathbf{V} = \left( \sum_i \mathbf{e}_i R_{ij} \right) \cdot \mathbf{V} = \sum_i V_i R_{ij}. \]  

(A.31)

The result can be written either in component or in matrix form,

\[ V'_{j'} = \sum_i V_i R_{ij} \quad \text{or} \quad \begin{bmatrix} V_j \end{bmatrix} = R^T [V]. \]  

(A.32)

This passive transformation rule should be compared with the active transformation (Eq. (A.6)).

Similarly, one can find the relation between the components \( O_{i'j'} \) and \( O_{kl} \) of a constant operator \( \mathcal{O} \) with respect to the rotated and initial coordinate systems, \[64\], p.193. The result, written in component and in matrix form, is

\[ O_{i'j'} = \sum_{kl} R_{ik}^T O_{kl} R_{lj} \quad \text{and} \quad \mathcal{O} = R^T \mathcal{O} R. \]  

(A.33)

Using it one calculates

\[ \omega_t = R^T \omega R = \sum_i \omega_i R^T J_{(i)} R = \sum_{ij} \omega_i J_{ij} R_{ij} = \sum_j \omega_{j'}(t) J_{(j)}, \]  

(A.34)

for the angular velocity. Here, the second equality follows from Eq. (A.27), the third from Eq. (A.21), after the appropriate replacement of \( R \) with \( R^T \), and the fourth from Eq. (A.32). With this, we can write the equation of motion of \( R(t) \) using the angular velocity components either with respect to the stationary or the moving coordinate system:

\[ \frac{d}{dt} R(t) = \omega(t) R(t) \quad \text{or} \quad \frac{d}{dt} R(t) = R(t) \omega_t(t). \]  

(A.35)
The latter equality follows from introducing $\mathbf{R}\mathbf{R}^\top$ on the left side of $\mathbf{W}$ in the first. When numerically propagating $\mathbf{R}(t)$ over a time step $\Delta t$, these equations suggest the integration schemes

$$
\mathbf{R}(t + \Delta t) = e^{\Delta \mathbf{W}(t)} \mathbf{R}(t) \quad \text{or} \quad \mathbf{R}(t + \Delta t) = \mathbf{R}(t) e^{\Delta \mathbf{W}(t)}.
$$

(A.36)

### A.3 Describing rotations with complex matrices

#### A.3.1 Quaternions

Another more convenient way of parameterizing rotations is to use quaternions. These can be introduced exploiting the relation between the special orthogonal matrices in three dimensions, forming the group $\text{SO}(3)$, and the special unitary matrices in two complex dimensions, with the corresponding group $\text{SU}(2)$. Using the three Pauli matrices

$$
\sigma_{(1)} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_{(2)} = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_{(3)} = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}
$$

(A.37)

we associate the $2 \times 2$ complex matrix

$$
\mathbf{V} \equiv \sum_i V_i \sigma_{(i)} = \begin{pmatrix} V_3 & V_1 - iV_2 \\ V_1 + iV_2 & -V_3 \end{pmatrix}
$$

(A.38)

with the vector $\mathbf{V}$. The components of the vector can be calculated from the matrix $\mathbf{V}$ as

$$
V_i = \frac{1}{2} \text{Tr} \{ \sigma_{(i)} \mathbf{V} \}.
$$

(A.39)

For real $\mathbf{V}$ the matrix $\mathbf{V}$ is Hermitian and traceless. These properties should be preserved under rotation.
Since in this case a vector is represented with a matrix, it is natural to seek a rotation transformation in the form of a similarity transformation. In other words, we would like to have

\[ V' = Q V Q^{-1}, \]  

(A.40)

where \( V' \) is the matrix corresponding to the rotated vector \( V \). A similarity transformation, preserving the Hermiticity and tracelessness of \( V \), would be achieved by a general unitary matrix with unit determinant of the form

\[
Q = \begin{pmatrix}
A & B \\
-B^* & A^*
\end{pmatrix} = \begin{pmatrix}
g_0 - iq_3 & -g_2 - iq_1 \\
g_2 - iq_1 & g_0 + iq_3
\end{pmatrix} = q_0 \mathcal{E} - i \sum_i q_i \sigma_{(i)},
\]

(A.41)

with the constraint

\[ A A^* + B B^* = q_0^2 + q_1^2 + q_2^2 + q_3^2 = 1. \]  

(A.42)

Here the matrix \( \mathcal{E} \) is the identity \( 2 \times 2 \) matrix. At this point the real numbers \( q_i \) do not have any significance beyond the fact that they correspond to the real and imaginary parts of \( A \) and \( B \) in the way specified in Eq. (A.41). As a result of the identification (A.40), using the unitarity of \( Q \), one finds

\[
V_i' = \frac{1}{2} \text{Tr} \left\{ \sigma_{(i)} V' \right\} = \frac{1}{2} \text{Tr} \left\{ \sigma_{(i)} Q V Q^\dagger \right\} \\
= \sum_j \frac{1}{2} \text{Tr} \left\{ \sigma_{(i)} Q \sigma_{(j)} Q^\dagger \right\} V_j,
\]

(A.43)

which, after comparison with Eq. (A.6), leads to

\[
R_{ij} = \frac{1}{2} \text{Tr} \left\{ \sigma_i Q \sigma_j Q^\dagger \right\}.
\]

(A.44)

Thus, associated with each \( 2 \times 2 \) matrix \( Q \) there is a \( 3 \times 3 \) matrix \( R(Q) \) which transforms \( V \) into \( V' \). Note that the same matrix \( R \) corresponds to both \( Q \) and \( -Q \).
Substituting the form of $Q$ from Eq. (A.41) into Eq. (A.44) allows us to express the matrix elements of $R$ in terms of the four real numbers $q_i$:

$$R = \begin{pmatrix}
q_0^2 + q_1^2 - q_2^2 - q_3^2 & 2q_1q_2 - 2q_0q_3 & 2q_1q_3 + 2q_0q_2 \\
2q_1q_2 + 2q_0q_3 & q_0^2 - q_1^2 + q_2^2 - q_3^2 & 2q_2q_3 - 2q_0q_1 \\
2q_1q_3 - 2q_0q_2 & 2q_2q_3 + 2q_0q_1 & q_0^2 - q_1^2 - q_2^2 + q_3^2
\end{pmatrix}.$$

(A.45)

The numbers $q_i$, which satisfy the normalization constraint, Eq. (A.42), are the components of the quaternion $q = (q_0, q_1, q_2, q_3) \equiv (q_0, \mathbf{q})$ corresponding to the rotation $\mathcal{R}$. The inverse problem of calculating the components of the quaternion from a given rotation matrix is solved using the combinations of the diagonal terms

$$1 + R_{11} + R_{22} + R_{33} = 4q_0^2 \quad 1 + R_{11} - R_{22} - R_{33} = 4q_1^2 \quad 1 - R_{11} + R_{22} - R_{33} = 4q_2^2 \quad 1 - R_{11} - R_{22} + R_{33} = 4q_3^2$$

together with the differences and sums

$$R_{32} - R_{23} = 4q_0q_1 \quad R_{13} - R_{31} = 4q_0q_3 \quad R_{21} - R_{12} = 4q_0q_2$$

$$R_{21} + R_{12} = 4q_1q_2 \quad R_{32} + R_{23} = 4q_2q_3 \quad R_{13} + R_{31} = 4q_3q_1$$

of the off-diagonal terms of $R$. For higher numerical accuracy the largest of the diagonal combinations can be identified and used to calculate the respective quaternion component $q_i$. Once this component is known the remaining three components can be evaluated using three of the relevant off-diagonal combinations.

### A.3.2 Generators and dynamics

Now let us look at the special cases when only $q_0$ and one of the $q_i$s are different from zero. The rotation matrices corresponding to the matrices $Q_{(i)} = q_0 \mathcal{E} - i q_i \sigma_{(i)}$
are easy to calculate using Eq. (A.45). Remembering the normalization condition, we find

\[
\begin{align*}
\mathbf{R}_1 & = \begin{pmatrix} 1 & 0 & 0 \\ 0 & q_0^2 - q_1^2 & -2q_0q_1 \\ 0 & 2q_0q_1 & q_0^2 - q_1^2 \end{pmatrix}, & \mathbf{R}_2 & = \begin{pmatrix} q_0^2 - q_2^2 & 0 & 2q_0q_2 \\ 0 & 1 & 0 \\ -2q_0q_2 & 0 & q_0^2 - q_2^2 \end{pmatrix}, \\
\mathbf{R}_3 & = \begin{pmatrix} q_0^2 - q_3^2 & -2q_0q_3 & 0 \\ 2q_0q_3 & q_0^2 - q_3^2 & 0 \\ 0 & 0 & 1 \end{pmatrix}.
\end{align*}
\]

(A.46)

These are strikingly similar to the matrices (A.9), which is why we have given them the same name. The correspondence is exact if \( q_0 = \cos(\phi/2) \) and \( q_i = \sin(\phi/2) \), for \( i = 1, 2, 3 \). From this it becomes clear that the parametrization of a rotation in terms of quaternions is intimately related to the parametrization in terms of the axis and angle of rotation. Thus one has

\[
(q_0, q) = (\cos(\phi/2), \mathbf{n} \sin(\phi/2)),
\]

(A.47)

from which it follows that

\[
\mathcal{Q}(\phi) = \mathcal{Q}(\mathbf{n}) = \cos(\phi/2)\mathcal{E} - i\sin(\phi/2) \sum_i n_i \sigma(i)
\]

\[
= e^{-i\frac{\phi}{2} \sum_i n_i \sigma(i)} = e^{-i\frac{\phi}{2} \sum_i \phi \sigma(i)}.
\]

(A.48)

Similarly to the real case, one can use the matrices

\[
\mathcal{Q}(\phi) = \mathcal{Q}(\mathbf{n}) = \cos(\phi/2)\mathcal{E} - i\sin(\phi/2) \sum_i n_i \sigma(i)
\]

(A.49)

in the limit \( \phi \to \delta \phi \) to identify the generators of infinitesimal rotation as

\[
\mathcal{J}(\phi) = -i\frac{1}{2} \sigma(i).
\]

(A.50)

Again, to address the issue of dynamics, we differentiate both sides of

\[
\mathcal{V}(t) = \mathcal{Q}(t)\mathcal{V}^\dagger(t)
\]

(A.51)
to obtain
\[
\frac{d}{dt} \mathcal{V}(t) = \frac{d}{dt} \mathcal{V} \mathcal{Q}(t) + \mathcal{Q}(t) \frac{d}{dt} \mathcal{V}^\dagger(t) = [\mathcal{W}(t), \mathcal{V}(t)].
\] (A.52)

Here, as before, we have defined
\[
\mathcal{W}(t) \equiv \frac{d}{dt} \mathcal{Q}(t) \mathcal{Q}^\dagger(t) = -\frac{i}{2} \sum \omega_i(t) \sigma_{(i)},
\] (A.53)

and used the fact that it is anti-unitary, \(\mathcal{W}^\dagger(t) = -\mathcal{W}(t)\), to write the commutator in the last expression. The definition of \(\mathcal{W}(t)\) provides the equation of motion for \(\mathcal{Q}(t)\):
\[
\frac{d}{dt} \mathcal{Q}(t) = \mathcal{W}(t) \mathcal{Q}(t) \quad \text{or} \quad \frac{d}{dt} \mathcal{Q}(t) = \mathcal{Q}(t) \mathcal{W}(t).
\] (A.54)

These imply
\[
\mathcal{Q}(t + \Delta t) = e^{\Delta t \mathcal{W}(t)} \mathcal{Q}(t) \quad \text{or} \quad \mathcal{Q}(t + \Delta t) = \mathcal{Q}(t) e^{\Delta t \mathcal{W}(t)}
\] (A.55)

for the numerical propagation. This form, used in the integrator of Ch. 2, is very attractive because the exponentiation of \(\mathcal{W}\) leads to a unitary matrix and thus preserves the normalization of the quaternion (Eq. (A.42)).

The transformation achieved by \(R_A\) followed by \(R_B\) is \(R = R_B R_A\). Similarly, the corresponding quaternions are related via \(q = q_B q_A\). In component form this reads
\[
\begin{align*}
q_0 &= q_0^B q_0^A - q_1^B q_1^A - q_2^B q_2^A - q_3^B q_3^A \\
q_1 &= q_0^B q_1^A + q_1^B q_0^A + q_2^B q_3^A - q_3^B q_2^A \\
q_2 &= q_0^B q_2^A - q_1^B q_3^A + q_2^B q_0^A + q_3^B q_1^A \\
q_3 &= q_0^B q_3^A + q_1^B q_2^A - q_2^B q_1^A + q_3^B q_0^A.
\end{align*}
\]

Such consecutive rotations are at the basis of our calculation of ESR spectra from motional models like (4.58) or (4.59).
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