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Markov-additive processes (MAPs) are a class of Markov processes which have important applications. An MAP \((X, J)\) is a Markov process whose transition probability measure is translation invariant in the additive component \(X\). We consider the case where the Markov component \(J\) has discrete state space. When \(X\) is a non-decreasing process on the nonnegative integers, \(X\) may be seen as a counting arrival process, and \((X, J)\) as an MAP of arrivals. The standard example is that of different classes of arrivals into a queueing system. For MAPs of arrivals we investigate the lack of memory property, interarrival times and moments of the number of counts. We then consider transformations of the process that preserve the Markov additive property, such as linear transformations, patching of independent processes, and linear combinations. Random time transformations are also
investigated. Finally we consider secondary recordings that generate new arrival processes from the original; these include, in particular, marking, colouring and thinning. For Markov-Bernoulli recording the secondary process in each case turns out to be an MAP of arrivals. We also unify the extensive literature on univariate MAPs of arrivals with finite Markov component, which most of the time have not been connected to the theory on MAPs.

We study two storage models for communications systems for which the input and demand processes are MAPs, and the demand is satisfied if physically possible. We investigate properties of some of the functionals arising in the models. In the first model the input and demand are continuous additive functionals on a Markov chain $J$. Our analysis uses an embedding of the net input process at the epochs of transitions of $J$, which is a Markov random walk (MRW). The derivation of the properties of the storage level and the unsatisfied demand is based on a Wiener-Hopf factorization for this MRW. In the second storage model the input is a Markov-compound Poisson process and the demand is a Markov linear process. The study of the storage level is based on a detailed analysis of the busy period, using techniques based on infinitesimal generators. The transform of the busy period is the unique solution of a certain matrix-functional equation. Steady state results are also obtained; these are not obvious generalizations of the results for simple storage models. In particular, a generalization of the Pollaczek-Khinchin formula brings new insight.
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Chapter 1

Introduction

Markov-additive processes (MAPs) are a class of Markov processes which have important applications in communications systems, but in most of the literature components of models which are MAPs have not been recognized as such. An MAP \((X,J)\) is a Markov process whose transition probability measure is translation invariant in the additive component \(X\). In this paper we treat the case where the Markov component \(J\) has discrete (finite or countable) state space \(E\).

We study MAPs with the additive component taking values in the nonnegative (multidimensional) integers, which we denote as MAPs of arrivals. The standard example is that of different classes of arrivals into a queueing system. In addition, we investigate storage models for communications systems with the input and demand processes being MAPs.

In this chapter we shall introduce MAPs of arrivals and the type of storage models we consider, give a review of the related literature and an outline of the dissertation.
1.1 Markov-additive processes

We consider the vector space $\mathbb{R}^r$ with the usual componentwise addition of vectors and multiplication of a vector by a scalar, and denote the points $\mathbf{x} = (x_1, x_2, \ldots, x_r)$ of $\mathbb{R}^r$, $r \geq 1$ in boldface. We will let the index set $T$ be either $\mathbb{R}_+ = [0, +\infty)$ or $\mathbb{N} = \{0, 1, 2, \ldots\}$.

**Definition 1 Markov-Additive Process (MAP)**

A process $(\mathbf{X}, J) = \{(\mathbf{X}, J)(t), t \in T\}$ on the state space $\mathbb{R}^r \times E$ is an MAP if

(i) $(\mathbf{X}, J)$ is a Markov process;

(ii) for $s, t \in T$, the conditional distribution of $(\mathbf{X}(s + t) - \mathbf{X}(s), J(s + t))$ given $(\mathbf{X}(s), J(s))$ depends only on $J(s)$. $\square$

We augment $E$ with a compactification point $\Delta$ and let $E_\Delta = E \cup \{\Delta\}$. We denote $\zeta = \inf\{t \in T : J(t) = \Delta\}$ and assume that $J(t) = \Delta$ and $\mathbf{X}(t) - \mathbf{X}(\zeta) = 0$ almost surely (a.s.) for $t \geq \zeta$. We consider only MAPs $(\mathbf{X}, J)$ having a transition probability measure in the sense of Blumenthal ([4], Definition I.(2.1)). From Definition 1 it follows that the transition probability measure of an MAP is given by

$$P\{\mathbf{X}(s + t) \in A, J(s + t) = k \mid \mathbf{X}(s) = \mathbf{x}, J(s) = j\}$$

$$= P\{\mathbf{X}(s + t) - \mathbf{X}(s) \in A - \mathbf{x}, J(s + t) = k \mid J(s) = j\}$$

(1.1)

for $s, t \in T, j, k \in E_\Delta$, $\mathbf{x} \in \mathbb{R}^r$ and $A \in \mathcal{R}^r$ where $\mathcal{R}^r$ is the $\sigma$-algebra of Borel sets of $\mathbb{R}^r$. Thus an MAP is a Markov process whose transition probability measure is translation invariant in the additive component. Since $(\mathbf{X}, J)$ is Markov, it follows
easily from (1.1) that \( J \) is Markov and that \( X \) has conditionally independent increments, given the states of \( J \), i.e. for \( 0 \leq t_1 \leq \ldots \leq t_n \) (\( n \geq 2 \)), the increments

\[
X(t_1) - X(0), \ X(t_2) - X(t_1), \ldots, \ X(t_n) - X(t_{n-1})
\]

are conditionally independent given \( J(0), J(t_1), \ldots, J(t_n) \). Since in general \( X \) is non-Markovian, we may therefore call \( J \) the Markov component and \( X \) the additive component of the MAP \( (X, J) \). However these properties do not lead to \( (X, J) \) as an MAP; a fact which has been ignored in the literature (e.g. Prabhu [31]).

We note that in the trivial case where \( J \) has only one state, the definition of an MAP says exactly that \( X \) is a Markov process with additive increments. Thus MAPs are an extension of processes with additive increments, but in general the additive component of an MAP does not have additive increments.

Definition 1 is in the spirit of Çinlar [7] who considers more general state space for \( J \). A second definition of MAPs is given by Çinlar [8], who starts with the Markov component \( J \) and defines \( X \) as a process having properties relative to \( J \) that imply, in particular, property \((ii)\) of Definition 1. In discrete time this amounts to viewing the additive component \( X \) as sums of random variables defined on a Markov chain, rather than formulating \( (X, J) \) as a Markov Random Walk (MRW). In this approach \( X \) bears a causal relationship with \( J \), which is assumed to be more or less known at the beginning. This is the case in many applications where \( J \) represents an extraneous factor such as the environment (e.g. in some Markov-modulated queueing systems). However, in other applications, the phenomenon studied gives rise in a natural fashion to \( X \) and \( J \) jointly, and it is important to study the evolution of \( (X, J) \) as a Markov process. In such situations
Definition 1 is a natural one to use. The basic references to MAPs are still Çinlar [7, 8]. For more recent work on MAPs see Prabhu [31].

In case $\mathcal{T} = \mathbb{N}$ an MAP is said to be an MRW. Due to the discrete time feature of MRWs, their study has evolved in part independently of general MAPs. If a continuous time MAP is embedded at an appropriately selected sequence of times, the resulting process will turn out to be an MRW, which may be used to study properties of the original MAP (see chapter 4). We recall the fact that if a Markov process $(S^*, J^*) = \{(S^*_n, J^*_n), n \in \mathbb{N}\}$ on $\mathbb{R}^r \times \mathcal{E}$ is an MRW, its transition probability measure has the property

$$P\{S^*_{m+n} \in A; J^*_{m+n} = k \mid S^*_m = x, J^*_m = j\}$$

$$= P\{S^*_{m+n} - S^*_m \in A - x; J^*_{m+n} = k \mid J^*_m = j\} \quad (1.2)$$

for $m, n \in \mathbb{N}, j, k \in E_\Delta, x \in \mathbb{R}^r$ and $A \in \mathcal{R}^r$. This property is the one that is commonly used to define MRWs. When the additive component $S^*$ of an MRW $(S^*, J^*)$ takes values on $\mathbb{R}^r_+$, $(S^*, J^*)$ is said to be a Markov renewal process (MRP). MRPs are thus the discrete versions of MAPs with the additive component taking values on $\mathbb{R}^r_+ (r \geq 1)$, the so called Markov subordinators.

A survey of MRWs and some new results have recently been given by Prabhu, Tang and Zhu [33]. The single major reference to MRPs is Çinlar [6]; for a recente review of the literature on MRPs see Prabhu [31]. Markov subordinators are reviewed in Prabhu and Zhu [34], where applications to queueing systems are considered.
1.2 Markov-additive processes of arrivals

A particularly important class of Markov subordinators is the class of MAPs of arrivals, i.e. MAPs $(X, J)$ with the additive component taking values in the non-negative (multidimensional) integers. The increments of $X$ may correspond to events, and we call $X$ (the additive component of the MAP) the *arrival component*. Thus for $i = 1, 2, \ldots, r$

$$X_i(t) = \text{total number of class } i \text{ arrivals in } (0, t].$$

In the discrete time case MAPs of arrivals are MRPs; some special cases of these have been considered in the applied literature (see Lucantoni [20] and Neuts [26] for references). We consider only continuous time-homogeneous MAPs of arrivals; the general theory of these processes follows from Neveu’s [27] construction of Markov subordinators.

Since an MAP of arrivals $(X, J)$ is a Markov subordinator on $\mathbb{N}^r \times E$ it is a Markov chain; moreover since $(X, J)$ is time-homogeneous it is characterized by its transition rates, which are translation invariant in the arrival component $X$. Thus it suffices to give for $j, k \in E$ and $m, n \in \mathbb{N}^r$ the transition rate from $(m, j)$ to $(m + n, k)$, which we denote simply (since the rate does not depend on $m$) by $\lambda_{jk}(n)$. Note that whenever the Markov component is in state $j$, the following three types of transitions in $(X, J)$ may occur with respective rates:

(i) arrivals without change of state in $J$ occur at rate $\lambda_{jj}(n), n > 0$;

(ii) change of state in $J$ without arrivals occur at rate $\lambda_{jk}(0), k \in E, k \neq j$;

(iii) arrivals with change of state in $J$ occur at rate $\lambda_{jk}(n), k \in E, k \neq j, n > 0$. 
We denote $\Lambda_n = (\lambda_{jk}(n))$, $n \in \mathbb{N}^r$, and say that $(X, J)$ is a simple MAP of arrivals if $\Lambda_{(n_1, \ldots, n_r)} = 0$ if $n_l > 1$ for some $l$. In case $X(= X)$ has state space $\mathbb{N}$ we say that $(X, J)$ is a univariate MAP of arrivals.

The identification of the meaning of each of the above transitions is very important for applications. In particular, arrivals are clearly identified by transitions of types $(i)$ and $(iii)$, so that we may talk about arrival epochs, interarrival times, and define complex operations like thinning of MAPs of arrivals. Moreover the parametrization of these processes is simple and, by being Markov chains, they have "nice" structural properties. These are specially important computationally since it is a simple task to simulate Markov chains, although some problems may arise when the transition rates do not have any special structure, which is not usually the case in practice. We do not elaborate on this point; the interested reader may refer to Neuts [26] and the references cited there.

1.2.1 Univariate MAPs of arrivals

There has not been a systematic study of MAPs of arrivals, and the literature has been focused on univariate MAPs of arrivals with finite Markov component $J$ (but most of the time without a connection to the theory on MAPs). In this subsection we give a brief account of the history and terminology for these processes. The emphasis is on the evolution of the structure of the processes, and in the following the reference is to univariate MAPs of arrivals with finite Markov component, investigated in the applied literature.

The simplest process corresponds to the case where the Markov component has only one state. It then follows from the definition of MAPs that $X$ is a continuous
time Markov process with stationary and independent increments on \( \mathbb{N} \). Thus \( X \) is a compound Poisson process. In the terminology for MAPs of arrivals the process is characterized by the rates \( \Lambda_n = \lambda_n \) of arrivals of batches of size \( n \) \((n \geq 1) \). We denote by \( \lambda = \sum_{n \geq 1} \lambda_n \) the compound arrival rate of batches. (The simple Poisson process with rate \( \lambda \) is the special case where \( \lambda_n = 0 \) for \( n \neq 1 \), and obviously \( \lambda_1 = \lambda \).) We note that the generating function of the compound Poisson process is

\[
G(z; t) = \exp \left\{ -t \sum_{n \geq 1} \lambda_n (1 - z^n) \right\}.
\]

(1.3)

The compound Poisson process allows only transitions of type \((i)\) (arrivals without change of state in the Markov component) which are the only ones admissible anyway. If we leave this simple one-state case, and get into genuine examples of MAPs of arrivals, transitions of types \((ii)\) or \((iii)\) have to be allowed. To our knowledge, the first defined (simple) MAP of arrivals, with transitions of types \((i)\) and \((ii)\), was the Markov-modulated Poisson process (MMPP), which is a Cox process with intensity rate modulated by a finite Markov chain. This process was first used in queueing models by P. Naor and U. Yechiali, followed by M.F. Neuts; a recent compilation of results and relevant references on the MMPP is given by Fischer and Meier-Hellstern [11]. The MMPP was given a definition as an MAP of arrivals by Prabhu [31].

We may also consider the MMPP where batches of arrivals are allowed, which may be constructed from \( m \) independent compound Poisson processes \( X_1, \ldots, X_m \) by observing the process \( X_j \) whenever the Markov component \( J \) is in state \( j \) (this follows from Neveu's [27] characterization of Markov subordinators with finite
Markov component). This setting suggests immediately that the process has important properties, such as lack of memory, being closed under Bernoulli thinning and under superpositioning of independent processes, similar to those of the compound Poisson process; this fact has not received sufficient attention in the applied literature. This process is an MAP of arrivals with the rate matrices $\Lambda_n$ ($n \geq 1$) being diagonal matrices. Its generating function is a natural matrix extension of the generating function of the compound Poisson process, namely
\[
G(z; t) = \exp \left\{ t \left[ Q - \sum_{n \geq 1} \Lambda_n (1 - z^n) \right] \right\}
\]  
(1.4)

where $Q$ is the generator matrix of the Markov component $J$. In fact all univariate MAPs of arrivals have this generating function, with the $\Lambda_n$ not necessarily diagonal. As all Cox processes, MMPPs are more *bursty* than the Poisson process in the sense that the variance of the number of counts is greater than its mean (see Kingman [19]), whereas for the Poisson process these quantities are equal.

Allowing only transitions of types (i) and (ii) amounts to stating that only one of the components $X$, $J$ changes state at a time; this is consistent with viewing $X$ having a casual relationship with $J$. Type (iii) transitions are sometimes called Markov-modulated arrivals in the literature.

Transitions of types (i) – (iii) were allowed for the first time by Rudemo [36] who considered a simple process. Thus, in addition to arrivals as in the MMPP, there may be arrivals at transition epochs of the Markov chain $J$. Explicitly, at the time a transition from state $j$ to state $k$ occurs in $J$, an arrival occurs if $(j, k) \in A$ and no arrival occurs otherwise, where $A \subseteq \{(i, l) \in E^2 : i \neq l\}$. This process is thus a simple MAP of arrivals for which $\Lambda_1$ is not necessarily diagonal. The
restrictive feature of the process is that

$$\lambda_{jk}(0) \lambda_{jk}(1) = 0 \quad (j, k \in E).$$  (1.5)

The restrictive condition (1.5) is not present in the phase-type (PH) renewal process introduced by Neuts (see Neuts [25]), as a generalization of the Poisson process, containing modifications of the Poisson process such as the Erlangian and hyperexponential arrival processes. Here the interarrival times have a phase-type distribution, i.e. they are identified as times till absorption in a finite state Markov chain with one absorbing state. The process may be used to model sources that are less bursty than the Poisson sources.

The first defined univariate MAP of arrivals that essentially achieves the full generality possible when the Markov component has finite state space was the versatile Markovian arrival process of M.F. Neuts, or the so called N-process. The definition of this process is a constructive one (see Neuts [25]), and in the original formulation special care was taken to include arrivals of the same type as in both the MMPP and the PH renewal process. In addition to the transitions of types (i) – (iii) (in the set of transient states of a finite Markov chain), the process allows for phase-type arrivals with one absorbing state. We shall see in chapter 2 that the inclusion of phase-type arrivals does not add any additional generality to the class of N-processes, and in fact makes the model overparametrized. This lack of a proper definition of the process of arrivals with appropriate transition rates (i) – (iii) has led to considerable confusion in the literature.

Machihaara [22] extended Neuts's idea of phase-type arrivals by considering the case of simple phase-type arrivals with more than one absorbing state (see Exam-
ple 2), and defined a process which is closely related to the phase-type Markov renewal process we discuss in Example 3. This process was extended to the case of batch arrivals by Yamada and Machihara [43].

Lucantoni, Meier-Hellstern and Neuts [21] defined a second (simple) Markovian arrival process, which was generalized to allow for batch arrivals by Lucantoni, who named it batch Markovian arrival process (BMAP). The class of BMAPs is the class of univariate MAPs of arrivals with finite Markov component, and a definition of the BMAP is given in Remark 1 below. For a history of the BMAP and its applications, with special emphasis on matrix-geometric methods and a very extensive list of references see Lucantoni [20]. The simple BMAP has been referred commonly as MAP; this is very unfortunate since this process is just a very particular case of a Markov additive process and besides, this amounts to an abuse of notation since the acronym MAP for Markov additive processes was first used by Çinlar ([7,8]).

Finally, we note that the point processes of arrivals (sequence of arrival epochs along with the corresponding batch sizes) associated with the classes of univariate MAPs of arrivals with finite Markov component, BMAPs, and Yamada and Machihara’s arrival processes are the same (see Proposition 2). This fact does not seem to be well understood (cf Neuts [26]).

1.2.2 Applications of MAPs of arrivals

MAPs of arrivals arise in important applications, as components of more complex systems, specially in queueing and data communications models. They have been used to model overflow from trunk groups, superpositioning of packetized voice
streams, and input to ATM (Asynchronous Transfer Mode) networks, which will be used in future high-speed communications networks (see e.g. [11,20,22,25,26,39,43] for references). They have also been used to establish queueing theoretic results and to investigate constructions on arrival streams (see e.g. [20,26] for references).

Queues with Markov additive input have also been the subject of much study (see e.g. [11,21,20,22,25,34,39,43] and references cited there). The output from queues with Markov additive input has also been considered; in general this process is not an MAP of arrivals. In particular, Olivier and Walrand [28] have shown that the output from an $MMPP/M/1$ queue is not an MAP of arrivals unless the input is Poisson. Takine, Sengupta and Hasegawa [39] study the extent to which the output process conforms to the input process generated by an MAP of arrivals for a high-speed communications network with the leaky bucket for regulatory access mechanism (or traffic shaping mechanism).

The class of stationary univariate MAPs of arrivals with finite Markov component was shown to be dense in the family of all stationary point processes on $\mathbb{R}_+$ by Asmussen and Koole [2] (here an MAP is said to be stationary if its Markov component is stationary). This fact and the considerable tractability of MAPs of arrivals make the class of MAPs of arrivals very important for applications.

MAPs of arrivals are studied in chapter 2. We investigate properties of MAPs of arrivals, such as the lack of memory property, interarrival times and moments of the number of counts. We consider transformations of MAPs of arrivals, both deterministic and random, which preserve the Markov-additive property; a partic-
ular case of this is the superposition of independent MAPs of arrivals. In addition we study secondary recordings of MAPs of arrivals; the emphasis is on Markov-Bernoulli recordings which include important special cases of thinning and marking. For Markov-Bernoulli recordings, the secondary processes turn out to be MAPs of arrivals.

1.3 Storage models for communications systems with Markov-additive input and demand

Storage models with Markov-additive input and demand arise frequently in models for communications systems. We review the literature on this type of models. We denote by $X(t)$, $D(t)$ and $I(t)$ the input, the demand and the reject net input in $(0, t]$, respectively.

The pioneering work in fluid storage models, for which the input and demand have no jumps, was done by Anick, Mitra and Sondhi [1], who proposed the following model for a multiple source data-handling system. There are $N$ sources of messages, which may be on or off from time to time. A switch receives these messages at a unit rate from each on source and transmits them at a fixed maximum rate $c$ ($1 \leq N < \infty$, $0 < c < \infty$), storing the messages that it cannot transmit in a buffer of infinite capacity. The sources act independently, the durations of on and off times being independent random variables with exponential densities. Denoting by $J(t)$ the number of on sources at time $t$, these assumptions amount to the statement that $J = \{J(t), t \geq 0\}$ is a birth and death process on the state space $\{0, 1, \ldots, N\}$. When $J$ is in state $j$ there is fluid input at rate $a(j) = j$ and
the demand rate is \( d(j) = c \). With \( Z(t) \) being the buffer content at time \( t \), the model states that

\[
Z(t) = Z(0) + X(t) - D(t) + I(t)
\]

\[
= Z(0) + \int_0^t a(J(s)) \, ds - \int_0^t d(J(s)) \, ds + \int_0^t l(Z(s), J(s)) \, ds \tag{1.6}
\]

with the condition \( Z(0) \geq 0 \), where

\[
l(x, j) = \begin{cases} 
0 & x > 0 \\
(a(j) - d(j))^+ & x \leq 0
\end{cases}
\tag{1.7}
\]

with \( a^- = \max(-a, 0), a \in \mathbb{R} \). Here \( l \) represents the unsatisfied demand rate, and \( I(t) \) the unsatisfied demand in \((0, t]\). It should be noted that the unsatisfied demand rate depends on the input and demand rates only through their difference, i.e. the net input rate. The authors derive the steady state distribution of the process \((Z, J)\), employing matrix-algebraic techniques.

Gaver and Lehoczky [13] investigate a model for an integrated circuit and packet switched multiplexer, in which there are two types of input – data and voice calls. The input of data occurs continuously at a constant rate \( c_0 \) (fluid input), and is transmitted at rate \( c_2 \). There are \( s + u \) output channels, of which \( s \) are reserved for data transmission, while the remaining \( u \) are shared by data and voice calls, with calls having priority with preemptive discipline. Calls arrive at a Poisson rate and have independent holding times with exponential density. Calls that find all \( u \) channels that service them busy are lost. Data that cannot be transmitted are stored in a buffer of infinite capacity. Let \( Z(t) \) be the buffer content and \( J(t) \) the number of channels out of \( u \) not occupied by calls at time \( t \). Then the model states that \( u - J \) is identical with the number in the Erlang loss
system $M/M/u/u$, while $Z(t)$ satisfies equations (1.6)-(1.7) with the input and demand given by

$$X(t) = c_0 t, \quad D(t) = \int_0^t c_2 (s + J(s)) \, ds.$$  \hspace{1cm} (1.8)$$

Mitra [23] investigates a fluid model for a system with two groups of machines connected by a buffer. The first group of machines (producers) produces a fluid which is transferred to the buffer and is consumed by a second group of machines (consumers). These machines are in service or in repair states from time to time and the assumptions for in service times and in repair times are similar to those on Anick et al. [1] for on and off periods. The buffer has capacity $C \ (0 < C \leq \infty)$, while the production rate and consumption rate by machine, assumed to be constants, are $c_1$ and $c_2$. We let $J_1(t)$ and $J_2(t)$ denote respectively the number of producers and consumers that are in service at time $t$, from the total of $N$ producers and $M$ consumers. It follows that $J_1 = \{J_1(t) \geq 0\}$ and $J_2 = \{J_2(t) \geq 0\}$ are independent Markov processes on $\{0, 1, \ldots, N\}$ and $\{0, 1, \ldots, M\}$, respectively. Again, if we denote by $Z(t)$ the buffer content at time $t$ and let $J = (J_1, J_2)$, the model states that $Z(t)$ satisfies equation (1.6) with the input and demand given by

$$X(t) = \int_0^t c_1 J_1(s) \, ds, \quad D(t) = \int_0^t c_2 J_2(s) \, ds$$  \hspace{1cm} (1.9)$$

and the following lost net input rate

$$l(x, j_1, j_2) = \begin{cases} 
(c_1 j_1 - c_2 j_2)^- & x \leq 0 \\
0 & 0 < x < C \\
-(c_1 j_1 - c_2 j_2)^+ & x \geq C
\end{cases}$$  \hspace{1cm} (1.10)$$
where \(a^+ = \max(a, 0)\) for \(a \in \mathbb{R}\). This model is applicable in communication-integrated systems with *producers* being interpreted as sources and *consumers* as channels.

Virtamo and Norros [42] have investigated a model in which a buffer receives input of data from an \(M/M/1\) queueing system at a constant rate \(c_0\) so long as the system is busy, and transmits these data at a maximum rate \(c_1\) (\(< c_0\)). Denoting by \(J(t)\) the queue length, the model states that the buffer content \(Z(t)\) satisfies equations (1.6)-(1.7) with the input and demand given by

\[
X(t) = \int_0^t c_0 1_{\{J(s) > 0\}} \, ds, \quad D(t) = c_1 \, t. \tag{1.11}
\]

Note that the input during \((0, t]\) is given by \(c_0 B(t)\) with \(B(t)\) being the part of the time interval \((0, t]\) during which the server is busy.

The \(BMAP/G/1\) queue and some of its particular cases have been studied by several authors; see in particular [11,21,20,22,25,34,39,43] and references cited there. Here customers with i.i.d. service times arrive according to an univariate MAP of arrivals \((W, J)\) with finite Markov component, the increments on the arrival component being equal to the batch size of arriving customers. The work in the system at time \(t\), \(Z(t)\), satisfies the equation

\[
Z(t) = Z(0) + X(t) - t + \int_0^t 1_{\{Z(s) \leq 0\}} \, ds \tag{1.12}
\]

where \(X(t) = \sum_{i=1}^{W(t)} X_i\), with \((X_1, X_2, \ldots)\) being an i.i.d. sequence of random variables with values in \([0, \infty)\). The model imples that the input \((X, J)\) is a Markov-compound Poisson process (see Prabhu and Zhu [34]), whereas the demand is at unit rate. The techniques used to study these queueing systems are more
probabilistic in nature than the ones used to study the models we described before. For an excellent review of the work on the $BMAP/G/1$ queue see Lucantoni [20].

A model for an access regulator was investigated by Elwalid and Mitra [10]. Here the input of data is regulated by a continuous time Markov chain $J$ with a finite number of states, the input rate being $\lambda(j)$ when $J$ is in state $j$ (the so called Markov modulated fluid source). In addition to a finite data buffer receiving messages (cells), as in Mitra [23], there is a token buffer also of finite size, receiving tokens continuously at rate $r$. In order to get transmitted, cells have to be combined with tokens. Some cells are lost because of a regulator that controls transmission subject to a peak rate $\nu$.

Models similar to those described here arise also in manufacturing systems. Browne and Zipkin [5] consider an $(s, S)$ inventory system where the demand rate is controlled by an underlying Markov chain $J$. The model states that the demand in $(0, t]$ is given by

$$D(t) = \int_0^t d(J(s)) \, ds. \quad (1.13)$$

The authors study steady state properties of the system. Sevast’yanov [38] analyzes a system with $N$ machines in tandem with buffers in between. Each item has to be processed successively by machines $1, 2, \ldots, N$, and items that cannot be processed by a machine are stored in the preceding buffer. The system may be viewed as a tandem storage model modulated by an auxiliary process $J$ indicating the number of machines in operation. With appropriate assumptions, $J$ will turn to be an $N$-dimensional Markov chain, each component of which indicates whether or not the corresponding machine is in operation. This model and the one by Elwalid and
Mitra [10] are simple examples of storage networks modulated by an underlying Markov chain.

1.4 A storage model with Markov-additive input and demand

In this section we define a storage model having Markov-additive input and demand. We let \( Z(t) \) be the storage level at time \( t \), and consider the following model.

(a) The Input. The input \( \{X(t), t \geq 0\} \) is such that \( (X, J) = \{(X, J)(t), t \geq 0\} \) is a Markov-compound Poisson process (MCPP), defined on some probability space \((\Omega, \mathcal{F}, \mathcal{P})\), with infinitesimal generator given by

\[
\mathcal{A}_{(X, J)} f(x, j) = a(j) \frac{\partial}{\partial x} f(x, j) + \sum_{k \in E} \sigma_{jk} \int_0^\infty \left[f(x+y, k) - f(x, j)\right] M_{jk}\{dy\}. \tag{1.14}
\]

Here, \( E \) is a discrete set, \( a \) is a nonnegative function on \( E \) and \( f(x, j) \) is a bounded function on \( \mathbb{R}_+ \times E \) such that for each fixed \( j \), \( f \) is continuous and has a bounded continuous derivative \( \frac{\partial f}{\partial x}(x, j) \), and by \( \int_a^b \) we mean \( \int_{[a, b]} \). Thus, when \( J \) is in state \( j \) input arrives at a continuous rate \( a(j) \), and jumps in \( X \) associated with a transition from state \( j \) to state \( k \) in \( J \) occur at rate \( \sigma_{jk} \) and have distribution \( M_{jk} \).

The distributions \( M_{jk}, j, k \in E \) are concentrated on \([0, \infty)\).

It may be seen that

\[
X(t) = X_0(t) + \int_0^t a(J(s)) \, ds \tag{1.15}
\]

with \( X_0(t) \) being the part of the input in \((0, t] \) associated with jumps. We assume that \((X_0, J)\) is a pure jump process, i.e. its sample paths are constant except
for isolated jumps, and right continuous, for any initial distribution. This implies in particular that the process is càdlàg (right-continuous with left-hand limits), and that $J$ is a pure Markov jump process (MJP). This formulation provides for the possibility of two sources of input, one slow source bringing in data in a fluid fashion and the other bringing in packets.

(b) The Demand. As for the demand for transmission of data we assume that it arises at a rate $d(j)$ when the current state of $J$ is $j$ (similar to what happens in the model considered by Mitra [23]), i.e

$$D(t) = \int_0^t d(J(s)) \, ds$$

so that the infinitesimal generator of $(D, J)$ is given by

$$\mathcal{A}_{(D, J)} f(x, j) = d(j) \frac{\partial}{\partial x} f(x, j) + \sum_{k \neq j} \sigma_{jk} [f(x, k) - f(x, j)].$$

(c) The Storage Policy. The storage has infinite capacity, and the demand is satisfied if physically possible, so that the unsatisfied demand is given by

$$I(t) = \int_0^t y(J(s))^{-1} 1_{\{Z(s) \leq 0\}} \, ds.$$ 

with $y = a - d$.

For this storage model we investigate in chapter 3 the properties of the actual and unsatisfied demands, along with the inverse of the actual demand. The storage equation of this model is

$$Z(t) = Z(0) + X(t) - D(t) + \int_0^t y(J(s))^{-1} 1_{\{Z(s) \leq 0\}} \, ds$$

with $Z(0) \geq 0$ almost surely (a.s.).
We will show in section 3.1 that (1.19) has a unique solution given by

\[ Z(t) = Z(0) + Y(t) + I(t) \]  \hspace{1cm} (1.20)

where \( Y(t) = X(t) - D(t) \) is the net input process, and

\[ I(t) = [Z(0) + m(t)]^{-} = \left[ Z(0) + \inf_{0 \leq \tau \leq t} Y(\tau) \right]^{-}. \]  \hspace{1cm} (1.21)

We note that the unsatisfied demand depends on the input and demand only through the net input. From work currently in progress, it follows that a solution of type (1.20)-(1.21) is valid for a broad class of infinite capacity storage models with càdlàg net input, when the storage policy is to satisfy the demand if physically possible.

We note the input and the demand having a common Markov component, is not a restrictive assumption. We can formulate an input process \((X, J_1)\) and a demand rate function \(d(J_2(t))\), where \(J = (J_1, J_2)\) is a two-dimensional Markov chain with possibly dependent components \(J_1, J_2\), such that \(J_1, J_2\) together are the Markov component of the input and demand. As an example, in Mitra [23] \(J = (J_1, J_2)\) is a two-dimensional birth and death process. Also the assumption of infinite storage (buffer) capacity seems to be fairly realistic, as suggested by D. Mitra in a personal conversation. In any case, we believe that our model will serve at least as an approximation to the finite capacity case and will in fact provide a reasonable understanding of how data communications networks operate.

Our unsatisfied demand rate is time dependent and induces dependence on the storage level through the underlying Markov component. It is possible to formulate more general unsatisfied demand rates among the ones that are a function of the
storage level as well the Markov component. However, considerable analytical difficulties may arise, and some desirable properties of the model may not hold.

1.4.1 The fluid model

The model with fluid input, i.e. $X_0(t) = 0$, is considered in chapter 4. Particular cases of this are the models studied by Anick, Mitra and Sondhi [1], Gaver and Lehoczky [13], Van Doorn, Jagers and de Wit [40] and Virtamo and Norros [42]. The net input $Y(t)$ in this model is then given by

$$Y(t) = A(t) - D(t) = \int_0^t y(J(s)) \, ds. \quad (1.22)$$

Its sample functions are continuous a.s., and differentiable everywhere except at the transition epochs $T_n (n \geq 0)$ of the Markov chain $J$. If we let $J_n = J(T_n)$, then we have for $T_n \leq t \leq T_{n+1}$

$$Z(t) = Z(T_n) + y(J_n)(t - T_n) + y(J_n)^- \int_{T_n}^t 1_{\{Z(s) \leq 0\}} \, ds \quad (1.23)$$

and

$$I(t) = I(T_n) + y(J_n)^- \int_{T_n}^t 1_{\{Z(s) \leq 0\}} \, ds. \quad (1.24)$$

This shows that in order to study the process $(Z, I, J)$ it may be of interest to first study the properties of the embedded process $(Z(T_n), I(T_n), J(T_n))$, which we do in chapter 4. A particular consequence of (1.20)-(1.21) is that $Z(T_n)$ and $I(T_n)$ may be identified as functionals on the process $(T_n, Y(T_n), J(T_n))$, which is an MRW. So the properties of this MRW are investigated, the key result being a Wiener-Hopf factorization due to Presman [35]; see Prabhu and Tang [32] and Prabhu, Tang and Zhu [33]. These properties are then used to study the properties of the storage level and the unsatisfied demand.
1.4.2 A storage model with jump input process

In chapter 5 we consider the storage model for which the input has no continuous component, i.e. \( a = 0 \) or \( X = X_0 \). Since the unsatisfied demand depends on the input and demand only through the net input, this is equivalent to the model for which the demand rate exceeds the input rate from the slow source, i.e. \( d(j) \geq a(j) \) for \( j \in E \). This storage model includes as a very special case the workload process of a \( BMAP/G/1 \) queue. Since we may assume \( a = 0 \), the storage equation is

\[
Z(t) = Z(0) + X(t) - D(t) + \int_0^t d(J(s)) \cdot 1\{Z(s) \leq 0\} \, ds
\]

(1.25)

with the condition \( Z(0) \geq 0 \), and \( (X, J) \) being a Markov-compound Poisson process with no drift.

Our analysis is based on the study of the busy period, using techniques based on infinitesimal generators. The transform of the busy period is the unique solution of a certain matrix-functional equation. We obtain transforms of the various processes of interest and investigate the steady state behaviour of the model. The results obtained are not obvious generalizations of the results for simple storage models; in particular, a generalization of the Pollaczek-Khinchin formula brings new insight.
Chapter 2

MAPs of arrivals

In this chapter we consider MAPs of arrivals. These were introduced in section 1.2, where their importance was highlighted. To study these processes it is convenient to derive some properties of general MAPs. This is done in section 2.2, and the emphasis is on transformations of MAPs that preserve the Markov additive property. MAPs of arrivals are formally introduced in section 2.3 along with some examples, and some of their elementary properties are studied in section 2.4; these include the lack of memory, interarrival times, moments of the number of counts, and a law of large numbers. In section 2.5 we consider transformations of MAPs of arrivals, both deterministic and random. In section 2.6 we define a type of secondary recording which includes important special cases of marking and thinning. We consider in particular Markov-Bernoulli recording of MAPs of arrivals, for which the secondary process turns out to be an MAP of arrivals.
2.1 Notations

In this section we introduce some further notations. For a stochastic process $Y$ defined on a probability space $(\Omega, \mathcal{F}, \mathcal{P})$, we let $\{\mathcal{F}_t^Y\}$ be the filtration generated by $Y$, so that $\mathcal{F}_t^Y = \sigma\{Y(s), 0 \leq s \leq t\}$ for $t \in \mathcal{T}$, where for a family $\mathcal{G}$ of random variables $\sigma(\mathcal{G})$ is the $\sigma$-field generated by $\mathcal{G}$. As usual, for a transformation $T: \Omega_1 \to \Omega_2$ we denote $T^{-1}(A) = \{\omega_1 \in \Omega_1 : T(\omega_1) \in A\}$ for $A \subseteq \Omega_2$.

We denote by $e$ a vector with unit elements, with the dimension being clear from the context. Suppose $A = (a_{jk})$ and $B = (b_{jk})$ are matrices of the same order. We define the Schur or entry-wise multiplication of $A$ and $B$ by $A \cdot B = (a_{jk} b_{jk})$. If for countable sets $F_1, \ldots, F_4$ we have $A = (a_{jk})_{F_1 \times F_2}$ and $B = (b_{il})_{F_3 \times F_4}$ then we define the Kronecker sum of $A$ and $B$ by

$$A \oplus B = (c_{(j,i)(k,l)})_{(F_1 \times F_3) \times (F_2 \times F_4)} = (a_{jk} \delta_{il} + \delta_{jk} b_{il}).$$

For a countable set $F$ we let $l_\infty(F)$ be the Banach space of real sequences $a = (a_j)_{j \in F}$ with the norm $\|a\| = \sup_{j \in F} |a_j|$ and $B(l_\infty(F))$ be the space of bounded linear operators on $l_\infty(F)$, an element $W$ of which may be identified by a matrix $W = (w_{jk})_{j,k \in F}$ with norm

$$\|W\| = \sup_{j \in \mathcal{F}} \sum_{k \in \mathcal{F}} |w_{jk}|.$$

For an MAP $(X, J)$, if $J$ is irreducible with stationary distribution $\pi = (\pi_j)$ we call the version of $(X, J)$ for which $J(0)$ has distribution $\pi$ the stationary version of the MAP $(X, J)$.

We consider in $\mathbb{R}^r$ partial order relations $\leq, <, \geq$ and $>$

$$x \leq y \iff x_i \leq y_i, i = 1, 2, \ldots, r; \quad x < y \iff x \leq y \text{ and } x \neq y$$
and \( x \geq y \Leftrightarrow y \leq x, \ x > y \Leftrightarrow y < x. \)

### 2.2 Some properties of MAPs

In this section we investigate some general properties of MAPs. We assume w.l.o.g. that if \((X, J)\) is an MAP then \(X(0) = 0\) a.s. For clarity, we consider only time-homogeneous MAPs. By using (1.1), we have

\[
P\{X(s + t) \in A; J(s + t) = k \mid X(s) = x, J(s) = j\} = P\{X(t) \in A - x; J(t) = k \mid J(0) = j\}
\]

(2.1)

for \(s, t \in T, j, k \in E, x \in \mathbb{R}^r\) and \(A \in \mathcal{R}^r\). Since this property characterizes homogeneous MAPs, it suffices to define the transition probability measure of the process,

\[
P_{jk}(A; t) = P\{X(t) \in A, J(t) = k \mid J(0) = j\}
\]

(2.2)

\[
P_{jk}(A; t) \geq 0, \quad P_{jk}(A; 0) = \delta_{jk} 1_{\{0 \in A\}}, \quad \sum_{k \in E} P_{jk}(\mathbb{R}^r; t) \leq 1.
\]

(2.3)

When \(A\) is a singleton \(\{x\}\), we write \(P(x; t)\) instead of \(P(\{x\}; t)\). For the Chapman-Kolmogorov equations we have

\[
P_{jk}(A; t + s) = \sum_{l \in E} \int_{\mathbb{R}^r} P_{jl}(dx; t) P_{lk}(A - dx; s) \quad (s, t \in T)
\]

(2.4)

or in matrix form, with \(P(A; t) = (P_{jk}(A; t))\),

\[
P(A; t + s) = \int_{\mathbb{R}^r} P(dx; t) P(A - dx; s).
\]

(2.5)

From (2.2) the transition probabilities of \(J\) are found to be \(\pi_{jk}(t)\), where

\[
\Pi(t) = (\pi_{jk}(t)) = (P\{J(t) = k \mid J(0) = j\}) = (P_{jk}(\mathbb{R}^r; t))
\]

(2.6)
with
\[ \pi_{jk}(t) \geq 0, \quad \pi_{j0}(0) = \delta_{jk}, \quad \sum_{k \in E_\Delta} \pi_{jk}(t) \leq 1 \] (2.7)

\[ \pi_{jk}(t+s) = \sum_{l \in E_\Delta} \pi_{jl}(t) \pi_{lk}(s). \] (2.8)

We say that \((X, J)\) is a strong MAP if for any stopping time \(T\) we have
\[ P \left\{ X(T+t) - X(T) \in A, J(T+t) = k \mid \mathcal{F}_T^{(X,J)} \right\} = P_{J(T)k}(A; t) \] (2.9)

for \(t \in T, k \in E_\Delta\) and \(A \in \mathcal{R}^r\). The following result presents important properties of deterministic transformations of MAPs.

**Theorem 1** For \(A \in \mathcal{R}^r\) and \(B \in \mathcal{R}^s\) we have the following.

(a). **Linear transformations of MAPs.**

Suppose that \((X, J)\) is an MAP on \(\mathbb{R}^r \times E\) with transition probability measure \(P^X\), and \(T : \mathbb{R}^r \to \mathbb{R}^s\) is a linear transformation.

If \(Y = T(X)\) then \((Y, J)\) is an MAP on \(\mathbb{R}^s \times E\) with transition probability measure \(P^Y\) such that
\[ P_{jk}^Y(B; t) = P_{jk}^X(T^{-1}(B); t). \] (2.10)

(b). **Patching together independent MAPs.**

Suppose that \((X, J_1)\) and \((Y, J_2)\) are MAPs on \(\mathbb{R}^r \times E_1\) and \(\mathbb{R}^s \times E_2\) with transition probability measure \(P^X\) and \(P^Y\), respectively.

If \((X, J_1)\) and \((Y, J_2)\) are independent then \(((X, Y), (J_1, J_2))\) is an MAP on \(\mathbb{R}^{r+s} \times E_1 \times E_2\) with transition probability measure \(P(X,Y)\) such that
\[ P_{(j_1,j_2)(k_1,k_2)}^{(X,Y)}(A \times B; t) = P_{j_1k_1}^X(A; t) P_{j_2k_2}^Y(B; t). \] (2.11)
**Proof:** (a). Blumenthal ([3], Theorem II(1.2)) states sufficient conditions under which transformations of Markov processes are themselves Markov. These conditions do not apply necessarily to our case, but we may prove the desired result more directly as follows.

Suppose \( 0 = t_0 < t_1 < \ldots < t_n < t \), \( y_p \in IR^s \ (0 \leq p \leq n) \), \( B \in R^s \) and let

\[
A_p = \{(Y, J)(t_p) = (y_p, j_p)\} \quad (0 \leq p \leq n).
\]

From the fact that \( T \) is a measurable transformation we have

\[
A_p = \{(X, J)(t_p) \in T^{-1}\{y_p\} \times \{j_p\}\} \in \sigma((X, J)(t_p)) \quad (0 \leq p \leq n)
\]

and similarly

\[
A_t = \{(X, J)(t) \in T^{-1}(B) \times \{k\}\} \in \sigma((X, J)(t)).
\]

Since \((X, J)\) is an MAP, these facts imply that

\[
P\{Y(t) \in B; J(t) = k \mid \bigcap_{0 \leq p \leq n} A_p\} = P\{A_t \mid \bigcap_{0 \leq p \leq n} A_p\} = P\{A_t \mid A_n\}
\]

\[
= P\{Y(t) \in B; J(t) = k \mid Y(t_n) = y_n, J(t_n) = j_n\}
\]

\[
= P\{X(t) - X(t_n) \in B - y_n; J(t) = k \mid A_n\}
\]

\[
= P\{X(t) - X(t_n) \in T^{-1}(B - y_n); J(t) = k \mid J(t_n) = j_n\}
\]

\[
= P\{X(t - t_n) \in T^{-1}(B - y_n); J(t - t_n) = k \mid J(0) = j_n\}
\]

\[
= P\{Y(t - t_n) \in B - y_n; J(t - t_n) = k \mid J(0) = j_n\}.
\]

This shows that \((Y, J)\) is an MAP with the given transition probability measure.
(b). Since \((X, J_1)\) and \((Y, J_2)\) are independent time-homogeneous Markov processes it is a well known result that \((X, Y, J_1, J_2)\) is a time-homogeneous Markov process. Property \((ii)\) of MAPs for \(((X, Y), (J_1, J_2))\) follows using arguments similar to the ones needed to prove that \((X, Y, J_1, J_2)\) is Markov, but its proof is given for completeness.

Suppose \(s, t \in T\). Since \((X, J_1)\) and \((Y, J_2)\) are MAPS and are independent, it is easy to see that

1. The conditional distribution of \((X(s + t) - X(s), J_1(s + t))\) given \((X, Y, J_1, J_2)(s)\) depends only on \(J_1(s)\).

2. The conditional distribution of \((Y(s + t) - Y(s), J_2(s + t))\) given \((X, Y, J_1, J_2)(s)\) depends only on \(J_2(s)\).

From (1)-(2) and the independence of \((X, J_1)\) and \((Y, J_2)\) we conclude that

3. \((X(s + t) - X(s), J_1(s + t))\) and \((Y(s + t) - Y(s), J_2(s + t))\) are conditionally independent given \((X, Y, J_1, J_2)(s)\).

From (1)-(3), the conditional distribution of

\[ ((X, Y)(s + t) - (X, Y)(s), (J_1, J_2)(s + t)) \]

given \((X, Y, J_1, J_2)(s)\) depends only on \((J_1, J_2)(s)\). From (3) and (1)-(2), it follows that the probability transition measure of \(((X, Y), (J_1, J_2))\) is as stated. \(\square\)

We note that in Theorem 1, if the original processes are strong MAPs so are the transformed processes. In addition, if the original processes are Markov subordinators so are the resulting processes obtained from patching together independent
processes or by taking linear transformations with nonnegative coefficients. Similar remarks apply to Corollary 1.

**Corollary 1** For $\alpha, \beta \in \mathbb{R}$, $A \in \mathbb{R}^r$ and $B \in \mathbb{R}^s$ we have the following.

(a). Marginals of MAPs.

If $(X, J)$ is an MAP on $\mathbb{R}^r \times E$ with transition probability measure $P^X$ and $Z = (X_{i_1}, X_{i_2}, \ldots, X_{i_s})$ with $1 \leq i_1 < \ldots < i_s \leq r$ then $(Z, J)$ is an MAP on $\mathbb{R}^s \times E$.

If w.l.o.g. we assume that $Z = (X_1, X_2, \ldots, X_s)$ and let $P^Z$ be the transition probability measure of $(Z, J)$ then

$$P^Z_{jk}(B) = P^X_{jk}(B \times \mathbb{R}^{r-s}). \quad (2.12)$$

(b). Linear combinations of dependent MAPs.

If $X = (X_1, \ldots, X_r)$, $Y = (Y_1, \ldots, Y_r)$ and $((X, Y), J)$ is an MAP on $\mathbb{R}^{2r} \times E$ with transition probability measure $P^{(X,Y)}$, then the process $(\alpha X + \beta Y, J)$ is an MAP on $\mathbb{R}^r \times E$ with transition probability measure

$$P_{jk}(A; t) = P^{(X,Y)}_{jk}(\{z = (x, y) \in \mathbb{R}^r : \alpha x + \beta y \in A\}; t). \quad (2.13)$$

(c). Linear combinations of independent MAPs.

If $(X, J_1)$ and $(Y, J_2)$ are independent MAPs on $\mathbb{R}^r \times E_1$ and $\mathbb{R}^r \times E_2$ with transition probability measure $P^X$ and $P^Y$, respectively, then $(\alpha X + \beta Y, (J_1, J_2))$ is an MAP on $\mathbb{R}^r \times E_1 \times E_2$ with transition probability measure

$$P_{(j_1, j_2)(k_1, k_2)}(A; t) = \int_{\{z = (x, y) \in \mathbb{R}^r : \alpha x + \beta y \in A\}} P^X_{j_1 k_1}(dx; t) P^Y_{j_2 k_2}(dy; t). \quad (2.14)$$
Proof: (a) and (b). The statements follow from Theorem 1 (a) since marginals and linear combinations are special cases of linear transformations.

(c). To prove the statement we first patch together \((X, J_1)\) and \((Y, J_2)\) to get in their product probability space the process \(((X, Y), (J_1, J_2))\), which by Theorem 1 (b) is an MAP with probability transition measure given by (2.11). Using (b), it then follows that \((\alpha X + \beta Y, (J_1, J_2))\) is an MAP of arrivals with transition probability measure as given. □

If \((X, J)\) is an MAP on \(\mathbb{R}^r \times E\) and \(0 = t_0 \leq t_1 \leq t_2 \leq \ldots\) is a deterministic sequence, then the process \((S^*, J^*) = \{(S^*_{n}, J^*_{n}) = (X(t_n), J(t_n)), n \in \mathbb{N}\}\) is an MRW on \(\mathbb{R}^r \times E\) (which is time-homogeneous in case \(t_n = nh (n \in \mathbb{N})\) for some \(h > 0\)). In order for the embedded process to be an MRW, the embedded sequence does not need to be deterministic, and more interesting embeddings may be obtained by using a random sequence of embedding times.

As for MAPs, we will consider the time-homogeneous case of MRWs, in which the second probability in (1.2) does not depend on \(m\). Since \((S^*, J^*)\) is an MAP, it suffices to define the one-step transition probability measure

\[
V_{jk}(A) = P\{S_1^* \in A; J_1^* = k \mid J_0^* = j\}
\]

along with the initial distribution of \(J^*\).

Theorem 2 Suppose \((X, J)\) is an MAP on \(\mathbb{R}^r \times E\), \(T^*_n (n \geq 0)\) are stopping times such that \(0 = T_0^* \leq T_1^* \leq \ldots < \infty\) a.s. Denote

\[
J_n^* = J(T_n^*), \quad S_n^* = X(T_n^*) \quad (n \in \mathbb{N}).
\]

If \((X, J)\) is a strong MAP then \((T^*, S^*, J^*) = \{(T_n^*, S_n^*, J_n^*), n \in \mathbb{N}\}\) is an
MRW on $\mathbb{R}_+ \times \mathbb{R}^r \times E$. Moreover, in case the conditional distribution of $(T^*_{n+1} - T^*_n, S^*_{n+1} - S^*_n, J^*_{n+1})$ given $J^*_n$ does not depend on $n$, then $(T^*, S^*, J^*)$ is an homogeneous MRW with one-step transition probability measure

$$V_{jk}(A \times B) = P\{T^*_1 \in A; X(T^*_1) \in B; J(T^*_1) = k | J(0) = j\}$$

for $j, k \in E_{\Delta}$, $A \in \mathcal{R}_+$ and $B \in \mathcal{R}^r$. \(\square\)

In applications, the most common use of Theorem 2 is for the case where the embedding points are the successive transition epochs in $J$.

### 2.3 MAPs of arrivals

In this and the following sections we consider time-homogeneous MAPs of arrivals. Transitions of an MAP of arrivals $(X, J)$ on $\mathbb{N}^r \times E$ may be identified by the states of $J$ immediately before $(j)$ and after $(k)$ the transition occurs along with the corresponding observed increment in $X(n)$. Thus we characterize each transition by one element of the set $S_r(E)$

$$S_r(E) = \{ (j, k, n) \in E^2 \times \mathbb{N}^r : (n, k) \neq (0, j) \}. \quad (2.16)$$

For a set $C \subseteq S_r(E)$ and transition rates $\lambda_{jk}(n)$ we let $\lambda(C) = \{ \lambda_{jk}(n) : (j, k, n) \in C \}$. The process $(X, J)$ is parametrized by the set of transition rates $\lambda(S_r(E))$. In general some of the rates will be zero, thus it suffices to give the positive rates $\lambda(S^+_r(E))$ where

$$S^+_r(E) = \{ (j, k, n) \in S_r(E) : \lambda_{jk}(n) > 0 \}. \quad (2.17)$$
In the following we always assume that \( \lambda_{jk}(\mathbf{n}) = 0 \) for \((j, k, \mathbf{n}) \notin S_r(E)\). For the transition probability measure of \((X, J)\) we have
\[
P(X(h) = \mathbf{n}, J(h) = k \mid J(0) = j) = \begin{cases} 
\lambda_{jk}(\mathbf{n}) h + o(h) & (\mathbf{n}, k) \neq (0, j) \\
1 - \gamma_j h + o(h) & (\mathbf{n}, k) = (0, j)
\end{cases}
\]
with
\[
\gamma_j = \sum_{\{(k, \mathbf{n}) : (j, k, \mathbf{n}) \in S_r^+(E)\}} \lambda_{jk}(\mathbf{n}) < \infty.
\]
A process with (2.19) is said to be stable. The infinitesimal generator of \((X, J)\) is given by
\[
\mathcal{A}f(\mathbf{m}, j) = \sum_{\{(k, \mathbf{n}) : (j, k, \mathbf{n}) \in S_r^+(E)\}} \lambda_{jk}(\mathbf{n}) [f(\mathbf{m} + \mathbf{n}, k) - f(\mathbf{m}, j)]
\]
with \(f\) being a bounded real function on \(\mathbb{N}^r \times E\). This shows that the process is determined by the matrices \(\Lambda_n = (\lambda_{jk}(\mathbf{n}))\), with \(\mathbf{n} \in \mathbb{N}^r\). Let
\[
\Gamma = (\gamma_j \delta_{jk}), \quad \Lambda = (\lambda_{jk}) = \sum_{\mathbf{n} \geq 0} \Lambda_n \quad \Sigma = (\sigma_{jk}) = \sum_{\mathbf{n} \in \mathbb{N}^r} \Lambda_n \quad (2.21)
\]
\[
Q = (q_{jk}) = \Sigma - \Gamma, \quad Q^0 = (q^0_{jk}) = \Lambda_0 - \Gamma.
\]
It is easy to see that \(\Lambda (\Sigma)\) is the matrix of transition rates in \(J\) associated with arrivals (either arrivals or non-arrivals). Note that \(Q\) and \(Q^0\) are matrices with non-positive diagonal entries and nonnegative off-diagonal entries. Moreover the row sums of \(Q\) (\(Q^0\)) are null (non-positive). This implies in particular that \(Q\) is the generator matrix of some Markov chain. We will see that \(Q\) is the generator matrix of the Markov component \(J\) and \(Q^0\) is the generator matrix associated with non-arrival transitions in \((X, J)\). These facts may be anticipated by inspection of the transition rates in the non-diagonal entries of these matrices.
The process \((X, J)\) is thus characterized by \((Q, \{\Lambda_n\}_{n>0})\), and we say that \((X, J)\) is an MAP of arrivals with \((Q, \{\Lambda_n\}_{n>0})\)-source. This term is a natural extension of the \((Q, \Lambda)\)-source term commonly used in the literature on MMPPs, where \(\Lambda = \Lambda_1\). The stability condition (2.19) has the following implication.

**Lemma 1** If \((X, J)\) is a stable MAP of arrivals then \((X, J)\) is explosive if and only if \(J\) is explosive.

**Proof:** Since \(J\) makes no more changes of state than \((X, J)\), it follows trivially that if \(J\) is explosive then \((X, J)\) is also explosive. Conversely, if \(J\) is non-explosive then in a finite time interval \(J\) changes state only a finite number of times a.s., and during a subinterval in which \(J\) is the same state \(X\) changes state a finite number of times a.s., since \((X, J)\) is stable. This leads to the conclusion that in finite time \((X, J)\) changes state a finite number of times a.s., i.e. if \(J\) is non-explosive then \((X, J)\) is also non-explosive. This completes the proof of the statement. \(\Box\)

In applications it makes sense to assume that \(J\) is non-explosive, and by Lemma 1 this implies that \((X, J)\) is non-explosive. Thus in the rest of the paper we consider non-explosive MAPs of arrivals, which in particular are strong Markov, so that the number of arrivals in finite time intervals is a.s. finite, which is the usual condition imposed on arrival processes. For simplicity, we impose a slightly stronger condition for \((X, J)\), namely

\[
\gamma = \sup_{j \in E} \gamma_j = \sup_{j \in E} \sum_{(k,n):(j,k,n) \in S^+_{\tau}(E)} \lambda_{jk}(n) < \infty. \tag{2.23}
\]

However we note that (2.23) is not needed for some of the results we give, and that (2.23) holds trivially when \(E\) is finite. For \(s, t \geq 0, j, k \in E, n \in \mathbb{N}^r\) the
transition probability measure of \((X, J)\) is such that

\[
P_{jk}(n; t) = P\{X(t) = n, J(t) = k \mid J(0) = j\} \tag{2.24}
\]

\[
P_{jk}(n; t) \geq 0, \quad P_{jk}(n; 0) = \delta_{(0,j)(n,k)}, \quad \sum_{k \in E} P_{jk}(\mathbb{N}^r; t) = 1 \tag{2.25}
\]

The Chapman-Kolmogorov equations are

\[
P_{jk}(n; t + s) = \sum_{l \in E} \sum_{0 \leq m \leq n} P_{jl}(m; t) P_{lk}(n - m; s) \tag{2.26}
\]

and obviously \(\Pi(t) = (\pi_{jk}(t)) = (P_{jk}(\mathbb{N}^r; t))\). From (2.18) we have for \(h > 0\) and \(j \neq k\)

\[
\pi_{jk}(h) = P_{jk}(\mathbb{N}^r; h) = \sum_{n \in \mathbb{N}^r} [\lambda_{jk}(n)h + o(h)] = \sigma_{jk}h + o(h)
\]

which shows that \(Q\) is the generator matrix of the Markov component \(J\) of an MAP of arrivals with \((Q, \{A_n\}_{n>0})\)-source. In the rest of the section we give some examples of MAPs of arrivals.

**Example 1 Arrivals, departures and overflow from a Markovian network.**

Suppose we have a Markovian network with \(r\) nodes and let \(J_i(t) (1 \leq i \leq r)\) be the number of units at node \(i\) at time \(t\), and \(J = (J_1, J_2, \ldots, J_r)\); suppose also that nodes \(j_1, j_2, \ldots, j_s\) \((s \leq r)\) have finite capacity while the rest have infinite capacity. Let \(Y_i\) be the number of external units which entered node \(i\), \(Z_l\) be the number of units which left the system from node \(l\), and \(W_p\) the overflow at node \(j_p\) by time \(t\), and denote \(X = (Y, Z, W)\) with

\[
Y = (Y_1, Y_2, \ldots, Y_r), \quad Z = (Z_1, Z_2, \ldots, Z_r), \quad W = (W_1, W_2, \ldots, W_s).
\]

The process \((X, J)\) is an MAP of arrivals on a subset of \(\mathbb{N}^{3r+s}\). This holds even with batch input and state dependent input, output or routing rates. We could
also include arrival components counting the number of units going from one set of nodes to another.

The fact that \((X, J)\) is an MAP holds in particular for the queueing networks with dependent nodes and concurrent movements studied by Serfozo [37]. Networks are systems with inherent dependencies, which may be either outside the control of the manager of the system or introduced by the manager. Dependencies may be introduced to avoid congestion, balance the workload at nodes, increase the throughput, etc.; thus the study of queueing networks with dependencies is very important for applications. □

**Example 2** Compound phase-type (CPH) arrival processes.

Consider a continuous time Markov chain \(J^\ast\) on \(\{1, 2, \ldots, m, m+1, \ldots, m+r\}\) with stable and conservative infinitesimal generator matrix

\[
Q^\ast = \begin{bmatrix} Q^0 & \Lambda^\ast \\ 0 & 0 \end{bmatrix}
\]

(2.27)

with \(Q^0\) being a \(m \times m\) matrix, so that states \(m+1, \ldots, m+r\) are absorbing. After absorption into state \(m+l\) the Markov chain is instantaneously restarted (independently of previous restartings) into transient state \(k\) with probability \(\alpha_{lk}\); moreover if absorption is from state \(j\) then associate with it an arrival of a batch of size \(n > 0\) (independently of the size of other batches) with probability \(p_{jl}(n)\).

This model was used by Machihara [22] to model service interruptions in a queueing system, where interruptions are initiated at absorption epochs. Machihara viewed these interruption epochs as the arrival epochs of phase-type Markov renewal customers. If the service interruptions are due to physical failure with the
absorption state indicating the type of failure, then it becomes important to record
the type of failure (absorption state) which occurs at each failure time (absorption
epoch). Accordingly, we let \( X_l(t) (1 \leq l \leq r) \) be the number of arrivals associated
with absorptions into state \( m + l \) in \((0, t]\), and let \( J \) be the Markov chain on states
\( E = \{1, 2, \ldots, m\} \) obtained by carrying out the described instantaneous restart-
ings after absorptions and requiring the sample functions of the resulting process
to be right-continuous. If we let \( \alpha = (\alpha_{lk}) \) and for \( n \geq 1 \)
\[
P_n = (p_{jl}(n)), \quad \Psi_n = (\psi_{jl}(n)) = \Lambda^* \cdot P_n, \quad Q = Q^0 + \sum_{m \geq 1} \Psi_m \alpha \quad (2.28)
\]
then it is easy to see that \( J \) has stable and conservative infinitesimal generator
matrix \( Q \). Moreover, if we let \( X = (X_1, X_2, \ldots, X_r) \) then \((X, J)\) is an MAP of
arrivals on \( \mathbb{N}^r \times E \) with \((Q, \{\Lambda_n\}_{n>0})\)-source where for \( n = (n_1, n_2, \ldots, n_r) > 0 \)
\[
\lambda_{jk}(n) = \begin{cases} 
\psi_{jl}(n) \alpha_{lk} & \sum_{p=1}^r n_p = n_l \\
0 & \text{otherwise}
\end{cases}
\]
Note that arrivals occur only in one of the coordinates of the arrival component at
each time. Similarly, if we let \( X(t) \) be the total number of arrivals in \((0, t]\), then
the process \((X, J)\) is an univariate MAP of arrivals with \((Q, \{\Psi_n \alpha\}_{n>0})\)-source.
We call \((X, J)\) a CPH arrival process with representation \((Q^0, \Lambda^*, \{P_n\}_{n>0}, \alpha)\).

For control of the system it is important to know which types of failures occur
most frequently in order to minimize the loss due to service interruptions, for
which we need to consider the process \((X, J)\) instead of the CPH arrival process
\((X, J)\). This shows that multivariate arrival components may be needed for an
appropriate study of some systems. The use of \((X, J)\) is justified only if different
failures produce similar effects and have approximately equal costs. \(\Box\)
Remark 1 If \((Y, J)\) is an MAP of arrivals on \(\mathbb{N} \times \{1, 2, \ldots, m\}\) with \((Q, \{\Lambda_n\}_{n>0})\)-source, and we use the lexicographic ordering of the states of \((Y, J)\), then \((Y, J)\) has infinitesimal generator matrix with upper triangular block structure

\[
\begin{bmatrix}
Q^0 & \Lambda_1 & \Lambda_2 & \Lambda_3 & \ldots \\
0 & Q^0 & \Lambda_1 & \Lambda_2 & \ldots \\
0 & 0 & Q^0 & \Lambda_1 & \ldots \\
\ldots & \ldots & \ldots & \ldots & \ldots 
\end{bmatrix}
\] (2.29)

A BMAP with representation \(\{D_k, k \geq 0\}\) has generator matrix of the form (2.29) with \(D_0 = Q^0\) and \(D_n = \Lambda_n (n \geq 1)\). For BMAPs it is usually assumed that \(Q^0\) is invertible and \(Q\) is irreducible, but we do not view these conditions as essential; moreover even the authors of the BMAP sometimes consider the process without these conditions (e.g. Neuts [26] considers terminating BMAPs, which do not have \(Q^0\) invertible). ☐

Proposition 1 The class of CPH arrival processes is equivalent to the class of univariate MAPs of arrivals with finite Markov component (i.e. the class of BMAPs).

Proof: A CPH arrival process \((X, J)\) with representation \((Q^0, \Lambda^*, \{P_n\}_{n>0}, \alpha)\) is a univariate MAP of arrivals with \((Q, \{(\Lambda^* \bullet P_n)\alpha\}_{n>0})\)-source, as shown in Example 2, and has finite Markov component.

Conversely, suppose we are given an MAP of arrivals \((Y, J)\) on \(\mathbb{N} \times \{1, 2, \ldots, m\}\) with \((Q, \{\Lambda_n\}_{n>0})\)-source. For \(n > 0\) we can obtain matrices \(P_n = (p_{jk}(n))\) such that \(\Lambda_n = \Lambda \bullet P_n\), with \(p_{jk}(n), n > 0\) being a probability function. The process \((Y, J)\) is then indistinguishable from a CPH arrival process with representation \((Q^0, \Lambda, \{P_n\}_{n>0}, I)\). ☐
Although the use of phase-type arrivals may be important from an operational point of view, in the context of univariate MAPs of arrivals with finite Markov component everything that may be accomplished with phase-type arrivals may be achieved without phase-type arrivals, and vice-versa (as Proposition 1 shows). This implies that the difference between phase-type and non-phase-type arrivals may be merely conceptual, at least if nothing is done to distinguish between these two classes of arrivals. It is also clear that in the class of MAPs of arrivals with multivariate arrival component the individualization of these two classes may be done easily. This suggests some care in the definition of univariate arrival processes which have (conceptually) both phase-type and non-phase-type arrivals. A very good example of the need for a careful definition of these processes is given by the N-process. Since the N-process allows for changes of state of types $(i) - (iii)$ (not associated with phase-type arrivals) in their full generality in case the Markov component is finite, the addition of phase-type arrivals makes the model overparametrized.

### 2.4 Some properties of MAPs of arrivals

For MAPs of arrivals we now investigate the partial lack of memory property, interarrival times, moments of the number of counts, and a strong law of large numbers.

We consider first the partial lack of memory property. Since the arrival component $X$ has non-decreasing sample functions (i.e. $X(t) \geq X(s)$ a.s. for $0 \leq s \leq t$),
the epoch of first arrival becomes

\[ T^\circ = \inf \{ t : X(t) > 0 \}. \]  

(2.30)

**Theorem 3** If \((X, J)\) is an MAP of arrivals on \(\mathbb{N}^r \times E\) with \((Q, \{\Lambda_n\}_{n>0})\)-source, we have the following.

(a). \(T^\circ > t \Leftrightarrow X(t) = 0\) a.s.

(b). \(T^\circ\) is a stopping time.

(c). **Partial lack of memory property.**

For \(t \in \mathbb{R}_+\) and \(j, k \in E\) denote

\[ U_{jk}^0(t) = P\{T^\circ > t, J(t) = k \mid J(0) = j \} \]  

(2.31)

and \(U^0(t) = (U_{jk}^0(t))\). Then the family of matrices \(\{U^0(t), t \in \mathbb{R}_+\}\) forms a semigroup, i.e.

\[ U^0(t+s) = U^0(t)U^0(s) \quad (t, s \in \mathbb{R}_+). \]  

(2.32)

(d). Moreover \(U^0(t) = e^{tQ^0}\), so that (2.32) reads

\[ e^{(t+s)Q^0} = e^{tQ^0}e^{sQ^0} \quad (t, s \in \mathbb{R}_+). \]  

(2.33)

**Proof:** (a). The statement follows easily from the fact that \((X, J)\) is a Markov subordinator.

(b). The statement is an immediate consequence of (a).

(c). From (a), \(U_{jk}^0(u) = P_{jk}(0; u)\) for \(j, k \in E\) and \(u \in \mathbb{R}_+\). From the Chapman-Kolmogorov equations (2.26) we find that for \(s, t \in \mathbb{R}_+\) and \(j, k \in E\)

\[ U_{jk}^0(t+s) = \sum_{l \in E} U_{jl}^0(t) U_{lk}^0(s) \]
which is the semigroup property (2.32).

(d). From (2.31) and (2.18) we have for \(j, k \in E\)

\[
U^0_{jk}(h) = \begin{cases} 
\lambda_{jk}(0) h + o(h) & j \neq k \\
1 - \gamma_j h + o(h) & j = k
\end{cases}
\]  

(2.34)

so that \(\{U^0(t), t \geq 0\}\) is continuous semigroup with associated infinitesimal generator matrix \(Q^0\). We note that \(U^0(0) = I, [U^0(t)]' = U^0(t) Q^0\), and

\[
\| Q^0 \| = \| \Lambda_0 - \Gamma \| \leq \| \Lambda_0 \| + \| \Gamma \| \leq 2\gamma < \infty
\]

which implies that \(U^0(t) = e^{tQ^0}\), in view of Lemma 2, which is Proposition 2.5 (Chapter 1) of Golstein [15]. □

**Lemma 2** Let \(W\) be a Banach space and \(B(W)\) be the space of all bounded linear operators from \(W\) to \(W\). If \(\eta \in B(W)\), then

\[
\alpha = \left\{ \alpha(t) = e^{t\eta} = \sum_{n=0}^{\infty} \frac{(t\eta)^n}{n!}; \ t \in \mathbb{R}_+ \right\}
\]

(2.35)

is a semigroup satisfying:

\[
\| \alpha(t) - I \| \rightarrow 0, \quad \text{as } t \rightarrow 0^+.
\]

(2.36)

Moreover, \(\eta\) is the generator of \(\alpha\). Conversely, if \(\alpha\) is a semigroup satisfying (2.36), then the generator \(\eta\) of \(\alpha\) belongs to \(B(W)\) and \(\alpha(t) = e^{t\eta}\). □

The partial lack of memory property has been investigated for the MMPP by Prabhu [31] as a natural extension of the well known lack of memory property of the Poisson process.
From (2.31), we see that $Q^0$ is the generator matrix of the transitions in $J$ not associated with arrivals in $(X,J)$. In general $U^0$ is dishonest, i.e. $\sum_{k \in E} U^0_{jk}(t) < 1$ for some $j \in E$ and $t > 0$, and

$$1 - \sum_{k \in E} U^0_{jk}(t) = P\{T^0 \leq t \mid J(0) = j\}.$$  \hspace{1cm} (2.37)

We note that $Q^0$ was used as a building block of the BMAP, the CPH arrival process and Yamada and Machihara’s arrival process (which is discussed in Example 3).

We define the successive arrival epochs of the MAP of arrivals $(X,J)$

$$T^0_p = \inf\{t : X(t) > X(T^0_{p-1})\} \hspace{1cm} (p \geq 1)$$  \hspace{1cm} (2.38)

where $T^0_0 = 0$, so that $T^0_1 = T^0$. Owing to the presence of the Markov process $J$ we expect the interarrival times $T^0_p - T^0_{p-1}$ to be Markov-dependent.

**Theorem 4** Interarrival times.

If we denote $X^0_p = X(T^0_p)$ and $J^0_p = J(T^0_p)$, then $\{(T^0_p, X^0_p, J^0_p), p \geq 0\}$ is an MRP whose one-step transition probability density is given by

$$V(t,n) = (v_{jk}(t,n)) = e^{tQ^0} \Lambda_n.$$ \hspace{1cm} (2.39)

**Proof:** Since $(X,J)$ is non-explosive it is a strong Markov process. Now since

$$T^0_{p+1} - T^0_p = \inf\{t - T^0_p : X(t) > X(T^0_p)\}$$

$$X^0_{p+1} - X^0_p = X(T^0_{p+1}) - X(T^0_p)$$

we see that given $J^0_0, (T^0_1, X^0_1, J^0_1), \ldots, (T^0_p, X^0_p, J^0_p)$, the distribution of $(T^0_{p+1} - T^0_p, X^0_{p+1} - X^0_p, J^0_{p+1})$ depends only on $J^0_p$ and is the same as that of $(T^1_0, X^0_1, J^1_0)$
given $J^o_0$. This implies that $\{(T_p^o, X_p^o, J_p^o), p \geq 0\}$ is an MRP. Moreover, since the probability of two or more transitions in $(X, J)$ in a time interval of length $h$ is of order $o(h)$ we have for the one-step transition probability density of the MRP

$$
\left( P\{T_{p+1}^o - T_p^o \in (t, t + dt), X_{p+1}^o - X_p^o = n, J_{p+1}^o = k | J_p^o = j \} \right)
= \left( \sum_{l \in E} P_{jl}(0; t) P_{lk}(n; dt) \right) + o(dt) = U^o(t) \Lambda n dt + o(dt)
$$

which leads to (2.39), in view of Theorem 3 (d). □

Interarrival times have received much consideration in the applied literature. Some authors have used the MRP $\{(T_p^o, X_p^o, J_p^o)\}$ as defined in Theorem 4 to characterize special cases of MAPs of arrivals (e.g. Neuts [26]). From Theorem 4 we can define a semi-Markov process $(X^*, J^*)$ by letting

$$(X^*, J^*)(t) = (X_p^o, J_p^o) \quad (T_p^o \leq t < T^o_{p+1}).$$

For some special cases of MAPs of arrivals authors have identified the arrival process as being the semi-Markov process $(X^*, J^*)$ (e.g. Lucantoni et al. [21]); this identification is wrong, and may in part be due to the fact that the authors do not state precisely if the process of interest is $(X, J)$ or just the point process of arrivals. Moreover, if in the modelling stage some authors give a lot of (perhaps too much) importance to the Markov component $J$ they do not seem to give it due importance later in the analysis.

**Example 3** The compound phase-type Markov renewal process (CPH-MRP).

Consider a CPH arrival process $(X, J)$ (as described in Example 2) with representation $(Q^0, \Lambda^*, \{P_n\}_{n>0}, \alpha)$. We let $\{T_p^o\}$ be the epochs of increments in
$X$ and define $J^o_p = J(T^0_p)$, $X^o_p = X(T^0_p)$. Then by Theorem 4 the process
$\{(T^0_p, X^o_p, J^o_p), p \in \mathbb{N}\}$ is an MRP with transition probability density

$$V(t, n) = (v_{jk}(t, n)) = e^{tQ^0} (\Lambda^* \bullet P_n) \alpha.$$ 

We shall call this process CPH-MRP with representation $(Q^0, \Lambda^*, \{P_n\}_{n \geq 0}, \alpha)$. Its associated point process of arrivals is $\{(T^0_p, X^o_p - X^o_{p-1}), p \geq 1\}$; this process has information about the arrival epochs and the batch sizes of arrivals, but not of the Markov component of the MRP.

Closely related to this is the process defined for simple arrivals by Machihara [22] and for the general case by Yamada and Machihara [43]; in fact in the context of Example 2 the components $T^o_p, X^o_p$ of the two processes are the same, while the Markov component is $J^*$, where $J^*_p$ represents the state the $p$-th absorption occurs into. This MRP $\{(T^o_p, X^o_p, J^*_p)\}$ has transition probability density

$$V^*(t, n) = \alpha e^{tQ^0} (\Lambda^* \bullet P_n)$$

and the authors state that it has the representation $(\alpha, Q^0, \Lambda^*, \{P_n\}_{n \geq 0})$. Yamada and Machihara assume that $Q^0$ is invertible, but (as for the BMAP in Remark 1) we view their process without this constraint. We note that unless the initial distribution $\pi^o$ of $J^o$ and $\pi^*$ of $J^*$ are chosen so that $\pi^o = \pi^* \alpha$ the point processes of arrivals associated with $\{(T^o_p, X^o_p, J^o_p)\}$ and $\{(T^o_p, X^o_p, J^*_p)\}$ need not be stochastically equivalent.

Our definition of CPH-MRPs does not coincide with the definitions in [22,26,43]. In Neuts [26] PH-MRPs are MRPs with interarrival times with a phase-type distribution. □
Proposition 2 The classes of point processes of arrivals associated with CPH-MRPs, Yamada and Machihara's processes, univariate MAPs of arrivals with finite Markov component, and BMAPs are equal.

Proof: From Proposition 1 it is clear that the classes of point processes of arrivals associated with CPH-MRPs, univariate MAPs of arrivals with finite Markov component, and BMAPs are equal. We now show that the class of point processes of arrivals associated with Yamada and Machihara's processes and univariate MAPs of arrivals with finite Markov component are the same. Suppose we are given an Yamada and Machihara's process with representation \((\alpha, Q^0, \Lambda^*, \{P_n\}_{n>0})\) and initial distribution \(\pi^*\) for the Markov component. From Examples (2) and (3), it is easy to see that this process has the same associated point process of arrivals as an univariate MAP of arrivals \((X, J)\) with \((Q^0 + \sum_{n \geq 1} (\Lambda^* \bullet P_n)\alpha, \{(\Lambda^* \bullet P_n)\alpha\}_{n>0})\)-source and initial distribution \(\pi^*\alpha\) for \(J\). Conversely, an univariate MAP of arrivals with finite Markov component, \((Q, \{\Lambda_n\}_{n>0})\)-source and initial distribution \(\pi\) for \(J\) has the same associated point process of arrivals as an Yamada and Machihara's process with representation \((I, Q^0, \Lambda, \{P_n\}_{n>0})\) and initial distribution \(\pi\) for the Markov component, where \(P_n\) is chosen so that \(\Lambda_n = \Lambda \bullet P_n\).

For \(n \in \mathbb{N}^r\) and \(z \in \mathbb{R}_+^r\) such that \(0 \leq z \leq e\), and with \(z^n = \prod_{i=1}^r z_i^{n_i}\), we denote

\[
\Phi(z) = \sum_{n \in \mathbb{N}^r} \Lambda_n z^n
\]

and

\[
G(z; t) = \left(G_{jk}(z; t)\right) = \left(\sum_{n \in \mathbb{N}^r} P_{jk}(n; t) z^n\right).
\]
By considering the process over the time intervals $(0, t]$ and $(t, t + dt]$, we are lead to the following matrix differential equation:

\[
\frac{d}{dt} P(n; t) = -P(n; t) \Gamma + \sum_{0 \leq m \leq n} P(m; t) \Lambda_{n-m}.
\] (2.42)

In terms of the generating function matrix $G(z; t)$, this gives

\[
\frac{d}{dt} G(z; t) = G(z; t) [\Phi(z) - \Gamma].
\] (2.43)

**Theorem 5** An MAP of arrivals with $(Q, \{\Lambda_n\}_{n>0})$-source has generating function matrix

\[
G(z; t) = \exp \{t[\Phi(z) - \Gamma]\} = \exp \left\{ t \left[ Q - \sum_{n>0} \Lambda_n (1 - z^n) \right] \right\}
\] (2.44)

and $\Pi(t) = e^{tQ}$.

**Proof:** Since $\Phi(z) - \Gamma = Q - \sum_{n>0} \Lambda_n (1 - z^n)$ and in view of (2.43) and Lemma 2, to prove (2.44) it suffices to show that $\| \Phi(z) - \Gamma \| < \infty$. But since $\| \Gamma \| = \| \Sigma \| = \gamma$ we have

\[
\| \Phi(z) - \Gamma \| \leq \| \Phi(z) \| + \| \Gamma \| = \| \sum_{n \in \mathbb{N}^r} \Lambda_n z^n \| + \gamma \\
\leq \| \sum_{n \in \mathbb{N}^r} \Lambda_n \| + \gamma = \| \Sigma \| + \gamma = 2\gamma < \infty.
\]

This proves (2.44). The fact that $\Pi(t) = e^{tQ}$ follows from (2.44) by letting $z \uparrow e$.

\[\square\]

Next we give results for the moments of the number of counts of MAPs of arrivals. These have been considered for some particular cases of MAPs of arrivals by different authors; see in particular [11,24,25,31]. For the derivations we use the generating function matrix of MAPs, as given in Theorem 5. For a linear
combination with nonnegative integer coefficients \( Y = \alpha X \) of \( X \) and \( p \in \mathbb{N} \), we let

\[
E_p^Y(t) = (E[Y^p(t); J(t) = k \mid J(0) = j]) = \left( \sum_{n \in \mathbb{N}^r} (\alpha n)^p P_{jk}(n; t) \right)
\]

(2.45)

\[
\sum_p^Y = \sum_{n \in \mathbb{N}^r} (\alpha n)^p \Lambda_n.
\]

(2.46)

**Theorem 6** For \( 1 \leq i \leq r \), if \( \| \sum_1^{X_i} \| < \infty \), then

\[
\mathcal{E}_1^{X_i}(t) = \int_0^t \Pi(s) \sum_1^{X_i} \Pi(t - s) \, ds
\]

(2.47)

whereas if \( \| \sum_2^{X_i} \| < \infty \), then

\[
\mathcal{E}_2^{X_i}(t) = \int_0^t \left[ 2\mathcal{E}_1^{X_i}(s) \sum_1^{X_i} + \Pi(s) \sum_2^{X_i} \right] \Pi(t - s) \, ds.
\]

(2.48)

**Proof:** Since \( G(e; t) = \Pi(t) = e^{tQ} \) and \( \left[ \frac{d}{dz_i} G(z; t) \right]_{z=e} = \mathcal{E}_1^{X_i}(t) \), using (2.43), we find that \( \mathcal{E}_1^{X_i}(t) \) satisfies the differential equation

\[
\frac{d}{dt} \mathcal{E}_1^{X_i}(t) - \mathcal{E}_1^{X_i}(t) Q = e^{tQ} \sum_1^{X_i}.
\]

(2.49)

Postmultiplying both members of this equation by \( e^{-tQ} \) we get

\[
\frac{d}{dt} \left[ \mathcal{E}_1^{X_i}(t) e^{-tQ} \right] = e^{tQ} \sum_1^{X_i} e^{-tQ}.
\]

In case \( \| \sum_1^{X_i} \| < \infty \) this implies (2.47), by Lemma 2 and the facts that \( \mathcal{E}_1^{X_i}(0) = (0) \) and \( \Pi(t) = e^{tQ}, \forall t \geq 0 \).

Since \( \left[ \frac{d^2}{dz_i^2} G(z; t) \right]_{z=e} = \mathcal{E}_2^{X_i}(t) - \mathcal{E}_1^{X_i}(t) \), again using (2.43), we find that \( \mathcal{E}_2^{X_i}(t) - \mathcal{E}_1^{X_i}(t) \) satisfies the differential equation

\[
\frac{d}{dt} \left[ \mathcal{E}_2^{X_i}(t) - \mathcal{E}_1^{X_i}(t) \right] - \left[ \mathcal{E}_2^{X_i}(t) - \mathcal{E}_1^{X_i}(t) \right] Q = 2\mathcal{E}_1^{X_i}(t) \sum_1^{X_i} + e^{tQ} \left[ \sum_2^{X_i} - \sum_1^{X_i} \right].
\]
In view of (2.49) it follows that

\[
\frac{d}{dt} \overline{E}_2^X_i(t) - \overline{E}_2^X_i(t) Q = 2 \overline{E}_1^X_i(t) \overline{\Sigma}_1^X_i + e^t Q \overline{\Sigma}_2^X_i.
\]

Proceeding as before with (2.49), and using the fact that \( \overline{E}_2^X_i(0) = (0) \), we obtain (2.48) in case \( \| \overline{\Sigma}_2^X_i \| < \infty \). □

**Corollary 2** Suppose \( J \) is irreducible with stationary distribution \( \pi = (\pi_j) \). For the stationary version of \((X, J)\), and with \( 1 \leq i \leq r \), we have the following.

(a). If \( \| \overline{\Sigma}_1^X_i \| < \infty \), then

\[
(E[X_i(t); J(t) = k]) = t \pi \overline{\Sigma}_1^X_i e \pi + \pi \overline{\Sigma}_1^X_i (I - e^{tQ}) (e \pi - Q)^{-1}
\]

and in particular

\[
E(X_i(t)) = t \pi \overline{\Sigma}_1^X_i e.
\]

(b). If \( \| \overline{\Sigma}_2^X_i \| < \infty \) then

\[
E(X_i^2(t)) = \left[ t \pi \overline{\Sigma}_1^X_i e \right]^2 + t \pi \overline{\Sigma}_2^X_i e + 2t \pi \overline{\Sigma}_1^X_i C \overline{\Sigma}_1^X_i e
\]

\[-2t \pi \overline{\Sigma}_1^X_i (I - e^{tQ}) (e \pi - Q)^{-2} \overline{\Sigma}_1^X_i e
\]

with \( C = (I - e \pi) (e \pi - Q)^{-1} \) and, in particular,

\[
\frac{Var(X_i(t))}{t} \rightarrow \pi \left[ \overline{\Sigma}_2^X_i + 2 \overline{\Sigma}_1^X_i C \overline{\Sigma}_1^X_i \right] e.
\]

(c). If \( \| \overline{\Sigma}_2^X_i \| < \infty \) \((1 \leq i \leq r)\), then for \( 1 \leq i, l \leq r \),

\[
\frac{Cov(X_i(t), X_l(t))}{t} \rightarrow \pi \left[ \sum_{n \in B^r} n_i n_l \Delta_n + \overline{\Sigma}_1^X_l C \overline{\Sigma}_1^X_l + \overline{\Sigma}_1^X_l C \overline{\Sigma}_1^X_l \right] e.
\]
Proof: (a) and (b). The following identities can be proved easily:

\[ \int_0^t \left( e^{sQ} - e^{tQ} \right) ds = (I - e^{tQ}) (e^{tQ} - Q)^{-1} \]  \hspace{1cm} (2.55)

\[ \int_0^t \int_0^s e^{uQ} du ds = \frac{1}{2} e^{tQ} t^2 + \left( tI - \int_0^t e^{sQ} ds \right) (e^{tQ} - Q)^{-1}. \]  \hspace{1cm} (2.56)

The statements follow by using these identities in Theorem 6, and the fact that

\[ \pi \Pi(t) = \pi, \forall t \geq 0, \quad \text{and} \quad \Pi(t) \to e \pi, \quad \text{as} \quad t \to \infty. \]

(c). Proceeding as in Theorem 6 with \( z_i = z \) and taking derivatives with respect to \( z \), we would conclude that

\[ IE_{\Sigma_i}^{X_i + X_1}(t) = \int_0^t \left[ 2IE_{\Sigma_i}^{X_i + X_1}(s) \Sigma_i^{X_i + X_1} + \Pi(s) \Sigma_i^{X_i + X_1} \right] \Pi(t - s) ds. \]

By the arguments used to prove (a) and (b) we may then conclude that

\[ \frac{\text{Var}(X_i(t) + X_1(t))}{t} \to \pi \left[ \Sigma_i^{X_i + X_1} + 2 \left( \Sigma_i^{X_i} + \Sigma_1^{X_i} \right) C \left( \Sigma_i^{X_i} + \Sigma_1^{X_i} \right) \right] e. \]

The statement follows easily from this and (2.53), by using the fact that

\[ \text{Cov}(X_i(t), X_j(t)) = \frac{1}{2} [\text{Var}(X_i + X_1(t)) - \text{Var}(X_i(t)) - \text{Var}(X_1(t))]. \quad \square \]

In the case \( J \) has a stationary distribution \( \pi = (\pi_j) \) we let

\[ \lambda = (\lambda_1, \ldots, \lambda_r), \quad \lambda_i = \pi \Sigma_i^{X_i} e \quad (1 \leq i \leq r). \]  \hspace{1cm} (2.57)

Theorem 7 Law of Large Numbers.

Suppose \( J \) is irreducible and has stationary distribution \( \pi, \lambda_i < \infty, \forall i, \) then for all initial distributions

\[ \frac{X(t)}{t} \to \lambda \quad a.s. \]  \hspace{1cm} (2.58)
Proof: Consider the sequence \( \{T_p\}_{p \geq 0} \) of successive transition epochs in \((X, J)\), with \( T_0 = 0 \). We assume w.l.o.g. that \( T_1 < \infty \) a.s., since otherwise \( X(t) \equiv 0 \) a.s., \( \Lambda_n = 0 \) \((n \in \mathbb{N}^r)\) and everything is satisfied trivially.

For fixed \( i (1 \leq i \leq r) \) we define the MRP \( \{T_p, Y_p, J_p\} \) with \( J_p = J(T_p) \) and \( Y_p = X_i(T_p) \) \((p \geq 0)\), then

\[
(E_j(Y_1)) = (E(Y_1 \mid J_0 = j)) = \left( \frac{1}{\gamma_j} \sum_{k \in E} \sum_{n \in \mathbb{N}_r} n_i \lambda_{jk}(n) \right) = \Gamma^{-1} \Sigma_i X_i e
\]

and \( (E_j(T_1)) = (E(T_1 \mid J_0 = j)) = (1/\gamma_j) = \Gamma^{-1} e \). Moreover \( \{J_p\} \) is an irreducible discrete time Markov chain with stationary distribution \( \pi^* = \beta^{-1} \pi \Gamma \), where \( \beta = \sum \pi_k \gamma_k \). This implies, by Theorem 12 in Prabhu, Tang and Zhu [33], that for any initial distribution we have

\[
\frac{Y_n}{n} \to \sum_{j \in E} \pi_j^* E_j(Y_1) = \beta^{-1} \pi \Sigma_i X_i e \quad \text{a.s.} \quad (2.59)
\]

\[
\frac{T_n}{n} \to \sum_{j \in E} \pi_j^* E_j(T_1) = \beta^{-1} \quad \text{a.s.} \quad (2.60)
\]

For \( t \in \mathbb{R}_+ \) we let \( n(t) = \max\{p \in \mathbb{N} : T_p \leq t\} \); by (2.23) \( n(t) < \infty \) a.s. Moreover \( n(t) \uparrow \infty \) a.s. as \( t \uparrow \infty \). Now since

\[
\frac{Y_{n(t)}}{n(t)} \frac{n(t)}{n(t) + 1} \frac{n(t) + 1}{T_{n(t)} + 1} = \frac{X_{i}(t)}{t} \leq \frac{Y_{n(t)} + 1}{T_{n(t)} + 1} = \frac{Y_{n(t) + 1}}{n(t) + 1} \frac{n(t) + 1}{n(t)} \frac{n(t)}{T_{n(t)}}
\]

using (2.59)-(2.60), we conclude that

\[
\frac{X_{i}(t)}{t} \to \pi \Sigma_i X_i e \quad \text{a.s.} \quad (2.61)
\]

and (2.58) follows. \( \square \)

We note that for the stationary version of \((X, J)\), (2.61) may be obtained from (2.51) and (2.53) by using Tchebychev's inequality and the Borel-Cantelli lemma, as in the proof of the law of large numbers for the Poisson process in Kingman [19].
2.5 Transformations of MAPs of arrivals

In this section we consider transformations of MAPs of arrivals. We study first deterministic transformations and later random transformations.

Considering transformations of MAPs, and for \( Z = DX \) with \( D_{p \times r} \) being a matrix of constants with values in \( \mathbb{N} \), it is useful to define for \( m > 0 \)

\[
\Lambda^Z_m = \sum_{\{n \in \mathbb{N}^r : Dn = m\}} \Lambda_n. \tag{2.62}
\]

**Theorem 8 (a). Linear transformations of MAPs of arrivals.**

If \( (X, J) \) is an MAP of arrivals on \( \mathbb{N}^r \times E \) with \( (Q, \{\Lambda_n\}_{n > 0}) \)-source and \( Z = DX \) where \( D_{p \times r} \) is a matrix of constants with values in \( \mathbb{N} \), then \( (Z, J) \) is an MAP of arrivals on \( \mathbb{N}^p \times E \) with \( (Q, \{\Lambda^Z_m\}_{m > 0}) \)-source.

(b). Patching together independent MAPs of arrivals.

Suppose \( (X, J_1) \) and \( (Y, J_2) \) are MAPs of arrivals on \( \mathbb{N}^r \times E_1 \) and \( \mathbb{N}^s \times E_2 \) with sources \( (Q^1, \{\Lambda^1_n\}_{n > 0}) \) and \( (Q^2, \{\Lambda^2_m\}_{m > 0}) \), respectively.

If \( (X, J_1) \) and \( (Y, J_2) \) are independent then \( ((X, Y), (J_1, J_2)) \) is an MAP of arrivals on \( \mathbb{N}^{r+s} \times E_1 \times E_2 \) with \( (Q^1 \oplus Q^2, \{\Lambda_{(n,m)}\}_{(n,m) > 0}) \)-source, where for \( (n, m) > 0 \)

\[
\Lambda_{(n,m)} = [\Lambda^1_n 1\{m = 0\}] \oplus [1\{n = 0\} \Lambda^2_m]. \tag{2.63}
\]

**Proof:** (a). The fact that \( (Z, J) \) is an MAP follows from Theorem 1 (a), and since \( D \) has entries with values in \( \mathbb{N} \) it follows that \( Z \) takes values in \( \mathbb{N}^p \). Thus \( (Z, J) \) is an MAP of arrivals on \( \mathbb{N}^p \times E \); moreover, using (2.10) and (2.18), if follows that \( P(Z(h) = m, J(h) = k \mid J(0) = j) \) is equal to

\[
\sum_{n: Dn = m} P(X(h) = n, J(h) = k \mid J(0) = j) = \left[ \sum_{n: Dn = m} \lambda_{jk}(n) \right] h + o(h)
\]
for \((j, k, m) \in S_p(E)\). This implies that \((Z, J)\) has \((Q, \{\Lambda^Z_{m}\}_{m>0})\)-source.

(b). Using Theorem 1 (b), it follows easily that \(((X, Y), (J_1, J_2))\) is an MAP of arrivals on \(\mathbb{N}^{r+s} \times E_1 \times E_2\). From the independence of \(J_1\) and \(J_2\), it is well known (and easy to check) that \((J_1, J_2)\) has generator matrix \(Q^1 \oplus Q^2\). We let \(P^1\) and \(P^2\) be the transition probability measures of \((X, J_1)\) and \((Y, J_2)\), respectively. For \(((j_1, j_2), (k_1, k_2), (n, m)) \in S_{r+s}(E_1 \times E_2)\) the transition probability measure of \(((X, Y), (J_1, J_2))\) is such that

\[
(P_{(j_1,j_2)(k_1,k_2)}((n,m); h)) = (P^1_{j_1k_1}(n; h) P^2_{j_2k_2}(m; h))
\]

\[
= (\Lambda^1_{j_1k_1}(n) 1_{\{m=0\}} \delta_{j_2k_2} + \delta_{j_1k_1} 1_{\{n=0\}} \Lambda^2_{j_2k_2}(m)) h + o(h)
\]

\[
= ([\Lambda^1_n 1_{\{m=0\}}] \oplus [1_{\{n=0\}} \Lambda^2_m]) h + o(h)
\]

which proves the statement. □

**Corollary 3** For \(\alpha, \beta \in \mathbb{N}\) we have the following.

(a). Marginals of MAPs of arrivals.

If \((X, J)\) is an MAP of arrivals on \(\mathbb{N}^r \times E\) with \((Q, \{\Lambda_n\}_{n>0})\)-source and \(Z = (X_{i_1}, \ldots, X_{i_p})\) with \(1 \leq i_1 < \ldots < i_p \leq r\), then \((Z, J)\) is an MAP of arrivals on \(\mathbb{N}^p \times E\) with \((Q, \{\Lambda^Z_{m}\}_{m>0})\)-source, where for \(m > 0\)

\[
\Lambda^Z_m = \sum_{\{n: (n_{i_1}, n_{i_2}, \ldots, n_{i_p}) = m\}} \Lambda_n. \quad (2.64)
\]

(b). Linear combinations of dependent MAPs of arrivals.

If \(X = (X_1, \ldots, X_r)\), \(Y = (Y_1, \ldots, Y_r)\) and \(((X, Y), J)\) is an MAP of arrivals on \(\mathbb{N}^{2r} \times E\) with \((Q, \{\Lambda_{(n,m)}\}_{(n,m)>0})\)-source, then the process \((Z, J) = (\alpha X + \beta Y, J)\) is an MAP of arrivals on \(\mathbb{N}^r \times E\) with \((Q, \{\Lambda^Z_a\}_{a>0})\)-source, where for
\( a > 0 \) we have

\[
\Lambda_a^Z = \sum_{\{n,m \in \mathbb{N}^r : \alpha n + \beta m = a\}} \Lambda_{(n,m)}.
\]  

(2.65)

(c). Linear combinations of independent MAPs of arrivals.

Suppose \((X, J_1)\) and \((Y, J_2)\) are MAPs of arrivals on \(\mathbb{N}^r \times E_1\) and \(\mathbb{N}^r \times E_2\) with sources \((Q^1, \{\Lambda_n^1\}_n \geq 0)\) and \((Q^2, \{\Lambda_m^2\}_m \geq 0)\), respectively.

If we let \(Z = \alpha X + \beta Y\) and \(J = (J_1, J_2)\), then \((Z, J)\) is an MAP of arrivals on \(\mathbb{N}^r \times E_1 \times E_2\) with source \((Q^1 \oplus Q^2, \{\Lambda_a^Z\}_a > 0)\)-source. Here

\[
\Lambda_a^Z = \sum_{\{n,m \in \mathbb{N}^r : \alpha n + \beta m = a\}} \Lambda_{(n,m)}
\]  

(2.66)

for \(a > 0\), where \(\Lambda_{(n,m)}\) is given by (2.63).

Proof: (a) and (b). The statements are consequence of Theorem 8 (a), since marginals and linear combinations are linear transformations.

(c). We first patch together the processes \((X, J_1)\) and \((Y, J_2)\). The resulting process \(((X, Y), (J_1, J_2))\), which is defined on the product probability space of the original processes, is by Theorem 8 (b) an MAP of arrivals on \(\mathbb{N}^{2r} \times E_1 \times E_2\) with \((Q^1 \oplus Q^2, \{\Lambda_{(n,m)}\}_{(n,m) > 0})\)-source, with \(\Lambda_{(n,m)}\) given by (2.63). Using this, we then obtain \((\alpha X + \beta Y, (J_1, J_2))\), which by (b) has \((Q^1 \oplus Q^2, \{\Lambda_a^Z\}_{a > 0})\)-source, with \(\Lambda_a^Z\) given by (2.66). \(\square\)

Theorem 8 and Corollary 3 show that the class of MAPs of arrivals is closed under important transformations. Moreover the transition rates of the transformed processes are easily obtained. We note that Corollary 3 (b) and (c) could have been stated for linear combinations with a finite number of terms. Corollary 3 (c) leads to the following result which has been used to establish certain asymptotic results.
and to study the effect of multiplexing bursty traffic streams in an ATM network (see [11,20] for references).

**Corollary 4 Finite sums of independent MAPs of arrivals.**

Suppose \((X_1,J_1),\ldots,(X_K,J_K)\) are independent MAPs of arrivals on \(\mathbb{N}^r \times E_1,\ldots,\mathbb{N}^r \times E_K\) with sources \((Q^1,\{\Lambda_n^1\}_{n>0}),\ldots,(Q^K,\{\Lambda_n^K\}_{n>0})\), then

\[
(X_1 + \ldots + X_K, (J_1, J_2, \ldots, J_K))
\]

is an MAP of arrivals on \(\mathbb{N}^r \times E_1 \times E_2 \times \ldots \times E_K\) with source

\[
(Q^1 \oplus Q^2 \oplus \ldots \oplus Q^K, \{\Lambda_n^1 \oplus \Lambda_n^2 \oplus \ldots \oplus \Lambda_n^K\}_{n>0}).
\] (2.67)

**Proof:** It suffices to prove the statement for \(K = 2\). Using Corollary 3 (c) we conclude that \((X_1 + X_2, (J_1, J_2))\) is an MAP of arrivals on \(\mathbb{N}^r \times E_1 \times E_2\) with \((Q_1 \oplus Q_2, \{\Lambda_n^*\}_{n>0})\) where for \(n > 0\)

\[
\Lambda_n^* = \Lambda_n^1 \oplus 0 + 0 \oplus \Lambda_n^2 = \Lambda_n^1 \oplus \Lambda_n^2.
\]

Corollary 4 shows that the class of MAPs of arrivals is closed under finite superpositions of independent processes, which is a generalization of the similar result for Poisson processes and for MMPPs. For some other univariate MAPs of arrivals with finite Markov component the result has been mentioned by some authors without a proof. The proof for the MMPP on Neuts [25] is based essentially in properties of the Poisson process (this is because the MMPP process may be viewed as constructed from a series of independent Poisson processes such that the \(i\)-th Poisson process is observed only when the Markov component is in state \(i\), as remarked in section 1.2). The correspondent proof for more general MAPs
of arrivals needs a more sophisticated reasoning. By contrast, our proof is simple, being based more directly on the Markov property of the arrival processes, which is also the basic property of the Poisson process leading to the additive property. In fact the derivation of the properties of MAPs of arrivals may be done without using (or knowing) any properties of Poisson processes.

In computational terms, the rapid (geometric) increase in the dimensionality of the state space of the Markov component of \((X_1 + X_2 + \ldots + X_K, (J_1, J_2, \ldots, J_K))\) as the number \(K\) of added independent MAPs of arrivals increases, limits the utility of Corollary 4. We show in Example 4 that this unpleasant situation may be avoided in the case where the processes added have identical parameters.

**Example 4** Superposition of independent and identical MAPs of arrivals.

Suppose that the processes \((X_i, J_i)\) \((1 \leq i \leq K)\) are independent MAPs of arrivals on \(\mathbb{N}^r \times \{0, 1, \ldots, m\}\) with common rate matrices \(\Lambda_n\). If we define

\[
J_p^*(t) = \#\{1 \leq i \leq K : J_i(t) = p\} \quad (1 \leq p \leq m)
\]

then \((J_1^*, J_2^*, \ldots, J_m^*)\) is a Markov process on the state space

\[
E = \{(i_1, i_2, \ldots, i_m) \in \mathbb{N}^m : 0 \leq i_1 + i_2 + \ldots + i_m \leq K\}.
\]

Moreover, it may be seen that the process, \((X_1 + X_2 + \ldots + X_K, (J_1^*, J_2^*, \ldots, J_m^*))\) is an MAP of arrivals on \(\mathbb{N}^r \times E\) whose transition rates \(\lambda_{ij}^*(n)\) are such that for \((i, j, n) \in S_r(E)\)

\[
\lambda_{ij}^*(n) = \begin{cases} 
0 & \#d(i, j) > 2 \\
i_i \lambda_{lp}(n) & i_i - j_l = j_p - i_p = 1, \ d(i, j) = \{l, p\} \\
\sum_{l=0}^{m} i_i \lambda_{il}(n) & i = j
\end{cases}
\]
where
\[ i_0 = K - \sum_{l=1}^{m} i_l, \quad j_0 = K - \sum_{l=1}^{m} j_l, \quad d(i, j) = \{ l : 0 \leq l \leq m, i_l \neq j_l \} \]

Very particular cases of this example have been considered in a non-comprehensive way by some authors (see e.g. Fischer and Meier-Hellstern [11] and Neuts [25] for superpositioning of two-state MMPPs, which are also called switched Poisson processes).

The reduction in the number of states from \((J_1, \ldots, J_K)\) to \((J_1^*, \ldots, J_m^*)\) in Example 4 increases with the number of added processes \(K\) and is especially significant when \(K\) is large compared with \(m\). In the special case where the individual MAPs of arrivals have a two-state Markov component \((m = 1)\) the state space is reduced from \(2^K\) states to \(K + 1\) states. This result is important in applications where MAPs of arrivals with a two-state Markov component have been used to model the input from bursty sources in communications systems (see [11,20] for references).

**Theorem 9 Random time transformations of MAPs of arrivals.**

Suppose that \((X, J)\) is an MAP of arrivals on \(\mathbb{N}^r \times E\) with \((Q, \{ \Lambda_n \}_{n>0})\)-source, \(f\) is a nonnegative function on \(E\), \(A = (a_{jk}) = (f(j)\delta_{jk})\), and
\[ A(t) = \int_0^t f(J(s)) \, ds. \]  \hspace{1cm} (2.68)

\((a)\). If we define \((X^A(t), J^A(t)) = (X(A(t)), J(A(t)))\) then the process \((X^A, J^A)\) is an MAP of arrivals on \(\mathbb{N}^r \times E\) with \((AQ, \{ A\Lambda_n \}_{n>0})\)-source.

\((b)\) Suppose \(\inf_{j \in E} f(j) > 0\). If we define for \(t \in \mathbb{R}_+\)
\[ B(t) = \inf \{ x > 0 : A(x) \geq t \} \]  \hspace{1cm} (2.69)
and let \((X^B(t), J^B(t)) = (X(B(t)), J(B(t)))\) then the process \((X^B, J^B)\) is an MAP of arrivals on \(\mathbb{N}^r \times E\) with \((A^{-1}Q, \{A^{-1}A_n\}_{n>0})\)-source.

**Proof:** We note that the probability of two or more transitions in \((X, J)\) in a time interval with length \(h\) is \(o(h)\) and that given \(J(0) = j\) the probability of no transitions in \((X, J)\) in \((0, t]\) is equal to \(e^{-\gamma_j t}\).

(a). Since \(A(t) \in \mathcal{F}_t^I\) and \((A, J)\) is a time-homogeneous Markov subordinator, properties (i) and (ii) of MAPs for \((X^A, J^A)\) follow directly from the correspondent properties for the MAP \((X, J)\), and moreover \((X^A, J^A)\) is time-homogeneous. Thus \((X^A, J^A)\) is a time-homogeneous MAP with the same state space as \((X, J)\). We denote by \(P^A\) the transition probability measure of \((X^A, J^A)\). For \((j, k, n) \in S_r(E)\) we have

\[
P^A_{jk}(n; h) = \int_0^{f(j)h} e^{-\gamma_j u} \lambda_{jk}(n) e^{-\gamma_k f(k)(h-u)} du + o(h)
\]

thus, using (2.70), we conclude that \((X^A, J^A)\) has \((AQ, \{A\Lambda_n\}_{n>0})\)-source.

(b). First note that since \(B(t) \leq x \iff A(x) \geq t\), it follows that \(B(t)\) is a stopping time for \(J\). Using the fact that \((X, J)\) is a strong MAP and \((A, J)\) is a time-homogeneous Markov subordinator, this implies that properties (i) and (ii) of MAPs for \((X^B, J^B)\) follow directly from the correspondent properties for \((X, J)\), and that \((X^B, J^B)\) is a time-homogeneous process. Thus \((X^B, J^B)\) is a time-homogeneous MAP with the same state space as \((X, J)\). We denote by \(P^B\) the transition probability measure of \((X^B, J^B)\). For \((j, k, n) \in S_r(E)\) we have

\[
P^B_{jk}(n; h) = \int_0^{[f(j)]^{-1}h} e^{-\gamma_j u} \lambda_{jk}(n) e^{-\gamma_k \frac{h-f(j)u}{f(k)}} du + o(h)
\]
\begin{equation}
[f(j)]^{-1} \lambda_{jk}(n) h + o(h).
\end{equation}

(2.71)

Using (2.71), we conclude that \((X^B, J^B)\) has \((A^{-1}Q, \{A^{-1}\Lambda_n\}_{n>0})\)-source. □

The functional \(A\) used in Theorem 9 is a continuous additive functional of the Markov component of \((X, J)\) (see Definition 2). Functionals of the same type as \(A\) in (2.68) have been considered in the applied literature, e.g. Neuts [26]; they may be used in particular to model the service in queueing systems with variable service rate. We note that the Markov additive property would have been preserved in Theorem 9 with \((X, J)\) being a strong MAP and \(A\) being an additive functional of \(J\), not necessarily of the form (2.68).

**Corollary 5** Suppose that \((X, J_1)\) is an MAP of arrivals on \(\mathbb{N}^r \times E_1\) with source \((Q^1, \{\Lambda_n^1\}_{n>0})\), \(J_2\) is a non-explosive Markov chain on \(E_2\) with generator matrix \(Q^2\), and \((X, J_1)\) and \(J_2\) are independent. We let \(J = (J_1, J_2)\) and assume that for a nonnegative function \(f\) on \(E_2\)

\[
A(t) = \int_0^t f(J_2(s)) \, ds.
\]

(a). If we define \((X^A(t), J^A(t)) = (X(A(t)), J(A(t)))\), the process \((X^A, J^A)\) is an MAP of arrivals on \(\mathbb{N}^r \times E_1 \times E_2\) with \((AQ, \{A\Lambda_n\}_{n>0})\)-source, where

\[
Q = Q^1 \oplus Q^2, \quad A = \left( f(j_2) \delta_{(j_1, j_2)(k_1, k_2)} \right), \quad \Lambda_n = \Lambda_n^1 \oplus 0.
\]

(b). If \(\inf_{j_2 \in E_2} f(j_2) > 0\) and we let \((X^B(t), J^B(t)) = (X(B(t)), J(B(t)))\), with \(B(t)\) as in (2.69), then the process \((X^B, J^B)\) is an MAP of arrivals on \(\mathbb{N}^r \times E_1 \times E_2\) with source

\[
(A^{-1}Q, \{A^{-1}\Lambda_n\}_{n>0}).
\]
Proof: If we define $O(t) = 0 \in \mathbb{N}^r$, it is easy to see that $(O, J_2)$ is an MAP of arrivals on $\mathbb{N}^r \times E_2$ with $(Q^2, \{0\}_{n>0})$-source, and is independent of $(X, J_1)$. Using Theorem 8 (b), it then follows that $(X, J)$ is an MAP of arrivals on $\mathbb{N}^r \times E$ with source
\[(Q, \{\Lambda_n\}_{n>0}) = (Q^1 \oplus Q^2, \{\Lambda^1_n \oplus 0\}_{n>0}).\]
The statements now follow by using Theorem 9. □

Neuts [26] considered a random time transformation of particular MRPs associated with the simple BMAP, which is related with the transformations considered in Corollary 5, but Neuts approach does not work for multivariate arrival processes.

If in Corollary 5 $X(=X)$ is a Poisson process with rate $\lambda$, $J_2 = J$ is a Markov chain on $\{1, 2, \ldots, m\}$ with generator matrix $Q$, and $X$ and $J$ are independent, then $(X^A, J^A)$ is an MMPP with $(AQ, \lambda A)$-source and $(X^B, J^B)$ is an MMPP with $(A^{-1}Q, \lambda^{-1}A)$-source. Thus the transformations described in Theorem 9 transform Poisson processes into MMPPs. It is also easy to see that MMPPs are also transformed into MMPPs, and the same is true for the transformations in Theorem 8 and Corollary 3; this shows that MMPPs have many closure properties.

2.6 Markov-Bernoulli recording of MAPs of arrivals

Secondary recording of an arrival process is a mechanism that from an original arrival process generates a secondary arrival process. A classical example of secondary recording is the Bernoulli thinning which records each arrival in the original process, independently of all others, with a given probability $p$ or removes it with
probability $1 - p$. For MAPs of arrivals $(X, J)$ we consider secondary recordings that leave $J$ unaffected.

A simple example for which the probability of an arrival being recorded varies with time is the case where there is a recording station (or control process) which is on and off from time to time, so that arrivals in the original process are recorded in the secondary process during periods in which the station is operational (on). The control process may be internal or external to the original process and may be of variable complexity (e.g. rules for access of customer arrivals into a queueing network may be simple or complicated and may depend on the state of the network at arrival epochs or not).

Another example is the one in which the original process counts arrivals of batches of customers into a queueing system, while the secondary process counts the number of individual customers, which is more important than the original arrival process in case service is offered to customers one at a time (this is a way in which the compound Poisson process may be obtained from the simple Poisson process). Here the secondary process usually counts more arrivals than the original process, whereas in the previous examples the secondary process always records fewer arrivals than the original process (which corresponds to thinning).

Secondary recording is related with what is called marking of the original process (see e.g. Kingman [19]). Suppose that each arrival in the original process is given a mark from a space of marks $M$, independently of the marks given to other arrivals (e.g. for Bernoulli thinning with probability $p$ each point is marked “recorded” with probability $p$ or “removed” with probability $1 - p$). If we consider
the process that accounts only for arrivals which have marks on a subset $C$ of $M$, it may be viewed as a secondary recording of the original process. A natural mark associated with cells moving in a network is the pair of origin and destination nodes of the cell. If the original process accounts for traffic generated in the network, then the secondary process may represent the traffic generated between a given pair of nodes, or between two sets of nodes. The marks may represent priorities. These are commonly used in modelling access regulators to communications network systems. A simple example of an access regulator is the one in which cells (arrivals) which are judged in violation of the "contracts" between the network and the user are marked and may be dropped from service under specific situations of congestion in the network; other cells are not marked and carried through the network (see e.g. Elwalid and Mitra [10]). The secondary processes of arrivals of marked and unmarked cells are of obvious interest.

Consider a switch which receives inputs from a number of sources and suppose that the original process accounts for inputs from those sources. If we are interested in studying one of the sources in particular we should observe a secondary process which accounts only for input from this source; this corresponds to a marginal of the original process. In case all sources generate the same type of input, what is relevant for the study of performance of the system is the total input arriving to the switch; this is a secondary process which corresponds to the sum of the coordinates of the original arrival process. This shows that some of the transformations of arrival processes considered in section 2.5 may also be viewed as special cases of secondary recording of an arrival process.
Suppose that \((X, J)\) is an MAP of arrivals on \(\mathbb{N}^r \times E\) with \((Q, \{\Lambda_n\}_{n>0})\)-source. We consider a recording mechanism that independently records with probability \(r_{jk}(n, m)\) an arrival in \(X\) of a batch of size \(n\) associated with a transition from \(j\) to \(k\) in \(J\) as an arrival of size \(m\) in the secondary process (with \(m \in \mathbb{N}^s\) for some \(s \geq 1\)). The operation is identified by the set \(R\) of recording probabilities

\[
R = \{ R_{(n,m)} = (r_{jk}(n, m)) : \ n \in \mathbb{N}^r, \ m \in \mathbb{N}^s \} \tag{2.72}
\]

where \(r_{jk}(n, \cdot)\) is a probability function on \(\mathbb{N}^s\), and \(r_{jk}(0, m) = \delta_{m0}\). We call this recording \textit{Markov-Bernoulli recording with probabilities in} \(R\) and denote the resulting secondary process as \((X^R, J)\). Thus \((X^R, J)\) is a process on \(\mathbb{N}^s \times E\) which is non-decreasing in \(X^R\), and which increases only when \(X\) increases, i.e.

\[
X^R(t) = X^R(T^o_p) \quad (T^o_p \leq t < T^o_{p+1}). \tag{2.73}
\]

Moreover, for \(n > 0\)

\[
r_{jk}(n, m) = P\{X^R(T^o_{p+1}) - X^R(T^o_p) = m \mid A_{jk}(n)\} \tag{2.74}
\]

with \(A_{jk}(n) = \{X(T^o_{p+1}) - X(T^o_p) = n, J(T^o_{p+1}) = j, J(T^o_{p+1}) = k\}\).

\textbf{Theorem 10} \textit{Markov-Bernoulli recording.}

Suppose that \((X, J)\) is an MAP of arrivals on \(\mathbb{N}^r \times E\) with \((Q, \{\Lambda_n\}_{n>0})\)-source and \(R = \{ R_{(n,m)} : n \in \mathbb{N}^r, m \in \mathbb{N}^s \}\) is a set of recording probabilities. We have the following.

(a) The process \((X, X^R, J)\) is an MAP of arrivals on \(\mathbb{N}^{r+s} \times E\) with source

\[
(Q, \{\Lambda_n \cdot R_{(n,m)}\}_{(n,m)>0}). \tag{2.75}
\]
(b). The process \((X^R, J)\) is an MAP of arrivals on \(N^s \times E\) with source

\[
(Q, \{\Lambda_m^R\}_{m > 0}) = \left( Q, \left\{ \sum_{n > 0} \Lambda_n \cdot R_{(n,m)} \right\}_{m > 0} \right).
\]  

(2.76)

**Proof:** (a). From (2.73) and (2.74), it is easy to see that \((X, X^R, J)\) is an MAP of arrivals on \(N^{r+s} \times E\). If \(P^X\) is the probability transition measure of \((X, J)\), the transition probability measure \(P\) of \((X, X^R, J)\) is such that for \(j, k \in E\) and \((n, m) > 0\)

\[
P_{jk}(n, m; h) = P^X_{jk}(n; h) r_{jk}(n, m) + o(h)
\]  

(2.77)

since the probability of two or more transitions in \((X, J)\) in time \(h\) is of order \(o(h)\).

In any case, since \(r_{jk}(0, m) = 0\) for \(m > 0\), (2.77) gives for \((n, m) > 0\)

\[
P_{jk}(n, m; h) = \lambda_{jk}(n) r_{jk}(n, m) h + o(h).
\]

This implies that in fact \((X, X^R, J)\) has \((Q, \{\Lambda_n \cdot R_{(n,m)}\}_{(n,m) > 0})\)-source.

(b). The statement follows from (a) using Corollary 3 (a). \(\square\)

We give now two examples of Markov-Bernoulli recording. In Example 5 we view the overflow process from a state dependent \(M/M/1/K\) system as a special case of secondary recording of the arrival process of customers to the system, and in Example 6 we give a more elaborated example of secondary recording.

**Example 5 Overflow from a state dependent \(M/M/1/K\) system**

We consider a Markov-modulated \(M/M/1/K\) system with batch arrivals with (independent) size distribution \(\{p_n\}_{n > 0}\). When there is an arrival of a batch with \(n\) customers and only \(m < n\) positions are available only \(m\) customers from the batch enter the system. Assume that the service rate is \(\mu_j\) and the arrival rate of
batches is \( \alpha_j \), whenever the number of customers in the system is \( j \). We let \( J(t) \) be the number of customers in the system at time \( t \) and \( X(t) \) be the number of customer arrivals in \((0, t]\).

The process \((X, J)\) is an MAP of arrivals on \( \mathbb{N} \times \{0, 1, \ldots, K\} \) with rates
\[
\lambda_{jk}(n) = \begin{cases} 
\alpha_j p_n & k = \min(j + n, K) \\
\mu_j & k = j - 1, \; n = 0 \\
0 & \text{otherwise}
\end{cases}
\]

Its source is \((Q, \{\Lambda_n\}_{n \geq 0})\), where \( Q \) is obtained from the matrices \( \{\Lambda_n\}_{n \geq 0} \). If we define \( X^R(t) \) as the overflow from the system in \((0, t]\), then it is readily seen that \((X^R, J)\) is a Markov-Bernoulli recording of \((X, J)\) with recording probabilities
\[
r_{jk}(n, m) = 1_{\{m = n - (k - j)\}} \quad (n, m > 0).
\]

Thus \((X^R, J)\) is an MAP of arrivals on \( \mathbb{N} \times \{0, 1, \ldots, K\} \) with \((Q, \{\Lambda^R_m\}_{m > 0})\)-source, where \( \lambda^R_{jk}(m) = \alpha_j 1_{\{k = K\}} p_{m + (K - j)} \) for \( m > 0 \). \( \Box \)

**Example 6** Suppose \( X = (X_1, \ldots, X_r) \), \( Y = (Y_1, \ldots, Y_s) \) and \((X, Y, J_2)\) is an MAP of arrivals on \( \mathbb{N}^{r+s} \times E_2 \) with \((Q, \{\Lambda_{(n,m)}\}_{(n,m) \geq 0})\)-source. We are interested in keeping only the arrivals in \( X \) which are preceded by an arrival in \( Y \) without a simultaneous arrival in \( X \). Denote by \( X^R \) be the arrival counting process which we obtain by this operation. For simplicity, we assume that \( E_2 \) is finite and \( \Lambda_{(n,m)} = 0 \) if \( n > 0 \) and \( m > 0 \).

We let \( \{T^X_p\}_{p \geq 0} \) and \( \{T^Y_p\}_{p \geq 0} \) be the successive arrival epochs in \( X \) and \( Y \), respectively, denote \( J = (J_1, J_2) \) with
\[
J_1(t) = \begin{cases} 
1 & \max\{T^Y_p : T^Y_p \leq t\} > \max\{T^X_p : T^X_p \leq t\} \\
0 & \text{otherwise}
\end{cases}
\]
It can be checked in a routine fashion that \(((X, Y), J)\) is an MAP of arrivals on \(\mathbb{N}^{r+s} \times \{0,1\} \times E_2\) with \((Q^*, \{\Lambda^*_n(m)\}_{(n,m) > 0})\)-source (with the states of \((J_1, J_2)\) ordered in lexicographic order), where \(\Lambda^*_n(m) = 0\) if \(n > 0\) and \(m > 0\), and

\[
Q^* = \begin{bmatrix}
Q - \sum_{m > 0} \Lambda_{(0,m)} & \sum_{m > 0} \Lambda_{(0,m)} \\
\sum_{n > 0} \Lambda_{(n,0)} & Q - \sum_{n > 0} \Lambda_{(n,0)}
\end{bmatrix}, \quad \Lambda^*_n(m) = \begin{bmatrix}
\Lambda_{(0,0)} & \Lambda_{(0,m)} \\
\Lambda_{(n,0)} & \Lambda_{(n,m)}
\end{bmatrix}
\]

if either \(n = 0\) or \(m = 0\). It is easy to see that \((X^R, J)\) is a Markov-Bernoulli recording of \(((X, Y), J)\) with recording probabilities

\[
r_{(p,j)(q,k)}((n,m), l) = 1_{\{p=1, n=1\}}
\]

for \((n,m) > 0\). Thus \((X^R, J)\) is an MAP of arrivals on \(\mathbb{N}^r \times \{0,1\} \times E_2\) with \((Q^*, \{\Lambda^R_n\}_{n > 0})\)-source, where

\[
\Lambda^R_n = \begin{bmatrix}
0 & 0 \\
\Lambda_{(n,0)} & 0
\end{bmatrix}.
\]

A particular case of this example with \(r = 1\) and \(Y\) being a Poisson process was considered briefly by Neuts [26].

We now consider the special case of Markov-Bernoulli marking for which the space of marks \(M\) is discrete. Specifically, each arrival of a batch of size \(n\) associated with a transition from state \(j\) to state \(k\) in \(J\) is given a mark \(m \in M\) with \((marking)\) probability \(c_{jk}(n,m)\), independently of the marks given to other arrivals.

If we assume w.l.o.g. that \(M = \{0,1,\ldots,K\} \subseteq \mathbb{N}\), Markov-Bernoulli marking becomes a special case of Markov-Bernoulli recording for which the marked process
\((X, X^R, J)\) is such that \((X^R, J)\) is a Markov-Bernoulli recording of \((X, J)\) with recording probabilities

\[
R_{(n,m)} = (r_{jk}(n, m)) = (1_{m \in M} c_{jk}(n, m))
\]

for \(n > 0\) and \(m \in \mathbb{N}\).

**Theorem 11** With the conditions described we have the following.

(a). Markov-Bernoulli marking.

The marked process \((X, X^R, J)\) is an MAP of arrivals on \(\mathbb{N}^{r+1} \times E\) with source

\[
(Q, \{\Lambda_n \bullet R_{(n,m)}\}_{(n,m) > 0}).
\]

(2.78)

(b). Markov-Bernoulli colouring.

Suppose that the set of marks is finite, i.e. \(K < \infty\). We identify mark \(m \in M\) as colour \(m\), and let \(X^{(m)}\) be the counting process of arrivals of batches coloured \(m\), for \(0 \leq m \leq K\). The process \((X^{(0)}, \ldots, X^{(K)}, J)\) is an MAP of arrivals on \(\mathbb{N}^{(K+1)r} \times E\) with \((Q, \{\Lambda^*_a\}_{a > 0})\)-source. Here for \(a = (a^{(0)}, \ldots, a^{(K)}) > 0\) with \(a^{(m)} \in \mathbb{N}^r\) \(0 \leq m \leq K\)

\[
\Lambda^*_a = \left( \sum_{m=0}^{K} 1_{\{A_a = \{a^{(m)}\}\}} \Lambda_a^{(m)} \bullet R_{(a^{(m)}, m)} \right)
\]

(2.79)

where \(A_a = \{a^{(l)} : 0 \leq l \leq K, a^{(l)} > 0\}\).

**Proof:** (a). The statement is a consequence of Theorem 10 (a).

(b). The statement follows from (a), Theorem 10 (b), and the fact that the process \((X^{(0)}, \ldots, X^{(K)}, J)\) is a Markov-Bernoulli recording of \((X, X^R, J)\) with recording probability matrices

\[
R^*_{((n,m)(n^{(0)}, \ldots, n^{(K)}))} = \left( 1_{\{n^{(m)}=n, n^{(l)}=0 (0 \leq l \leq K, l \neq m)\}} \right)
\]
for $0 \leq m \leq K$ and $\mathbf{n}, \mathbf{n}^{(0)}, \ldots, \mathbf{n}^{(K)} \in \mathbb{N}^r$, with $(\mathbf{n}, m) > \mathbf{0}$. □

Theorem 11 (b) is an extension of the Colouring Theorem for Poisson processes (see Kingman ([19], Section 5.1)). An important consequence of Theorem 11 is the following result.

**Corollary 6** Suppose $(\mathbf{X}, J)$ is an MAP of arrivals on $\mathbb{N}^r \times E$ with $(Q, \{\Lambda_n\}_{n > 0})$-source, and $\{B_m\}_{0 \leq m \leq K}$ is a finite partition of $\mathbb{N}^r - \{0\}$.

If for $0 \leq m \leq K$ we let $\mathbf{X}^{(m)}$ be the counting process of arrivals with batch sizes in $B_m$, then $(\mathbf{X}^{(0)}, \ldots, \mathbf{X}^{(K)}, J)$ is an MAP of arrivals on $\mathbb{N}^{(K+1)r} \times E$ with $(Q, \{\Lambda_n^*\}_{n > 0})$-source, where for $\mathbf{a} = (\mathbf{a}^{(0)}, \ldots, \mathbf{a}^{(K)}) > \mathbf{0}$, with $\mathbf{a}^{(m)} \in \mathbb{N}^r (0 \leq m \leq K)$

$$
\Lambda_{\mathbf{a}}^* = \begin{cases} \\
\Lambda_{\mathbf{a}^{(m)}} & A_{\mathbf{a}} = \{\mathbf{a}^{(m)}\} \subseteq B_m \\
0 & \text{otherwise} \\
\end{cases} \tag{2.80}
$$

where $A_{\mathbf{a}} = \{\mathbf{a}^{(l)} : 0 \leq l \leq K, \mathbf{a}^{(l)} > \mathbf{0}\}$.

**Proof:** The statement follows from Theorem 11 (b) by considering a Markov-Bernoulli marking of $(\mathbf{X}, J)$ with marking probabilities $c_{jk}(\mathbf{n}, m) = 1_{\{\mathbf{n} \in B_m\}}$. □

Note that the processes $(\mathbf{X}^{(p)}, J)$ and $(\mathbf{X}^{(q)}, J)$ with $p \neq q$ have no common arrival epochs a.s. When $J$ has more than one state, $\mathbf{X}^{(p)}$ and $\mathbf{X}^{(q)} (0 \leq p, q \leq K)$ are not independent, except perhaps in very special cases. In case $J$ has only one state and $r = 1$, $X$ is a compound Poisson process and Corollary 6 implies that $X^{(m)} (0 \leq m \leq K)$ are independent compound Poisson processes.

When the primary and secondary processes are defined on the same state space and the recording probabilities are such that $R_{(\mathbf{n}, m)} = 0$ for $\mathbf{m} > \mathbf{n}$ we say that the associated secondary recording is a *thinning*, and the secondary process is a *thinned*
process. If $X$ and $X^R$ are the counting processes of arrivals in the original and the thinned process we may also consider the process $X^L = X - X^R$ which counts lost arrivals. From Theorem 10 we know that the loss process $(X^L, J)$ is also an MAP of arrivals, since we may interchange recorded arrivals with non-recorded arrivals. However for Markov-Bernoulli thinning we are able to give sharper results.

**Theorem 12 Markov-Bernoulli thinning**

Suppose that $(X, J)$ is an MAP of arrivals on $\mathbb{N}^r \times E$ with $(Q, \{\Lambda_n\}_{n>0})$-source and $R = \{R_{(n,m)}\}$ is a set of thinning probabilities. Then the process $(X^R, X^L, J)$ is an MAP of arrivals on $\mathbb{N}^{3r} \times E$ with source

$$
(Q, \{\Lambda_{n+m} \cdot R_{(n+m,n)}\}_{(n,m)>0}).
$$

(2.81)

**Proof:** Using arguments similar to the ones in the proof of Theorem 10 (a), we may conclude that the process $(X, X^R, X^L, J)$ is an MAP of arrivals on $\mathbb{N}^{3r} \times E$ with source

$$
(Q, \{[\Lambda_n \cdot R_{(n,m)}] 1_{p=n-m}\}_{(n,m,p)>0}).
$$

(2.82)

Using Corollary 3 (a), the statement follows. □

**Example 7** Suppose that $X$ is a Poisson process with rate $\lambda$, $J$ is a stable finite Markov chain with generator matrix $Q$, and $X$ and $J$ are independent. We view $J$ as the state of a recording station, and assume that each arrival in $J$ is recorded, independently of all other arrivals, with probability $p_j$ or non-recorded with probability $1 - p_j$; whenever the station is in state $j$. We let $X^R(t)$ be the number of recorded arrivals in $(0, t]$. 
Using Theorem 8 (b), Theorem 12, and Corollary 3 (a) we may conclude that $(X^R, J)$ is an MMPP with $(Q, (λp_j δ_{jk}))$-source. In the special case where the probabilities $p_j$ are either 1 or 0, the station is on and off from time to time, with the distributions of the on and off periods being Markov dependent. □
Chapter 3

Properties of the storage model

In this chapter we study properties of the storage model described in section 1.4.

The input process \((X, J)\) and the demand process \((D, J)\) are MAPs given by

\[
X(t) = X_0(t) + \int_0^t a(J(s)) \, ds, \quad D(t) = \int_0^t d(J(s)) \, ds \tag{3.1}
\]

with \((X_0, J)\), the part of the input in \((0, t]\) associated with jumps, being a pure jump process, and \(a\) and \(d\) being nonnegative functions. We define \(d_-\) and \(d_+\) as follows:

\[
0 \leq d_- = \inf_{j \in E} d(j) \leq \sup_{j \in E} d(j) = d_+ \leq +\infty. \tag{3.2}
\]

The storage equation of the model is

\[
Z(t) = Z(0) + Y(t) + \int_0^t y(J(s))^{-1} 1_{\{Z(s) \leq 0\}} \, ds \tag{3.3}
\]

where \(Y\) is the net input, and \(y = a - d\). The Markov component of the input and demand processes \(J\) is an MJP, which from (1.14) has infinitesimal generator

\[
\mathcal{A}_J f(j) = \lambda_j \sum_{k \in E} [f(k) - f(j)] p_{jk}, \quad j \in E \tag{3.4}
\]
where

\[ \Sigma = (\sigma_{jk}) = \Lambda P = (\lambda_j \delta_{jk}) (p_{jk}) \]  \hspace{1cm} (3.5)

with \( P \) being a stochastic matrix. We call \( \Sigma \) the \textit{transition rate matrix}, the diagonal matrix \( \Lambda \) the \textit{intensity matrix}, and \( P \) the \textit{transition probability matrix} of \( J \). In case \( J \) is ergodic, we denote by \( \pi = \{ \pi_j, j \in E \} \) its stationary distribution and let \( \Pi = e \pi \), so that

\[ \Pi = \left( \lim_{t \to \infty} P[J(t) = k \mid J(0) = j] \right). \]

We let \( \tilde{J} = \{ J_n, n \geq 0 \} \) be the associated discrete time Markov chain (DTMC) with (stationary) transition probability matrix \( P \). We may then consider \( J_n = J(T_{n+1}-), (n \geq 0) \) with

\[ T_n = \text{time at which the n-th transition in} \ J \text{occurs}. \]

We solve (3.3) in section 3.1. In section 3.2 we investigate the properties of the actual and unsatisfied demands, and in section 3.3 the inverse of the actual demand. If we denote by \( D(t) \) the total demand in \((0, t]\) and by \( B(x) \) its inverse, then the main result is that \( \{(B, J \circ B)(x), x \geq 0\} \) is an MAP consisting of just a drift.

### 3.1 Solution of the storage integral equation

We assume that the input process \((X, J)\) is defined on some probability space \((\Omega, \mathcal{F}, \mathcal{P})\).
Theorem 13 With the conditions described, we have (\(P\)-a.s.):

(a). The integral equation (3.3) has the unique solution

\[ Z(t) = Z(0) + Y(t) + I(t) \quad (3.6) \]

where

\[ I(t) = \left[ Z(0) + m(t) \right]^+ = \left[ Z(0) + \inf_{0 \leq \tau \leq t} Y(\tau) \right]^+ . \quad (3.7) \]

(b). \(D\) and \(Y\) are \(\mathcal{F}\)-measurable processes, and \(Z\) and \(I\) are \( (\mathcal{F} \cup \sigma(Z(0)))\)-

measurable.

(c). \(D\) and \(I\) have continuous sample paths, and \(X, Y\) and \(Z\) have càdlàg sample paths with all jumps being positive.

(d). If in addition we are given a filtration \(\{\mathcal{F}_t, t \geq 0\}\) and \((X, J)\) is adapted to the filtration \(\{\mathcal{F}_t\}\) then, in addition to the results of (a) – (c), \(J, X, D\) and \(Y\) are progressively measurable with respect to \(\{\mathcal{F}_t\}\), and \(I\) and \(Z\) are progressively measurable with respect to \(\{\mathcal{F}_t \cup \sigma(Z(0))\}\).

(e). If \(\mathcal{F}_t^o = \mathcal{F}_t^{(X, J)}\) and \(\mathcal{F}_t\) is the proper completion of \(\mathcal{F}_t^o\), then \(D\) and \(Y\) are progressively measurable with respect to \(\{\mathcal{F}_t\}\), and \(I\) and \(Z\) are progressively measurable with respect to the proper completion of \(\{\mathcal{F}_t^o \cup \sigma(Z(0))\}\).

Proof: During the proof, it should be kept in mind that \(P\)-a.s.: (i) \((X, J)\) has càdlàg sample paths, (ii) in a finite time interval, the number of jumps of \(X\) is finite (since \(X\) is non-explosive) and (iii) all jumps of \(X\) are positive. For simplicity we omit \(P\)-a.s. in the proof.

(a). This proof is based on Prabhu [30]. Let \(\omega\), a point in the sample space satisfying (i)-(iii), and \(t > 0\) be fixed. From the setting of the theorem and equa-
tion (3.3) we easily see that \( Z(t) \geq 0, \forall t \) and for \( \tau \in [0, t] \), with \( Z(0-) = Z(0) \),

\[
Z(t) \geq Z(t) - Z(\tau-) \\
= Y(t) - Y(\tau-) + \int_\tau^t d(J(s)) 1_{\{Z(s) \leq 0\}} \, ds \geq Y(t) - Y(\tau-). \quad (3.8)
\]

If \( Z(\tau) \) is never zero for \( \tau \in (0, t) \) then from (3.3) and (3.8)

\[
Z(t) = Z(0) + Y(t) \geq \sup_{0 \leq \tau \leq t} [Y(t) - Y(\tau-)]; \quad (3.9)
\]

otherwise let \( t_0 = \max\{\tau : 0 < \tau \leq t, Z(\tau-) = 0\} \) and use (3.8) and (3.3) to get

\[
Z(t) \geq \sup_{0 \leq \tau \leq t} [Y(t) - Y(\tau-)] \geq [Y(t) - Y(t_0-)] = Z(t). \quad (3.10)
\]

Since \( Z(t) \geq Z(0) + Y(t), \forall t \geq 0 \), using (3.9) and (3.10), it follows easily that

\[
Z(t) = \max\{Z(0) + Y(t), \sup_{0 \leq \tau \leq t} [Y(t) - Y(\tau-)])\}
\]

\[
= \max\{Z(0) + Y(t), Y(t) - m(t)\} \quad (3.11)
\]

which with (3.3) implies that

\[
I(t) = \int_0^t d(J(s)) 1_{\{Z(s) \leq 0\}} \, ds = Z(t) - Z(0) - Y(t) = \max\{0, -m(t) - Z(0)\}
\]

as required.

(b). Since \((X, J)\) is right-continuous it is also \(\mathcal{F}\)-measurable by Proposition 1.13 and Remark 1.14 (Chapter 1) in Karatzas and Shreve [17]. The \(\mathcal{F}\)-measurability of \(J\) implies the \(\mathcal{F}\)-mesurability of \(d(J(t))\) which in turn implies the \(\mathcal{F}\)-measurability of \(D\) by Remark 4.6(i) (Chapter 1) in Karatzas and Shreve [17], and therefore \(Y = X - D\) is also \(\mathcal{F}\)-measurable as does \(m = \{m(t), t \geq 0\}\) given by (3.7). Since \(m\) is also \((\mathcal{F} \vee \sigma(Z(0)))\)-measurable so are \(I\), by (3.7), and \(Z\) by (3.6).
(c). Since $J$ has a finite number of jumps in a finite interval, the continuity of the sample paths of $D$ and $I$ follows. Since $X$ has càdlàg non-decreasing sample paths and $D$ has continuous sample paths, $Y = X - D$ has càdlàg sample paths with all jumps being positive; this and the fact that $I$ has continuous sample paths imply by (3.6) that $Z$ has càdlàg sample paths with all jumps being positive.

(d). The proof follows along the same lines of (b); the fact that $(X, J)$ is progressively measurable with respect to $\{\mathcal{F}_t\}$ follows from the fact that it is adapted to $\{\mathcal{F}_t\}$ and has càdlàg sample functions, by Proposition 1.13 (Chapter 1) in Karatzas and Shreve [17].

(e). The statement follows from (d). □

3.2 The actual and the unsatisfied demands

We recall the definition of an additive functional of a Markov process (see Blumenthal [3]).

Definition 2 Let $\{R(t), t \geq 0\}$ be a Markov process, $\mathcal{F}_t^0 = \mathcal{F}_t^R$ and $\mathcal{F}_t$ the proper completion of $\mathcal{F}_t^0$. Then $\{\mathcal{F}_t, t \geq 0\}$ is a right-continuous filtration for $\{R(t), t \geq 0\}$.

A family $\{A(t), t \geq 0\}$ of functions with values in $[0, \infty]$ is called an additive functional of $\{R(t), t \geq 0\}$ provided:

(i) $t \rightarrow A(t), t \geq 0$ is non-decreasing, right-continuous and $A(0) = 0$, a.s. for all initial distributions.

(ii) For each $t, A(t) \in \mathcal{F}_t$. 
(iii) For each \( s, t \geq 0 \), \( A(t+s) = A(t) + A(s) \circ \phi_t \), a.s. for any initial distribution, where \( \phi \) is a shift operator,

\[
\phi_t : \Omega \to \Omega \text{ such that } (\phi_t(\omega))(r) = \omega(r+t), \ r \geq 0. \]

Remark 2 With the setting of Definition 2, a functional \( A \) of \( \{R(t), t \geq 0\} \) of the form

\[
A(t) = \int_0^t f(R(s)) \, ds,
\]

where \( f \) is a bounded nonnegative measurable function, is called a classical additive functional by Blumenthal [3]. As remarked in Blumenthal and Gettor [4] (p.151), \( A \) is still an additive functional of \( R \) even when \( f \) is not bounded provided \( A(t) \) is finite for all \( t \) a.s. \( \Box \)

Lemma 3 The demand process \( \{D(t), t \geq 0\} \) has the following properties:

(a). \( D \) is a continuous additive functional of the MJP \( J \).

(b). \( D \) has strictly increasing sample paths, for all initial distributions.

(c). If \( d_- > 0 \), then \( D(\infty) = \lim_{t \to \infty} D(t) = \infty \), for all initial distributions.

(d). \( d_- \leq \frac{D(t)}{t} \leq d_+ \), for all \( t > 0 \).

(e). If \( J \) is ergodic, then \( \lim_{t \to \infty} \frac{D(t)}{t} = \sum_{j \in E} d(j) \pi_j \), a.s.

(f). If \( J \) has a persistent state, then \( \lim_{t \to \infty} D(t) = \infty \), a.s.

Proof: (a). Since \( J \) is non-explosive, \( J \) has a finite number of transitions in finite time a.s. and this implies that \( D(t) < \infty \) a.s., \( \forall t \geq 0 \); the statement now follows from Remark 2.

(b). Since \( d(j) > 0, \forall j \in E \), then all sample paths of \( \{D(t), t \geq 0\} \) are strictly increasing regardless of the initial distribution and the result follows.
(c). The statement follows since, if \( d_-> 0 \), for any \( t \geq 0 \) and any initial distribution,

\[
D(t) = \int_0^t d(J(s)) \, ds \geq \int_0^t d_- \, ds = d_- t.
\]

(d). Since for all \( t > 0 \), \( d_- t \leq D(t) \leq d_+ t \), the statement follows.

(e). \( d \) is a positive measurable function on \( E \), so that, if \( J \) is ergodic,

\[
\frac{D(t)}{t} = \frac{1}{t} \int_0^t d(J(s)) \, ds = \frac{1}{t} \int_0^t \sum_{j \in E} d(j) 1_{\{J(s)=j\}} \, ds
\]

\[
= \sum_{j \in E} \frac{d(j)}{t} \int_0^t 1_{\{J(s)=j\}} \, ds \to \sum_{j \in E} d(j) \pi_j, \text{ as } t \to \infty, \text{ a.s.}
\]

(f). Given a persistent state \( j \in E \) (and since \( d(j) > 0 \)),

\[
D(t) = \int_0^t d(J(s)) \, ds \geq \int_0^t d(j) 1_{\{J(s)=j\}} \, ds \to \infty, \text{ as } t \to \infty, \text{ a.s.}
\]

and the statement follows. \( \square \)

The demand process can be identified as a random clock, its speed at \( t \) being \( d(J(t)) \), and with transformed time scale \([0, D(\infty))\). Lemma 3 (c) and (f) gives sufficient conditions for the transformed time scale to be infinite a.s.; we note the condition \( d(j) > 0, \forall j \in E \) is not a sufficient one (in general) as the following example shows.

**Example 8** Suppose \( E = \{1, 2, 3, \ldots\} \), \( d(j) = j^{-2} \) and \( \Sigma \), the intensity matrix of \( J \), is such that for \( j = 1, 2, \ldots \), \( \sigma_{jj+1} = 1 \); \( \sigma_{jk} = 0 \) otherwise. Then, for any initial distribution,

\[
E(D(\infty)) \leq \sum_{j=1}^{\infty} j^{-2} < \infty,
\]

thus \( D(\infty) < \infty \) a.s. \( \square \)
We give in Theorem 14 some properties of the unsatisfied demand and of the infimum of the net input, which is naturally related to the unsatisfied demand by Theorem 13.

**Theorem 14** The unsatisfied demand $I = \{I(t), t \geq 0\}$ is a continuous additive functional of $(Z, J)$, moreover, if $Z(0) = 0$ a.s., then $I$ is a continuous additive functional of $(X, J)$.

The negative of the infimum of the net input process $-m$ is a continuous additive functional of $(X, J)$.

**Proof:** Since $(Z, J)$ is a Markov process, the fact that the unsatisfied demand $I$ is a continuous additive functional of $(Z, J)$ follows from the definition of the unsatisfied demand, and Remark 2. Suppose now $Z(0) = 0$ a.s., then (since $X(0) = 0$ a.s.) $\sigma\{(X, J)(s), s \leq t\}$ is equal to $\sigma\{(Z, J)(s), s \leq t\}$ and $I$ becomes a continuous additive functional of $(X, J)$. The rest of the theorem follows trivially since, by Theorem 13, $I(t) = -m(t)$ a.s. in case $Z(0) = 0$ a.s. □

### 3.3 The inverse of the demand

It is of interest to study the right-continuous inverse of the demand process $D(t)$, i.e. for $x \geq 0$ we want to know the amount of time needed for the demand to exceed $x$ viewed as a stochastic process. Denoting this process as $B$ we thus have

$$B(x) = \inf\{t : D(t) > x\}. \quad (3.13)$$

We study below some of properties of the right-continuous inverse of an additive functional of a Markov process. The following result for inverses of additive
functionals is partially mentioned by Blumenthal [3] but seems to call for a detailed proof.

Lemma 4 If \( \{A(t), t \geq 0\} \) is an additive functional of the Markov process \( R \) and \( \tilde{A}(x) \) is its right-continuous inverse, \( \tilde{A}(x) = \inf\{t : A(t) > x\} \), then:

(a). \( \tilde{A} \) has non-decreasing and a.s. right-continuous sample paths.

(b). If \( A \) has continuous and strictly increasing sample paths a.s. then (a.s.):

(i) \( \tilde{A}(x) = \infty \) for \( x \in [A(\infty), \infty) \).

(ii) \( \tilde{A}(0) = 0 \) and \( \tilde{A} \) has continuous and strictly increasing sample paths on \([0, A(\infty))\).

(c). For each \( x \), \( \tilde{A}(x) \) is a stopping time.

(d). For any \( t \in [0, \infty) \), a.s., \( A(t) = \inf\{x : \tilde{A}(x) > t\} \).

Proof: (a). If \( x_1 \leq x_2 \), then

\[
\tilde{A}^*(x_2) = \{t : A(t) > x_2\} \subseteq \{t : A(t) > x_1\} = \tilde{A}^*(x_1)
\]

so the indexed sets \( \tilde{A}^*(x) \) are non-increasing on \( x \), and

\[
\tilde{A}(x_1) = \inf \tilde{A}^*(x_1) \leq \inf \tilde{A}^*(x_2) = \tilde{A}(x_2).
\]

This shows that \( \tilde{A}(x) \) is non-decreasing. In the following we refer only to non-decreasing sample paths of \( A \). Let \( \{x_n\} \) be a decreasing sequence with limit \( x \geq 0 \); since \( \{\tilde{A}(x_n)\} \) is a non-increasing sequence bounded below by \( \tilde{A}(x) \) the sequence converges in \([0, +\infty]\) and

\[
\lim \tilde{A}(x_n) \geq \tilde{A}(x).
\]  \( 3.14 \)
Now note that for \( y \geq 0 \), \( \tilde{A}^*(y) \) is either \((\tilde{A}(y), +\infty)\) or \([\tilde{A}(y), +\infty)\), so
\[
(\tilde{A}(y), +\infty) \subseteq \tilde{A}^*(y) \subseteq [\tilde{A}(y), +\infty), \forall y \geq 0.
\]
Consequently
\[
(\tilde{A}(x), +\infty) \subseteq \tilde{A}^*(x) = \bigcup_n \tilde{A}^*(x_n) \subseteq \bigcup_n [\tilde{A}(x_n), +\infty) \subseteq [\lim_n \tilde{A}(x_n), +\infty)
\]
which implies that \( \lim_n \tilde{A}(x_n) \leq \tilde{A}(x) \). In view of (3.14) it follows that
\[
\lim_n \tilde{A}(x_n) = \tilde{A}(x).
\]
Therefore \( \tilde{A} \) has right-continuous sample paths almost surely.

\((b)\). We consider only continuous and strictly increasing sample paths of \( A \) such that \( A(0) = 0 \) (for which the associated sample paths of \( \tilde{A} \) are non-decreasing and right-continuous) and keep the notation used in (i). If \( A(\infty) < x < \infty \) then clearly \( \tilde{A}(x) = \infty \) and by right-continuity also \( \tilde{A}(A(\infty)) = \infty \); this proves \((a)\). Trivially \( \tilde{A}(0) = 0 \) since \( A(t) > 0, \forall t > 0 \), thus to prove \((b)\) we need to show that \( \tilde{A} \) is left-continuous and strictly increasing on \( S = [0, A(\infty)) \). We have, 
\[
\tilde{A}^*(y) = (\tilde{A}(y), +\infty), \forall y \in S.
\]
Let \( \{x_n\} \) be a non-negative increasing sequence with limit \( x \in S \), then \( \{\tilde{A}(x_n)\} \) is a non-decreasing sequence bounded above by \( \tilde{A}(x) < \infty \), so the sequence converges on \([0, +\infty)\) and
\[
\lim_n \tilde{A}(x_n) \leq \tilde{A}(x) . \tag{3.15}
\]
Consequently
\[
[\tilde{A}(x), +\infty) = \{ t : A(t) \geq x \} = \bigcap_n \{ t : A(t) > x_n \} \\
= \bigcap_n [\tilde{A}(x_n), +\infty) \supseteq (\lim_n \tilde{A}(x_n), +\infty)
\]
which implies that \( \lim \tilde{A}(x_n) \geq \tilde{A}(x) \). Again, in view of (3.15) it follows that

\[
\lim \tilde{A}(x_n) = \tilde{A}(x).
\]

This proves that \( \tilde{A}(x) \) is left-continuous and thus continuous on \( S \). Suppose, with the same conditions, that \( \tilde{A}(x) \) is not strictly increasing on \( S \), that is

\[
\exists y < x < A(\infty) \text{ such that } \tilde{A}(y) = \tilde{A}(x).
\]

Then \( (\tilde{A}(y), +\infty) = (\tilde{A}(x), +\infty) \) or equivalently

\[
\{ t : A(t) > y \} = \{ t : A(t) > x \}.
\]

Since \( A(0) = 0 \), this contradicts the fact that \( A(t) \) is continuous and strictly increasing. Thus \( \tilde{A}(x) \) is strictly increasing on \( S \). We have thus proved that \( \tilde{A} \) has continuous and strictly increasing sample paths on \([0, A(\infty))\) a.s..

(c). Since for any \( t, x \geq 0 \)

\[
\{ \tilde{A}(x) \leq t \} = \bigcap_{n} \{ \sup_{0 \leq \tau \leq t + \frac{1}{n}} A(\tau) > x \} \in \mathcal{F}_t = \mathcal{F}_t
\]

\( \tilde{A}(x) \) is a stopping time.

(d). We prove the result for non-decreasing and right-continuous sample paths of \( A \). For \( t \geq 0 \), let

\[
\overline{A}(t) = \inf \{ x : \tilde{A}(x) > t \}
\]

then, using the fact that \( A \) and \( \tilde{A} \) are non-decreasing and right-continuous and the definitions of \( \tilde{A} \) and \( \overline{A} \),

\[
x < (>) \overline{A}(t) \Rightarrow \tilde{A}(x) \leq (>) t \Rightarrow x \leq (\geq) A(t).
\]

This shows that \( \overline{A}(t) = A(t), \forall t \geq 0 \), which proves the statement. \( \square \)
Theorem 15 For all initial distributions, the inverse of the demand has the following properties:

(a). \( B(0) = 0 \) and \( B \) has continuous and strictly increasing sample paths on \([0, D(\infty))\) and \( B(x) = \infty \) for \( x \in [D(\infty), \infty) \).

(b). For each \( x \), \( B(x) \) is a stopping time.

(c). For any \( t \in [0, \infty) \),

\[
D(t) = \inf \{ x : B(x) > t \}. \tag{3.16}
\]

(d). \( \frac{1}{d_+} \leq \frac{B(x)}{x} \leq \frac{1}{d_-}, \) for all \( x > 0 \).

(e). If \( J \) is ergodic and \( d_+ < \infty \), then \( \lim_{x \to \infty} \frac{B(x)}{x} = \left[ \sum_{j \in E} d(j) \pi_j \right]^{-1} \), a.s.

(f). \( \{(B, J \circ B)(x), 0 \leq x < D(\infty)\} \) is an MAP with infinitesimal generator:

\[
\mathcal{A}_{(B, J \circ B)} f(x, j) = \frac{1}{d(j)} \frac{\partial}{\partial x} f(x, j) + \sum_{\substack{k \neq j \in E}} \frac{\sigma_{jk}}{d(j)} [f(x, k) - f(x, j)]. \tag{3.17}
\]

Proof: The statements (a) – (e) follow in the same way as Lemma 4 (b)-(d) by Lemma 3 (a) and (b).

(d). It suffices to prove the result for \( 0 < d_- \leq d_+ < +\infty \); if so, given \( x > 0 \) and arbitrary \( t_1, t_2 \) such that \( t_2 > x/d_- \) and \( t_1 < x/d_+ \),

\[
D(t_2) \geq t_2 \ d_- \geq x \quad \text{and} \quad D(t_1) \leq t_1 \ d_+ < x.
\]

Now, by the definition of \( B(x) \), we have \( B(x) \leq t_2 \) and \( B(x) \geq t_1 \). This gives the desired result since \( t_1, t_2 \) are arbitrary.

(e). From Lemma 3(e),

\[
\lim_{t \to \infty} \frac{D(t)}{t} = \sum_{j \in E} d(j) \pi_j, \quad \text{a.s.}
\]
and since, by Lemma 3(a) and (b), D has continuous and strictly increasing sample paths, then for all $x > 0$,

$$B(x) = t \iff D(t) = x.$$  

Since by $(d) \lim_{x \to \infty} B(x) = \infty$, this gives

$$\lim_{x \to \infty} \frac{B(x)}{x} = \lim_{t \to \infty} \frac{t}{D(t)} = \frac{1}{\sum_{j \in E} d(j) \pi_j}.$$  

(f). The statement follows as a consequence of the results obtained in Example 11 below. $\Box$

**Remark 3** If we let $J^B$ be the MJP with intensity matrix $\Sigma^B = D^{-1} \Lambda P$, where $D = (\delta_{jk} d(j))$, then (up to the explosion time $D(\infty)$ and by (3.17)) $(B, J \circ B)$ is equivalent to the MCPP $(B, J^B)$ with drift $[d(j)]^{-1}$, $j \in E$, and no jumps. Note that if $J$ is ergodic and $d_+ < \infty$ then $J^B$ is also ergodic and has stationary distribution $\pi^B$ given by:

$$\pi^B_j = \frac{\pi_j d(j)}{\sum_{k \in E} \pi_k d(k)};$$

this would lead to Theorem 15 (e) using a procedure similar to the one used to obtain Lemma 3 (e). Since the infinitesimal generator of a process characterizes the process, using Theorem 1.17, we obtain

$$B(x) = \int_0^x \frac{1}{d(J^B(y))} dy, \text{ for } x < D(\infty).$$

As was done for the demand, we can identify the inverse of the demand as a random clock with $[d(J^B(y))]^{-1}$ being its time speed at $y$. $\Box$
Chapter 4

A fluid storage model

In this chapter we study the fluid storage model presented in subsection 1.4.1, which occurs in communications systems. The storage level \( Z(t) \) satisfies the following equation

\[
Z(t) = Z(0) + Y(t) + I(t) = Z(0) + \int_0^t y(J(s)) \, ds + \int_0^t y(J(s))^+ \chi_{\{Z(s) \leq 0\}} \, ds \tag{4.1}
\]

where \( Y \) and \( I \) are the net input and unsatisfied demand processes, respectively, and \( J \) is an MJP. The sample functions of the net input are continuous a.s., and differentiable everywhere except at the transition epochs \( T_n (n \geq 0) \) of the Markov chain \( J \). As argued in section 1.4, in order to study the process \((Z, I, J)\) it may be of interest to first study the properties of the embedded process \((Z(T_n), I(T_n), J(T_n))\).

From Theorem 13, it follows that equation (4.1) has an unique solution given by

\[
I(t) = [Z(0) + m(t)]^- = \left[ Z(0) + \inf_{0 \leq \tau \leq t} Y(\tau) \right]^-
\tag{4.2}
\]
which implies in particular that

\[ Z(t) = \max\{Z(0) + Y(t), Y(t) - m(t)\} \geq [Z(0) + Y(t)]^+ \geq 0 \quad (4.3) \]

with \( y^+ = \max\{y, 0\} \). We note that from (4.2) it follows that the storage level and the unsatisfied demand have the properties that Harrison [16] (Section 2.2) postulates for the same processes. However our model description states more effectively the mechanics of the system since it states the storage policy in a more precise way.

A particular consequence of solution (4.2) is that \( Z(T_n) \) and \( I(T_n) \) may be identified as functionals on the process \((T_n, Y(T_n), J(T_n))\), which is an MRW. So the properties of this MRW are investigated in section 4.2, the key result being a Wiener-Hopf factorization due to Presman [35]; see Prabhu and Tang [32] and Prabhu, Tang and Zhu [33]. These properties are then used in section 4.3 to study the properties of the storage level and the unsatisfied demand. This constitutes a novel use of MRWs in the study of models envolving MAPs.

We shall denote by \( Q = (q_{jk}) \) the generator matrix of \( J \) and assume that \( J \) has a stationary distribution \((\pi_j, j \in E)\). For analytical convenience we assume that \( y(j) \neq 0 \) for \( j \in E \). Finally, we let

\[ E_1 = \{j \in E : y(j) \leq 0\}, \quad E_0 = \{j \in E : y(j) > 0\} \quad (4.4) \]

and

\[ Z_n = Z(T_n), \quad I_n = I(T_n), \quad S_n = Y(T_n), \quad Y_{n+1} = S_{n+1} - S_n \quad (4.5) \]

so that \( Y_{n+1} = y(J_n)(T_{n+1} - T_n) \).
4.1 Preliminary results

We prove some preliminary results for the embedded process \((Z(T_n), I(T_n), J(T_n))\).

**Theorem 16** For \(T_n \leq t \leq T_{n+1}\) we have

\[
Z(t) = [Z_n + y(J_n)(t - T_n)]^+, \quad I(t) = I_n + [Z_n + y(J_n)(t - T_n)]^- \tag{4.6}
\]

where

\[
Z_n = Z_0 + S_n + I_n, \quad I_n = [Z_0 + m_n]^- = \left[Z_0 + \min_{0 \leq r \leq n} S_r \right]^- \tag{4.7}
\]

**Proof:** If \(J_n \in E_0\), then \(y(J_n)^- = 0\), and (1.23) and the nonnegativity of \(Z\) give

\[
Z(t) = Z_n + y(J_n)(t - T_n) \geq 0.
\]

This expression for \(Z(t)\) holds if \(J_n \in E_1\) and \(Z(t) > 0\) for \(T_n \leq t \leq T_{n+1}\). Suppose now that \(J_n \in E_1\) and \(Z(t) = 0\) for some \(t \in [T_n, T_{n+1}]\), and let \(t_0\) be the smallest of such \(t\). Then from (1.23), since \(y(J_n)^- = -y(J_n)\), we obtain

\[
Z(t) = Z_n + y(J_n) \int_{T_n}^t 1_{\{Z(s) > 0\}} \, ds \quad (T_n \leq t \leq T_{n+1})
\]

which shows that \(Z(t)\) is nonincreasing in \([T_n, T_{n+1}]\). This implies that \(Z(t) = 0\) for \(t \in [t_0, T_{n+1}]\) by the nonnegativity of \(Z\). Moreover from (1.23)

\[
Z(t) = Z_n + y(J_n)(t - T_n) > 0 \quad (T_n \leq t < t_0)
\]

and for \(t_0 \leq t \leq T_{n+1},\)

\[
Z(t) = 0 = Z(t_0) = Z_n + y(J_n)(t_0 - T_n) \geq Z_n + y(J_n)(t - T_n).
\]
All cases considered above are summarized in the result

\[ Z(t) = \max\{0, Z_n + y(J_n)(t - T_n)\} \quad (n \geq 0, \ t \in [T_n, T_{n+1}]) \]

which proves (4.6). This implies in particular that

\[ Z_{n+1} = \max\{0, Z_n + Y_{n+1}\} \quad (n \geq 0). \]

The desired result follows from the following lemma familiar in queueing systems, since

\[ S_n = Y_1 + Y_2 + \ldots + Y_n. \quad \Box \]

**Lemma 5** Let \( \{x_n, n \geq 1\} \) be a sequence of real numbers and suppose that a sequence of real numbers \( \{z_n, n \geq 0\}, \) with \( z_0 \geq 0, \) is defined by the recurrence relations

\[ z_{n+1} = \max\{0, z_n + x_{n+1}\} \quad (n \geq 0). \]

Then

\[ z_n = \max\{z_0 + s_n, s_n - \min_{0 \leq r \leq n} s_r\} \]

where

\[ s_0 = 0, \quad s_n = x_1 + x_2 + \ldots + x_n \quad (n \geq 1). \quad \Box \]

Theorem 16 shows that in order to study the process \((Z_n, I_n, J_n)\) it suffices to investigate the MRW \((T_n, S_n, J_n)\), which we do in the next section. We note that if \( T_n \leq t \leq T_{n+1} \), then \( Y(t) = S_n + y(J_n)(t - T_n) \), thus \( \min(S_n, S_{n+1}) \leq Y(t) \leq \max(S_n, S_{n+1}) \) which in turns implies that a.s.

\[ \lim \inf Y(t) = \lim \inf S_n, \quad \lim \sup Y(t) = \lim \sup S_n. \quad (4.8) \]
If we denote for \( t \geq 0 \) and \( n = 0, 1, \ldots \),

\[
M(t) = \sup_{0 \leq \tau \leq t} Y(\tau), \quad M_n = \max_{0 \leq \tau \leq n} S_\tau
\]  

we may conclude that as in (4.8),

\[
\lim_{t \to \infty} M(t) = \lim_{n \to \infty} M_n = M \leq +\infty
\]  

(4.10)

\[
\lim_{t \to \infty} m(t) = \lim_{n \to \infty} m_n = m \geq -\infty.
\]  

(4.11)

These statements show that some conclusions about the fluctuation behaviour of the net input process may be drawn from the associated MRW \((S_n, J_n)\). This in turn has implications for the storage level and unsatisfied demand since these processes depend on the net input. We denote by \((\pi_j^*, j \in E)\) the stationary distribution of \((J_n)\), so that

\[
\pi_j^* = \frac{(-q_{jj}) \pi_j}{\sum_{k \in E} (-q_{kk}) \pi_k}.
\]  

(4.12)

Also, let \( \bar{y} \) be the net input rate

\[
\bar{y} = \sum_{j \in E} \pi_j y(j)
\]  

(4.13)

where we assume the sum exists, but may be infinite. We have then the following.

**Theorem 17** (Fluctuation behaviour of \( Y(t) \)) We have a.s.

(a). \( \frac{Y(t)}{t} \to \bar{y} \).

(b). If \( \bar{y} > 0 \), then \( \lim Y(t) = +\infty, m > -\infty, \) and \( M = +\infty \).

(c). If \( \bar{y} = 0 \), then \( \lim \inf Y(t) = -\infty, \lim \sup Y(t) = +\infty, m = -\infty, \) and \( M = +\infty \).

(d). If \( \bar{y} < 0 \), then \( \lim Y(t) = -\infty, m = -\infty, \) and \( M < +\infty \).
**Proof:** (a). The proof of the statement is standard, but is given here for completeness. We have

\[
\frac{Y(t)}{t} = \frac{1}{t} \int_0^t y(J(s)) \, ds = \frac{1}{t} \int_0^t \{ [y(J(s))]^+ - [y(J(s))]^- \} \, ds. \tag{4.14}
\]

Now since \( J \) is ergodic

\[
\frac{1}{t} \int_0^t [y(J(s))]^+ \, ds = \frac{1}{t} \int_0^t \sum_{j \in E} [y(j)]^+ 1\{J(s)=j\} \, ds
\]

\[
= \sum_{j \in E} \frac{1}{t} \int_0^t 1\{J(s)=j\} \, ds \rightarrow \sum_{j \in E} [y(j)]^+ \pi_j, \text{ as } t \rightarrow \infty, \text{ a.s.}
\]

and similarly

\[
\frac{1}{t} \int_0^t [y(J(s))]^- \, ds \rightarrow \sum_{j \in E} [y(j)]^- \pi_j, \text{ as } t \rightarrow \infty, \text{ a.s.}
\]

These and (4.14) imply that a.s.

\[
\lim_{t \rightarrow \infty} \frac{Y(t)}{t} = \sum_{j \in E} \{ [y(j)]^+ - [y(j)]^- \} \pi_j = \sum_{j \in E} y(j) \pi_j = \bar{y}.
\]

Now let \( \mu^* \) be the mean increment in the MRW \((S_n, J_n)\)

\[
\mu^* = \sum_{j \in E} \pi_j^* E[Y_1 \mid J_0 = j]. \tag{4.15}
\]

Since \( E[Y_1 \mid J_0 = j] = y(j)/(-q_{jj}), \bar{y} = \mu^* \sum_{k \in E} (-q_{kk}) \pi_k \). The statements \( (b) - (d) \) follow from this, (4.8), and (4.10)-(4.11), by using Proposition 2 of Prabhu and Tang [32] and Theorem 8 of Prabhu, Tang and Zhu [33]. These last two results describe the fluctuation behaviour of the MRW \((S_n, J_n)\). \( \square \)

### 4.2 The MRW \((T_n, S_n, J_n)\)

In this section we investigate the properties of the MRW \((T_n, S_n, J_n)\). We note that the conditional distribution of the increments \((T_n - T_{n-1}, S_n - S_{n-1})\), given
$J_{n-1}$ is singular, since $Y_n = S_n - S_{n-1} = y(J_n)(T_n - T_{n-1})$ a.s. The distribution of $(T_1, Y_1, J_1)$ is best described by the transform matrix

$$
\Phi(\theta, \omega) = \left( \phi_{jk}(\theta, \omega) \right) = \left( E \left[ e^{-\theta T_1 + i\omega Y_1}; J_1 = k \mid J_0 = j \right] \right)
$$

(4.16)

for $\theta > 0$, $\omega$ real and $i = \sqrt{-1}$. We find that

$$
\Phi(\theta, \omega) = \left( \phi_{jk}(\theta, \omega) \right) = (\alpha_j(\theta, \omega) p_{jk}) = (\alpha_j(\theta, \omega) \delta_{jk}) (p_{jk}) = \alpha(\theta, \omega) P
$$

(4.17)

where

$$
\alpha_j(\theta, \omega) = \frac{-q_{jj}}{-q_{jj} + \theta - i\omega y(j)}, \quad p_{jk} = \frac{q_{jk}}{(-q_{jj})} \quad (k \neq j), \quad p_{jj} = 0.
$$

(4.18)

For the time-reversed MRW $(\hat{T}_n, \hat{S}_n, \hat{J}_n)$ corresponding to the given MRW we have

$$
\hat{\Phi}(\theta, \omega) = \left( \hat{\phi}_{jk}(\theta, \omega) \right) = \left( E \left[ e^{-\theta \hat{T}_1 + i\omega \hat{Y}_1}; \hat{J}_1 = k \mid \hat{J}_0 = j \right] \right)
$$

$$
= \left( \frac{\pi_k}{\pi_j} E \left[ e^{-\theta T_1 + i\omega Y_1}; J_1 = j \mid J_0 = k \right] \right) = \hat{P} \alpha(\theta, \omega)
$$

(4.19)

where $\hat{P}$ is the transition probability matrix of the time-reversed chain $\hat{J}$, namely

$$
\hat{P} = \left( \hat{p}_{jk} \right) = \left( \frac{\pi_k}{\pi_j} p_{kj} \right).
$$

(4.20)

Since the $T_n$ are non-decreasing a.s., the fluctuating theory of $(T_n, S_n, J_n)$ is adequately described by $(S_n)$. We now define the descending ladder epoch $\overline{N}$ of this MRW $(T_n, S_n, J_n)$, and the ascending ladder epoch $N$ of the time-reversed MRW $(\hat{T}_n, \hat{S}_n, \hat{J}_n)$

$$
\overline{N} = \min \{ n : S_n < 0 \}, \quad N = \min \{ n : \hat{S}_n > 0 \}.
$$

(4.21)

(Here we adopt the convention that the minimum of an empty set is $+\infty$.) It should be noted that both $N$ and $\overline{N}$ are strong ladder epochs, which is reasonable since the
increments of \( S_n \) and \( \hat{S}_n \) in each case have an absolutely continuous distribution. The random variables \( S_N \) and \( \hat{S}_N \) are the ladder heights corresponding to \( \overline{N} \) and \( N \). We also denote the transforms (in the matrix form)

\[
\bar{\chi} = (\bar{\chi}_{jk}(z, \theta, \omega)) = \left( E \left[ z^{\overline{N}} e^{-\theta T_N + i \omega S_N}; J_N = k, J_0 = j \right] \right) \quad (4.22)
\]

\[
\chi = (\chi_{jk}(z, \theta, \omega)) = \left( \frac{\pi^*}{\pi^*} E \left[ z^{N} e^{-\theta \hat{T}_N + i \omega \hat{S}_N}; \hat{J}_N = j, \hat{J}_0 = k \right] \right) \quad (4.23)
\]

where \( 0 < z < 1, \theta > 0, i = \sqrt{-1} \) and \( \omega \) is real. Connecting these two transforms is the Wiener-Hopf factorization, first established by Presman [35] analytically, and interpreted in terms of the ladder variables defined above by Prabhu, Tang and Zhu [33]. The result is the following

**Lemma 6 (Wiener-Hopf factorization)** For the MRW \((T_n, S_n, J_n)\) with \( 0 < z < 1, \theta > 0 \) and \( \omega \) real

\[
I - z\Phi(\theta, \omega) = [I - \chi(z, \theta, \omega)] [I - \overline{\chi}(z, \theta, \omega)]. \quad \square \quad (4.24)
\]

We shall use this factorization and the special structure of our MRW to indicate how the transforms \( \chi \) and \( \overline{\chi} \) can be computed in the general case. It turns out that our results contain information concerning the descending ladder epoch \( \hat{T} \) of the net input process \((Y, J)\) and the ascending ladder epoch \( T \) of the time-reversed process \((\hat{Y}, \hat{J})\), which is defined as follows:

\[
\hat{J}(t) = \hat{J}_n \quad (\hat{T}_{n-1} < t \leq \hat{T}_n), \quad \hat{Y}(t) = \int_0^t y(\hat{J}(s)) \, ds. \quad (4.25)
\]

Thus

\[
\hat{T} = \inf\{t > 0 : Y(t) \leq 0\}, \quad T = \inf\{t > 0 : \hat{Y}(t) \geq 0\}. \quad (4.26)
\]
We note that $Y(T) = 0$ and $\dot{Y}(T) = 0$ a.s. For $0 < z < 1$, $\theta > 0$ we define the transforms

$$
\zeta = (\zeta_{jk}(z, \theta)) = \left( E \left[ z^N e^{-\theta T}; J(T) = k \mid J(0) = j \right] \right)
$$

$$
\eta = (\eta_{jk}(z, \theta)) = \left( \frac{\pi_k^*}{\pi_j^*} E \left[ z^N e^{-\theta T}; \dot{J}(T) = j \mid \dot{J}(0) = k \right] \right).
$$

**Theorem 18** For $0 < z < 1$, $\theta > 0$ and $\omega$ real we have

$$
\bar{\chi}(z, \theta, \omega) = \zeta(z, \theta) \Phi(\theta, \omega), \quad \chi(z, \omega) = \alpha(\theta, \omega) \eta(z, \theta).
$$

**Proof:** An inspection of the sample paths of $(Y, J)$ will show that $J(T) = J_{N-1}$ and

$$
T_N - T = \frac{S_N}{y(J(T))} \text{ a.s.}
$$

Since $T$ is a stopping time for $(Y, J)$, we see that given $J(T) = l$, $S_N/y(J(T))$ is independent of $T$ and has the same distribution as $T_1$, given $J_0 = l$. Therefore $\bar{\chi}_{jk}(z, \theta, \omega)$ is equal to

$$
\sum_{l \in E} E \left[ z^N \exp \left( -\theta \left[ T + \frac{S_N}{x(J_{N-1})} \right] + i\omega S_N \right); J_{N-1} = l, J_N = k \mid J_0 = j \right]
$$

$$
= \sum_{l \in E} E \left[ z^N e^{-\theta T}; J(T) = l \mid J_0 = j \right] 
\times E \left[ \exp \left( -\theta \frac{S_N}{x(J_{N-1})} + i\omega S_N \right); J_N = k \mid J_{N-1} = l \right]
$$

$$
= \sum_{l \in E} \zeta_{jl}(z, \theta) E \left[ e^{-\theta T_1 + i\omega Y_1}; J_1 = k \mid J_0 = l \right] = \sum_{l \in E} \zeta_{jl}(z, \theta) \phi_{lk}(\theta, \omega).
$$

Thus $\bar{\chi}(z, \theta, \omega) = \zeta(z, \theta) \Phi(\theta, \omega)$. The proof of the result $\chi(z, \theta, \omega) = \alpha(\theta, \omega) \eta(z, \theta)$ is similar. ☐
In general, for an $(|E| \times |E|)$-matrix $A$ we block-partition $A$ in the form

$$A = \begin{pmatrix} A_{00} & A_{01} \\ A_{10} & A_{11} \end{pmatrix}$$

with the rows and columns of $A_{00}$ corresponding to the states in $E_0$. We have now

$$\zeta = \begin{pmatrix} 0 & \zeta_{01} \\ \zeta_{10} & \zeta_{11} \end{pmatrix}, \quad \eta = \begin{pmatrix} \eta_{00} & \eta_{01} \\ 0 & 0 \end{pmatrix}, \quad I = \begin{pmatrix} I_{00} & 0 \\ 0 & I_{11} \end{pmatrix} \quad (4.30)$$

where $I$ is the identity matrix. From (4.24) and Theorem 18 we have the following.

**Theorem 19** We have for $0 < z < 1$, $\theta > 0$ and $\omega$ real

$$\chi = \begin{pmatrix} \alpha_{00} \eta_{00} & \alpha_{00} \eta_{01} \\ 0 & 0 \end{pmatrix}, \quad \overline{\chi} = \begin{pmatrix} \zeta_{01} \Phi_{10} & \zeta_{01} \Phi_{11} \\ z \Phi_{10} & z \Phi_{11} \end{pmatrix} \quad (4.31)$$

and

$$I_{00} - \overline{\chi}_{00} = (I_{00} - \chi_{00})^{-1} [ (I_{00} - z \Phi_{00}) - z \chi_{01} \Phi_{10} ] \quad (4.32)$$

$$\overline{\chi}_{01} = (I_{00} - \chi_{00})^{-1} [ z \Phi_{01} - \chi_{01} (I_{11} - z \Phi_{11}) ] \quad (4.33)$$

where the inverse exists in the specified domain. □

We note that if we let

$$\overline{\gamma} = (\overline{\gamma}_{jk}(z, \theta)) = \left( E \left[ z^N e^{-\theta T_N}; J_{N-1} = k \mid J_0 = j \right] \right) \quad (4.34)$$

$$\gamma = (\gamma_{jk}(z, \theta)) = \left( \frac{\pi_k}{\pi_j} \left[ z^N e^{-\theta T_N}; \hat{J}_N = j \mid \hat{J}_0 = k \right] \right) \quad (4.35)$$

then

$$\overline{\gamma} = \zeta I^\theta, \quad \gamma = I^\theta \eta \quad (4.36)$$
with
\[ I^\theta = \begin{pmatrix} -q_{jj} & \delta_{jk} \\ -q_{jj} + \theta & \delta_{jk} \end{pmatrix}, \quad R = \begin{pmatrix} \frac{|v(j)|}{-q_{jj} + \theta} & \delta_{jk} \\ -q_{jj} + \theta & \delta_{jk} \end{pmatrix}. \] (4.37)

Due to (4.36) the results for \((\zeta, \eta)\) are equivalent to those for \((\bar{\gamma}, \gamma)\). As a matter of convenience we express some of the remaining results of this section in terms of \((\bar{\gamma}, \gamma)\).

**Corollary 7** For \(0 < z < 1\) and \(\theta > 0\) we have
\[ \gamma_{00} + (I_{00} - \gamma_{00}) \bar{\gamma}_{01} P_{10} = z \left[ I^\theta_{00} P_{00} + \gamma_{01} I^\theta_{11} P_{10} \right] \] (4.38)
\[ \gamma_{01} + (I_{00} - \gamma_{00}) \bar{\gamma}_{01} P_{11} = z \left[ I^\theta_{00} P_{01} + \gamma_{01} I^\theta_{11} P_{11} \right] \] (4.39)
\[ R_{00} \bar{\gamma}_{01} P_{10} + (I_{00} - \gamma_{00}) \bar{\gamma}_{01} R_{11} P_{10} = z \gamma_{01} R_{11} I^\theta_{11} P_{10} \] (4.40)
\[ R_{00} \bar{\gamma}_{01} P_{11} + (I_{00} - \gamma_{00}) \bar{\gamma}_{01} R_{11} P_{11} = z \gamma_{01} R_{11} I^\theta_{11} P_{11}. \] (4.41)

**Proof:** We equate the real parts of the identity (4.32) and put \(\omega = 0\). This yields (4.38). We also equate the imaginary parts of (4.32), divide by \(\omega\) and let \(\omega \to 0\). This yields (4.40), in view of (4.38).

The proof of (4.39) and (4.41) is similar, starting with the identity (4.33). \(\square\)

Theorem 19 shows that the submatrices \(\chi_{00}\) and \(\bar{\chi}_{01}\) are determined by \(\chi_{00}\) and \(\chi_{01}\). Corollary 7 can be used in some important cases to reduce the computation to a single (matrix) equation for \(\bar{\gamma}_{01}\), as we will show in the following. Case \((a)\) arises in models with \(|E_1| > 1\), while case \((b)\) covers the situation with \(|E_1| = 1\). Details of the computations are omitted.

**Case (i).** If the submatrix \(P_{11}\) has an inverse, then
\[ \gamma_{00} = z I^\theta_{00} P_{00} + R_{00} \bar{\gamma}_{01} R^{-1}_{11} P_{10} \] (4.42)
\[ \gamma_{01} = z R_{00}^\theta P_{01} + R_{00} \gamma_{01} R_{11}^{-1} P_{11} \]  \hspace{1cm} (4.43) \\

where \( \gamma_{01} \) satisfies the equation

\[ \gamma_{01} \left[ R_{11}^{-1} P_{10} \right] \gamma_{01} = \left[ R_{00}^{-1} \left( I_{00} - z I_{00}^\theta P_{00} \right) \gamma_{01} + \gamma_{01} R_{11}^{-1} \left( I_{11} - z I_{11}^\theta P_{11} \right) \right] \]
\[ + z^2 R_{00}^{-1} P_{00} I_{11}^\theta P_{11} = 0. \]  \hspace{1cm} (4.44)

**Case (ii).** If \( P_{11} = 0 \) and \( r_{jj}(\theta) = r_1^\theta \) \((j \in E_1)\), then

\[ \gamma_{00} = z R_{00}^\theta P_{00} + \frac{1}{r_1^\theta} R_{00} \gamma_{01} P_{10}, \hspace{1cm} \gamma_{01} = z R_{00}^\theta P_{01} \]  \hspace{1cm} (4.45)

\[ \frac{1}{r_1^\theta} \left( \gamma_{01} P_{10} \right)^2 = \left[ R_{00}^{-1} \left( I_{00} - z I_{00}^\theta P_{00} \right) + \frac{1}{r_1^\theta} \right] \left( \gamma_{01} P_{10} \right) \]
\[ + z^2 R_{00}^{-1} P_{00} I_{11}^\theta P_{11} = 0. \]  \hspace{1cm} (4.46)

**Example 9** Consider the Gaver-Lehoczky [13] model with a single output channel, in which the channel is shared by data and voice calls (with calls having preemptive priority over data). Here \( J(t) = 0 \) if a call is in progress at time \( t \) (i.e. the channel is not available for data transmission), and \( J(t) = 1 \) otherwise. Thus \( J \) has a two state space \( \{0, 1\} \) and

\[ a(0) = a(1) = c_0, \hspace{1cm} d(0) = 0, d(1) = c_2 \hspace{1cm} (c_0 < c_2), \]

so that \( E_0 = \{0\}, E_1 = \{1\} \), \( y(0) = c_0 \) and \( y(1) = c_0 - c_2 = -c_1 \). Let the arrival and service rate of calls be denoted by \( \lambda \) and \( \mu \) respectively, then

\[ P = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \hspace{1cm} Q = (q_{jk}) = \begin{pmatrix} -\mu & \mu \\ \lambda & -\lambda \end{pmatrix}. \]

We may now use (4.36) and (4.45)-(4.46) to conclude that

\[ \eta_{01} = z, \hspace{1cm} \eta_{00} = \frac{\sigma_1}{\sigma_0} \zeta_{01}, \hspace{1cm} \sigma_1 \zeta_{01}^2 = \left[ (\sigma_0 + \sigma_1) + \left( \frac{1}{c_0} + \frac{1}{c_1} \right) \theta \right] \zeta_{01} + z^2 \sigma_0 = 0. \]
where $\sigma_0 = \frac{\mu}{c_0}$ and $\sigma_1 = \frac{\lambda}{c_1}$. This implies that

$$
\zeta_{01}(z, \theta) = \frac{(\sigma_0 + \sigma_1) + \left(\frac{1}{c_0} + \frac{1}{c_1}\right) \theta - \sqrt{\left[(\sigma_0 + \sigma_1) + \left(\frac{1}{c_0} + \frac{1}{c_1}\right) \theta\right]^2 - 4z^2 \sigma_0 \sigma_1}}{2 \sigma_1}.
$$

(4.47)

For an $M/M/1$ queue with arrival and service rates $\sigma_1$ and $\sigma_0$ respectively, we denote the busy period by $T^*$ and the number of customers served during the busy period by $N^*$. From (4.47) we have the following (see Section 2.8 of Prabhu [29])

$$
\zeta_{01}(z, \theta) = E\left[\frac{z^N e^{-\theta T}; J(T) = 1 \mid J(0) = 0}{z^N e^{-\theta (\frac{1}{c_0} + \frac{1}{c_1}) T^*}}\right] = E\left[\frac{z^2 N^* e^{-\theta (\frac{1}{c_0} + \frac{1}{c_1}) T^*}}{z^2 N^* e^{-\theta (\frac{1}{c_0} + \frac{1}{c_1}) T^*}}\right].
$$

We note that this case has been considered also by Chen and Yao [9], Gaver and Miller [14], and Kella and Whitt [18] in the context of storage models for which the net input is alternating nonincreasing and non-decreasing. □

### 4.3 The main results

With the properties for the MRW $(T_n, S_n, J_n)$ established in section 4.2, we are now in a position to derive the main results of the paper. We first state the following results for the embedded process $(Z_n, I_n, J_n)$, which follow easily from Theorem 3 and 4 of Prabhu and Tang [32].

**Lemma 7** If $Z_0 = 0$ a.s. then for $\theta > 0$ and $\omega_1, \omega_2$ real we have

$$
\left(\sum_{n=0}^{\infty} E\left[e^{-\theta T_n + i\omega_1 Z_n + i\omega_2 I_n} \mid J_n = k \mid J_0 = j\right]\right)^{-1}
$$

$$
= \left[I - \chi(z, \theta, \omega_1)\right] \left[I - \bar{\chi}(z, \theta, -\omega_2)\right].
$$

(4.48)

**Lemma 8** Suppose that $\mu^* < 0$. Then for all initial distributions

$$(Z_n, J_n) \overset{D}{\rightarrow} (Z_\infty^*, J_\infty^*) \text{ as } n \rightarrow \infty,$$
where $J^*_\infty$ is the stationary version of $(J_n)$ and \( \left( E \left[ e^{i\omega Z^*_\infty}; J^*_\infty = k \right] \right) \) is the $k$th element of the row vector

\[ \pi^* [I - \chi(1,0,0)] [I - \chi(1,0,\omega)] \]

with $\pi^* = (\pi^*_j, j \in E)$. □

For finite $t$, the distribution of $(Z(t), I(t), J(t))$ can be found from equation (4.6) using Lemma 7. We note that since $\overline{T} = \inf\{t > 0 : Y(t) \leq 0\}$ we have

\[ \overline{T} = \inf\{t > 0 : Z(t) = 0 \mid Z(0) = 0\}. \quad (4.49) \]

Thus $\overline{T}$ is the busy period of the storage. The transform of $(\overline{T}, J(\overline{T}))$ is $\zeta(1, \theta)$ given by

\[ \zeta(1, \theta) = (\zeta^*_{jk}(1, \theta)) = \left( E \left[ e^{-\theta \overline{T}}; J(\overline{T}) = k \mid J(0) = j \right] \right) \quad (4.50) \]

In section 4.2 it was shown how this transform can be computed. We recall that $\overline{y}$ is the net input rate and is given by (4.13).

**Theorem 20** The busy period $\overline{T}$ defined by (4.49) has the following properties:

(a). Given $J(0) \in E_1$, $\overline{T} = 0$ a.s.

(b). If $\overline{y} < 0$ then $\overline{T} < \infty$ a.s.

**Proof:** (a). The statement follows immediately from the fact that $y(j) < 0$ for $j \in E_1$.

(b). Since $\overline{y} < 0$ we have $\mu^* < 0$ (see the proof of Theorem 17 (b)). This implies that the descending ladder epoch of the MRW $(T_n, S_n, J_n)$ is finite ($\overline{N} < \infty$ a.s.) in virtue of Proposition 2 of Prabhu and Tang [32]. This in turn implies that $T_{\overline{N}} < \infty$ a.s. The statement now follows since $\overline{T} \leq T_{\overline{N}}$. □
The limit behaviour of the process \((Z(t), I(t), J(t))\) as \(t \to \infty\) can also be obtained from that of the embedded process \((Z_n, I_n, J_n)\) as \(n \to \infty\), by using Lemma 8. The following theorems characterize this limit behaviour.

**Theorem 21** The process \((Z(t), I(t), J(t))\) has the following properties:

(a). If \(\bar{y} > 0\), then \(I(t) \to (Z(0) + m)^- < +\infty\) and \(\frac{Z(t)}{t} \to \bar{y}\) a.s.;

in particular \(Z(t) \to +\infty\) a.s.

(b). If \(\bar{y} = 0\), then \(I(t) \to +\infty\) and \(\limsup Z(t) = +\infty\) a.s.

(c). If \(\bar{y} < 0\), then \(\frac{I(t)}{t} \to -\bar{y}\) and \(\frac{Z(t)}{t} \to 0\) a.s.; in particular \(I(t) \to +\infty\) a.s.

**Proof:** (a). We first note that \(I(t)\) converges as indicated by Theorem 17 (b) and (4.2). The rest of the statement follows directly from Theorem 17 (a) and (4.1).

(b). From Theorem 17 (iii) and (4.2) \(I(t) \to (Z(0) + m)^- = +\infty\). Also, from (4.1), since \(I(t)\) is nonnegative, \(Z(t) \geq Z(0) + Y(t)\). Using Theorem 17 (iii) we obtain

\[
\limsup Z(t) \geq \limsup[Z(0) + Y(t)] = +\infty.
\]

(c). Since \(Y(t)\) has continuous sample functions and \(\frac{Y(t)}{t} \to \bar{y} < 0\), by Theorem 17 (a), standard analytical arguments show that

\[
\lim \frac{m(t)}{t} = \lim \frac{Y(t)}{t} = \bar{y} < 0.
\]

The desired results now follow from (4.2)-(4.3). □
Theorem 22 If \( \bar{y} < 0 \) then for \( z_0, z \geq 0 \) and \( j, k \in E \), and with \( (Z_\infty^*, J_\infty^*) \) being the limit distribution of \( (Z_n, J_n) \) as given in Lemma 8,

\[
\lim_{t \to \infty} P \{ Z(t) \leq z; J(t) = k \mid Z(0) = z_0, J(0) = j \} = \pi_k \int_0^\infty P \{ Z_\infty^* \in dv \mid J_\infty^* = k \} \ P \{ Y_1 \leq z - v \mid J(0) = k \}. \quad (4.51)
\]

Proof: Let \( N(t) = \sup \{ n : T_n \leq t \} \). We have

\[
P \{ Z(t) \leq z; J(t) = k \mid Z(0) = z_0, J(0) = j \} = \int_0^\infty P \{ Z_N(t) \in dv; J_N(t) = k \mid Z_0 = z_0, J_0 = j \}
\]

\[
\quad \cdot P \{ Z(t) \leq z \mid Z(T_N(t)) = v, J(T_N(t)) = k, Z(0) = z_0, J(0) = j \}
\]

\[
= P \{ J_N(t) = k \mid J_0 = j \} \int_0^\infty P \{ Z_N(t) \in dv \mid Z_0 = z_0, J_N(t) = k, J_0 = j \}
\]

\[
\quad \cdot P \{ Z(t) \leq z \mid Z(T_N(t)) = v, J(T_N(t)) = k \}
\]

\[
= P \{ J(t) = k \mid J(0) = j \} \int_0^\infty P \{ Z_N(t) \in dv \mid Z_0 = z_0, J_N(t) = k, J_0 = j \}
\]

\[
\quad \cdot P \{ [v + y(k)(t - T_N(t))]^+ \leq z \mid J(T_N(t)) = k \}
\]

The statement follows from the fact that as \( t \to \infty \) the following results hold.

\[
P \{ J(t) = k \mid J(0) = j \} \to \pi_k \quad \text{a.s.}
\]

Given \( J(T_N(t)) = k \), \( (t - T_N(t)) \) has by limit distribution \( T_1 \), given \( J(0) = k \), so that

\[
P \{ [v + y(k)(t - T_N(t))]^+ \leq z \mid J(T_N(t)) = k \} \to P \{ [v + Y_1]^+ \leq z \mid J(0) = k \}
\]

\[
= P \{ Y_1 \leq z - v \mid J(0) = k \}.
\]

Since \( \bar{y} < 0 \) we have \( \mu^* < 0 \), and \( N(t) \to \infty \). Thus using Lemma 8 we conclude that

\[
P \{ Z_N(t) \in dv \mid Z_0 = z_0, J_N(t) = k, J_0 = j \} \to P \{ Z_\infty^* \in dv \mid J_\infty^* = k \}. \quad \square
\]
In case $\bar{y} < 0$, we denote by $(Z_\infty, J_\infty)$ the limit random variable of $(Z, J)(t)$, which in view of Theorem 22 is independent of the initial distribution.

**Corollary 8** If $\bar{y} < 0$ we have the following:

(a). For $z \geq 0$ we have

$$P\{Z_\infty \leq z \mid J_\infty = k\} = P\{Z^{*}_\infty \leq z \mid J^{*}_\infty = k\}$$

$$= \left(1 - E\left[e^{-\frac{y(k)}{q_{kk}}(Z^{*}_\infty - z)} \mid Z^{*}_\infty \leq z, J^{*}_\infty = k\right]\right) (k \in E_0) \quad (4.52)$$

(b). We have

$$P\{Z_\infty = 0 \mid J_\infty = k\} = \begin{cases} 
0 & k \in E_0 \\
E\left[e^{-\frac{y(k)}{q_{kk}}Z^{*}_\infty} \mid J^{*}_\infty = k\right] & k \in E_1 
\end{cases} \quad (4.54)$$

**Proof:** (a). Let $z \geq 0$ and $k \in E_0$. From (4.51) we have

$$P\{Z_\infty \leq z \mid J_\infty = k\} = \int_0^z P\{Z^{*}_\infty \in dv \mid J^{*}_\infty = k\} P\{Y_1 \leq z - v \mid J(0) = k\}$$

$$= \int_0^z P\{Z^{*}_\infty \in dv \mid J^{*}_\infty = k\} \left(1 - e^{-\frac{y(k)}{q_{kk}}(z-v)}\right)$$

$$= P\{Z^{*}_\infty \leq z \mid J^{*}_\infty = k\}$$

$$\cdot \left(1 - \int_0^z P\{Z^{*}_\infty \in dv \mid Z^{*}_\infty \leq z, J^{*}_\infty = k\} e^{-\frac{y(k)}{q_{kk}}(v-z)}\right)$$

$$= P\{Z^{*}_\infty \leq z \mid J^{*}_\infty = k\} \left(1 - E\left[e^{-\frac{y(k)}{q_{kk}}(Z^{*}_\infty - z)} \mid Z^{*}_\infty \leq z, J^{*}_\infty = k\right]\right).$$

This gives (4.52). The proof of (4.53) is similar.

(b). From (4.51) we have

$$P\{Z_\infty = 0 \mid J_\infty = k\} = \int_0^\infty P\{Z^{*}_\infty \in dv \mid J^{*}_\infty = k\} P\{Y_1 \leq -v \mid J(0) = k\}$$
\[
\begin{aligned}
   & = \begin{cases} 
   0 & k \in E_0 \\
   \int_0^\infty P \{ Z_{\infty}^* \in dv \mid J_{\infty}^* = k \} e^{-\frac{y(k)}{q_{kk}}v} & k \in E_1
   \end{cases}
\end{aligned}
\]

which proves the statement. \( \Box \)

We denote by \( I_k(t) \) the unsatisfied demand in state \( k \) during \((0, t]\), so that

\[
I_k(t) = \int_0^t y(J(s))^{-1} \{ Z(s)=0, J(s)=k \} ds = y(k)^- \int_0^t 1 \{ Z(s)=0, J(s)=k \} ds. \quad (4.55)
\]

If \( k \in E_0 \), then \( y(k)^- = 0 \) and \( I_k(t) = 0 \). If \( k \in E_1 \), we have the following important result for the performance analysis of the system.

**Corollary 9** If \( \overline{y} < 0 \) and \( k \in E_1 \), then

\[
\lim_{t \to \infty} \frac{I_k(t)}{t} = -y(k) \pi_k E \left[ e^{-\frac{y(k)}{q_{kk}} Z_{\infty}^*} \mid J_{\infty}^* = k \right] \quad (4.56)
\]

and

\[
\lim_{t \to \infty} \frac{I_k(t)}{I(t)} = \frac{y(k) \pi_k E \left[ e^{-\frac{y(k)}{q_{kk}} Z_{\infty}^*} \mid J_{\infty}^* = k \right]}{\sum_{j \in E_1} y(j) \pi_j E \left[ e^{-\frac{y(j)}{q_{jj}} Z_{\infty}^*} \mid J_{\infty}^* = j \right]} \quad (4.57)
\]

**Proof:** Using Theorem 22 we conclude that

\[
\frac{1}{t} \int_0^t 1 \{ Z(s)=0, J(s)=k \} ds \longrightarrow P \{ Z_{\infty} = 0, J_{\infty} = k \}.
\]

This implies (4.56) in view of (4.54)-(4.55). Also, since \( I(t) = \sum_{j \in E_1} I_j(t) \), (4.57) follows by using (4.56). \( \Box \)
Chapter 5

A storage model with jump input process

In this chapter we consider the storage model introduced in subsection 1.4.2. The input process \((X, J)\) is a Markov-compound Poisson process with no drift; its infinitesimal generator is given by (1.14), with \(a = 0\), whereas the input process \((D, J)\) is given by

\[
D(t) = \int_0^t d(J(s)) \, ds
\]

(5.1)

with \(d\) being a nonnegative function. Here the Markov component \(J\) is a pure jump process, with infinitesimal generator given by (3.4).

The storage equation of the model is

\[
Z(t) = Z(0) + X(t) - D(t) + \int_0^t d(J(s)) \, ds \cdot 1_{\{Z(s) \leq 0\}} \, ds
\]

(5.2)

and, from Theorem 13, it follows that the unsatisfied demand is given by

\[
I(t) = \int_0^t d(J(s)) \, ds \cdot 1_{\{Z(s) \leq 0\}} = \left[ Z(0) + \inf_{0 \leq \tau \leq t} Y(\tau) \right]^{-}
\]

(5.3)
with $Y$ being the net input.

We note that from Theorem 5.3 it follows that

$$I(t) = \int_0^t d(J(s)) 1_{\{Z(s) = 0\}} \, ds$$  \hskip 1cm (5.4)

since $Z(t) \geq 0$, $\forall t \geq 0$. If we replace equation (5.2) by

$$Z(t) = Z(0) + X(t) - D(t) + \int_0^t d(J(s)) 1_{\{Z(s) = 0\}} \, ds$$  \hskip 1cm (5.5)

(5.3) is also a solution of (5.5). However, (5.5) may not have an unique solution as we show in the following.

**Example 10** Consider $E = \{1\}$, $\Sigma = (0)$, $M_{11}\{0\} = 1$, $d(1) = 1$ and $Z(0) = 0$ a.s.. Note that $X(t) = 0$ and $D(t) = t$, a.s.. Trivially, $Z(t) = -t$ and $I(t) = 0$ is a solution of (5.5) (in addition to the solution $Z(t) = 0$ and $I(t) = t$, correspondent to (5.3)). Note that the uniqueness of the solution (5.3) of (5.5) has been systematically referred to in the literature for models that include this example. □

The busy period problem is investigated in section 5.1. If $T$ denotes the busy period, it follows that $(T, J_0 T)$ is an MAP with both drift and jumps. Section (5.2) contains some additional notations and results of a technical nature. Transforms of the various processes of interest are obtained in sections 5.3-5.5. The steady state behaviour of the model is investigated in section 5.6.

### 5.1 The busy period process

The busy period is defined as the time the storage system would become empty if the initial level was $x(\geq 0)$. Denoting this time as $T(x, k)$, when the initial state
of $J$ is $k$, we have

$$T(x, k) = \inf \{ t : Z(t) = 0 \} \quad \text{on} \quad \{ Z(0) = x, J(0) = k \} \quad (5.6)$$

for $x \in \mathbb{R}_+$, $k \in E$, with the convention that the infimum of an empty set is $+\infty$. We are also interested in the state of $J$ at the time of emptiness, namely $J \circ T(x, k)$. If $T(x, k) = \infty$ we define $J \circ T = \Delta$. Of special interest is the situation when the initial level $x$ has the distribution $M_{jk}$ with $j \in E$. This busy period may represent (for example) the busy period initiated by the input arriving with a transition from state $j$ to state $k$ in $J$. In this case, we shall call this the busy period initiated by the transition $j$ to $k$ and denote it as $T_{jk}$. Let

$$G_{jk}(A, l) = P \{ (T_{jk}, J \circ T_{jk}) \in A \times \{ l \} \} \quad (5.7)$$

be the distribution of $(T_{jk}, J \circ T_{jk})$. We have

$$G_{jk}(A, l) = \int_0^{\infty} P \{ (T, J \circ T)(x, k) \in A \times \{ l \} \} M_{jk}(dx) \quad (5.8)$$

for any Borel subset $A$ of $[0, \infty], j, k \in E$ and $l \in E \cup \Delta$. Note that $T_{jk}$ has possibly an atom at $(\infty, \Delta)$. We let $G_{jkl}(A) = G_{jk}(A, l)$ and for simplicity we attach the atom at $(\infty, \Delta)$ (with value $G_{jk\Delta}(\{ \infty \})$) to the measure $G_{jk}$, so that for $j, k, l \in E$ with $j, k$ fixed,

$$\sum_{l \neq j} G_{jkl}([0, \infty)) + G_{jkl}([0, +\infty]) = 1. \quad (5.9)$$

We next consider the process $(T, J \circ T) = \{(T, J \circ T)(x), x \geq 0\}$ where $T(x)$ is now defined as $T(x, J(0))$ with $J(0)$ having an arbitrary distribution. Thus we are studying the effect of the initial storage level, regardless of the initial state of $J$. We have the following.
Lemma 9 \((T, J \circ T)\) is a MAP with infinitesimal generator given by

\[
A = \frac{1}{d(j)} \left[ \frac{\partial}{\partial x} f(x, j) + \sum_{l \in E} \int_0^{\infty} [f(x + y, l) - f(x, j)] \sum_{k \in E} \sigma_{j k} G_{j k l} \{dy\} \right] (5.10)
\]

where \(G_{j k l} \{\infty\} = 0\) for \(l \neq j\).

Proof: On the set \(\{J(0) = j\}, j \in E\), consider for \(A \in B([0, +\infty))\) the events

\[
C(j, h; A, l) = \{T(h) \in A, J \circ T(h) = l\}
\]

\[
H(j, h; A, l) = \left\{ \begin{array}{l}
T(h) \in A, J \circ T(h) = l \text{ and on } [0, B(h)] \\
\text{there are no transitions in } J
\end{array} \right\}
\]

and for \(k \in E\),

\[
E_k(j, h; A, l) = \left\{ \begin{array}{l}
T(h) \in A, J \circ T(h) = l \text{ and the first transition in } J \\
\text{is to state } k \text{ and occurs before time } B(h)
\end{array} \right\}
\]

It is easily seen that with \(\lambda_j = \sum_{k \in E} \sigma_{j k}\) for \(j \in E\) we have

\[
P[C(j, h; A, l)] = \sum_{k \in E} P[E_k(j, h; A, l)] + P[H(j, h; A, l)]
\]

\[
= \sum_{k \in E} \int_0^{B(j)} \sigma_{j k} e^{-\lambda_j \tau} \int_0^{\infty} \sum_{m \in E} G_{j k m} \{A - \tau - ds\} P[C(m, h - \tau d(j); ds, l)] d\tau
\]

\[
+ \delta_{j l} \left[ 1 - \lambda_j \frac{h}{d(j)} \right] 1\{\frac{h}{d(j)} \in A\} + o(h).
\]

We are now able to obtain the infinitesimal generator of the process \((T, J \circ T)\),

\[
A_{(T, J \circ T)} f(x, j) = \lim_{h \to 0^+} \left[ \frac{1}{h} \sum_{l \in E} \int_0^{\infty} [f(x + y, l) - f(x, j)] P[C(j, h; dy, l)] \right]
\]

\[
\frac{1}{d(j)} \lim_{h \to 0^+} \left[ \int_0^{\infty} \frac{f(x + y, j) - f(x, j)}{h/d(j)} \left(1 - \lambda_j \frac{h}{d(j)}\right) 1\{\frac{h}{d(j)} \in dy\} \right]
\]
\[
+ \sum_{l \in E} \int_0^{\infty_+} [f(x + y, l) - f(x, j)] \sum_{k \in E} \frac{\sigma_{jk}}{d(j)}
\]
\[
\lim_{h \to 0^+} \left[ \frac{d(j)}{h} \int_0^h e^{-\lambda_j \tau} \sum_{m \in E} G_{jkm} \{dy - \tau - ds\} P[C(m, h - \tau d(j); ds, l)]d\tau \right]
\]
\[
\frac{1}{d(j)} \frac{\partial}{\partial x} f(x, j) + \sum_{l \in E} \int_0^{\infty_+} [f(x + y, l) - f(x, j)] \sum_{k \in E} \frac{\sigma_{jk}}{d(j)} G_{jkl}\{dy\}
\]
which is the desired result. □

**Example 11** As an application of Lemma 9 we derive the infinitesimal generator of the inverse of the demand process \{\((B, J \circ B)(x), x \geq 0\)\} which coincides with the storage busy period process if no input arrives to the system, i.e.

\[
M_{jk} = \varepsilon_0, \ \forall j, k \in E
\]
where \(\varepsilon_0\) is a distribution concentrated at the origin. For \(A \in \mathcal{B}([0, +\infty])\), this implies that

\[
G_{jkl}(A) = \begin{cases} 
0 & \text{if } k \neq l \\
\varepsilon_0(A) & \text{if } k = l
\end{cases}
\]

(5.11)
so that the generator of \{\((B, J \circ B)(x), x \geq 0\)\} is given by

\[
A_{(B, J \circ B)}f(x, j) = \frac{1}{d(j)} \left[ \frac{\partial f}{\partial x}(x, j) + \sum_{l \neq j} \sigma_{jl}[f(x, l) - f(x, j)] \right]
\]
thus proving Theorem 15 (f). □

We consider for \(j \in E\) the random variable \((\hat{T}, J \circ \hat{T})_j\), where \(\hat{T}_j\) represents the duration of the storage busy period initiated by a new input if at present \(J\) is in state \(j\). Denote by \(\hat{G}_j\) its distribution and by \(p_{jl}^*\) the probability that this busy period ends in state \(l\). Our setting implies that for \(A \in \mathcal{B}([0, \infty])\), \(l \in E\)

\[
\hat{G}_{jl}(A) \equiv \hat{G}_j(A, \{l\}) = \sum_{k \in E} p_{jk} G_{jkl}(A)
\]

(5.12)
and
\[ p_{jl}^* = P\{J \circ \hat{T}_j = l\} = \hat{G}_{jl}([0, \infty]). \tag{5.13} \]

In terms of the definitions above, the infinitesimal generator of \((T, J \circ T)\) (given by (5.10)) can be expressed, with \(\hat{G}_{jl}\{\infty\} = 0\) for \(l \neq j\), as follows:
\[ \mathcal{A}_{(T,J \circ T)} f(x, j) = \frac{1}{d(j)} \frac{\partial f}{\partial x}(x, j) + \frac{\lambda_j}{d(j)} \sum_{l \in E} \int_0^{\infty} [f(x+y, l) - f(x, j)] \hat{G}_{jl}(dy). \tag{5.14} \]

We elaborate a bit more to increase the interpretability of (5.14). Suppose the present state of the MJP \(J\) is \(j\). We are now able to consider the (conditional) distribution of the length of the busy period initiated by a new input given that at the end of the same busy period the Markov chain \(J\) is in a given state \(l\). We denote such a variable by \(T_{jl}^*\) and its distribution by \(M_{jl}^*\) and for completeness we set \(T_{jl}^* = 0\) if \(p_{jl}^* = 0\). Thus, for \(A \in \mathcal{B}([0, \infty]), j, l \in E\),
\[ M_{jl}^*(A) = \begin{cases} \frac{\hat{G}_{jl}(A)}{\hat{G}_{jl}([0, \infty])} & p_{jl}^* \neq 0 \\ 1_{\{0 \in A\}} & p_{jl}^* = 0 \end{cases} \tag{5.15} \]

where we note that
\[ p_{jl}^* M_{jl}^*(A) = \hat{G}_{jl}(A). \tag{5.16} \]

We define for \(j, l \in E\),
\[ \lambda_j^* = \frac{\lambda_j}{d(j)}, \quad \sigma_{jl}^* = \lambda_j^* p_{jl}^* \tag{5.17} \]

and let \(J^*\) be a MJP on the state space \(E\) with intensity matrix \(\Sigma^* = D^{-1} \Lambda P^*\), where \(P^* = (p_{jk}^*)\), \(D = (\delta_{jk} d(j))\) and \(\Lambda = (\lambda_j \delta_{jk})\). As a direct consequence of Lemma 9, or even more immediately from (5.14) we have:
Theorem 23 \((T, J \circ T)\) is an MAP whose generator is given by

\[
\mathcal{A}_{(T,J \circ T)} f(x,j) = \frac{1}{d(j)} \frac{\partial f}{\partial x}(x,j) + \sum_{l \in E} \int_0^\infty [f(x+y, l) - f(x, j)] \sigma_{jl}^* M_{jl}^* (dy).
\]

(5.18)

Thus \((T, J^*)\) is an MCPP with drift function \([d(j)]^{-1}, j \in E\), and jumps with distribution \(M_{jl}^*\) occurring at rate \(\sigma_{jl}^*\). \(\Box\)

Theorem 23 provides insights that lead to a more meaningful probabilistic interpretation of the results obtained in Lemma 9. Among other facts, it is easy to see that the motion of the process \((T, J^*)\) is related with the motion of the process \((T, J \circ T)\) (as it should) but the perspective from which we see the busy period evolving is quite different in the two processes. Some comments are in order.

Remark 4 The transitions between states of \(E\) occurring during a busy period initiated by a new input in \((T, J \circ T)\) are eliminated in the process \((T, J^*)\). In addition, the jumps in the additive component of the process \((T, J^*)\) (the busy period) are lengths of busy periods initiated by new arrivals. \(\Box\)

Remark 5 Time is rescaled; when \(J^*\) is in state \(j\), time is measured in units \([d(j)]^{-1}\) if referred to the Markov chain \(J\). Thus the busy period process increases locally at rate equal to the reciprocal of the present demand rate \([d(j)]^{-1}\). In particular, the busy period local timing is only a function of the present state of the MJP \(J^*\). \(\Box\)

Remark 6 With respect to the length of busy periods initiated by new arrivals, the actual values of the jump rates \(\{\lambda_j, j \in E\}\) and of the demand rates \(\{d(j), j \in E\}\) are immaterial; these quantities impact the length of busy periods initiated by
new arrivals only through the ratios \( \{ \lambda_j^* = \frac{\lambda_j}{d(j)}, j \in E \} \). This expresses a relativity property of the jump rates and demand rates. Nevertheless the demand rates impact the length of busy periods (locally) as a function of their absolute values in terms of the drift of the busy period process. \( \square \)

As shown in Theorem 23, the storage busy period process \((T, J^*)\) is an MCPP, thus a relatively simple process. Nevertheless, at this point, we cannot make direct use of this property since we do not know the distributions \(M_{ji}^*\) of the jumps, nor the values of the probabilities \(p_{ji}^*\). In the following our aim will be to get a better description of the objects we have just mentioned.

### 5.2 Some more notations and results

In this section we mainly introduce some more notations and results that we use in the following sections. The reader may prefer to proceed directly to the next section now and return whenever the need arises.

**Definition 3** If for \( j, l \in E \), \(A_{jl}\{dx\}\) is a finite measure on \([0, \infty]\) and \(\theta > 0\), then we denote by \(A(\theta) = (A_{jl}(\theta))\) the Laplace transform matrix of the matrix measure \(A = (A_{jl}\{dx\})\),

\[
A(\theta) = \left( \int_0^\infty e^{-\theta x}A_{jl}\{dx\} \right). \tag{5.19}
\]

For completeness, if \(A = (A_{jl})\) is a matrix of nonnegative numbers we consider that \(A_{jl}\) is an atomic measure concentrated solely at the origin to which it assigns measure \(A_{jl}\), so that \(A(\theta) \equiv A. \) \( \square \)
Definition 4 We let

\[ S = \{ f = (f_{jk}) \mid j, k \in E \text{ such that } f_{jk} : \mathbb{R}_+ \to \mathbb{R} \text{ is bounded and continuous} \} \]

and we define a norm in \( S \),

\[ \| f \| = \sup_{k \in E} \sum_{j \in E} \| f_{jk} \|, \]

where \( \| f_{jk} \| = \sup_{x \geq 0} | f_{jk}(x) | \). Then \( (S, \| \cdot \|) \) is a Banach space. We define, for \( f \in S \) and \( s > 0 \),

\[ \mathcal{L}(f, s) = \left( \int_0^\infty e^{-st} f_{jk}(t) \, dt \right). \]

Definition 5 Suppose \( J \) is a pure jump process on a countable state space \( E \), that \( V \) and \( W \) are nonnegative process such that \((V, J)\) and \((W, J)\) are adapted to a given filtration \( \mathcal{F} = \{ \mathcal{F}_t, t \geq 0 \} \), and that for all \( x \geq 0 \), \( T(x) \) is an \( \mathcal{F} \)-stopping time. We define (with the operator \( E \) denoting the usual expectation and \( A \) being \( \mathcal{F}_0 \)-measurable) the following types of expectation matrices:

\[ \mathbb{E}_J [W(t)] = (E [W(t); J(t) = k|J(0) = j]) \]

\[ \mathbb{E}_J [W(t)|A] = (E [W(t); J(t) = k|A, J(0) = j]) \]

\[ \mathbb{E}_J [T(x)] = (E [T(x); J \circ T(x) = k|J(0) = j]). \]

In a similar way we define for \( \theta, \theta_1, \theta_2 > 0 \) the following types of Laplace transform matrices:

\[ \psi_W(s; \theta) = \mathcal{L} \left( \mathbb{E}_J \left[ e^{-\theta W(.)} \right], s \right) = \left( \int_0^\infty e^{-st} E \left[ e^{-\theta W(t)}; J(t) = k|J(0) = j \right] \, dt \right), \]

\[ \psi_{(W,S)}(s; \theta_1, \theta_2) = \mathcal{L} \left( \mathbb{E}_J \left[ e^{-\theta_1 W(.) - \theta_2 S(.)} \right], s \right); \]

obvious definitions are considered for the conditional case (e.g. \( \psi_{W|A}(s; \theta) \)).
We define for $\theta > 0$

$$
\Phi(\theta) = \Lambda [I - \Gamma(\theta)], \quad \Phi^*(\theta) = D^{-1}\Lambda [I - \Gamma^*(\theta)]
$$

(5.20)

where,

$$
\Gamma(\theta) = \left( p_{jk} M_{jk}(\theta) \right), \quad \Gamma^*(\theta) = \left( p_{jk}^* M_{jk}^*(\theta) \right)
$$

(5.21)

and in addition, we let

$$
\Psi(\theta) = \Phi(\theta) + D\theta, \quad \Psi^*(\theta) = \Phi^*(\theta) + D^{-1}\theta.
$$

(5.22)

Suppose $J$ is an MJP on a countable state space $E$ with intensity matrix $\Sigma$, and $(W, J)$ is an MCPP with nonnegative jumps whose infinitesimal generator is given by

$$
\mathcal{A}_{(W, J)} f(x, j) = d(j) \frac{\partial f}{\partial x}(x, j) + \sum_{k \in E} \sigma_{jk} \int_{0}^{\infty} [f(x + y, k) - f(x, j)] M_{jk} \{dy\}.
$$

(5.23)

The distribution measures $M_{jk}$ are thus concentrated on $[0, \infty)$. We assume that $\{d(j)\}$ and $\{\lambda_j\}$ are uniformly bounded.

**Lemma 10** The process $W$ with generator given by equation (5.23) has the following Laplace transform matrix

$$
IE[J e^{-\theta W(t)}] = e^{-\langle \Psi_W(\theta) + D W \theta \rangle}
$$

(5.24)

where $\Psi_W = \Psi$, $\Phi_W = \Phi$, $D_W = D$, so that

$$
\Psi_W(\theta) = \Lambda [I - \Gamma(\theta)] + D \theta.
$$

(5.25)

**Proof:** The result follows similarly to Theorem 19 in Prabhu [31].
Remark 7 The Laplace transform matrix of the additive component of an MCPP with nonnegative jumps is a direct extension (to a matrix-like form) of the Laplace transform of a compound-Poisson process, as it is easily seen from equations (5.24) and (5.25).

The presence of the matrices $\Lambda$ and $D$ in equations (5.24) and (5.25) expresses the fact that the (compound) arrival rate and the drift of the additive component of an MCPP depend on the state of the underlying Markov chain, as opposed to the compound Poisson case where they are fixed constants. \qed

Remark 8 Assume $d_+ < \infty$, $s, \theta > 0$, and let $Q = \Sigma - \Lambda$ and 0 denote the null process $0(t) \equiv 0$ then, using Lemma 10, we have:

\[
\pi(t) = (P [J(t) = k | J(0) = j]) = \mathbb{E}_J \left[ e^{-\theta_0(t)} \right] = e^{tQ} \tag{5.26}
\]

\[
\hat{\pi}(s) = \int_0^\infty e^{-st} \pi(t) \, dt = \psi_0(s; \cdot) = [sI - Q]^{-1} \tag{5.27}
\]

\[
\mathbb{E}_J \left[ e^{-\theta X(t)} \right] = e^{-t\Phi(\theta)}, \quad \psi_X(s; \theta) = [sI + \Phi(\theta)]^{-1} \tag{5.28}
\]

\[
\mathbb{E}_J \left[ e^{-\theta D(t)} \right] = e^{-t[D\theta - Q]}, \quad \psi_D(s; \theta) = [sI + D\theta - Q]^{-1} \tag{5.29}
\]

and,

\[
\mathbb{E}_J \left[ e^{-\theta Y(t)} \right] = e^{-t[(\Phi(\theta) - D\theta)], \quad \psi_Y(s; \theta) = [sI - D\theta + \Phi(\theta)]^{-1}. \tag{5.30} \qed
\]

Next we give a definition that is very useful for the remainder of the paper.

Definition 6 If $-\eta$ is the generator of a semigroup as described in Lemma 2 and $A(\theta)$ is a Laplace transform matrix as described in Definition 3, we define

\[
A \circ \eta = \left( \int_0^\infty \sum_{k \in E} A_{jk} \{ dx \} \left( e^{-x\eta} \right)_{kl} \right). \tag{5.31} \quad \boxed{}\]
Remark 9 Note that if $A$ is a matrix of nonnegative numbers, then $A \circ \eta = A$. Very important is the fact that, if in Definition 6 $A$ is such that $(A_{ji}[0, \infty])$ is a substochastic matrix and $-\eta$ is the generator of a contraction semigroup, then $A \circ \eta$ is a contraction map from $S$ to $S$. □

5.3 Laplace transform of the busy period

The process $(T, J^*)$ is an MCPP with nonnegative jumps and positive drift. We now use the definitions and results of the previous section to derive the Laplace transform matrix of $T$, but in order to use Lemma 10 we need to add some additional conditions to the storage process, which we call the standard conditions,

$$0 < d_- \leq d_+ < \infty \quad \text{and} \quad \lambda_+ = \sup_{j \in B} \lambda_j < \infty. \quad (5.31)$$

In the rest of the paper we assume implicitly that the standard conditions hold.

Theorem 24 The Laplace transform matrix of the storage busy period is given by

$$\mathbb{E} J \left[ e^{-\theta T(x)} \right] = e^{-x \Psi^*(\theta)} \quad (5.32)$$

where as previously defined,

$$\Psi^*(\theta) = \Phi^*(\theta) + D^{-1} \Gamma = D^{-1} \Lambda [I - \Gamma^*(\theta)] + D^{-1} \theta. \quad (5.33)$$

Moreover, and more importantly, $\Gamma^*$ satisfies the functional equation

$$\Gamma^*(\theta) = \Gamma \circ \Psi^*(\theta) \quad (5.34)$$

so that

$$\Gamma^*(\theta) = \Gamma \circ \left( D^{-1} \theta + D^{-1} \Lambda [I - \Gamma^*(\theta)] \right) \quad (5.35)$$
and

\[ D\Psi^*(\theta) = \theta I + \Phi \circ \Psi^*(\theta). \]  \hfill (5.36)

**Proof:** From the conditions of the theorem, Theorem 23 and since (as a consequence of the standard conditions) the rates \( \{\lambda_j = \frac{\lambda_j}{d(j)}\} \) and \( \{[d(j)]^{-1}\} \) are uniformly bounded, we conclude by Lemma 10 that \( \mathbb{E}_J \left[ e^{-\theta T(x)} \right] = e^{-x\Psi_T(\theta)} \),

where

\[ \Psi_T(\theta) = \Phi_T(\theta) + D_T \theta = D^{-1} \Lambda [I - \Gamma^*(\theta)] + D^{-1} \theta = \Psi^*(\theta) \]

and

\[ \Gamma^*(\theta) = \left( \int_0^\infty \sum_{k \in E} p_{jk} M_{jk} \{dx\} E \left[ e^{-\theta T(x)} ; J \circ T(x) = l | J(0) = k \right] \right) \]

\[ = \left( \int_0^\infty \sum_{k \in E} p_{jk} M_{jk} \{dx\} \left( e^{-x\Psi^*(\theta)} \right)_{kl} \right) = \Gamma \circ \Psi^*(\theta). \]

Therefore, equations (5.32), (5.33), and (5.34) follow, and (5.35) is an immediate consequence of equations (5.33) and (5.34). From (5.33), (5.34) and Remark 9, we have

\[ D\Psi^*(\theta) = \theta I + \Lambda [I - \Gamma] \circ \Psi^*(\theta) = \theta I + \Phi \circ \Psi^*(\theta). \quad \square \]

As (5.33) shows, to study the distribution of the busy period initiated by a given initial storage level all we need to study is the distribution of the busy period initiated by new arrivals (which may or may not be associated with a transition on \( J \)). Such information is given in our study by \( \Gamma^*(\theta) \). We show in Theorem 25 how \( \Gamma^*(\theta) \) may be computed.

**Theorem 25** There exists a unique bounded continuous solution \( \Gamma^*(\theta) \) of the functional equation (5.35). Moreover, if for \( A \in S \) we define

\[ \Psi^*(A(\theta)) = D^{-1} \theta + D^{-1} \Lambda [I - A(\theta)] \]  \hfill (5.37)
and let $\Gamma_0^*(\theta) = 0$ say, and

$$\Gamma_{n+1}^*(\theta) = \Gamma \circ \Psi^*(\Gamma_n^*(\theta)), \quad n = 0, 1, 2, \ldots$$

then

$$\Gamma^*(\theta) = \lim_{n \to \infty} \Gamma_n^*(\theta).$$

**Proof:** In view of (5.37), (5.35) can be written as

$$\Gamma^*(\theta) = \Gamma \circ \Psi^*(\Gamma^*(\theta))$$

which is a fixed point equation. Moreover, by Remark 9, $\Gamma \circ \Psi^*$ is a contraction map from $S$ to $S$. The rest of the proof now follows from a Banach fixed point theorem such as Theorem 3.8.2 in Friedman [12]. □

**Remark 10** Consider an $M/G/1$ system with arrival rate $\lambda$ and let $G^*$ and $B^*$ be the Laplace-Stieltjes transforms of the service time and busy period initiated by a new arrival, respectively. Let $\phi = \lambda(1 - G^*)$ and $E[e^{-sT(x)}] = e^{-x\eta(s)}$, where $T(x)$ is the duration of a busy period initiated by a given amount of work $x$. It should be noted that equation (5.35) is a generalization of Takács functional equation for the $M/G/1$ busy period initiated by a new input,

$$B^*(s) = G^*(s + \lambda[1 - B^*(s)])$$

whereas equation (5.36) is a generalization of the functional equation associated with the busy period initiated by a given amount of work,

$$\eta(s) = s + \phi(\eta(s))$$

as given in Prabhu [30]. □
Remark 11 From Theorem 24 and since \((B, J \circ B)\) is equal to \((T, J \circ T)\) if there is no input (i.e. the distribution measures \(M_{jk}\) are probability measures concentrated at the origin. In this case \(\Phi(\theta) \equiv \Lambda - \Sigma = -Q\) and, by (5.33), \(\Psi^*(\theta) = D^{-1}(\theta I - Q)\), it follows that

\[
IE_J \left[ e^{-\theta B(x)} \right] = e^{-xD^{-1}[\theta I - Q]}, \quad \psi_B(s; \theta) = \left[ sI + D^{-1}(\theta I - Q) \right]^{-1}. \quad \Box
\]

5.4 The unsatisfied demand and demand rejection rate

We note that \(I(t)\) is the local time at zero of the storage level, where the clock has variable speed; the clock speed being \(d(j)\) when \(J\) is in state \(j\). We let \(\zeta(t)\) be the demand rejection rate at time \(t\), so that

\[
\zeta(t) = d(J(t)) \mathbb{1}_{\{Z(t)=0\}} \quad (5.38)
\]

and

\[
I(t) = \int_0^t \zeta(s) \, ds. \quad (5.39)
\]

Theorem 26 For \(\theta, s > 0\), we have:

\[
\mathcal{L} \left( IE_J \left[ e^{-\theta I(\cdot) \zeta(\cdot)} | Z(0) = x \right], s \right) = e^{-s \Psi^* (s)} \left[ \theta I + \Psi^* (s) \right]^{-1}. \quad (5.40)
\]

Proof: We have, using the fact that \(\zeta(t) = 0\) for \(t < T(x)\),

\[
\mathcal{L} \left( IE_J \left[ e^{-\theta I(\cdot) \zeta(\cdot)} | Z(0) = x \right], s \right) = \left( E \int_{T(x)}^\infty \left[ e^{-st - \theta I(t)} \zeta(t); J(t) = k | Z(0) = x, J(0) = j \right] \, dt \right)
\]
Now we carry out the transformation $I(t) = \tau$. We have $t = T(x + \tau) = T(x) + T(\tau) \circ \phi_T(x)$ (where $\phi$ is a shift operator as in Definition 2) and $d\tau = dI(t) = \zeta(t) dt$. Therefore the right hand side of the last expression becomes

$$
\left( E \int_0^\infty \left[ e^{-sT(x)} e^{-[\tau]_{\phi_T(x)}} \right] d\tau ; J(t) = k |Z(0) = x, J(0) = j \right) d\tau
$$

$$
= \left( \sum_{l \in E} \left( IE^E \left[ e^{-sT(x)} \right] \right)_{jl} \left( \int_0^\infty e^{-\theta \tau} IE^E \left[ e^{-sT(\tau)} \right] d\tau \right)_{lk} \right)
$$

$$
= \left( \sum_{l \in E} \left( e^{-x\Psi^*(s)} \right)_{jl} \left( \int_0^\infty e^{-\theta \tau} \Psi^*(s) d\tau \right)_{lk} \right)
$$

$$
= \left( \sum_{l \in E} \left( e^{-x\Psi^*(s)} \right)_{jl} \left( \theta I + \Psi^*(s) \right)_{lk} \right)
$$

$$
= e^{-x\Psi^*(s)} \left[ \theta I + \Psi^*(s) \right]^{-1}. \quad \square
$$

**Corollary 10** For $\theta, s > 0$, we have:

$$
L \left( IE^E \left[ \zeta(.) | Z(0) = x \right] , s \right) = e^{-x\Psi^*(s)} \left[ \Psi^*(s) \right]^{-1}
$$

(5.41)

and

$$
L \left( IE^E \left[ 1_{\{Z(.) = 0\}} | Z(0) = x \right] , s \right) = e^{-x\Psi^*(s)} \left[ \Psi^*(s) \right]^{-1} D^{-1}.
$$

(5.42)

**Proof:** By letting $\theta \to 0$ in Theorem 26, (5.41) follows. If $J(t) = k$, $\zeta(t) = d(k) 1_{\{Z(t) = 0\}}$, thus

$$
L \left( IE^E \left[ \zeta(.) | Z(0) = x \right] , s \right) = L \left( IE^E \left[ 1_{\{Z(.) = 0\}} | Z(0) = x \right] D , s \right)
$$

$$
= L \left( IE^E \left[ 1_{\{Z(.) = 0\}} | Z(0) = x \right] , s \right) D
$$

(5.42) follows from this and (5.41). \quad \square
5.5 The storage level and unsatisfied demand

In this section we study the process \((Z, I, J)\); we are thus interested in the storage level and unsatisfied demand processes along with their interaction. We start this study with a lemma.

**Lemma 11** We have for \(\theta_1, \theta_2 > 0\)

\[
e^{-\theta_1 Z(t) - \theta_2 I(t)} = e^{-\theta_1[Z(0)+Y(t)]} - (\theta_1 + \theta_2) \int_0^t e^{-\theta_1[Y(t)-Y(\tau)]} - \theta_2 I(\tau) \zeta(\tau) d\tau. \tag{5.43}
\]

**Proof:** For \(\theta > 0\), we have,

\[
\theta \int_0^t e^{-\theta I(\tau)} \zeta(\tau) d\tau = \left[-e^{-\theta I(\tau)}\right]_0^t = 1 - e^{-\theta I(t)}. \tag{5.44}
\]

Since \(Z(t) = Z(0) + Y(t) + I(t)\) and using (5.44), we have for \(\theta_1, \theta_2 > 0\),

\[
e^{-\theta_1 Z(t) - \theta_2 I(t)} = e^{-\theta_1[Z(0)+Y(t)]} e^{-(\theta_1 + \theta_2) I(t)}
\]

\[
= e^{-\theta_1[Z(0)+Y(t)]} \left[1 - (\theta_1 + \theta_2) \int_0^t e^{-(\theta_1 + \theta_2) I(\tau)} \zeta(\tau) d\tau\right]
\]

\[
= e^{-\theta_1[Z(0)+Y(t)]} - (\theta_1 + \theta_2) \int_0^t e^{-\theta_1[Y(t)-Y(\tau)]} - \theta_2 I(\tau) \zeta(\tau) d\tau. \quad \Box
\]

**Theorem 27** We have for \(s, \theta_1, \theta_2 > 0\)

\[
\psi(Z,I|Z(0)=x(s; \theta_1, \theta_2) = \{e^{-\theta_1 x} I - (\theta_1 + \theta_2) e^{-x \Psi^*(s)} [\theta_2 I + \Psi^*(s)]^{-1}\} \psi_Y(s; \theta_1) \tag{5.45}
\]

where, as given by (5.30), \(\psi_Y(s; \theta_1) = [s I - D\theta_1 + \Phi(\theta_1)]^{-1}\).

**Proof:** Using Lemma 11 and since \((Y, J)\) is independent of \(Z(0)\),

\[
\psi(Z,I|Z(0)=x(s; \theta_1, \theta_2) = \psi_{x+Y}(s; \theta_1)
\]

\[-(\theta_1 + \theta_2) \mathcal{L} \left(\mathbb{E}_J \left[\int_0^t e^{-\theta_1[Y(\tau)-Y(\tau)]} - \theta_2 I(\tau) \zeta(\tau) d\tau | Z(0) = x\right], s\right). \tag{5.46}
\]
Now, note that
\[ \psi_{x+Y}(s; \theta_1) = e^{-\theta_1 x} \psi_Y(s; \theta_1) \] (5.47)
and since \( Y(t) - Y(\tau) \) and \((I, \zeta)(\tau)\) are independent as are \((Y, J)\) and \(Z(0)\), by interchanging the order of integration in the expression defining the second term in (5.46), we get
\[
\left[ \mathcal{L} \left( \mathbb{E}_{\mathcal{E}} \left[ \int_0^{l(\tau)} e^{-\theta_1 [Y(\cdot) - Y(\tau)] - \theta_2 l(\tau)} \zeta(\tau) d\tau \big| Z(0) = x \right], s \right) \right]_{jk}
\]
\[
= \sum_{l \in E} \left[ \mathcal{L} \left( \mathbb{E}_{\mathcal{E}} \left[ e^{-\theta_2 l(\cdot)} \zeta(\cdot) \big| Z(0) = x \right], s \right) \right]_{jl}
\int_0^\infty e^{-s(t-\tau)} E \left[ e^{-\theta_1 [Y(t) - Y(\tau)]; J(t) = k|J(\tau) = l]} dt \right]
\]
\[
= \sum_{l \in E} \left( e^{-z \Psi(s)} [\theta_2 I + \Psi(s)]^{-1} \right)_{jl} \left[ \psi_Y(s; \theta_1) \right]_{lk}
\]
\[
= \left[ e^{-z \Psi(s)} [\theta_2 I + \Psi(s)]^{-1} \psi_Y(s; \theta_1) \right]_{jk} \] (5.48)
by Theorem 26. The statement follows from (5.46), (5.47) and (5.48). \( \Box \)

**Corollary 11** For \( s, \theta > 0 \), we have:
\[ \psi_{Z|Z(0)=x}(s; \theta) = \{ e^{-\theta x} I - \theta e^{-z \Psi(s)} [\Psi(s)]^{-1} \} \psi_Y(s; \theta) \] (5.49)
and
\[ \psi_{I|Z(0)=x}(s; \theta) = \left\{ I - e^{-z \Psi(s)} \left[ I + \theta^{-1} \Psi(s) \right]^{-1} \right\} \tilde{\tau}(s). \] (5.50)

**Proof:** Equations (5.49) and (5.50) follow by letting \( \theta_2 \to 0 \) and \( \theta_1 \to 0 \), respectively, in equation (5.45). \( \Box \)

If at time 0 the storage unit is empty, Theorem 27 and Corollary 11 characterize the process \(((Y-m, -m), J)\), where \( m \) is the infimum of the net input. Corollary 12 gives this characterization.
Corollary 12 For $s, \theta_1, \theta_2 > 0$, we have,

$$\psi_{(Y_m, Y_m)}(s; \theta_1, \theta_2) = \{I - (\theta_1 + \theta_2) \left[ \theta_2 I + \Psi^*(s) \right]^{-1} \} \psi_Y(s; \theta_1)$$ (5.51)

$$\psi_Y(s; \theta) = \{I - \theta \left[ \Psi^*(s) \right]^{-1} \} \psi_Y(s; \theta)$$ (5.52)

and

$$\psi_m(s; \theta) = \{I - \theta \left[ \theta I + \Psi^*(s) \right]^{-1} \} \tilde{\pi}(s). \quad \square $$ (5.53)

The unsatisfied demand up to time $t$, $I(t)$, is zero if and only if the storage facility is nonempty on $[0, t]$. This fact is used to deduce Theorem 28 which characterizes the distribution of $I(t)$ as $t$ goes to infinity.

Theorem 28 If $J$ is ergodic and $x, y \geq 0$, then

$$\left( \lim_{t \to \infty} P[I(t) \leq y, J(t) = k \mid Z(0) = x, J(0) = j] \right) = \left[ I - e^{-(x+y)\Psi^*(0)} \right] I. \quad (5.54)$$

Proof: If $j, k \in E$ and $t, x, y \geq 0$, then $P(I(t) \leq y, J(t) = k \mid Z(0) = x, J(0) = j)$ is equal to

$$P(I(t) = 0, J(t) = k \mid Z(0) = x + y, J(0) = j).$$

From this, Corollary 11, and a Tauberian theorem, we obtain

$$\left( \lim_{t \to \infty} P[I(t) \leq y, J(t) = k \mid Z(0) = x, J(0) = j] \right) = \lim_{s \to 0+} \left\{ s \psi^1_{I,J(z)\leq y} \mid Z(0) = x \right\} \psi^1_{I,J(z)\leq y} \psi^1_{J(0) = j}$$

$$= \lim_{s \to 0+} \left\{ s \psi^1_{I,J(z)\leq y} \mid Z(0) = x + y \right\} \psi^1_{J(0) = j}$$

$$= \lim_{s \to 0+} \left\{ s \lim_{\theta \to \infty} \left[ I - e^{-(x+y)\Psi^*(s)} \left[ I + \theta^{-1} \Psi^*(s) \right]^{-1} \right] \tilde{\pi}(s) \right\}$$

$$= \left[ I - e^{-(x+y)\Psi^*(0)} \right] \lim_{s \to 0+} \left\{ s \tilde{\pi}(s) \right\} = \left[ I - e^{-(x+y)\Psi^*(0)} \right] I. \quad \square$$
5.6 The steady state

In this section we study the storage process in steady state when a congestion measure $\rho$ is less than one. We assume the state space $E$ of the MJP $J$ is finite but some of our results may hold for countable $E$. Note that, since $E$ is finite, the standard conditions hold. In addition, if $\tilde{J}$ is irreducible, we may assume without loss of generality that $\tilde{J}$ is aperiodic (by introducing self-transitions in $J$ that bring no input to the storage system).

Let $\bar{d}$ be the demand rate and $\bar{\alpha}$ be the offered load,

$$\bar{d} = \sum_{k \in E} \pi_k d(k), \quad \bar{\alpha} = \sum_{k \in E} \pi_k \alpha_k,$$

where $\alpha_k$ is the offered load when $J$ is in state $k$,

$$\alpha_k = \lambda_k \sum_{l \in E} p_{kl} \beta_{kl}, \quad \beta_{kl} = \int_0^\infty x M_{kl} \{dx\}$$

with $\beta_{kl}$ being the average value of a jump associated with a transition from state $k$ to state $l$ in $J$, which we assume finite. We now define the congestion measure $\rho$ as

$$\rho = \frac{\bar{\alpha}}{\bar{d}}.$$

**Lemma 12** If $\rho < 1$, $E$ is finite and $\tilde{J}$ is irreducible (and aperiodic w.l.o.g.), then

(a) $\frac{Y(t)}{t} \to \bar{\alpha} - \bar{d} \ (< 0)$ a.s., for all initial distributions.

(b) $\inf \{ t > 0 : Z(t) = 0 \} < \infty$ a.s., for all initial distributions.

(c) For all $j \in E$, $\tilde{T}_j < \infty$ a.s.

(d) $\int_0^1 1_{\{Z(s)=0\}} \, ds \to \infty$ a.s. as $t \to \infty$, for all initial distributions.

(e) For all $j, k \in E$, $p_{jk} > 0 \Rightarrow p_{jk}^t > 0$. 
(f). The DTMC with transition probability matrix $P^* = (p^*_i)$ is persistent nonnull and we denote its limit distribution by $\pi^*$.

(g). The MJP $J^*$ with intensity matrix $\Lambda P^*$ is persistent nonnull and has limit distribution $\pi^*$, with

$$\pi^*_k = \frac{\pi^*_k}{\sum_{l \in E} \frac{\pi^*_l}{\lambda^*_l}}.$$ (5.58)

(h). $(Z, J)(t) \xrightarrow{D} (Z_\infty, J_\infty)$ as $t \to \infty$, for all initial distributions, where $J_\infty$ is the stationary version of $J$.

(i). $\frac{I(t)}{t} \to \bar{d} - \bar{\alpha}$ a.s., for all initial distributions.

**Proof:** (a). Since $Y$ can be seen as an accumulated reward process of the ergodic MJP $J$ the result follows immediately from a limit theorem for this type of processes.

(b). Suppose $Z(0) = x \geq 0$, and let $T_x = \inf\{t \geq 0 : Z(t) = 0\}$. We have,

$$Y(s) \leq -x \Rightarrow T_x \leq s.$$ (5.59)

The statement follows from (a) and (5.59).

(c). The statement is a immediate consequence of (b).

(d). From (b) and (c), the storage level process returns an infinite number of times to zero a.s.; moreover, since each visit to the zero level has a duration which is stochastically greater or equal to an exponential random variable with mean $[\sup_{j \in E} \lambda_j]^{-1}$, the statement follows.

(e). If $p_{jk} > 0$, we have

$$p^*_j \geq p_{jk} \int_0^\infty e^{-\lambda_j x} \frac{\lambda_j x}{d(j,k)} M_{jk} \{dx\} > 0.$$
(f). From (e) and the fact that \( \tilde{J} \) is irreducible and aperiodic, it follows that the DTMC with transition probability matrix \( P^* \) is irreducible and aperiodic, and therefore persistent nonnull, since \( E \) is finite.

(g). The statement follows directly from (f) and the relation between the stationary distribution of an ergodic MJP and its associated DTMC.

(h). The statement follows from the relation between limit properties of our storage process and the embedded Markov-Lindley process \( Z_n = Z(T_{n+1}^-) \), as given by Theorem 1 of Van Doorn and Regterschot [41] and the limit properties of this Markov-Lindley process as given in Theorem 4 of Prabhu and Tang [32].

(i). From (h), \( \frac{Z(t)}{t} \to 0 \), a.s.. From this, (a), and the fact that \( Z(t) = Z(0) + Y(t) + I(t) \) the statement follows. □

**Remark 12** Since our aim is to study the steady state behaviour of the storage process, and using Lemma 12 (b) and (h), we may without loss of generality assume \( Z(0) = 0 \) a.s.. From Lemma 12 (d), \( J^\circ \) can be identified as \( J \) on the time set \( T^\circ \),

\[
T^\circ = \{ t \geq 0 : Z(t) = 0 \}, 
\]

(5.60)

and we will assume \( J^\circ \) has time set \( T^\circ \). \( J^\circ \) gives thus the evolution of \( J \) when all busy periods are removed from consideration. □

**Theorem 29** If \( \rho < 1 \), \( E \) is finite and \( \tilde{J} \) is irreducible (and aperiodic without loss of generality), then

(a).

\[
P(Z_\infty = 0) = (1 - \rho) \frac{\sum_{k \in E} \pi_k d(k)}{\sum_{k \in E} \pi_k^\circ d(k)}. \tag{5.61}
\]
(b). For all initial distributions,
\[
\frac{I(t)}{t} \to (1 - \rho) \sum_{k \in E} \pi_k \, d(k) = (1 - \rho) \bar{d}, \text{ a.s.} \tag{5.62}
\]

(c). With \( \zeta_\infty \) being the limit distribution of \( \zeta(t) \) and \( k \in E \), we have
\[
P(Z_\infty = 0, J_\infty = k) = P(Z_\infty = 0) \pi^o_k, \tag{5.63}
\]
\[
E \left[ \zeta_\infty 1\{J_\infty = k\} \right] = P(Z_\infty = 0) \pi^o_k \, d(k). \tag{5.64}
\]

(d). With (from (c)) \( E_J [\zeta_\infty] = P(Z_\infty = 0) \Pi^o \, D \), where \( \Pi^o = 1 \pi^o \), we have
\[
E_J \left[ e^{-\theta Z_\infty} \right] = E_J [\zeta_\infty] \theta \left[ D \theta - \Phi(\theta) \right]^{-1}. \tag{5.65}
\]

**Proof:** (a). With \( T^o \) defined by (5.60) and \( T^o_t = [0, t] \cap T^o \), we have, by Remark 12 and Lemma 12 (g),
\[
\lim_{t \to \infty} \frac{I(t)}{\int_0^t 1_{\{Z(u) = 0\}} \, du} = \lim_{t \to \infty} \frac{\int_{T^o_t} d(J(u)) \, du}{\int_{T^o_t} 1 \, du} = \lim_{s \to \infty} \frac{\int_0^s d(J^o(u)) \, du}{\int_0^s 1 \, du} = \sum_{k \in E} \pi^o_k \, d(k), \text{ a.s.} \tag{5.66}
\]

From Lemma 12 (h), and for all initial distributions,
\[
\frac{1}{t} \int_0^t 1_{\{Z(u) = 0\}} \, du \to P(Z_\infty = 0), \text{ a.s.} \tag{5.67}
\]

From Lemma 12 (i), (5.66), (5.67) and the fact that
\[
\frac{I(t)}{t} = \frac{I(t)}{\int_0^t 1_{\{Z(u) = 0\}} \, du} \times \frac{\int_0^t 1_{\{Z(u) = 0\}} \, du}{t} \tag{5.68}
\]

we get
\[
\bar{d} - \bar{\alpha} = P(Z_\infty = 0) \sum_{k \in E} \pi^o_k \, d(k)
\]
from which the result follows.

(b). The statement is an immediate consequence of Lemma 12 (i).

(c). We have,

\[ P(Z_\infty = 0, J_\infty = k) = P(Z_\infty = 0) P(J_\infty = k \mid Z_\infty = 0) = P(Z_\infty = 0) \pi_k^0 \]

and (5.63) holds; (5.64) follows directly from (5.63).

(d). From (5.49) and by a Tauberian theorem, we have

\[ E_J \left[ e^{-\theta Z_\infty} \right] = \lim_{s \to 0^+} \psi_{Z|Z(0)=0}(s; \theta) = \left\{ \lim_{s \to 0^+} s [\Psi^*(s)]^{-1} \right\} \theta [D\theta - \Phi(\theta)]^{-1} \]

\[ = E_J [\xi_\infty] \theta [D\theta - \Phi(\theta)]^{-1}, \]

where the last inequality follows from (5.41) and a Tauberian theorem. □

Remark 13 Note that (5.65) is a generalization of the Pollaczek-Khinchin transform formula for the steady-state waiting time in queue in the M/G/1 system that with the notation of Remark 10, \( \rho = \lambda/\mu \) (1/\mu being the expected value of the service time distribution), and \( W^* \) being the Laplace transform of the waiting time in queue, is given by:

\[ W^*(\theta) = (1 - \rho) \frac{\theta}{\theta - \lambda [1 - G^*(\theta)]}. \]  

(5.69)

In particular, (5.65) and (5.69) show that in the Pollaczek-Khinchin formula \( (1 - \rho) \) stands for the limit demand rejection rate. Moreover, from (5.64), (5.61) and (5.62), the average demand rejection rate is \( (1 - \rho) \bar{d} \) which is (obviously) the limit rate of increase of \( I(t) \). As (5.61) shows the limit probability of the storage system being empty may differ substantially from \( (1 - \rho) \). □
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