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SUMMARY

The purpose of this paper is to present a general model for determining the optimal frequency of batch operations. Specifically, optimal backup, checkpointing, and batch updating policies are derived. Our approach exploits inventory parallels, by seeking the optimal number of items -- rather than a time interval -- to trigger a batch. The Renewal Reward Theorem is used to find the average long run costs for backup, recovery, and item storage, per unit time, which is then minimized to find the optimal backup policy. This approach allows us to make far less restrictive assumptions about the update arrival process than did previous models, as well as to include storage costs for the updates. The optimal checkpointing and batch updating policies are shown to be special cases of this optimal backup policy. The derivation of previous results as special cases of this model, and an example, demonstrate the generality of the methodology we develop.
0. Introduction.

A common decision database managers must make is how often to perform a batch operation, in order to balance its fixed costs against the variable costs of accumulating items for the next batch. Three variations of this decision are the familiar problems of how often to perform:

(1) a backup of a file in secondary storage, to preserve any real-time updating progress to date on a backup copy of the file for the eventuality of a file loss;

(2) a checkpoint save of main memory, to preserve progress of a long job for the eventuality of a loss of main memory; and

(3) a batch update or reorganization of a file to make it current and/or more compact.

In each problem, more frequent batch operations decrease the variable costs associated with item accumulation, but themselves consume system time and resources. Conversely, batch operations performed less frequently incur the fixed costs less often, but a larger and more costly inventory of items accumulates in the interims between batch operations.

Previous analyses of batching policies have usually considered individually either problem (1) [1,3] or problem (2) [11], although Sayani has linked the two problems with a somewhat generalized model [10]. All of these authors have sought an optimal time interval between batch operations, and all have found equivalent "square root laws" for this interval [6]. The objective is always to minimize the cost of backup and recovery (or saves and reprocessing, in problem (2)), in terms of the processing time or proportion of this time lost; equivalently, system availability may be maximized. Costs are calculated for one cycle of a regenerating process. This cycle may be either one controllable batch cycle [1,3] or one uncontrollable inter-failure period [10,11]. Items are always assumed to arrive at a constant rate, i.e. constant inter-arrival times. For problem (2) this assumption is seen later to be realistic; for
problem (1) it is not. Failures are assumed to occur either at a constant rate [3], or as a Poisson process, i.e. exponentially distributed inter-failure times [1,10,11]. When exponential inter-failure times are assumed, either the Poisson axioms are appealed to [1] or else the resulting exponential terms in the expected cost must be approximated by a truncated Taylor series to obtain a closed-form solution. Usually by assuming that losses are incurred in negligible time, item and failure arrivals are prohibited during backup and recovery (saves and reprocessing). A relaxation of this assumption is shown by Chandy et al. to preclude a closed-form solution for the optimal interval between batches.

In this paper, we describe a generalized model of problem (1). Inventory theory analogies and renewal theorems enable a more precise and general analysis. An optimal backup policy is found via classical optimization techniques. Then we show that previous models, and problems (2) and (3), are special cases of the model developed. A realistic example is presented to confirm the significance of our generalizations. Finally, extensions and practical considerations are discussed.

1. The Optimal Backup Policy.

1.1 The Problem -- A Brief Tutorial

In spite of improved hardware and software reliability, it is inevitable that major failures of a database system will erroneously alter, destroy, and/or leave inconsistent the online files of a database. Backup copies of files must be retained to recover from these file losses, the only failures of concern in problem (1). Since the primary copy of a file is updated in real time, backup copies must be revised periodically, usually by copying the primary copy en masse to the backup copy. This revision of a redundant copy is called a backup, or dumping. An After-image Log retains, in chronological
order, images -- called after-images -- of all records updated between backups. In the event of a failure, the latest backup is first reloaded to the location of the destroyed primary copy. This restored but outdated copy is then brought up-to-date by restoring -- from the After-image Log -- the images of all records updated since the backup was made. The latter process, called roll forward, must be done record-by-record. It therefore can be very time-consuming, depending upon how many updates have been completed since the last backup. Updates to the file must be prohibited during both backup and recovery. Frequent backups shorten any necessary roll forward, but themselves consume time and resources [6,8,12].

1.2 The Approach.

The model developed in this section for the generalized backup policy problem is similar to certain continuous review inventory models described in reference 4. This similarity has also been observed by Sayani [10] and Chandy et al. [1]. Furthermore, as pointed out earlier, the optimal time between batch operations was found by all earlier models to follow a square root law similar to the well known "square root formula" from inventory theory. Establishing a fixed time between backup operations in continuous review systems, however, requires stringent assumptions concerning the arrival process for update transactions. If the time between arrivals of updates is described by a random variable, the backup cycle length -- the time between completing backup operations -- is not constant. Hence in the continuous review case there is no "optimal backup interval." Instead of attempting to find the cycle length, another way of viewing the problem suggested by the continuous review inventory theory parallel is to find the optimal number of updates to accumulate between commencing backup operations. This is the approach we have taken, because it permits a more thorough analysis requiring fewer assumptions to be made than required by previous authors.
Our analysis also depends heavily on some important results from renewal theory, specifically the Renewal Reward Theorem. Roughly speaking, this theorem states that, under certain mild restrictions, the long run average cost per unit time is equal to the expected cost incurred per cycle divided by the expected cycle length [9]. Thus finding the policy that minimizes this ratio yields the optimal policy for the problem.

By combining the renewal theory and inventory theory concepts, we obtain a simple method for computing the optimal policy. Furthermore, as we shall see later, it was no coincidence that the previous work resulted in the square root formula, because the results are a consequence of the Renewal Reward Theorem.

1.3 Formulation.

Before developing the details of the model, it is helpful to specify some nomenclature and assumptions. The decision variable of the model is

\[ n \], the number of update transaction per backup cycle.

The file has certain fixed parameters that affect the costs and time of each cycle. Let

- \( b \) represent the cost\(^\dagger\) incurred to accomplish a backup;
- \( r \) represent the cost\(^\dagger\) to reload the file following a failure;
- \( a \) represent the cost\(^\dagger\) to restore one record's after-image during roll forward;
- \( s \) represent the cost to store one after-image per unit time;
- \( \beta \) represent the time required to perform a file backup operation;
- \( \rho \) represent the time required to reload the file following a failure;
- \( \alpha \) represent the time required to restore one record's after-image during roll forward.

\(^\dagger\) Note that these costs should include the opportunity cost of the users' time, as well as hardware costs, since the users are unable to make updates during backup and recovery [6]. See assumption (4) below.
Let \( j \) index the backup cycles \((j = 1, 2, 3, \ldots)\), and \( i \) index update transaction arrivals within a given cycle \((i = 1, 2, \ldots, n)\). Then define the random variables

\[
N(t), \text{ the number of update transactions at time } t \text{ that have accumulated since the previous backup operation } (N(t) = 0, 1, \ldots, n);
\]

\[
X_{ij}, \text{ the time between the } (i-1)^{st} \text{ and } i^{th} \text{ transaction arrival in backup cycle } j;
\]

\[
Y_j, \text{ the length of backup cycle } j, \text{ including backup and recovery times.}
\]

Figure 1 displays a graph of \( N(t) \) through two backup cycles, given that \( n = 5 \). The graph also displays the effect of one failure on the length of a cycle, as well as the associated costs. Each \( U \) denotes another arrival of an update transaction.

The model is based upon the following set of assumptions. These assumptions, although numerous, are quite reasonable in practice. Furthermore, they are considerably less restrictive than those made in all previous models.

1. The random variables \( X_{ij} \) and \( X_{lj} \) are mutually independent for \( i \neq l \) and \( j \neq h \). Furthermore, \( X_{ij} \) and \( X_{ih} \) are identically distributed for each \( i \) and \( j \neq h \). Consequently, \( \sum_{i=1}^{n} X_{ij} \) and \( \sum_{i=1}^{n} X_{ih} \) are independent and identically distributed random variables for all \( j \neq h \). Since the inter-arrival time distributions are the same in each cycle, there is no need to distinguish one cycle from another, and the cycle subscript, \( j \), on \( X_{ij} \) can be dropped.

2. Failures occur according to a homogeneous Poisson process having rate \( \lambda \).

3. The arrival and failure processes are mutually independent random variables.

4. Neither updates nor failures arrive during the time a backup
Figure 1: Accumulation of updates, backup and recovery.
takces place (β) or a recovery occurs (ρ + αN(t)).

(5) The system is assumed to operate over an infinite period of time.

(6) The time for processing update transactions when they first arrive is negligible compared to the I/O-bound times β, ρ, and α. The cost of such processing is constant with respect to the choice of n, and hence may be ignored.

(7) The distribution of an update inter-arrival period X_{ij} is unaffected by a recovery period that may split X_{ij} (see, for example, X_{42} in Figure 1). When the X_{ij} are exponentially distributed, this assumption is unnecessary.

(8) Each update transaction makes only one update to the file.

(Although this assumption is assumed by all earlier models, and can be reasonably justified, omitting it does not alter the approach we have taken for finding the optimal solution.)

Combining assumptions (1) through (5) above, we see that the Y_j are a sequence of independent and identically distributed random variables. Hence the Y_j form a renewal process to which the Renewal Reward Theorem may be applied, and the identical probabilistic characteristics of each backup cycle allow us to consider a typical cycle without the cycle index j. Since all cycles are alike from a probabilistic viewpoint, we need only consider a typical one. Thus for our analysis of this typical cycle, we will only need the random variables

\[ X_i, \] the time between the \((i-1)^{th}\) and \(i^{th}\) transaction arrival;

\[ T = \sum_{i=1}^{n} X_i, \] the length of time in the cycle due to update transaction inter-arrival times;

\[ K_i, \] the number of failures occurring during \(X_i;\)

\[ M, \] the number of failures occurring during \(T;\)

\[ R, \] the length of time spent on recovery in the cycle;
and the expected values that are a function of $n$,

$c(n)$, the expected cost of the cycle;

$\tau(n)$, the expected length of the cycle.

The objective is to select the value of $n$ that minimizes the expected long run average cost per unit time. The costs considered are the backup, recovery, and after-image storage costs. Assuming the expected cost and expected length of each cycle are finite, the Renewal Reward Theorem states that the expected long run average cost per unit time of the renewal process $Y_j$ ($j=1,2,3,\ldots$) is, with probability 1, equal to $c(n)/\tau(n)$. Thus if we compute both $c(n)$ and $\tau(n)$, we can find the optimal value of $n$.

1.4 Analysis.

We begin by computing the expected cycle length, $\tau(n)$. As seen in Figure 1,

$$\tau(n) = \text{expected length of time due to update inter-arrival times plus the expected time to perform one backup plus the expected recovery time per cycle}$$

$$= \mathbb{E}\left\{ \sum_{i=1}^{\tau(n)} X_i \right\} + \beta + \mathbb{E}[R|n]$$

$$= \mathbb{E}[T|n] + \beta + \mathbb{E}[R|n] .$$

However, we may express the expected recovery time as

$$\mathbb{E}[R|n] = \sum_{m=0}^{\infty} \mathbb{E}[R|M=m;n]P\{M=m|n\} .$$

Additionally, we know from assumptions (1), (2), and (3) that

$$P\{M=m|n\} = \int_{0}^{\infty} \frac{(\lambda t)^m e^{-\lambda t}}{m!} \, dG_T(t) ,$$

where $G_T(t)$ represents the cumulative distribution function for $T$. But
\[ E(R|M = m;n) = m \rho + \alpha(0 \cdot E(K_1|M=m;n) + 1 \cdot E(K_2|M=m;n) + \ldots + (n-1) \cdot E(K_n|M=m;n)). \]

Since the failure process is a homogeneous Poisson process, the time at which a particular failure will occur is uniformly distributed over a backup cycle -- excluding the "dead time" portion of the cycle due to backup and recovery. Then this implies that the probability that \( N(t) = i - 1 \) when a failure is \( E(X_i)/E(T|n) \), where \( i = 1, \ldots, n \). These results can be rigorously proven by first recognizing that the \( K_1, \ldots, K_n \) are jointly multinomially distributed, with parameters \( m, p_1, \ldots, p_n \), given that \( \sum_{i=1}^{n} K_i = m \).

Furthermore, Ross [9] shows that \( p_i = E(X_i)/E(T|n) \), assuming \( E(X_i) < \infty \). Consequently \( E(K_i|M=m;n) = m \cdot E(X_i)/E(T|n) \).

Therefore,

\[
E(R|n) = \left( \rho + \alpha \sum_{i=1}^{n} (i-1) \frac{E(X_i)}{E(T|n)} \right) \sum_{m=0}^{\infty} \frac{m!}{m!} \left( \int_{0}^{\infty} \lambda t^m e^{-\lambda t} \, dt \right) G_T(t)
\]

\[
= \left( \rho + \alpha \sum_{i=1}^{n} (i-1) \frac{E(X_i)}{E(T|n)} \right) \int_{0}^{\infty} \frac{m!}{m!} \left( \int_{0}^{\infty} \lambda t^m e^{-\lambda t} \, dt \right) G_T(t)
\]

\[
= \left( \rho + \alpha \sum_{i=1}^{n} (i-1) \frac{E(X_i)}{E(T|n)} \right) \lambda \int_{0}^{\infty} G_T(t) \, dt
\]

\[
= \left( \rho + \alpha \sum_{i=1}^{n} (i-1) \frac{E(X_i)}{E(T|n)} \right) \lambda E(T|n).
\]

The operations of integration and summation may be interchanged since the integral is over a product of two functions, each continuous in \( t \) and bounded uniformly by 1. Observe that \( E(R|n) \) does not depend on the form of the distribution function \( G_T(t) \), but only on the mean of the distribution.

Consequently \( t(n) \) also depends only on \( E(T|n) \) and not on \( G_T(t) \). The importance of this observation is that the \( X_i \) can have any distribution and can be dependent on the length of any other inter-update interval \( X_n \) in the same cycle.
Similarly, we may show that
\[ c(n) = E\{\text{storage cost per cycle} | n\} + b + E\{\text{recovery cost per cycle} | n\}. \]
where
\[ E\{\text{storage cost per cycle} | n\} = \sum_{i=1}^{n} s(i-1)E(X_i), \quad \text{and} \]
\[ E\{\text{recovery cost per cycle} | n\} = \left( r + a \sum_{i=1}^{n} (i-1)E(X_i)/E(T | n) \right) \lambda E(T | n). \]

These results also depend only on \( E(T | n) \) and not on the form of \( G_T(t) \).

Combining the above results, we may write the ratio \( c(n)/\tau(n) \) for any given distribution of the \( X_i, \ i=1, \ldots, n \). The value of \( n \) that minimizes \( c(n)/\tau(n) \), call it \( \hat{n} \), is the optimal number of update transactions between the beginning of successive backup operations.

An exact, closed-form solution for \( \hat{n} \) can be obtained if we assume that the means of the \( X_i \) are identical; that is, \( E(X_i) = 1/\mu \) for \( i = 1, \ldots, n \). In this case, \( E(T | n) = n/\mu \), so that
\[ E(R | n) = \left( \rho + \alpha \frac{n(n-1)}{2n} \right) \frac{\lambda n}{\mu}, \quad \text{and} \]
\[ \tau(n) = \frac{1}{\mu} \left( n + \rho \lambda n + \frac{a}{2} \lambda (n^2 - n) \right) + \beta. \]

Also,
\[ c(n) = \frac{1}{\mu} \left( \frac{s}{2} \frac{(n^2 - n)}{2} + (r + \frac{a}{2}(n-1))n \lambda \right) + b. \]

Then dividing \( c(n) \) by \( \tau(n) \) gives the expected long run cost per unit time.

Specifically,
\[ \frac{c(n)}{\tau(n)} = \frac{(s + \alpha \lambda)n^2 + (2r\lambda - s - \alpha \lambda)n + 2\mu b}{\alpha \lambda n^2 + (2\rho \lambda + 2 - \alpha \lambda)n + 2\mu \beta}. \]
We find the optimal value $n$ by temporarily assuming that $n$ is a continuous variable. First take the derivative of the ratio $c(n)/τ(n)$ with respect to $n$. This yields

$$\frac{d}{dn} \frac{c(n)}{τ(n)} = [τ(n)]^{-2} \left\{ \left[ αλ n^2 + (2ρλ + 2 - αλ)n + 2 μβ \right] \cdot \left[ 2n(s + αλ) + (2ρλ - s - αλ) \right] - \left[ 2nαλ + (2ρλ + 2 - αλ) \right] \cdot \left[ (s + αλ)n^2 + (2ρλ - s - αλ)n + 2μb \right] \right\}$$

Setting this derivative equal to zero, we see that $n$ satisfies

$$x\hat{n}^2 + (2μy)\hat{n} + μz = 0$$

or

$$\hat{n} = \frac{1}{x} \left( -μy + \sqrt{μ^2y^2 - μxz} \right), \quad x \neq 0, \text{ where}$$

$$x = λρs + s + αλ^2\rho + αλ^2r,$$

$$y = βs + αβλ - αβλ, \text{ and}$$

$$z = 2βλr - 2βλρ - 2β - y .$$

If $x < 0$, the positive root is the unique minimizing value of $n$, since the concave parabola $x\hat{n}^2 + (2μy)\hat{n} + μz$ has a positive slope at the smaller value of $\hat{n}$. When $x > 0$, which is more likely since $a/α$ will most likely be roughly equal to $r/ρ$, the positive root clearly yields the unique minimizing value of $n$. If $\hat{n}$ is not an integer, compute $c(n)/τ(n)$ for $n = \lfloor \hat{n} \rfloor$ and $n = \lceil \hat{n} \rceil + 1$, where $\lfloor \hat{n} \rfloor$ represents the greatest integer less than or equal to $\hat{n}$. The value of $n$ that yields the smaller value for the ratio is the optimal integral value of $n$.

1.5 A Special Case.

A special case of the above model occurs when $s = β = ρ = α = 0$ (or, equivalently, when $a/α = b/β = ρ/ρ$ and $s = 0$). In this situation we are assuming that backup and recovery times are zero and storage costs are insignificant.
In essence, this is the problem studied by Chandy et al., Drake & Smith, Sayani, and Young. For this case, \( x = a \lambda, y = 0, \) and \( z = -2b. \) Letting \( \hat{n}_0 \) represent the optimal solution, equations (1) yield

\[
\hat{n}_0 = \sqrt{2b/\mu a \lambda}.
\]

Since the expected time between update transactions is \( 1/\mu, \) the expected length of a backup interval under this optimal policy is

\[
\hat{n}_0 \cdot \frac{1}{\mu} = \sqrt{2b/\alpha \lambda \mu}.
\]

This is the result obtained by all previous authors [6].

1.6 An Example.

To illustrate the significance of our more generalized model, consider a hypothetical but realistic example. Assume that the primary copy of a file is stored on an IBM 3330 disk, and that the logs are maintained on online tape. Suppose further that \( \beta = \rho = 1 \) hour = 3600 seconds, \( b = r = \$1000, \)

\( s = 3.2 \cdot 10^{-9} \) /update-second (500 byte records @ 20¢/Kbyte-year, for online tape [7]), \( a = 0.01 \) /update, \( \alpha = .0467 \) second /update [5], \( \mu = 2/\)second, and \( \lambda = 4 \cdot 10^{-7}/\) second (approximately one loss of the file per month). Then \( x = 2.1609 \cdot 10^{-8}, \ y = 7.24 \cdot 10^{-6}, \) and \( z = -2000, \) so that \( \hat{n} \approx 743190, \) or about once every 4.3 days, for an expected unit cost of $0.00567/second. The earlier models, which ignore storage costs and significant times to perform backup and recovery, calculate \( n_0 = \) one million, or about once every 5.79 days. Sayani's model, which allows significant backup time, derives a backup interval

\[\text{†The results originally published by Drake and Smith were in error. By correcting that error their result coincides with expression (2).}\]
of 5.75 days for this example. The difference of over one day in these
backup intervals is primarily due to update storage costs, even though s
appears to be an insignificant price.

2. The Optimal Checkpoint Policy.

Accidental loss of the contents of main memory, and especially the
all-important registers, is even more common than file losses. Even an
interruption of processing due to a power failure or the system "hanging up"
can cause the loss of the registers' contents. This type of failure is
called a minor failure, because less recovery effort is required than for
a file loss. Any job currently being processed when a minor failure occurs
must be reprocessed from the last checkpoint: either the beginning of the
job or a pause in processing to save partial results on secondary storage.
In a multiprocessing system, the pause is usually coordinated among the
processes currently active, and a complete copy of main memory is saved. The
frequency of checkpoints in a single process or the system as a whole must
be determined, to balance the costs of saves and reprocessing [8].

The problem of determining the optimal number of instructions to process
between checkpoints, n', is a special case of the problem solved in the
previous section, as can be seen by replacing its parameters with the following
analogous parameters for checkpoints. The items accumulated in the checkpoint
problem are instructions in the jobs that have been processed since the last
checkpoint at the constant rate μ'/second. The batch operation is a save --
either of selected intermediate results of the jobs or all of main memory--
costing b' and requiring time β'. Minor failures occur at a rate of λ'.
Recovery from a minor failure requires (1) the reloading of the latest save,
at a cost r' and requiring time ρ', and (2) reprocessing the instructions
of all affected jobs completed since the last checkpoint, each instruction
requiring time \( a' = 1/\mu' \) and cost \( a' \). Storage costs have no meaning here because instructions are stored both before and after processing regardless of the choice of \( n \). Therefore set \( s = 0 \). Finally, since costs here are directly proportional to time (i.e. machine cycles) lost, \( a'/a' = b'/\beta' = r'/\rho' = 1 \).

Thus in equations (1), \( x = \mu'(a')^2\lambda', y = 0, \) and \( z = -2b' \). The optimal number of instructions to execute between checkpoints is therefore

\[
n' = (a')^{-1} \sqrt{2b'/\lambda'},
\]

or an expected inter-checkpoint interval or length

\[
n'a' = \sqrt{2b'/\lambda'},
\]

as found by Young [11]. As before, \([n']\) and \([n'] + 1\) should be tried in the objective function to find the optimal integral solution.

3. The Optimal Batch Size Policy.

When batching updates for a scheduled maintenance, the optimal batch size, \( n^2 \), of updates must be determined, in order to balance the fixed costs for a complete pass of the file against the costs of storing and delaying incorporation of those updates into the file [2,7]. The basic model may again be applied to this problem. Replace the update storage cost, \( s \), with a parameter \( s'' \) that combines the storage cost and a batching delay penalty for each update, per unit time. Like a backup, a scheduled maintenance requires a complete, sequential pass of the file, costing \( b'' \) and taking time \( \beta'' \).

Since file recovery costs are not affected by the frequency of scheduled maintenances in batch systems, set \( \lambda = 0 \). Assuming as before that the expected update interarrival times are all equal to \( 1/\mu'' \), equations (1) yield

\[
x = s'', y = \beta''s'', z = -2b'' - \beta''s'',
\]
\[ n^* = -(\beta''\mu) + \sqrt{[\beta''\mu]^2 + \beta''\mu + \frac{2b''\mu''}{s''}} \]

The same strategy may be used to find the optimal integral solution.

Note that when delay and storage costs are insignificant \((s'' \to 0)\), large batches are permissible \((n^* \to \infty)\); when delay and storage costs are prohibitive \((s'' \to \infty)\) and/or maintenance costs are low \((b'' \to 0)\), real-time updating \((n^*=1)\) is encouraged (since \(\lim_{s \to \infty} n^* < 1\) for all \(b''\mu > 0\)).

4. Practical Considerations and Extensions

The workload of a typical computer system is seldom constant. The operations staff will normally use long-term batch operations such as backup and scheduled maintenance to level the system load during periods of light activity, such as the late night hours. Thus, in practice, the above optimal solutions \(\hat{n}\) and \(n^*\) are used only as guidelines to pick among nights, say, that a particular file should have a backup or maintenance done. Using the expected interval between these operations, it is clearly advantageous to schedule them so that the effort is spread among the inactive periods as evenly as possible to avoid "bottleneck nights". It is possible to formulate rigorously a model that simultaneously determines the values for \(\hat{n}\) and \(n^*\) for all files. This model would be formulated so that the possibility of a bottleneck occurring would be arbitrarily small. Similar practical considerations apply to choosing checkpoints.

In section 1.3 we assumed (in assumption (3)) that a single update occurs per transaction. When we relax this assumption, the process \(N(t)\) can make jumps of size greater than 1. The length of time to process updates must still be assumed to be small compared to the times between transaction updates. Assume the \(X_i\) have a common mean \(1/\mu\) for \(i = 1, 2, \ldots, l, l < n\), and the number of updates generated by any transaction is independent of those generated by
all other transactions. Then the probability of \( N(t) \) being in any state \( \sigma(\sigma = 0, 1, \ldots, n) \) in the embedded Markov Chain can be written as weighted sums of the probabilities of \( u \) updates per transaction, \( u = 1, 2, \ldots \). The approach described in section 1 is then directly applicable by using these probabilities rather than \( E(X_i)/E(T|n) \).

5. Conclusion.

This paper has presented a general model for determining the optimal frequency of batch operations. Specifically, optimal backup, checkpointing, and batch updating policies have been derived. Our approach has exploited inventory parallels, by seeking the optimal number of items -- rather than a time interval -- to trigger a batch. The Renewal Reward Theorem was used to find the average long run costs for backup, recovery, and item storage, per unit time, which was then minimized to find the optimal backup policy. This approach allowed us to make far less restrictive assumptions about the update arrival process than did previous models, as well as to include storage costs for the updates. The optimal checkpointing and batch updating policies were shown to be special cases of this optimal backup policy. The derivation of previous results as special cases of this model, and an example, have demonstrated the generality of the methodology we have developed.
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