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ABSTRACT

In this paper, we consider two single-stage procedures
for ranking means of normal populations with a common known
variance, for problems involving an r-way \( r \geq 2 \) classification
without interaction. For the problem of selecting the best level
of each of the \( r \) factors, the asymptotic \( (P^* \to 1) \) efficiency
of one r-factor experiment relative to \( r \) one-factor experiments
is determined. Some numerical results are provided for \( r = 2 \).
Applications to some related problems are noted.
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1. Introduction

Bechhofer [1] proposed two single-stage procedures for ranking means of normal populations with a common known variance, for problems involving an r-way \((r \geq 2)\) classification without interaction. For the problem of selecting the best level of each of \(r\) factors, one of the procedures involves conducting one r-factor experiment and using the observations from the single experiment to select the \(r\) best levels; the other procedure involves conducting \(r\) one-factor experiments and using the observations from each experiment to select the best level of each of the associated r-factors. When proposing the factorial design for the 2-factor problem, Bechhofer ([1], p. 28) noted that "the factorial design of the experiment makes the data work twice and is in this sense more efficient than two separate experiments." In this paper, we are concerned with determining the efficiency of the factorial experiment relative to several one-factor experiments for the ranking problem. Relative efficiency is defined here as the ratio of the minimum total number of observations needed by each procedure to guarantee a certain requirement on the specified probability of a correct selection (under the indifference zone approach to the ranking problem). Asymptotic relative efficiency is defined as the limit of this relative efficiency as the specified probability of a correct selection approaches one. In this paper, we determine the asymptotic relative efficiency of the two single-stage procedures proposed
in [1]. For the 2-way classification problem, a table of numerical results for large sample relative efficiency and asymptotic relative efficiency for certain cases is included.

Bechhofer [2], in a paper on ranking multiply-classified variances of normal populations, noted that for large sample sizes (using a suitable log transformation) the problem of ranking multiply-classified variances of normal populations reduces to the problem of ranking multiply-classified means of normal populations. The results obtained in this paper would thus give asymptotic relative efficiency for the corresponding problem of ranking multiply-classified variances of normal populations. Similarly, the results obtained herein would be applicable to a large class of ranking problems which reduce asymptotically to ranking means of normal populations.

2. Formulation of the Ranking Problem

Let \( X_{i_1 i_2 \ldots i_r} \), \( m = 1, 2, \ldots, N_{i_1 i_2 \ldots i_r} \) denote i.i.d. random variables each having a normal distribution, common known variance \( \sigma^2 \), and with

\[
E \left[ X_{i_1 i_2 \ldots i_r} \right] = \mu + \sum_{j=1}^{r} \alpha_{i_j}^{(j)}
\]

\((i_j = 1, 2, \ldots, k_j; j = 1, 2, \ldots, r; m = 1, 2, \ldots, N_{i_1 i_2 \ldots i_r})\),

where \( \mu \) and the \( \alpha_{i_j}^{(j)} \) are unknown with \( \sum_{i_j=1}^{k_j} \alpha_{i_j}^{(j)} = 0, j = 1, 2, \ldots, r \).

For each fixed \( j \), the ranked values of the \( \alpha_{i_j}^{(j)}, i_j = 1, 2, \ldots, k_j \), are denoted by
\[(2.2) \quad \alpha^{(j)}_{[1]} \leq \alpha^{(j)}_{[2]} \leq \ldots \leq \alpha^{(j)}_{[k_j]} \cdot \]

We assume that we have no prior knowledge about the true pairing of the level of any of the factors with the ranked levels of the factors. For \(j = 1, 2, \ldots, r\), let \(\delta_j\) denote \(\alpha^{(j)}_{[k_j]} - \alpha^{(j)}_{[k_j-1]}\) and \(\delta\) denotes \((\delta_1, \delta_2, \ldots, \delta_r)\).

The \(\Pi_{j=1}^{r} k_j\) populations are characterized by their population means, the best population being the factor-level combination associated with the largest mean. (Alternatively, we may define the best population as the one associated with the smallest mean; the analysis is the same in each case.) Clearly, in our setup wherein we are assuming no interaction among the factors, the best combination of factor-levels is the one associated with \(\alpha^{(j)}_{[k_j]}\) \((j = 1, 2, \ldots, r)\). For example, for \(r = 2\), the \(k_1 k_2\) populations may be the \(k_1 k_2\) combinations of \(k_1\) varieties of grain and \(k_2\) types of fertilizers. Then \(\mu + \alpha^{(1)}_{i_1} + \alpha^{(2)}_{i_2}\) will be the mean yield per acre of the \(i_1\)th variety of grain used with the \(i_2\)th type of fertilizer. The best variety-fertilizer combination is the one associated with \(\mu + \alpha^{(1)}_{[k_1]} + \alpha^{(2)}_{[k_2]}\).

Under the indifference zone approach to the problem of selecting the best level of each of the \(r\) factors, the experimenter specifies, prior to experimentation, \(r + 1\) scalar constants \(\{\delta^*, P^*\}\), where \(\delta^* = (\delta^*_1, \ldots, \delta^*_r)\), \(0 < \delta^*_j < \infty\) \((j = 1, 2, \ldots, r)\) and \(\frac{1}{k_1 k_2 \ldots k_r} < P^* < 1\). The probability requirement which the selection procedures must guarantee is
(2.3) \( P\{\text{Correct Selection} | \delta_j \geq \delta_{j}^*, \ j = 1,2,...,r\} \geq p^* \),

where "correct selection" is defined as the selection of the population associated with \( \mu + \sum_{j=1}^{r} a(j) \frac{1}{k_j} \).

In this paper, we consider two single-stage procedures proposed in [1]. The selection procedures, henceforth called SP1 and SP2, are summarized as follows:

Procedure SP1

Take \( N \) independent observations from each of the \( k_1k_2...k_r \) populations. Compute the \( \prod_{j=1}^{r} k_j \) sample means

\[
\overline{X}_{i_1i_2...i_r} = \frac{N}{\sum_{m=1}^{r} X_{i_1i_2...i_r}/N},
\]

and then the

\[
\overline{X}_{i_j}^{(j)} = \left\{ \left. \sum_{i_j=1}^{k_j} \overline{X}_{i_1i_2...i_r} \right| i_j \neq i_1, i_2, \ldots, i_r \right\} / \left( \prod_{\ell=1, \ell \neq j}^{r} k_j \right)
\]

\((i_j = 1,2,...,k_j; j = 1,2,...,r)\).

For \( j = 1,2,...,r \), denote the ranked value of the \( \overline{X}_{i_j}^{(j)} \) by

\[
\overline{x}_{[1]}^{(j)} \leq \overline{x}_{[2]}^{(j)} \leq \cdots \leq \overline{x}_{[k_j]}^{(j)}.
\]
Select the levels associated with $\bar{x}_{[k_1]}, \bar{x}_{[k_2]}, \ldots, \bar{x}_{[k_r]}$ as the best levels for factors 1, 2, ..., r, respectively. The total number of observations required for SP1 is $N \prod_{j=1}^{r} k_j$.

**Procedure SP2**

Fix the levels of (r-1) factors, say all except factor $j$, and take $N_j$ independent observations at each level of factor $j$. For factor $j$ compute the sample mean of observations at each level. Select the level associated with the largest sample mean as the best level of factor $j$. Repeat this procedure for each of the r factors, taking an independent set of observations each time, and select (as above) the best level of each factor.

The total number of observations required by SP2 is $\sum_{j=1}^{r} k_j N_j$.

The sample size (N for SP1 and $(N_1, N_2, \ldots, N_r)$ for SP2) needed to completely specify the selection procedures is determined so as to guarantee the probability requirement (2.3).

It follows from results in [1] (Equation (20), p. 22 and Equation (48), p. 28) that the probability of a correct selection for the so-called "least favorable" parameter configuration is $\prod_{j=1}^{r} P'_j$ for SP1 and $\prod_{j=1}^{r} P_j$ for SP2, where, for $j = 1, 2, \ldots, r$,

$$P'_j = \int_{-\infty}^{\infty} F_j^{k_j-1} (x + \lambda_j \sqrt{N_j}) f(x) dx$$

and

$$P_j = \int_{-\infty}^{\infty} F_j^{k_j-1} (x + \lambda_j \sqrt{N_j}) f(x) dx.$$
In (2.4) and (2.5), for \( j = 1, 2, \ldots, r \), we have let \( \lambda_j \) denote \( \frac{\delta_j^*}{\sigma} \) and 
\( N_j' \) denote 
\[
N \sum_{\substack{x=1 \\
\# j}}^{r} k_x \; f(x)
\]
respectively of a standard normal random variable. The so-called "least favorable" parameter configuration is, for \( j = 1, 2, \ldots, r \), \( \alpha_{[1]}^{(j)} = \alpha_{[k_j-1]}^{(j)} \) and 
\[
\alpha_{[k_j]}^{(j)} - \alpha_{[k_j-1]}^{(j)} = \delta_j^*.
\]

The minimum number of observations needed for procedure SP1 is given as a solution to the following problem:

**Problem I:**

\[
\begin{align*}
\min & \quad N \left( \prod_{j=1}^{r} k_j \right) \\
\text{s.t.} & \quad \prod_{j=1}^{r} P_j' \geq P^*. 
\end{align*}
\]

The minimum number of observations needed for procedure SP2 is given as a solution to the following problem:

**Problem II:**

\[
\begin{align*}
\min & \quad \sum_{j=1}^{r} k_j N_j \\
(\text{s.t.} & \quad \prod_{j=1}^{r} P_j \geq P^*). 
\end{align*}
\]
Let \( \hat{N} \) and \( \hat{N}_1, \hat{N}_2, \ldots, \hat{N}_r \) denote the solution to Problems I and II, respectively. The relative efficiency (RE) and asymptotic relative efficiency (ARE) for the two single-stage procedures considered are defined as

\[
RE(k_1, k_2, \ldots, k_r; \delta^*, P^*) = \frac{\hat{N} \left( \prod_{j=1}^{r} k_j \right)}{\sum_{j=1}^{r} k_j \hat{N}_j},
\]

and

\[
ARE(k_1, k_2, \ldots, k_r; \delta^*) = \lim_{p^* \to 1} RE(k_1, k_2, \ldots, k_r; \delta^*, P^*),
\]

respectively.

It should be noted that although in practice the sample sizes are integer valued, for computing the asymptotic relative efficiency we treat the sample sizes, \( N \) for SP1 and \( (N_1, \ldots, N_r) \) for SP2, as non-negative continuous variables.

3. Asymptotic Relative Efficiency

To determine the asymptotic relative efficiency, we use a \((P^* \to 1)\) large sample approximation to the sample size given in Dudewicz [3]. We obtain, from Equation (7) of [3], for \( j = 1, 2, \ldots, r, \)

\[
(3.1) \quad N_j \sim -\frac{4}{\lambda_j^*} \log(1-P_j)
\]

and

\[
(3.2) \quad N_j' \sim -\frac{4}{\lambda_j^*} \log(1-P_j')
\]
Using the above approximations to the sample size, the minimization problems (I and II) reduce to the following:

**Problem I'**: 

\[
\min_{N'} \begin{pmatrix} \frac{r}{N} k_j \\ j=1 \end{pmatrix} \\
\text{s.t.} \\
\sum_{j=1}^{r} \left( \frac{r}{1-e^{-a_jN'_j}} \right) \geq p^* ,
\]

**Problem II'**: 

\[
\min_{(N'_1,N'_2,\ldots,N'_r)} \sum_{j=1}^{r} k_j N'_j \\
\text{s.t.} \\
\sum_{j=1}^{r} \left( \frac{r}{1-e^{-a_jN'_j}} \right) \geq p^* ,
\]

where, for \( j = 1,2,\ldots,r \), \( a_j \) denotes \( \frac{\lambda^*_j}{2}/4 \).

For typographical simplicity, let \( \varepsilon \) denote \( 1 - p^* \) and \( n_1 \) and \( n_2 \) denote the minimum number of observation for SP1 and SP2, respectively.

Then \( \text{RE} = \frac{n_1}{n_2} \) and \( \text{ARE} = \lim_{\varepsilon \to 0} [n_1/n_2] \). The asymptotic relative efficiency is given by the following:

**Theorem 3.1**

\[
(3.3) \quad \text{ARE} = \frac{\max_{1 \leq j \leq r} \{ k_j/a_j \}}{\sum_{j=1}^{r} (k_j/a_j)} .
\]
Proof: The constraint set of Problem I' may be rewritten as

\[
\sum_{j=1}^{r} \log \left\{ 1 - e^{-\frac{a_j}{k_j} n_j} \right\} \geq \log(1-\epsilon).
\]  

(3.4)

Since we are dealing with a minimization problem with a single constraint, the inequality in (3.4) may be replaced by an equality. Also for small \( \epsilon \), the constraint set reduces to the form

\[
\sum_{j=1}^{r} e^{-\frac{a_j}{k_j} n_j} = \epsilon.
\]  

(3.5)

Let \( C \) denote \( \min_{1 \leq j \leq r} (a_j/k_j) \). Then, from (3.5), we obtain

\[
n_1 = -\frac{1}{C} \log \epsilon + o(\epsilon).
\]  

(3.6)

The constraint set of Problem II' reduces for small \( \epsilon \) to the form

\[
\sum_{j=1}^{r} e^{-a_j N_j} = \epsilon.
\]  

(3.7)

For \( j = 1, 2, \ldots, r-1 \) let \( \rho_j \) denote \( e^{-a_j N_j} \). Using (3.7), Problem I' reduces to the following

\[
\min_{(\rho_1, \rho_2, \ldots, \rho_{r-1})} -\sum_{j=1}^{r-1} \frac{k_j}{a_j} \log(\rho_j \epsilon) - \frac{k_r}{a_r} \log \left( \left[ 1 - \sum_{j=1}^{r-1} \rho_j \right] \epsilon \right).
\]
It can readily be seen by setting the first derivative equal to zero
(necessary condition for minimization) and checking the second derivative
that (sufficient condition for minimization).

\[ n_2 = - \sum_{j=1}^{r} \frac{k_j}{a_j} \log \varepsilon + B \]

where \( B \) is independent of \( \varepsilon \). Equation (3.3) follows directly from (3.6)
and (3.8).

Q.E.D.

4. Numerical Results and Concluding Remarks

It follows from Problems I and II that for any \( P^* \), \( \frac{1}{k^r} < P^* < 1 \),
the relative efficiency for the symmetric case \( (k_j = k, \delta_j^* = \delta^*, j = 1, 2, \ldots, r) \)
is \( 1/r \). Thus in the symmetric case, the \( r \)-factor experiment is \( r \) times
more efficient than \( r \) one-factor experiments. However, in the unsymmetric
case, the factorial experiment, although more efficient asymptotically than
\( r \) one-factor experiments (i.e., ARE < 1 always), is not as efficient as in
the symmetric case. For example, for a 2-way classification problem with
\( \delta_1^* = \delta_2^* \), if \( k_2 >> k_1 \), then the asymptotic relative efficiency may be quite
close to one. Thus, for such a situation, one would not be taking many less
observations in conducting one two-factor experiment than two one-factor
experiments.

From a practical viewpoint, since it sometimes is easier to implement
several one-factor experiments than a factorial experiment, we recommend
for $P^*$ close to one the use of several one-factor experiments over a factorial experiment whenever the asymptotic relative efficiency is close to one.

For a 2-way classification problem, some numerical results are provided in Table I. The values in each cell of Table I are a large sample approximation to the relative efficiencies for $P^* = 0.999, 0.9999, 0.99999$, and $0.999999$ obtained from the solutions to minimization Problems I' and II'. Also included is the asymptotic relative efficiency. The values in the table are symmetric about the main diagonal. The results show the slow approach of the relative efficiencies to the asymptotic value.
<table>
<thead>
<tr>
<th>$k_2$</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5492</td>
<td>0.6105</td>
<td>0.6574</td>
<td>0.6936</td>
<td>0.7224</td>
<td>0.7460</td>
<td>0.7656</td>
<td>0.7823</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5597</td>
<td>0.6239</td>
<td>0.6707</td>
<td>0.7068</td>
<td>0.7355</td>
<td>0.7588</td>
<td>0.7781</td>
<td>0.7945</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5670</td>
<td>0.6317</td>
<td>0.6790</td>
<td>0.7151</td>
<td>0.7436</td>
<td>0.7667</td>
<td>0.7858</td>
<td>0.8019</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5722</td>
<td>0.6373</td>
<td>0.6846</td>
<td>0.7207</td>
<td>0.7491</td>
<td>0.7720</td>
<td>0.7910</td>
<td>0.8070</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5270</td>
<td>0.5712</td>
<td>0.6105</td>
<td>0.6432</td>
<td>0.6704</td>
<td>0.6936</td>
<td>0.7135</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5346</td>
<td>0.5833</td>
<td>0.6236</td>
<td>0.6565</td>
<td>0.6838</td>
<td>0.7068</td>
<td>0.7266</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5404</td>
<td>0.5911</td>
<td>0.6317</td>
<td>0.6647</td>
<td>0.6921</td>
<td>0.7151</td>
<td>0.7348</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5449</td>
<td>0.5964</td>
<td>0.6373</td>
<td>0.6704</td>
<td>0.6977</td>
<td>0.7207</td>
<td>0.7403</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.57142</td>
<td>0.62500</td>
<td>0.66667</td>
<td>0.70000</td>
<td>0.72727</td>
<td>0.75000</td>
<td>0.76923</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5169</td>
<td>0.5492</td>
<td>0.5817</td>
<td>0.6105</td>
<td>0.6355</td>
<td>0.6574</td>
<td>0.6726</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5222</td>
<td>0.5597</td>
<td>0.5941</td>
<td>0.6236</td>
<td>0.6488</td>
<td>0.6707</td>
<td>0.6903</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5267</td>
<td>0.5670</td>
<td>0.6021</td>
<td>0.6317</td>
<td>0.6571</td>
<td>0.6790</td>
<td>0.6984</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5304</td>
<td>0.5722</td>
<td>0.6075</td>
<td>0.6373</td>
<td>0.6627</td>
<td>0.6846</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.55556</td>
<td>0.60000</td>
<td>0.63636</td>
<td>0.66667</td>
<td>0.69231</td>
<td>0.71429</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5115</td>
<td>0.5357</td>
<td>0.5625</td>
<td>0.5878</td>
<td>0.6004</td>
<td>0.6236</td>
<td>0.6465</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5154</td>
<td>0.5447</td>
<td>0.5741</td>
<td>0.6004</td>
<td>0.6236</td>
<td>0.6465</td>
<td>0.6707</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5188</td>
<td>0.5513</td>
<td>0.5818</td>
<td>0.6084</td>
<td>0.6317</td>
<td>0.6627</td>
<td>0.7010</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5218</td>
<td>0.5562</td>
<td>0.5871</td>
<td>0.6139</td>
<td>0.6465</td>
<td>0.6846</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.54545</td>
<td>0.58333</td>
<td>0.61538</td>
<td>0.64286</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5083</td>
<td>0.5270</td>
<td>0.5492</td>
<td>0.6092</td>
<td>0.6592</td>
<td>0.6791</td>
<td>0.6991</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5112</td>
<td>0.5346</td>
<td>0.5597</td>
<td>0.6092</td>
<td>0.6592</td>
<td>0.6791</td>
<td>0.6991</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5139</td>
<td>0.5404</td>
<td>0.5670</td>
<td>0.6092</td>
<td>0.6592</td>
<td>0.6791</td>
<td>0.6991</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5163</td>
<td>0.5449</td>
<td>0.5722</td>
<td>0.6092</td>
<td>0.6592</td>
<td>0.6791</td>
<td>0.6991</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.53856</td>
<td>0.57143</td>
<td>0.60000</td>
<td>0.62500</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5063</td>
<td>0.5211</td>
<td>0.5395</td>
<td>0.5834</td>
<td>0.5956</td>
<td>0.6169</td>
<td>0.6282</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5085</td>
<td>0.5274</td>
<td>0.5491</td>
<td>0.5834</td>
<td>0.5956</td>
<td>0.6169</td>
<td>0.6282</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5107</td>
<td>0.5326</td>
<td>0.5559</td>
<td>0.5834</td>
<td>0.5956</td>
<td>0.6169</td>
<td>0.6282</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5126</td>
<td>0.5367</td>
<td>0.5608</td>
<td>0.5834</td>
<td>0.5956</td>
<td>0.6169</td>
<td>0.6282</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.53333</td>
<td>0.56250</td>
<td>0.58824</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5069</td>
<td>0.5169</td>
<td>0.5395</td>
<td>0.5834</td>
<td>0.5956</td>
<td>0.6169</td>
<td>0.6282</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5076</td>
<td>0.5222</td>
<td>0.5491</td>
<td>0.5834</td>
<td>0.5956</td>
<td>0.6169</td>
<td>0.6282</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5084</td>
<td>0.5267</td>
<td>0.5559</td>
<td>0.5834</td>
<td>0.5956</td>
<td>0.6169</td>
<td>0.6282</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5100</td>
<td>0.5304</td>
<td>0.5608</td>
<td>0.5834</td>
<td>0.5956</td>
<td>0.6169</td>
<td>0.6282</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.52941</td>
<td>0.5556</td>
<td>0.58824</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5039</td>
<td>0.5054</td>
<td>0.5068</td>
<td>0.5082</td>
<td>0.52632</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 1.** 2-way classification with no interaction \( \lambda_1^* = \lambda_2^* = 0.1 \)
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