Optimal Control Dependence Computation and the Roman Chariots Problem

Keshav Pingali                             Gianfranco Bilardi
Department of Computer Science             DEI, Università di Padova, Padova, Italy
Cornell University, Ithaca, NY              EECS, University of Illinois, Chicago, IL

August 7, 1996

Abstract

The control dependence relation plays a fundamental role in program restructuring and optimization. The usual representation of this relation is the control dependence graph (CDG), but the size of the CDG can grow quadratically with the input program, even for structured programs.

In this paper, we introduce the augmented postdominator tree (APT), a data structure which can be constructed in space and time proportional to the size of the program, and which supports enumeration of a number of useful control-dependence sets in time proportional to their size. Therefore, APT provides an optimal representation of control dependence.

Specifically, the APT data structure supports enumeration of the set cd(e), which is the set of statements control dependent on control-flow edge e, of the set cons(w), which is the set of edges on which statement w is dependent, and of the set cdequiv(w), which is the set of statements having the same control dependences as w.

Technically, APT can be viewed as a factored representation of the CDG where queries are processed using an approach known as filtered search.
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1 Introduction

Control dependence is a key concept in program optimization and parallelization. Intuitively, a statement \( w \) is control dependent on a statement \( u \) if \( u \) is a conditional that affects the execution of \( w \). For example, in an if-then-else construct, statements on the two sides of the conditional statement are control dependent on the predicate. In the presence of nested control structures, multiway branches and unstructured flow of control, intuition is an unreliable guide, and one needs to rely on a formal, graph-theoretic definition of control dependence, based on the following concepts.

Definition 1 A control flow graph \( G = (V, E) \) is a directed graph in which nodes represent statements, and an edge \( u \rightarrow v \) represents possible flow of control from \( u \) to \( v \). Set \( V \) contains two distinguished nodes: START, with no predecessors and from which every node is reachable; and END, with no successors and reachable from every node.

To simplify the discussion, we will follow standard practice and assume that there is an edge from START directly to END in the control flow graph [FOW87].

Definition 2 A node \( w \) is said to postdominate a node \( v \) if every path from \( v \) to END contains \( w \).

Any node \( v \) is postdominated by END and by itself. It can be shown that postdominance is a transitive relation, and that its transitive reduction is a tree-structured relation called the postdominator tree. The parent of a node in this tree is called the immediate postdominator of that node. The postdominator tree of a program can be constructed in \( O(|E| \alpha(|E|)) \) time using an algorithm due to Tarjan and Lengauer [LT79], or in \( O(|E|) \) time using a rather more complicated algorithm due to Harel [Har85]. Control dependence can be defined formally as follows [FOW87]:

Definition 3 A node \( w \) is said to be control dependent on edge \((u \rightarrow v) \in E \) if

1. \( w \) postdominates \( v \), and
2. if \( w \neq u \), then \( w \) does not postdominate \( u \).

Intuitively, this means that if control flows from node \( u \) to node \( v \) along edge \( u \rightarrow v \), it will eventually reach node \( w \); however, control may reach END from \( u \) without passing through \( w \). Thus, \( u \) is a ‘decision-point’ that influences the execution of \( w \).

Definition 4 Given a control flow graph \( G = (V, E) \), its control dependence relation is the set \( C \subseteq E \times V \) of all pairs \((e, w)\) such that node \( w \) is control dependent on edge \( e \).

Control dependence is used in many phases of modern compilers, such as dataflow analysis, loop transformations and code scheduling. An abstract view of these applications is that they require the computation of the following sets derived from \( C \) [CFS90]:

Definition 5 Given a node \( w \) and an edge \( e \) in a control program graph with control dependence relation \( C \), we define the following control dependence sets:
Figure 1: A Program and its Control Dependence Relation

- \( \text{cd}(e) = \{ w \in V | (e, w) \in C \} \),
- \( \text{conds}(w) = \{ e \in E | (e, w) \in C \} \), and
- \( \text{cdequiv}(w) = \{ v \in V | \text{conds}(v) = \text{conds}(w) \} \).

Set \( \text{cd}(e) \) is the set of nodes that are control dependent on edge \( e \), while \( \text{conds}(w) \) is the set of control dependences of node \( w \). These sets are used in scheduling instructions across basic block boundaries for speculative or predicated execution [Fis81, BR91, NNS94], and in merging program versions [HPR87]. They are also useful in automatic parallelization [FOW87, ABC+88, SAF90]. Set \( \text{cdequiv}(w) \) contains the nodes that have the same control dependences as node \( w \). This information is useful in code scheduling because basic blocks with the same control dependences can be treated as one large basic block, as is done in region scheduling [GS87]. The relation \( \text{cdequiv} \) can also be used to decompose the control flow graph of a program into single-entry single-exit (SESE) regions, and this decomposition can be exploited to speed up dataflow analysis by combining structural and fixpoint induction [JPP94, Joh94], and to perform dataflow analysis in parallel [JPP94, GPS90].

Figure 1 shows a small program and its control dependence relation. For any edge \( e \), \( \text{cd}(e) \) is the set of marked nodes in the row corresponding to \( e \). For any node \( w \), \( \text{conds}(w) \) is the set of marked edges in the column corresponding to \( w \). Finally, we see that \( \text{cdequiv}(c) = \text{cdequiv}(f) = \{ c, f \} \), and \( \text{cdequiv}(a) = \text{cdequiv}(g) = \{ a, g \} \); all the other nodes are in \( \text{cdequiv} \) sets by themselves.

In this paper, we design a data structure to represent the control dependence relation. Such a data structure must be evaluated along three dimensions:

- **preprocessing time** \( T \): the time required to build the data structure,
- **space** \( S \): the overall size of the data structure, and
- **query time** \( Q \): the time required to answer \( \text{cd} \), \( \text{conds} \), and \( \text{cdequiv} \) queries.

The size of the control dependence relation gives an upper bound on the space requirements of such a data structure. It is easy to show that the size of the relation is \( \Omega(|V||E|) \),
even if we restrict our attention to structured programs. Figure 2 shows a program with three nested repeat-until loops, and its control dependence relation. It can be verified that for programs consisting of $n$ nested repeat-until loops, $|E| = 3n + 2$ and $|C| = n(n + 3)$; therefore, the size of the control dependence relation can grow quadratically with program size even for structured programs.

It would be incorrect to conclude that quadratic space is a lower bound on the size of any representation of the control dependence relation. Note that the size of the postdominator relation grows quadratically with program size (consider a chain of $n$ nodes), but this relation can be represented using the postdominator tree, which can be built in $O(|E|)$ space [LT79, Har85], and which provides constant time access to the immediate postdominator of a node, as well as proportional time access to all the postdominators of a node. The explanation of the paradox is that postdominance is a transitive relation, and the postdominator tree, which is the transitive reduction of this relation, is a ‘factored’, compact representation of postdominance. There is no point in building a representation of the full relation because the factored relation is more compact, and it answers postdominance queries optimally.

Is there a factored representation of the control dependence relation which can be built in $O(|E|)$ space and $O(|E|)$ preprocessing time, and which will answer $cd$, $conds$ and $cdequiv$ queries in time proportional to the size of the output?

The standard representation of the control dependence relation is the control dependence graph (CDG) [FOW87], which is the bipartite graph $(V, E; C)$. That is, the two sets of nodes in the bipartite graph are $V$ and $E$, and there is an edge between $v$ and $e$ if $v$ is control dependent on edge $e$. Since the size of the CDG is $\Omega(|C|)$, which can be $\Omega(|E||V|)$, many attempts have been made to construct more compact representations of $C$ [FOW87, CFS90, Bal93, JP93, SGL94]. The lack of success led Cytron, Ferrante, and Sarkar to conjecture that any data structure that provided proportional time access to control dependence sets must use space that grows quadratically with program size [CFS90].

In this paper, we describe a data structure called the Augmented Postdominator Tree.
(APT) which requires \(O(|E|)\) space, is built in \(O(|E|)\) time\(^3\), and which is designed to provide proportional time access to cd, conds and cdequiv sets. This is clearly optimal to within a constant factor. In fact, our approach incorporates a design parameter \(\alpha(>0)\), under the control of the compiler writer, representing a trade-off between time and space. A smaller value of \(\alpha\) results in faster query time at the expense of more memory for a larger data structure. Interestingly, the control dependence graph can be viewed as one extreme of this range of data structures, obtained when \(\alpha\) is less than \(1/|E|\).

The rest of the paper is organized as follows. In Section 2, we reformulate the conds problem as a naturally stated graph problem called the Roman Chariots problem. The APT data structure is described incrementally by considering the requirements of the three kinds of control dependence queries. In Sections 3, 4, and 5, we examine cd, conds, and cdequiv queries respectively, and develop the machinery to answer these queries optimally. Experimental results using the SPEC benchmarks are reported in Section 6. Finally, in Section 7, we contrast our approach with dynamic techniques like memoization [Mic68]; we also show that our approach can be viewed as an example of Chazelle's filtered search [Cha86].

2 The Roman Chariots Problem

We show that the computation of control dependence sets (Definition 5) has a natural graph-theoretic formulation which we call the Roman Chariots problem. This formulation exploits the fact that nodes that are control dependent on an edge \(e\) in the control flow graph form a simple path in the postdominator tree [FOW87]. First, we introduce some convenient notation.

Definition 6 Let \(T = <V, F>\) be a tree. For \(v, w \in V\), let \([v, w]\) denote the set of vertices on the simple path joining \(v\) and \(w\) in \(T\), and let \([v, v]\) denote \([v, w] - \{w\}\). (In particular, \([v, v]\) is empty.)

For example, in the postdominator tree of Figure 1(b), \([d, a] = \{d, f, c, a\}\), while \([d, a] = \{d, f, c\}\). This notation is similar to the standard one for open and closed intervals of the line. The following key theorem, due to Ferrante, Ottenstein and Warren [FOW87], shows how edges of the control flow graph are constrained with respect to the postdominator tree and provides a simple characterization of cd sets.

Theorem 1 If \((u \rightarrow v)\) is an edge of the control flow graph, then

1. parent\((u)\) is an ancestor of \(v\) in the postdominator tree, and
2. cd\((u \rightarrow v) = [v, \text{parent}(u)]\).

Proof: Note that since no control-flow edge emanates from END, the expression parent\((u)\) is defined whenever \((u \rightarrow v) \in E\).

1. If parent\((u)\) does not postdominate \(v\), we can find a path \(v \rightarrow ... \rightarrow \text{END}\) which does not contain parent\((u)\). Prefixing this path with the edge \(u \rightarrow v\), we obtain a path from \(u\) to END which does not contain parent\((u)\), contradicting the fact that parent\((u)\) postdominates \(u\).

\(^3\)We assume that the postdominator relation is computed using Harel's algorithm; if the Lengauer and Tarjan algorithm is used, preprocessing time becomes \(O(|E|\alpha(|E|))\).
2. We show that \( \text{cd}(u \rightarrow v) \subseteq [v, \text{parent}(u)) \). Let \( w \) be an element of \( \text{cd}(u \rightarrow v) \). From the definition of control dependence, \( w \) must postdominate \( v \), so \( w \) is on the path \([v, \text{END}] \) in the postdominator tree. From part (1), \( \text{parent}(u) \) is also on the path \([v, \text{END}] \). However, \( w \) cannot be on the path \([\text{parent}(u), \text{END}] \) since in that case, it would be distinct from \( u \) and postdominate \( u \). Therefore, \( w \) must be on the path \([v, \text{parent}(u)] \).

Conversely, assume that \( w \) is contained in the path \([v, \text{parent}(u)] \). From part (1), it follows that \( w \) postdominates \( v \); it also follows that \( w \) does not postdominate \( \text{parent}(u) \). Therefore, if \( w \neq u \), then \( w \) cannot postdominate \( u \) either. Therefore, \( w \) is control dependent on edge \( u \rightarrow v \).

Figure 3 shows the non-empty cd sets for the program of Figure 1(i). If \([v, w]\) is a cd set, we will refer to \( v \) and \( w \) as the bottom and top nodes of this set respectively, where the orientations of bottom and top are with respect to the tree. The postdominator tree and the array of cd sets, together, can be viewed as a compact representation of the control dependence relation since we can recover the full control dependence relation by expanding each entry of the form \([v, w]\) to the corresponding set of nodes by walking up the postdominator tree from \( v \) to \( w \). The advantage of using the postdominator tree and cd sets, instead

---

As an aside, we remark that the bottom-closed, top-open representation for the sets has been chosen here since it is the most immediate to obtain in our application. In general, a closed set \([b, t]\), in which \( t \) is an ancestor of \( b \), is readily converted into the equivalent half-open one \([b, \text{parent}(t)] \), in constant time. The conversion of set \([b, t]\) into a closed one is less straightforward, and takes time proportional to the number of children of \( t \), assuming that ancestorship can be decided in constant time. However, if the conversion has to be performed for a batch of half-open sets \( A \), it can be accomplished in time \( O(|V| + |A|) \) by a depth-first traversal of the tree. This conversion is not needed in this paper.
of the CDG, is that they can be represented in $O(|E|)$ space, and as we will see, can be built in $O(|E|)$ time. What is not obvious is how they can be used to answer control dependence queries in proportional time — that is the subject of the rest of the paper.

For the purpose of exposition, it is convenient to assume that the array of cd sets, which is indexed by CFG edges in Figure 3, is indexed instead by the integers $1..m$, where $m$ is the number of CFG edges for which the corresponding cd sets are non-empty. We will assume that the conversion from an integer (between 1 and $m$) to the corresponding CFG edge and vice versa can be done in constant time. We can now reduce the control dependence problem to a naturally stated graph problem.

**Roman Chariots Problem:** The major arteries of the Roman road system form a tree rooted at Rome, in which nodes represent cities and edges represent roads\(^5\). Public transportation is provided by chariots that travel between a city and one of its ancestors in the tree.

Given a rooted tree $T = < V, F, ROME >$ and an array $A[1..m]$ of chariot routes each specified in the form $[v, p]$, where $p$ is an ancestor of $v$ in $T$, design a data structure that permits enumeration of the following sets.

1. $cd(\rho)$: the cities on route $\rho$.
2. $\text{conds}(w)$: the routes that serve city $w$.
3. $\text{cdequiv}(w)$: the cities that are served by all and only the routes that serve city $w$.

For future reference, we introduce the following definition.

**Definition 7** The set of chariots serving a node $v$ is a subset of $A$, the set of all chariots, and will be referred to as set $A_v$.

The control dependence problem is reduced to the Roman Chariots problem as follows. Procedure $\text{ConstructRomanChariots}$ in Figure 4 takes a control flow graph as input, and returns the corresponding Roman Chariots problem. Assuming the postdominicator tree can be built in time $O(|E|)$, Procedure $\text{ConstructRomanChariots}$ takes time $O(|E|)$, and space $O(|E|)$. Control dependence queries are handled as follows.

- $cd(u \rightarrow v)$: If $v$ is $\text{parent}(u)$, return the empty set. Otherwise, let $i$ be the index into array $A$ for edge $u \rightarrow v$. Execute the Roman Chariots query $cd(i)$.
- $\text{conds}(w)$: Execute the Roman Chariots query $\text{conds}(w)$, and translate each integer (between 1 and $m$) returned by this query to the corresponding CFG edge.
- $\text{cdequiv}(w)$: Execute the corresponding Roman Chariots query $\text{cdequiv}(w)$.

The correctness of this reduction follows immediately from Theorem 1 and Procedure $\text{ConstructRomanChariots}$. In the construction of Figure 4, the cd sets in $A$ are sorted by decreasing top nodes; that is, if $t_1$ is a proper ancestor of $t_2$ in the postdominicator tree, then any cd set whose top node is $t_1$ is inserted in the array before any cd set whose top node is $t_2$. We will exploit this order when we consider $\text{conds}$ queries in Section 4. Note that

\(^5\)A thorough literature search failed to turn up any historical evidence to support this statement, but it is a matter of record that all roads led to Rome [CicBC], just as in a tree rooted at Rome.
Procedure ConstructRomanChariots(G:CFG):Tree, RouteArray;
{
1:  % G is the control flow graph
2:  T := build-postdominator-tree(G);
3:  A := [ ]; %Initialize to empty array
4:  i := 0;
5:  for each node p in T in top-down order do
6:     for each child u of p do
7:         for each edge (u → v) in G do
8:             if v is not p
9:                 then %append a cd set to end of A
10:                i := i + 1;
11:               A[i] := [v, p];
12:               Note the correspondence between
13:               edge u → v and index i;
14:         endif
15:     od
16:  od
17:  return T, A;
}

Figure 4: Constructing a Roman Chariots Problem
for a general Roman Chariots problem (not arising from a control dependence problem),
this sorting can be done by a variation of Procedure ConstructRomanChariots, in time
\( O(|A| + |V|) \). This is within the budget for preprocessing time given below. Therefore, we
will assume without loss of generality that \( A \) has been sorted in this way.

In subsequent sections, we develop a data structure for the Roman Chariot problem,
obtained by a suitable augmentation of the given tree \( T \). Motivated by the application to
control dependence, we call this data structure an Augmented Postdominator Tree, denoted
\( \mathcal{APT} \). The rest of the paper establishes the following result.

**Theorem 2** There is a data structure \( \mathcal{APT} \) for the Roman Chariots problem which, given
\((T =< V, F, \text{ROME} >, A)\), can be constructed in time \( \tau = O(|A| + (1 + 1/\alpha)|V|) \), and stored
in space \( S = O(|A| + (1 + 1/\alpha)|V|) \), where \( \alpha > 0 \) is a design parameter. By traversing \( \mathcal{APT} \),
the queries can be answered with the following performance.

- \( \text{cd}(e) \): time \( O(|\text{cd}(e)|) \), independent of \( \alpha \).
- \( \text{conds}(w) \): time \( O((1 + \alpha)|\text{conds}(w)|) \).
- \( \text{cdequiv}(w) \): time \( O(|\text{cdequiv}(w)|) \), independent of \( \alpha \).

For the special case when \( T \) is the postdominator tree of a control flow graph, we have
that \( |A| \leq |E| \) and \( |V| \leq |E| + 1 \), leading to the following result.

**Corollary 1** Given a CFG \( G = (V, E) \), structure \( \mathcal{APT} \) can be built in \( O(|E|) \) preprocessing
time and space, and provides proportional time access to cd, conds and cdequiv sets.

### 3 \( \mathcal{APT} \): cd Queries

No preprocessing is required to answer cd queries optimally. If the query is \( \text{cd}(i) \), where \( i \)
is between 1 and \( m \) (the size of \( A \)), let \( [v, w] \) be the \( i^{th} \) route in \( A \). Walk up the tree \( T \)
from node \( v \) to node \( w \), and output all nodes encountered in this walk, other than node \( w \).
This takes time proportional to the size of the output. This algorithm is similar to that of
Ferrante et al [FOW87].

### 4 \( \mathcal{APT} \): conds queries

One way to answer conds queries is to examine all routes in array \( A \), and report every route
whose bottom node is a descendant of the query node, and whose top node is a proper
ancestor of the query node. This algorithm is too slow.

A better approach is to limit the search to routes whose bottom nodes are descendants of
the query node, since these are the only routes that can contain the query node. To facilitate
this, we will assume that at every node \( v \), we have recorded all routes whose bottom node
is \( v \); then, the query procedure must visit the subtree of the postdominator tree rooted at
the query node, and examine routes recorded at these nodes. This is shown in Figure 5(a).
The space taken by the data structure is \( S' = O(|V| + |A|) \), which is optimal. However, in
the worst case, the query procedure must examine all nodes and all routes (consider the
query \texttt{conds}(\texttt{END}), so query time is \( Q = O(|A| + |V|) \), which is too slow. To speed up query time, we extend this idea as follows. Rather than store a route only at its bottom node, we can store the route at every node contained in the route, as in Figure 5(b). We call this approach \textit{full caching}, to contrast it to the previous scheme which we call \textit{no caching}. Given a query at node \( q \), the query procedure simply outputs all routes stored at that node; if \(|A_q|\) is the size of this output, this takes time \( Q = O(|A_q|) \), which is optimal. Unfortunately, this strategy produces the control dependence graph in disguise, and therefore blows up space requirements. For example, for the Roman Chariots problem arising from a nested repeat-until loop, the reader can verify that \( \Omega(|A|) \) routes each contain \( \Omega(|V|) \) nodes and hence are represented in as many lists, requiring space \( S = \Omega(|V||A|) \) overall, which is far from optimal.

It is possible to compromise between these two extremes. Suppose we partition the nodes in \( V \) into two disjoint sets called \textit{boundary} nodes and \textit{interior} nodes. Although this partition can be made arbitrarily, it is simpler to make all leaf nodes boundary nodes; for now, non-leaf nodes can be classified arbitrarily as boundary or interior nodes. With each node \( v \in V \), we associate a list of routes \( L[v] \), defined formally as follows.

\textbf{Definition 8} \textit{If} \( v \) \textit{is an interior node}, \( L[v] \) \textit{is the list of all routes whose bottom node is} \( v \); \textit{if} \( v \) \textit{is a boundary node}, \( L[v] \) \textit{is the list of all routes containing} \( v \).

In Figure 5, boundary nodes are shown as solid dots, while interior nodes are shown as hollow dots. Figure 5(a) shows one extreme in which all non-leaf nodes are interior nodes, while Figure 5(b) shows the other extreme when all nodes are boundary nodes. In Figure 5(c), nodes \( c \) and \( g \) are interior nodes, while all other nodes are boundary nodes.

Our \texttt{conds} query procedure visits nodes in the subtree below the query node as before, but it exploits boundary nodes to limit the portion of this subtree that it visits. Suppose that the query node is \( q \), and that the query procedure encounters a boundary node \( x \). It is easy to show that the query procedure does not need to visit nodes that are proper descendants of \( x \) — any route \( \rho \) which contains \( q \) and whose bottom node is a proper descendant of \( x \) must also contain \( x \); from Definition 8, \( \rho \) must be stored at \( x \). Therefore, to answer the query \texttt{conds}(\( q \)), it is unnecessary to examine the subtree below \( x \) since all the relevant chariot routes from this subtree are stored at \( x \) itself. For example, in Figure 5(c), when answering the query \texttt{conds}(\( g \)), it is unnecessary to look below boundary node \( f \), and the query can be answered just by visiting nodes \( f \) and \( g \). One way to visualize this is to imagine that the edges connecting a boundary node to its children are deleted from the tree (these edges are never traversed by the query procedure). This leaves a forest of small trees, and the query procedure needs to visit only the descendants of a query node in this forest. We will call each tree in this forest a \textit{zone}; the portion of the forest below a node \( q \) will be called the \textit{subzone} associated with node \( q \). These concepts are defined formally as follows.

\textbf{Definition 9} \textit{A node} \( w \) \textit{is said to be in the subzone associated with a node} \( q \), \textit{referred to as} \( Z_q \), \textit{if (i)} \( w \) \textit{is a descendant of} \( q \), \textit{and (ii) the path} \( [q,w] \) \textit{does not contain any boundary nodes.}

\textit{A zone is a maximal subzone; that is, a subzone that is not strictly contained in any other subzone.}
In Figure 5(c), there are six zones induced by the following sets of nodes: \{a, b, c\}, \{d\}, \{e\}, \{f, g\}, \{START\} and \{END\}. The subzone associated with node \(g\) is the set of nodes \{f, g\}. Note that even though Chariot Route 1 contains nodes \{a, c, f, g\}, it is stored only at nodes \(a\) and \(f\) since these are the only boundary nodes it contains.

Given a query node \(q\), the query procedure examines routes stored at nodes in subzone \(Z_q\). To avoid examining routes unnecessarily, we will assume that each list \(L[v]\) is sorted by top end point, from higher (closer to the root) to lower. Examination of routes in a list \(L[v]\) can terminate as soon as a route \([b, t]\) not containing \(q\) is encountered; further routes on the list terminate at a descendant of \(t\) and do not contain the query node \(q\). A simple implementation of this query procedure is given in Figure 6. Boundary nodes are distinguished from interior nodes by a boolean named \(Bndry?\) which is set to true for boundary nodes and false for interior nodes; an algorithm for determining which nodes are boundary nodes will be described in Section 4.1. In line 4 of Procedure \texttt{ConsVisit}, testing whether \(t\) is a proper ancestor of \(QueryNode\) can be done in constant time as follows: since \(t\) and \(QueryNode\) are ordered by the ancestor relation, we can give each node a \(dfs\) (depth-first search) number, and establish ancestorship by comparing \(dfs\) numbers. Since \(dfs\) numbers are already assigned by postdominator tree construction algorithms [LT79, Har85], this is convenient. Alternatively, we can use level numbers in the tree.

It follows immediately that the query time is proportional to the sum of the number of visited nodes and the number of reported routes.
Procedure CondsQuery(QueryNode);
{
1: % APT data structure is global variable;
2: % Query outputs list of routes numbers
3: CondsVisit(QueryNode, QueryNode);
}
Procedure CondsVisit(QueryNode, VisitNode);
{
1: for each route i in L[VisitNode]
2: in list order do
3: let A(i) be [b, t);
4: if t is a proper ancestor of QueryNode
5: then output i;
6: else break ; % exit from the loop
7: od ;
8: if VisitNode is not a boundary node
9: then
10: for each child C of VisitNode
11: do
12: CondsVisit(QueryNode,C)
13: od ;
14: endif ;
15: }

Figure 6: Query Procedure for conds

\[ Q_q = O(|A_q| + |Z_q|) . \]  \hspace{1cm} (1)

Next, we discuss how zones can be constructed to obtain optimal query time without blowing up space requirements.

4.1 Criterion for Zones

To obtain optimal query time, we require that the following inequality hold for all nodes \( q \); \( \alpha \), a non-negative real number is a design parameter.

\[ |Z_q| \leq \alpha |A_q| + 1 . \]  \hspace{1cm} (2)

Intuitively, the number of nodes visited when \( q \) is queried is at most one more than some constant proportion of the answer size. The additive term of 1 prevents zone \( Z_q \) from becoming empty when \( q \) is not contained in any route (\( |A_q| = 0 \)). By combining Equations (1) and (2), we see that

\[ Q = O((1 + \alpha)|A_q|) . \]  \hspace{1cm} (3)
Thus, the amount of work done for a query is basically proportional to the output size; for \( \alpha \) a constant, this is asymptotically optimal.

To get some intuition for the significance of \( \alpha \), consider what happens if we fix the problem and vary \( \alpha \). If \( \alpha \) is set to 0, the size of the subzone associated with each node is 1. This means that each node is in a zone by itself, which corresponds to full caching. At the other extreme, if we choose a very large value of \( \alpha \), nodes can be contained in arbitrarily large zones, and the situation corresponds to no caching. Thus, by varying \( \alpha \), we get the full range of behavior from full caching to no caching.

Can we build zones so that Inequality (2) is satisfied, without blowing up storage requirements? One bit is required at each node to distinguish boundary nodes from interior nodes, which takes \( O(|V|) \) space. The main storage overhead arises from the need to list all overlapping routes at a boundary node, even if these routes originate at some other node. This means that a route must be entered into the \( L[v] \) list of its bottom node, and of every boundary node between its bottom node and top node.

Our zone construction algorithm is a simple bottom-up, greedy algorithm that tries to making zones as large as possible without violating Inequality (2). More precisely, a leaf node is always a boundary node. For a non-leaf node \( v \), we see if \( v \) and all its children can be placed in the same zone without violating Inequality (2); if not, \( v \) is made a boundary node, and otherwise, \( v \) is made an interior node. Formulating this intuitive description, we obtain a definition for subzone construction.

**Definition 10** If node \( v \) is a leaf node or \((1 + \sum_{u \in \text{children}(v)}|Z_u|) > (\alpha|A_v| + 1)\), then \( v \) is a boundary node and \( Z_v \) is \( \{v\} \). Else, \( v \) is an interior node and \( Z_v \) is \( \{v\} \cup \cup_{u \in \text{children}(v)} Z_u \).

Note that the term \((1 + \sum_{u \in \text{children}(v)}|Z_u|)\) is simply the number of nodes that would be visited by a query at node \( v \) if \( v \) were made an interior node. If this quantity is larger than \((\alpha|A_v| + 1)\), Inequality (2) fails, so we make \( v \) a boundary node. Zones are simply maximal subzones.

The definition of zones lets us bound storage requirements as follows. Denote by \( X \) the set of boundary nodes that are not leaves. If \( v \in (V - X) \), then only routes whose bottom node is \( v \) are listed in \( L[v] \). Each route in \( A \) appears in the list of its bottom node and, possibly, in the list of some other node in \( X \). For a boundary node \( v \), \( |L[v]| = |A_v| \). Hence, we have:

\[
\sum_{v \in V} |L[v]| = \sum_{v \in (V - X)} |L[v]| + \sum_{v \in X} |L[v]| \leq |A| + \sum_{v \in X} |A_v|. \tag{4}
\]

From Definition 10, if \( v \in X \), then

\[
|A_v| < \sum_{u \in \text{children}(v)} |Z_u|/\alpha. \tag{5}
\]

When we sum over \( v \in X \) both sides of Inequality (5), we see that the right hand side evaluates at most to \( |V|/\alpha \), since all subzones \( Z_u \)'s involved in the resulting double
summation are disjoint. Hence, \( \sum_{v \in X} |A_v| \leq |V|/\alpha \), which, used in Relation (4) yields:

\[
\sum_{v \in V} |L[v]| \leq |A| + |V|/\alpha .
\] (6)

In conclusion, to store \( \mathcal{APT} \), we need \( O(|V|) \) space for the postdominator tree, \( O(|V|) \) further space for the \( Bndry? \) bit and for list headers, and finally, from Inequality (6), \( O(|A| + |V|/\alpha) \) for the list elements. All together, we have \( S = O(|A| + (1 + 1/\alpha)|V|) \), as stated in Theorem 2.

We observe that design parameter \( \alpha \) embodies a tradeoff between query time (increasing with \( \alpha \)) and preprocessing space (decreasing with \( \alpha \)). In fact, for \( \alpha < 1/|A| \), we obtain single-node zones (essentially, the control dependence graph since every node has its overlapping routes explicitly listed) and, for \( \alpha \geq |V| \), we obtain a single zone (ignoring \textsc{Start} and \textsc{End} and assuming \( |A_v| > 0 \) for all other nodes, which is the case for the control dependence problem). Small constant values such as \( \alpha = 1 \) yield a reasonable compromise. Figure 5(c) shows the zone structure of the running example for \( \alpha = 1 \).

4.2 Preprocessing for conds Computations

We now describe an algorithm to construct the search structure \( \mathcal{APT} \) in linear time. The preprocessing algorithm takes three inputs:

- Tree \( T \) for which we assume that the relative order of two nodes one of which is an ancestor of the other can be determined in constant time. For the control dependence problem, this is the postdominator tree.

- The array of routes, \( A \), in which routes are sorted by top endpoint. For the control dependence problem, this array is constructed by Procedure \textsc{ConstructRomanChariots} shown in Figure 4.

- Real parameter \( \alpha \geq 0 \), which controls the space/query-time tradeoff, as described in the previous section.

The preprocessing algorithm consists of a sequence of few simple stages.

1. For each node \( v \), compute the number of routes whose bottom (resp., top) node is \( v \). Let \( b[v] \) (resp. \( t[v] \)) be the number of routes in \( A \) with bottom (resp. top) endpoint at \( v \). To compute \( b[v] \) and \( t[v] \), two counters are set up and initialized to zero. Then, for each route in \( A \), the appropriate counters of its endpoints are incremented. This stage takes time \( O(|V| + |A|) \), for the initialization of the \( 2|V| \) counters, and for constant work done for each of the \( |A| \) routes.

2. Compute, for each node \( v \), the size \( |A_v| \) of the answer set \( A_v \). It is easy to see that \( |A_v| = b[v] - t[v] + \sum_{u \in \text{children}(v)} |A_u| \). This relation allows us to compute the \( |A_v| \) values in bottom-up order, using the values of \( b[v] \) and \( t[v] \) computed in the previous step, in time \( O(|V|) \).
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Procedure CondsPreprocessing(T:tree,A:RouteArray,a:real);
{ 
1: % b[v]/t[v]: number of routes with bottom/top node v 
2: for each node v in T do  
3:  b[v] := t[v] := 0; od  
4: for each route [x,y) in A do  
5:  Increment b[x];  
6:  Increment t[y];  
7: od;  
8: %Determine boundary nodes. 
9: for each node v in T in bottom-up order do  
10: %Compute output size when v is queried.  
11:  a[v] := b[v] - t[v] + \sum_{u \in children(v)} a[u];  
12:  z[v] := 1 + \sum_{u \in children(v)} z[u]; %Tentative zone size.  
13:  if (v is a leaf) or (z[v] > a \cdot a[v] + 1)  
14:    then % Begin a new zone  
15:       Bndry?[v] := true;  
16:       z[v] := 1;  
17:    else %Put v into same zone as its children  
18:       Bndry?[v] := false;  
19:  endif  
20: od;  
21: % Chain each node to the first boundary node that is an ancestor. 
22: for each node v in T in top-down order do  
23:  if v is root of postdominator tree  
24:    then NxtBndry[v] := - \infty;  
25:  else if Bndry?[parent(v)]  
26:    then NxtBndry[v] := parent(v);  
27:  else NxtBndry[v] := NxtBndry[parent(v)];  
28:  endif  
29: endif  
30: od  
31: % Add each route in A to relevant L[v]  
32: for i := 1 to |A| do  
33:  let A[i] be [b,t);  
34:  w := b;  
35:  while t is proper ancestor of w do  
36:    append i to end of list L[w];  
37:    w := NxtBndry[w];  
38: od  
}  

Figure 7: Constructing the APT Structure
(a) Caching: $\alpha = 1$

(c) Actual Implementation

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>$f$</td>
<td>1</td>
<td>${1}$</td>
</tr>
<tr>
<td>$b$</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>$f$</td>
<td>1</td>
<td>${2, 5}$</td>
</tr>
<tr>
<td>$c$</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>$f$</td>
<td>0</td>
<td>${}$</td>
</tr>
<tr>
<td>$d$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>$f$</td>
<td>1</td>
<td>${3}$</td>
</tr>
<tr>
<td>$e$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>$f$</td>
<td>1</td>
<td>${4}$</td>
</tr>
<tr>
<td>$f$</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>END</td>
<td>1</td>
<td>${1, 2}$</td>
</tr>
<tr>
<td>$g$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>END</td>
<td>0</td>
<td>${}$</td>
</tr>
<tr>
<td>START</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>END</td>
<td>1</td>
<td>${}$</td>
</tr>
<tr>
<td>END</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>$-\infty$</td>
<td>1</td>
<td>${}$</td>
</tr>
</tbody>
</table>

(b) Values Computed During Preprocessing

Figure 8: The $\mathcal{APT}$ Structure and Its Parameters

3. **Determine boundary nodes.** The objective of this step is to set, at each node, the value of a boolean variable $\text{Bndry?}[v]$ that identifies boundary nodes. Definition 10 can be expressed in terms of subzone size $z[v] = |Z_v|$ as follows.

If $v$ is a leaf or $(1 + \sum_{u \in \text{children}(v)} z[u]) > (\alpha|A| + 1)$, then $v$ is a boundary node, and $z[v]$ is set to 1. Otherwise, $v$ is an interior node, and $z[v] = (1 + \sum_{u \in \text{children}(v)} z[u])$.

Again, $z[v]$ and $\text{Bndry?}[v]$ are easily computed in bottom-up order, taking time $O(|V|)$.

4. **Determine, for each node $v$, the next boundary node $\text{NextBndry}[v]$ in the path from $v$ to the root.** If the parent of $v$ is a boundary node, then it is the next boundary for $v$. Otherwise, $v$ has the same next boundary as its parent. Thus, $\text{NextBndry}[v]$ is easily computed in top-down order, taking $O(|V|)$ time. A special provision is made for the root of $T$, whose next boundary is set by convention to $-\infty$, considered as a proper ancestor of any node in the tree.

5. **Construct list $L[v]$ for each node $v$.** By Definition 8, a given route $[b, t]$ appears in list $L[v]$ for $v \in W$, where $W$ contains $b$ as well as all boundary nodes contained by $[b, t]$. Specifically, let $W = \{w_0 = b, w_1, \ldots, w_k\}$, where $w_i = \text{NextBndry}[w_{i-1}]$, for $i = 1, 2, \ldots, k$ and $w_k$ is the proper descendant of $t$ such that $t$ is a descendant of
$N_{xtBndry}[w_k]$. Lists $L[v]$'s are formed by scanning the routes in $A$ in which routes have been entered in decreasing order of top endpoint. Each route $\rho$ is appended at the end of (the constructed portion of) $L[v]$ for each node $v$ in the set $W$ corresponding to $\rho$. This procedure ensures that, in each list $L[v]$, routes appear in decreasing order of top endpoint.

This stage takes time proportional to the number of append operations, which is $\sum_{v \in V} |L[v]| = O(|A| + |V|/\alpha)$.

In conclusion, we have shown that the preprocessing time $T = O(|A| + (1 + 1/\alpha)|V|)$, as claimed.

Figure 7 shows the pseudo-code for building the search structure. All the preprocessing, including construction of the route array $A$, can be done in one top-down and one bottom-up walk of the postdominator tree, followed by one traversal of the route array.

5 APT: cdequiv Queries

The routes in a Roman Chariots problem induce a natural equivalence relation on cities: two cities are placed in the same equivalence class if and only if they are served by the same set of routes. In this section, we describe an algorithm that constructs a representation of this equivalence relation during the preprocessing phase. This representation uses region nodes [FOW87] to represent each cdequiv class; if a city $v$ is contained in an equivalence class represented by region node $R$, we introduce pointers from $v$ to $R$, and vice versa. When a query cdequiv($w$) is made, the query engine follows these pointers to find all the cities in the equivalence class of $w$. Note that a query of the form ‘Are cities $v$ and $w$ in the same equivalence class?’ can be answered in constant time using this representation.

A straightforward computation and pairwise comparison of the $|V| \text{ conds}$ set takes time $O(|V|^2|A|)$ [FOW87]. In Section 5.3, we obtain a $O(|V| + |A|)$ time algorithm by showing that a conds set is uniquely identified by two functions: $|A_v|$, its size, and Lo($A_v$), a descendant of $v$ as defined below; both these functions are computable in linear time, as shown in Section 5.2. Thus, the two functions act as finger prints of their sets, and a cdequiv set simply collects nodes with the same finger prints.

5.1 Finger prints of cdequiv sets

For notational convenience, we augment the tree with a distinguished node, denoted by $\infty$, which is considered to be a descendant of all other nodes, and by a node, denoted by $-\infty$, which is considered to be an ancestor of all other nodes.

Definition 11 If $R$ is a set of chariot routes, Lo($R$) is defined to be the least common ancestor (lca) of the bottom nodes of routes in $R$. By convention, Lo($R$) is $\infty$ if $R$ is empty.

This definition is more general than we need because the sets of routes we deal with always have at least one node in common. For this special case, Lo can be defined more intuitively as follows.
Lemma 1 Let $R$ be a non-empty set of chariot routes, and let $N$ be the set of nodes that belong to every route in $R$. If $N$ is non-empty, the nodes in $N$ are totally ordered by the ancestor relation, and $\text{Lo}(R)$ is the lowest node in $N$.

Proof:
Since the nodes in $N$ are contained in every route $r \in R$, and the nodes in $r$ are totally ordered the ancestor relation, it follows that the nodes in $N$ are ordered by this relation. Let $l$ be the lowest node in $N$.

Since $l$ is contained in each route $r \in R$, $l$ is an ancestor of the bottom node of $r$. By definition of $\text{Lo}$, this means that $\text{Lo}(R)$ is a descendant of $l$.

For every route $r = [b, t] \in R$, $b$ is a descendant of $\text{Lo}(R)$ (definition of $\text{Lo}$), and $t$ is a proper ancestor of $l$ (definition of $l$) and therefore of $\text{Lo}(R)$ (since $\text{Lo}(R)$ is a descendant of $l$). Therefore, $\text{Lo}(R) \in N$, which means that $l$ is a descendant of $\text{Lo}(R)$ (definition of $l$).

Therefore, $l$ and $\text{Lo}(R)$ are identical. □

For example, in Figure 1, $\text{Lo}(A_f)$ is $c$, and $\text{Lo}(A_g)$ is $a$. Note that for a given node $v$, $\text{Lo}(A_v)$ is always a descendant of $v$, since $v$ is contained in every route in $A_v$. We show next that $|A_v|$ and $\text{Lo}(A_v)$ uniquely identify $A_v$.

Theorem 3 Let $p$ and $q$ be two nodes in the tree. Sets $A_p$ and $A_q$ are equal if and only if $|A_p| = |A_q|$, and $\text{Lo}(A_p) = \text{Lo}(A_q)$.

Proof: ($\rightarrow$) If $A_p$ and $A_q$ are equal, clearly so are their finger prints.

($\leftarrow$) If $A_p$ and $A_q$ are different, then so are $p$ and $q$ and one of them, say $q$, is not a descendant of the other. Then, one of the following cases must hold:

1. $A_p \subseteq A_q$. Then, clearly $|A_p| < |A_q|$.
2. $A_p \setminus A_q \neq \emptyset$. Then, we have $\text{Lo}(A_p) \neq \text{Lo}(A_q)$ as shown by the following subcase analysis.
   (a) Node $p$ is not a descendant of node $q$. Then, since $\text{Lo}(A_p)$ and $\text{Lo}(A_q)$ are descendants of $p$ and $q$, respectively, it must be that $\text{Lo}(A_p) \neq \text{Lo}(A_q)$.
   (b) Node $p$ is a descendant of node $q$. Let $\rho = [b, t]$ be a path in $A_q$ but not in $A_p$. By definition, $\text{Lo}(A_q)$ lies on path $\rho$ while, by assumption, $p$ does not. Hence, $\text{Lo}(A_q)$ cannot be a descendant of $p$ and it is therefore different from $\text{Lo}(A_p)$.

In conclusion, whenever $A_p$ and $A_q$ are different, their finger prints are also different in at least one component. □

5.2 Computing Finger Prints Efficiently

Figure 7 shows how $|A_v|$ can be computed for each node $v$ in a single bottom-up walk of the tree, in $O(|A| + |V|)$ time. In this subsection we give an algorithm to compute $\text{Lo}(A_v)$ for each node $v$.

Consider first the simpler problem of computing $\text{Lo}(A_q)$ just for a given node $q$. It is natural to look for a recursive definition of $\text{Lo}(A_q)$ in terms of local values computed at $q$, and some values propagated up from its children. If $v$ is a descendant of $q$, let $A_q | v$ (read as ‘$A_q$ restricted to $v$’) be the subset of routes in $A_q$ whose bottom nodes are descendants of $v$. For example, in Figure 9, $A_c|g$ is the set of chariot routes \{1\}. Our algorithm will perform a
bottom-up walk of the descendants of \( q \), propagating the value \( \text{Lo}(A_q|v) \) up from each node \( v \); notice that the value computed when retreating out of \( q \) is \( \text{Lo}(A_q|q) \) which is nothing but \( \text{Lo}(A_q) \). Before describing this algorithm, we introduce some ancillary values defined at each node, which can be computed during the bottom-up pass. In the formulae below, \( \text{min} \) denotes the least common ancestor of a set of nodes totally ordered by the ancestor relation, taken to be \( \infty \) for the empty set.

**Definition 12** The following quantities are defined for each node \( v \):

- \( h_v = \text{min}\{ t \mid [v, t] \in A \} \),
- \( H_v = \text{min}\{ t \mid [b, t] \in A_v \} \),
- \((v_1, v_2, \ldots)\): the children of \( v \) ordered so that \( H_{v_i} \) is an ancestor of \( H_{v_{i+1}} \),
- \( t_v = \text{min}\{ h_v, H_{v_2}, v \} \).

Informally, \( h_v \) is the highest top node of any chariot route in the set of chariot routes whose bottom node is \( v \); for example, in Figure 9, \( h_c \) is \( c \). \( H_v \) is the highest top node of any chariot route in the set of chariot routes containing \( v \); in Figure 9, \( H_e \) is \( a \). For node \( e \), \( v_2 \) is \( f \), and \( H_{v_2} \) is \( b \).

To understand the significance of \( t_v \), note that a node on the tree path \([v, t_v]\) cannot be in the same \text{cdequiv} class as nodes that are strictly below \( v \) because it is either contained in a chariot route whose bottom node is \( v \) (this is the case if \( t_v = h_v \)) or it is contained in two routes that come together at \( v \) (this is the case if \( t_v = H_{v_2} \)). For example, the value of \( t_v \) is \( b \) because all nodes on the tree path \([e, b]\) are contained in both Route 1 and Route 3 which come together at \( e \), so these nodes cannot be the same \text{cdequiv} class as a node that is a strict descendant of \( e \).

It is straight-forward to compute the ancillary values in a bottom-up walk. We observe first that \( h_v \) is easily computed for all nodes in linear time by first initializing each \( h_v \) to \( \infty \), and then scanning every chariot route \([b, t]\), updating the value of \( h_b \) with \( \text{min}\{h_b, t\} \).

**Lemma 2** If \( v \) is a leaf, we have \( H_v = h_v \); \( t_v = h_v \). If \( v \) is not a leaf node, we have:

- \( H_1 = H_{v_1} \) and \( H_2 = H_{v_2} \) are the min and second min in the sequence of (possibly repeated) values \( (H_{c_1}, H_{c_2}, \ldots) \), where \( c_1, c_2, \ldots \) are the children of \( v \);
- \( H_v = \text{min}(H_1, h_v) \);
- \( t_v = \text{min}(H_2, h_v, v) \).

Given these ancillary values, the following recursive formula computes the value of \( \text{Lo}(A_q|v) \) for all nodes \( v \) that are descendants of a query node \( q \). By convention, for a leaf node \( v \), \( \text{Lo}(A_q|v) \) is always \( \infty \).

**Lemma 3** For a fixed \( q \), the following formula computes \( \text{Lo}(A_q|v) \) for each descendant \( v \) of \( q \).

### IF \( q \in [v, t_v] \)

THEN \( \text{Lo}(A_q|v) = v \);

ELSE \( \text{Lo}(A_q|v) = \text{Lo}(A_q|v_1) \).
Proof: Suppose $q \in [v, t_v)$. There are two cases.

1. $t_v = h_v$. Then, by definition of $h_v$, $[v, t_v)$ is a chariot route. Since $q \in [v, t_v)$, $[v, t_v) \in A_q | v$, so $Lo(A_q | v) = v$.

2. $t_v = H_{v_1}$. Then, by definition of $H_v$, there are chariot routes $[u_1, H_{v_1})$ and $[u_2, H_{v_2})$ where $v_1$ and $v_2$ are children of $v$, and $u_1$ and $u_2$ are descendants of $v_1$ and $v_2$, respectively.
   These two routes both contain $q$ and first meet at $v$. Therefore, $Lo(A_q | v) = v$.

   Suppose $q$ is not contained in $[v, t_v)$. This means that every route in $A_q | v$, if any, originates in the subtree rooted at $v_1$, which means that $A_q | v \subseteq A_q | v_1$. Moreover, since all routes in $A_q | v_1$ contain $q$, they must contain $v$. Therefore, $A_q | v = A_q | v_1$, which implies that $Lo(A_q | v) = Lo(A_q | v_1)$.

   The value of $Lo(A_q | q)$ is the desired value $Lo(A_q)$. Therefore, a walk over the array of chariot routes (to compute $h_v$) and then a single bottom-up walk of the descendants of $q$ suffices to compute the value of $Lo(A_q)$.

   We now extend this scheme to compute $Lo(A_q)$ for all nodes $q$. For a given $q$, we propagated the single value $Lo(A_q | v)$ up from each node $v$ which is a descendant of $q$. To extend this scheme, we propagate a sequence of values out of each node $v$, where the sequence encodes the values of $Lo(A_q | v)$ for every node $q$ that is an ancestor of $v$. For example, in Figure 9, the ancestors of $e$ in bottom-up order are $< e, d, c, b, a >$, and the corresponding sequence of $Lo(A_q | e)$ values is $< e, e, e, i, \infty >$. Since it is too expensive to have duplicate values in the sequence, we propagate instead a sequence of pairs of the form $[x, y]$ where $x$ is a $Lo$ value and $y$ is the ancestor of $v$ where this value is no longer relevant. In our example, out of node $e$, we propagate the sequence of pairs $S_e = \langle [e, b], [i, a], [\infty, -\infty] \rangle$. Read from left to right, this states that the $Lo(A_q | e)$ value is $e$ for any ancestor $q$ of $e$ up to (but not including) node $b$, is $i$ from there to node $a$, and is $\infty$ after that. With this interpretation, it is clear that for any node $q$, the value of $Lo(A_q)$ is the first element of the first pair in the sequence $S_q$.

   If $v$ is a node, the sequence $S_v$ can be expressed in terms of the sequence $S_{v_1}$ where $v_1$ is the child of $v$ described in Definition 12. By convention, $S_{v_1}$ for a leaf node $v$ is $< [\infty, -\infty] >$.

Lemma 4 For any node $v$, the sequence $S_v$ can be computed from $S_{v_1}$ as follows.

1. From $S_{v_1}$, delete every entry of the form $[x, y]$ where $y$ is a descendant of $t_v$.
2. If $[v, t_v)$ is not empty, make $[v, t_v)$ the first element of the remaining sequence.

   The resulting sequence is $S_v$.

Proof: The proof of correctness follows immediately from Lemma 3, since $Lo(A_q | v) \neq Lo(A_q | v_1)$ iff $q \in [v, t_v)$.

For any node $q$, the value of $Lo(A_q)$ is the first element of the first pair in the sequence $S_q$. Therefore, a single bottom-up pass is adequate to compute $Lo(A_q)$ for all nodes $q$. A key observation for efficiency is that by definition, the sequence of second elements of pairs in any $S_q$ are totally ordered by ancestorship. For example, in $S_e$, the sequence of second elements is $< b, a, -\infty >$. This means that the deletion of entries of the form $[x, y]$ in Step 1 of Lemma 4 can start from the first pair in the sequence and stop as soon as we come across a $y$ that is not a descendant of $t_v$. In other words, sequences can be manipulated like stacks. This is the key to obtaining an efficient implementation.
5.3 A fast algorithm for \texttt{cdequiv}

Figure 10 shows the pseudocode for a fast algorithm that exploits the pair of finger prints \{Lo, Size\} discussed above to identify nodes in the same \texttt{cdequiv} class. We use integers to identify \texttt{cdequiv} classes. Procedure \texttt{new-region-node ()} returns a new integer each time it is called. This can be implemented using a static variable initialized to zero that is incremented and returned each time the procedure is called.

We assume each node structure has the following fields:

- $S[v]$ — stack of node pairs
- $H[v]$ — top node closest to root of any route originating from a descendant of node $v$
- $\text{RecentSize}[v] = |A_w|$ where $w$ is node for which $Lo(A_w) = v$ most recently in bottom-up walk. This field is initialized to 0.
- $\text{RecentRegionNode}[v]$ — region node of node $w$ where $w$ is node for which $Lo(A_w) = v$ most recently in bottom-up walk.

To determine the complexity of this algorithm, we note that the work required to compute $t_v$ at a node $v$ is some constant amount plus two terms, one proportional to the number of children of $v$, and the other proportional to the number of routes whose bottom node is $v$. Summing over all nodes, we get a term that is $O(|V| + |A|)$. Next, we estimate the work required for pushing and popping pairs. At each node $v$, we pop a number of pairs, test one pair that is not popped, and then optionally push one pair. Since each pair is pushed once and popped once, the total cost of pushing and popping is proportional to the number of pairs, which is $O(|V|)$. Finally, the cost of testing a pair that is not popped is charged to the cost of visiting the node. Therefore, the complexity of the overall algorithm is $O(|V| + |A|)$; for the special case of the control dependence problem, this expression is $O(|E|)$. The bottom-up traversal for computing the \texttt{cdequiv} relation can be folded into the \texttt{cond} preprocessing of Section 4, but we have shown it separately for simplicity.
Procedure CdEquivPreprocessing(T)
{
  /* T is the postdominator tree */
  for each node v in bottom-up order do
    /* min returns infinity (i.e. N + 1) if the set is empty. */
    h := min { t | [v, t] is a chariot route } ;
    h_below := min { H[c] | c is a child of v } ;
    H[v] := min { h, h_below } ;
    v1 := any child c of v having H[c] = h_below ;
    Hv2 := min { H[c] | c is a child of v other than v1 } ;
    tv := min { h, Hv2, v } ;
    S[v] := S[v1] ;
    From S[v], pop all pairs [x, y] where y is descendant of tv ;
    if [v, tv] is not empty then push [v, tv] onto S[v] endif ;
    Lo := first element of first pair in S[v] ;
  /* Determine class for node v */
    RecentSize[v] := 0 ;
    if Lo = \infty then Class[v] := EmptyClass ;
    else /* a[v] is |A_v | */
      if RecentSize[Lo] \neq a[v] ) then
        RecentSize[Lo] := a[v] ;
        RecentRegionNode[Lo] := new-region-node () ;
        endif
      Connect v and RecentRegionNode[Lo] ;
    endif
    endfor
}

Figure 10: Algorithm for identifying cdequiv classes
5.4 Related Work

There is a large body of previous work on algorithms for computing the cdequiv relation. Ferrante et al gave the first algorithm for this problem [FOW87] — they computed the conds set of every node explicitly, and used hashing to determine set equality. The complexity of this algorithm is $O(|V|^2|A|)$. This algorithm was later improved by Cytron, Ferrante and Sarkar who described a quadratic time algorithm for determining the cdequiv relation [CFS90]. A linear time algorithm for the cdequiv problem for reducible control flow graphs was given by Ball [Bal93] who needed both dominator and postdominator information in his solution; subsequently, Podgurski gave a linear-time algorithm for forward control dependence equivalence, which is a special case of general control dependence equivalence [Pod93]. Newburg et al use encodings of paths from START to each node to determine the cdequiv relation [NNS94]. They do not describe the complexity of their algorithm in terms of the size of the CFG, but it is likely to be $O(|V|^2|A|)$, if not worse.

The first optimal solution to the general cdequiv problem was given by Johnson, Pearson and Pingali who designed an algorithm which required $O(|E|)$ preprocessing time and space, and which enumerated cdequiv sets in proportional time [JPP94]. This algorithm required neither dominator nor postdominator information, since it used a depth-first tree obtained from the undirected version of the control-flow graph, in which the analogs of chariot routes were back edges in the depth-first tree. The algorithm was based on a non-trivial characterization of cdequiv classes in terms of cycle equivalence, a relation that holds between two nodes when they belong to the same set of cycles. This characterization, which is remarkable in that it does not make any explicit reference to the postdominance relation, allows the cdequiv relation to be computed in less time than it takes to compute the postdominator tree! However, since postdominator information is available in APT, the reduction to cycle equivalence is not needed in here. The finger prints of sets of chariot routes used in this paper are essentially identical to those in our earlier algorithm. Other researchers have started to study cycle equivalence; for example, Rauch has developed a dynamic algorithm for computing cycle equivalence incrementally when the control flow graph is modified [Rau94]. A more detailed discussion of cycle equivalence can be found in Richard Johnson’s PhD thesis [Joh94].

Finally, we note that the ancillary quantities, $H_v$ and $t_v$, which were introduced in Definition 12, are interesting in their own right. The tree of a Roman Chariots problem can be viewed as the DFS tree of an undirected graph, in which each chariot route $[b, t)$ representing a back edge connecting nodes $b$ and $t$. For some node $v$, suppose that $H_{v1}$ is not $\infty$. Then $H_{v1}$ is the highest ancestor of $v$ that is connected to some proper descendant of $v$ by a back edge. To see the significance of $H_v$, note that $H_v = \min\{h_v, H_{v1}\}$. If $H_v$ is not $\infty$, then $H_v$ is the highest ancestor of $v$ reachable by a path that contains only descendants of $v$ (other than $H_v$ itself). It is also easy to see that if $H_v$ is not $\infty$, then there are two paths from $v$ to $H_v$ that have no vertices in common other than $v$ and $H_v$. One path is the tree path $[v, H_v)$. If $H_v = h_v$, then the other path is the back edge from $v$ to $h_v$. If $H_v = H_{v1}$, there is a proper descendant $d$ of $v$ such that there is a back edge from $d$ to $H_v$; in that case, the other path is the tree path $[v, d)$ concatenated with the back edge from $d$ to $H_v$. The existence of two node disjoint paths between $v$ and $H_v$ means that these nodes are in the same biconnected component of the undirected graph; in fact, the computation of $H_v$ is the key
step in the Hopcroft and Tarjan algorithm for computing biconnected components [AHU74] since it determines articulation points in the undirected graph. It can be shown that the computation of \( t_v \) arises similarly in the computation of triconnected components.

6 Implementation and Experiments

We can summarize the data structure \( APT \) for the Roman Chariots problem as follows.

1. \( T \): tree that permits top-down and bottom-up traversals
2. \( A \): array of chariot routes of the form \([v, w]\) where \( w \) is an ancestor of \( v \) in \( T \)
3. \( dfs[v] \): \( dfs \) number of node \( v \)
4. \( Bndry?[v] \): boolean. Set to true if \( v \) is a boundary node, and set to false otherwise
5. \( L[v] \): list of chariot routes. If \( v \) is a boundary node, \( L[v] \) is a list of all routes containing \( v \); otherwise, it is a list of all routes whose bottom node is \( v \).
6. \( R[v] \): node. Region node (cdequiv) associated with \( v \).

Two aspects of our \( APT \) implementation for the control dependence problem are worth mentioning. Rather than use cd sets, we work with the corresponding CFG edges, and the conversion to cd sets is done on the fly, using the postdominator tree (see Figure 8(c)). This enables the output of \( \text{cnts} \) queries to be produced directly without translation from integers to CFG edges, eliminating a data structure that would be needed for this translation. Finally, in procedure \text{Query} of Figure 6, it is worth inlining the call to procedure \text{Visit}, and eliminating ancestorship tests on routes cached at the query node itself; if full caching is performed, the overhead of a \( \text{cnts} \) query in \( APT \), compared to that in the CDG, reduces to a single conditional test.

For control dependence investigations, the standard model problem is a nest of repeat-until loops, where the problem size is the number of nested loops, \( n \). Figures 11(a) and (b) show storage requirements as problem size is varied. The storage axis measures the total number of routes stored at all nodes of the tree. The storage required for the CDG is \( n(n+3) \) which grows quadratically with problem size as expected. For a fixed problem size, the storage needed for \( APT \) is between the storage needed for the CDG (full caching) and the storage needed if there is no caching (the dotted line at the bottom of Figures 11(a,b)).

Consider the graph for \( \alpha = 1/32 \) in Figure 11(a). For small problem sizes (between 1 and 31), storage requirements look exactly like those of the CDG. For problem sizes larger than 63, storage requirements grow linearly. In between these two regimes is a transitory region. A similar pattern can be observed in the graph for \( \alpha = 1/16 \). These results can be explained analytically as follows. From Equation 2, it follows that every node is in a zone by itself if, for all nodes \( q \), \( |Z_q| \leq \alpha|A_q| + 1 < 2 \). This means that for all nodes \( q \), \( |A_q| < 1/\alpha \). If the nesting depth is \( n \), it is easy to verify that the largest value of \( |A_q| \) is \((n+1)\). Therefore, if \( n < (1/\alpha) - 1 \), all nodes are in zones by themselves, which is the case for the CDG. This analysis shows the adaptive nature of the \( APT \) data structure. Intuitively, \( 1/\alpha \) is a measure of the ‘budget’ for space — if the problem size is small compared with the budget, the algorithm performs full caching. As problem size increases, full caching becomes more and more expensive, until at some point, zones with more than one node start to appear, and the graph for \( APT \) peels away from the graph for the CDG. A similar analytical interpretation
is possible for Figure 11(b) which shows storage requirements for $\alpha > 1$. Finally, Figure 11(c) shows that for a fixed problem size, storage requirements increase as $\alpha$ decreases, as expected. The dashed line is the minimum of the $CDG$ size and the right hand side of Inequality 6 for $n = 100$; this is the computed upper bound on storage requirements for $n = 100$, and it clearly lies above the graph of storage actually used.

Figure 11(d) shows that for a fixed problem size, worst case query time decreases as $\alpha$ decreases. Because actual query time is too small to measure accurately, we measured instead the number of routes examined during querying (say $r$), and the number of nodes in the subzone of the query node, other than the query node itself (say $s$). The $y$-axis is the sum $(r + 2s)$, where the factor of 2 comes from the need to traverse each edge in the subzone twice, once on the way down and then again on the way back up. Note that each graph levels off at its two ends (for very small $\alpha$ and for very large $\alpha$) as it should. It is important to note that the node for which worst-case query time is exhibited is different for different values of $\alpha$. In other words, the range of query times for a fixed node is far more than the 5:1 ratio seen in Figure 11(d).

Finally, Figures 11(e,f) show how preprocessing time varies with problem size, and with $\alpha$. These times were measured on a SUN-4. Note that for $\alpha > 1/8$, preprocessing time is less than the time to build the postdominator tree; even for very small values of $\alpha$, the time to build the $APT$ data structure is no more than twice the time to build the postdominator tree. This shows that preprocessing is relatively inexpensive.

Real programs, such as the SPEC benchmarks, are less challenging than the model problem. Figure 12(a) shows a plot of storage vs. program size for all the procedures in the SPEC benchmarks. The $x$-axis is the number of basic blocks in a procedure, and is a measure of procedure size. The $y$-axis shows the total number of routes stored at all nodes of an $APT$ data structure for that procedure. For each procedure, the $APT$ data structure was constructed with three different values of $\alpha$ — (i) a very small value of $\alpha$ (full caching), (ii) $\alpha = 1$, and (iii) a very large value of $\alpha$. From Figure 12(a), we can show that storage requirements can be reduced by a factor of 3 by using a large $\alpha$. Figure 12(b) shows the total storage requirements for all the procedures in each of the SPEC benchmarks.

For a fixed problem size, the use of a very small value of $\alpha$ is similar to building the $CDG$; therefore, the data points for small $\alpha$ in Figure 12(a) can be viewed as the storage requirements for the $CDG$. Note that unlike in the model problem, storage requirements of procedures in the SPEC benchmarks grow linearly with program size (this observation has been made before by other researchers [CFR+91]). This can be explained as follows. It is easy to verify that if the height of the postdominator tree does not grow with problem size, the size of the $CDG$ will grow only linearly with problem size. As is seen in Figure 12, the height of the postdominator tree for procedures in SPEC is quite small, and it is more or less independent of the size of the procedure (only the procedure $iniset.f$ in $doduc$ has a postdominator tree height of more than 75). This reflects the fact that deeply nested loops and long sequential chains of code are rare in real programs.

Query time was not significantly affected when $\alpha$ was set to 1; for larger values of $\alpha$, query time for a few nodes was affected, but on the whole, the effect was small. Finally, for every procedure in the SPEC benchmarks, preprocessing time to construct $APT$ is a small fraction of the time to build the postdominator tree.
Figure 11: Experimental Results for Repeat-Until Loop Nests
Figure 12: Experimental Results for SPEC Benchmarks
7 Conclusions

The \APT data structure can be used to build the SSA form of a program in \( O(|E|) \) time per variable by exploiting the connection between dominance frontiers and \texttt{conds} sets [PB95]. This improves the quadratic time complexity of the commonly used algorithm of Cytron \textit{et al} [CFR+91], and it has the same complexity as a recent algorithm due to Sreedhar and Gao [SG95]. The advantage of our algorithm over the Sreedhar and Gao algorithm is that \APT permits us to compute the dominance frontier of a node optimally, whereas the Sreedhar and Gao algorithm requires \( O(|E|) \) time for this problem. On the SPEC benchmarks, this advantage results in our algorithm running 5 times faster than the Sreedhar and Gao algorithm. Furthermore, our algorithm subsumes both the Cytron \textit{et al} algorithm and the Sreedhar and Gao algorithm — if we build \APT with a small value of \( \alpha \), our algorithm reduces to the algorithm of Cytron \textit{et al}, while a large value of \( \alpha \) results in the algorithm of Sreedhar and Gao!

There are many alternatives to the zone construction algorithm given in this paper. For example, instead of searching the subtree below a query node for the bottom ends of chariot routes, we can search the path from the query node to END for the top ends of relevant chariot routes. In general, there is a trade-off between the sophistication of the query procedure and the amount of caching in \APT, for a given query time. For example, we can use \texttt{cdequiv} information in answering \texttt{conds} queries. It can be shown that the nodes in a \texttt{cdequiv} equivalence class are ordered by the ancestor relation in the postdominator tree [JPP94]. Given a query \texttt{conds}(v), we can answer instead the query \texttt{conds}(w) where \( w \) is the node in the \texttt{cdequiv} class of \( v \) that is lowest is the tree; this lets the query procedure avoid examining nodes on the path \([v, w]\), which can be exploited during zone construction to reduce storage requirements.

Although we have used the term \textit{caching} to describe \APT, note that most caching techniques for search problems, such as memoization and related ideas used in the theorem proving community [Mic68, SS93], perform caching at \textit{run time} (query time). In contrast, caching in \APT is performed during preprocessing, and the data structure is not modified by query processing. This permits us to get a grip on storage requirements, which is difficult to do with run time approaches. Of course, nothing prevents us from using run time caching together with \APT, if this is useful in some application.

There is a deep connection between \APT and the use of factoring to reduce the size of the \textit{CDG} [CFS90]. Factoring identifies nodes that have control dependences in common, and creates representations which permit control dependences to be shared by multiple nodes. The simplest kind of factoring exploits \texttt{cdequiv} sets. If \( p \) nodes are in a \texttt{cdequiv} set, and have \( q \) routes in common, we can introduce a \textit{junction} node, connect the \( q \) routes to the junction, and introduce edges from the junction to each of the \( p \) nodes. In this way, the number of edges in the data structure is reduced from \( p \times q \) to \( p + q \). Exploitation of \texttt{cdequiv} information alone is not adequate to reduce the asymptotic size of the graph, but the idea of sharing routes can be extended — for example, factoring is possible when the routes containing a node \( v_1 \) are a subset of the routes containing node \( v_2 \). However, no factorization to date has reduced worst-case space requirements. To place the \APT data structure in perspective, note that it can be viewed as a factored representation since a route
is cached just once per zone, and that entry is shared by all nodes in the zone. However, there is an important difference between the traditional approaches to factorization, and the one that we have adopted in \APT. In previous factorizations, every route encountered during query processing is reported as output. In our approach, the query procedure may encounter some irrelevant routes which must be ‘filtered out’, but there is a guarantee that the number of irrelevant routes encountered during query processing is at most some constant fraction of the actual output. By permitting this slack in the query procedure, we are successful in reducing space and preprocessing time requirements without affecting asymptotic query time.

More generally, the approach to \texttt{conds} described in this paper can be viewed as an example of Chazelle’s \emph{filtered search} [Cha86], a technique used in computational geometry to solve range search problems. In these problems, a set of geometrical objects in \(\mathbb{R}^d\) is given. A query is made in the form a connected region in \(\mathbb{R}^d\), and all objects intersecting this region must be enumerated. To draw the analogy, we can view the routes in our problem as geometric objects, and we can view the query node as the analog of the query region; clearly, the \texttt{conds} problem asks for enumeration of all ‘objects’ that intersect the query ‘range’. Filtered search exploits the fact that to report \(k\) objects, it takes \(\Omega(k)\) time. Therefore, we can invest \(O(k)\) time in an adaptive search technique that is relatively less efficient for large \(k\) than it is for small \(k\). In our solution to the \texttt{conds} problem, nodes contained in a large number of routes are allowed to be in zones with a large number of nodes; therefore, a query at such a node may visit a large number of nodes, but this overhead is amortized over the size of the output. Correspondingly, the search procedure visits a small number of nodes if the query node has only a small amount of output. This kind of search procedure with adaptive caching may prove useful in solving other problems in the context of restructuring compilers.
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