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Message logging is a popular technique for building systems that can tolerate process crashes and transient channel failures. The technique, which was first developed in the mid-80s, is popular because message-logging protocols are relatively simple and require process replication only when a process fails. Surprisingly, however, very little attention has been given to the formal specification of the consistency property that these protocols implement in order to be able to recover failed processes to a consistent state.

This dissertation presents the first such formal specification. From this specification, the two major classes of message-logging protocols, namely optimistic and pessimistic, are characterized. A third and new class of message-logging protocols, called causal, is introduced. A notion of optimality, based on three important performance metrics, is proposed, and it is shown that optimal implementations of causal message-logging protocols exist. In particular, it is shown that
causal message-logging protocols combine the positive aspects of optimistic and pessimistic message logging.

A subclass of causal message-logging protocols, called family-based logging, is developed. Family-based logging protocols are optimal and have the additional attractive characteristic that the smaller the maximum number of concurrent failures, the lower their overhead. Furthermore, several compression techniques can be used to reduce this overhead. Finally, it is shown that family-based logging protocols can be implemented in order to take advantage of the different patterns of communication that systems exhibit.
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Chapter 1

Introduction

Section 1.1 presents the issues that motivate this research. Section 1.2 briefly discusses message logging, the technique for building fault-tolerant distributed systems that has been the focus of our investigation. Section 1.3 briefly outlines the contributions of this dissertation, and Section 1.4 outlines its organization.

1.1 The Challenge

Architectures that connect powerful workstations through high-speed communication networks hold great potential for high-performance parallel computing. In fact, the amount of raw computing power present in a typical modern distributed system with dozens, if not hundreds, of general-purpose workstations may well exceed that of an expensive, special-purpose supercomputer. Programming these systems, however, poses challenges that are not presented by a traditional supercomputer. One of the major challenges is providing fault-tolerance.
Today’s important computing applications (e.g. genome analysis) require days or weeks to execute on networks with dozens of workstations [DGB+96]. Hours of computing can be wasted if there are hardware failures, or even if one of the processors is turned off, rebooted, or disconnected from the network by an unknowing user. Such events are actually much more likely to occur than real hardware failures, since workstations are often under the control of different administrative domains — i.e. the individuals who have the workstations on their desks.

Traditionally, the applications requiring fault-tolerance have been those for which failures can have potentially catastrophic consequences. These critical applications (such as monitoring a nuclear plant, or an airplane) must be able to recover from arbitrary failures, and the cost of achieving the necessary level of fault-tolerance — in terms of used resources and/or diminished performance — is regarded as secondary concern.

In contrast, most of the applications that one can foresee running on a network of workstations will not be critical in nature. For such applications, fault-tolerance is a desirable option, rather than a necessity, and, as with any option, its benefits must be carefully weighted against its costs. Any technique providing fault-tolerance must:

- Tolerate common kinds of failures.

- Require few additional resources and have a negligible impact on performance during failure-free executions.

- Scale their cost depending on the severity and number of failures that need
to be tolerated.

- Integrate with applications in a way transparent to the application programmer.

1.2 Message Logging

Message logging is a technique for providing fault-tolerance that has the potential to address the requirements outlined above. Message-logging protocols are used to build systems that can tolerate the common type of failure in which processes fail by halting. The mechanisms necessary to recover a faulty process combine checkpointing with careful recording of the messages received by each process, and are implemented so that they are transparent to the application.

Message logging is not the only technique for building systems that tolerate this kind of process failures. For example, active replication [Sch90] or primary-backup [BMST92] are other commonly-used techniques. What makes message logging attractive is its simplicity and low cost. A further advantage of message logging is that it can be readily applied to any inter-process communication structure, while both active replication and primary-backup are typically applied in a client-server setting.

The major limitations of message logging are two:

1. The time necessary to recover a process using message logging tends to be higher than the time necessary to recover a process using active-replication or primary-backup.
2. Reaching a consistent global state [CL85] upon recovery of a faulty process is complicated, unless blocking is introduced during failure free execution.

The first limitation can be addressed by increasing the frequency with which checkpoints are taken (although at the cost of slowing down the application). The second limitation has proven to be less easy to address. The consistency condition that must hold in a message-logging protocol upon recovery of a faulty process is often expressed in terms of orphan processes. These are correct processes whose state is inconsistent with the recovered state of a process. Consistency requires that when recovery is complete there be no orphan processes. In order to satisfy this requirement, message-logging protocols have traditionally presented a classical trade-off between pessimistic and optimistic protocols. Pessimistic protocols prevent the creation of orphan processes, but do so at the cost of introducing blocking: they offer simple recovery at the cost of relatively poor performance. Optimistic protocols, in order to avoid blocking, may create orphan processes when a failure occurs. Optimistic protocols perform better than pessimistic in the absence of failures, but recovery becomes complex, since when a failure occurs orphan processes must be detected, and their states must be rolled back to achieve consistency.

### 1.3 Contributions of the Dissertation

As we noted above, the main problem in message logging derives from the difficulty of satisfying the consistency condition that must hold upon recovery of a faulty process in a way that is both simple and efficient. Yet, in spite of the numerous message-logging protocols [SY85, JZ87, JV87, SBY88, SW89, JZ90, Eln93, VJ94], no
precise specification of what such consistency condition requires has been presented in the literature. In this dissertation, we present the first formal specification of a necessary and sufficient condition for avoiding orphan processes. After showing how pessimistic and optimistic protocols relate to this condition, we use it to specify a new class of message-logging protocols, that we call causal. We propose a set of metrics to evaluate message-logging protocols and characterize the protocols that are optimal with respect to them. Finally, we present family-based logging, a novel set of message-logging protocols that are both causal and optimal. Family-based logging (FBL) protocols combine the positive aspects of both pessimistic and optimistic protocols by preventing orphan processes without introducing blocking. FBL protocols can be customized to meet the needs of different applications. The overhead they exact depends on the number of failures that an application is willing to tolerate, and can be minimized by exploiting the pattern of inter-process communication exhibited by a specific application.

1.4 Outline of the Dissertation

The dissertation is organized as follows. Chapter 2 describes the system model assumed throughout the dissertation. Chapter 3 provides an informal introduction to message logging. Chapter 4 gives a specification of message logging, and characterizes causal message-logging protocols. Chapter 5 defines optimal message-logging protocols, and derives the structure of an optimal causal protocol. Chapter 6 describes family-based logging. Chapter 7 concludes the dissertation. In the Appendix three family-based logging protocols are presented in detail.
Chapter 2

System Model

This chapter defines the system model and states the assumptions used in the remaining of the dissertation.

2.1 System Model

Consider a distributed system consisting of \( n \) processes. Processes communicate only by exchanging messages, and a process never sends a message to itself. The system is asynchronous: there exists no bound on the relative speeds of processes, no bound on message transmission delays, and no global time source.

The local history of a process \( p \) during an execution is a (possibly infinite) sequence of events \( h_p = \epsilon^1_p, \epsilon^2_p, \ldots \) where \( \epsilon^1_p \) denotes the first event executed by process \( p \), \( \epsilon^2_p \) denotes the second event executed by process \( p \) and so on. The global history of an execution is a set \( H = \bigcup_{p=1}^n h_p \).

For any events \( \epsilon_i \) of process \( i \) and \( \epsilon_j \) of process \( j \), we write \( \epsilon_i \prec \epsilon_j \) (read “\( \epsilon_i \)
immediately precedes $e_j$”) if one of the following two conditions is true:

- $i = j$ and $e_i$ was executed before $e_j$;
- $e_i$ is a send event and $e_j$ is the corresponding receive event.

The transitive closure of relation $\prec$ is denoted by $\rightarrow$ [Lam78]. If $e_i \rightarrow e_j$ then we say that “$e_i$ happens before $e_j$”, “$e_i$ causally precedes $e_j$”, “$e_j$ causally follows $e_i$” or “$e_j$ depends on $e_i$”.

Execution of the system is represented by a *run*, which is an irreflexive partial ordering of the send events, receive events and local events in the execution defined by the pair $(H, \rightarrow)$. Define the *causal history* of event $e$ in a run $\rho = (H, \rightarrow)$ as the set:

$$\theta(e) = \{e' \in H: e' \rightarrow e\} \cup \{e\}$$

We define a *causal path* between an event $e^1$ and an event $e^k$ to be a sequence of events $e^i : 1 \leq i \leq k$ such that $\forall i : 1 \leq i < k : e^i \prec e^{i+1}$ and call $i$ the *index* of event $e^i$ in the causal path. Given a causal path $e^i : 1 \leq i \leq k$, its associated *causal chain of processes* is built as follows.

1. The first process in the chain is $p$ if the first event in the sequence is $e^1_p$.

2. Suppose that we have scanned the events through event $e^i_p$ and $p$ is the $j$-th process in the chain. We find the $j + 1$-st process by finding the smallest $h : i < h \leq k$ such that the process $q$ in $e^h_q$ is different from $p$.

The *length* of a causal chain of processes is one less than the number of elements in the chain.
For each process $p$, a special class of events local to $p$ are called \emph{deliver events}. These events correspond to the delivery of a message to the application running on $p$. For any message $m$ from process $p_1$ to process $p_2$, we assume that $p_2$ delivers $m$ only if it has received $m$ and that $p_2$ delivers $m$ at most once. Furthermore, we assume that a correct process will eventually deliver all messages it has received.

The \emph{state} of a process is a mapping from program variables and implicit variables (such as program counters) to values. The state of a process does not include the variables defined in the underlying communication system, such as the queues of messages that have been received but not yet delivered to processes. Consider states $s_p$ and $s_q$ of processes $p$ and $q$, $p \neq q$. We say that $s_p$ and $s_q$ (or, more simply, $p$ and $q$) are \emph{mutually consistent} if all of the messages from $q$ that $p$ has delivered during execution up to $s_p$ were sent by $q$ during its execution up to $s_q$, and vice versa. A collection of states, one from each process, defines a \emph{global state}. A global state is \emph{consistent} if all pairs of states are mutually consistent [CL85]; otherwise it is \emph{inconsistent}.

Given an initial state and a local history $h_p$ of a process $p$, one can construct a local state history $\sigma_p$ of $p$. Doing so allows one to represent an event $e$ of process $p$ as the pair of states $(s_e, s'_e)$ of $p$ such that $e$ takes $p$ from state $s_e$ to $s'_e$. One can then define $\prec$ over states:

1. for all events $e$, $s_e \prec s'_e$;

2. for all pairs of events $e_1$ and $e_2$, $e_1 \prec e_2$ implies that $s_{e_1} \prec s'_{e_2}$.

\footnote{This definition is different from that of [CL85] in that it is defined in terms of \emph{deliver} events rather than \emph{receive} events. Our usage corresponds to the literature on message-logging protocols.}
The transitive closure of \(<\) over states yields the happens-before relation \(\rightarrow\) over states.

Processes are piecewise deterministic [SBY88]: execution of a process consists of a sequence of deterministic intervals of execution, joined by non-deterministic events. For each process, the first interval of execution begins with the process' initial state; subsequent intervals begin with each nondeterministic event.

Only deliver events are non-deterministic\(^2\): a process can choose non-deterministically the next message to deliver from among those that it has received but not delivered. Hence, execution of a process consists of a sequence of intervals, the beginning of each interval being defined by the initial state of the process and by the delivery of a message. Such intervals are called a state intervals. Given the first state of a state interval and the message whose delivery defines the beginning of the interval, the remaining states in the interval are uniquely determined.

For any message \(m\) delivered by process \(p\), the receive sequence number of \(m\), denoted \(m.rsn\), encodes the order in which \(m\) was delivered: \(m.rsn = \ell\) iff \(m\) is the \(\ell\)th message delivered by \(p\) [SY85]. The state interval that \(p\) initiates with the delivery of \(m\) is denoted \(p[\ell]\) where \(\ell\), the index of \(p[\ell]\), is equal to \(m.rsn\). State interval \(p[0]\) is defined to be the sequence of states of \(p\) from its initial state to the state immediately before delivery of the first message.

We make the following further assumptions:

- Channels between processes are point-to-point, FIFO, and can fail only by

\(^2\)We are going to adopt the assumption that message delivery ordering is the only source of non-determinism for the rest of this dissertation. However, the results of this dissertation can be easily extended in principle to arbitrary types of non-deterministic events.
transiently losing messages.

• Processes fail independently according to the fail-stop model [Sch84]. In this model, processes fail by halting, and the fact that a process has failed is eventually detected by all non-faulty processes.

• Each process knows the identities of the fixed set of processes comprising the system.

• Stable storage, a system utility used to atomically and reliably log data [Gra77], is available across the system and persists across failures.

• There are sufficient resources to restart a faulty process eventually.
Chapter 3

The Message-Logging Approach

This chapter provides an informal introduction to the message-logging technique for providing fault-tolerance. The chapter is structured in five sections. Section 3.1 gives motivations that led to the development of message logging and argues why the technique remains attractive today. Section 3.2 defines the no-orphans consistency condition, which guarantees that after a failure the distributed system will be restored to a consistent global state. The section then discusses how message logging implements this condition. Section 3.3 discusses the role played by non-determinism and introduces the notion of the determinant of a non-deterministic event. Section 3.4 outlines the general structure of a message-logging protocol. Finally, Section 3.5 discusses central issues that arise in the design and implementation of message-logging protocols.
3.1 Background and Motivation

Fault-tolerance can be achieved only through some form of redundancy. In *temporal redundancy*, an application is restored to a previous consistent state when it fails, and the lost computation is then repeated. This procedure is called *recovery*. In *spatial redundancy*, several independent copies of the application are executed concurrently on different processors, and the final result is determined through some form of voting [Sch86]. The most appropriate form of redundancy for a specific application depends on the nature of the application and the type of failures that must be tolerated.

For instance, spatial redundancy, which guarantees that no computation will ever need to be repeated because of a failure, is well suited for applications that have strict timing constraints. Spatial redundancy is also the only way to tolerate failures that exhibit arbitrarily malicious behavior (sometimes called *Byzantine failures*) [LSP82]. Spatial redundancy, however, requires a considerable investment of computing resources. To tolerate a single malicious failure, it is necessary to execute copies of the same application on three independent processors [vN56]. Applications that do not have strict timing constraints or for which failures do not have potentially catastrophic consequences may not warrant this kind of investment. Consider, for instance, parallel scientific applications. If a parallel scientific application needs to be restarted from its initial state because of a failure, time and money may be lost but there should be no danger to public safety. Hence, parallel scientific applications usually do not warrant the dedication of two thirds
of the available computing resources in order to tolerate a single malicious failure. For such applications, temporal redundancy is the more appropriate approach.

It is relatively easy to implement fault-tolerance based on temporal redundancy for a sequential application running on a single processor. The state of the application is periodically saved on stable storage through an action called *checkpointing*. Each saved state is called a *checkpoint*. If a failure occurs, then the application is resumed from the last checkpoint.

The situation is considerably more complex, however, for a distributed application. The global state of such an application comprises the union of the local states of the processes running the application. A checkpoint of the global state of the application can therefore only be obtained by taking local checkpoints of the application processes. Unfortunately, an arbitrary set of local checkpoints need not constitute a consistent global state [CL85].

For example, consider Figure 3.1. Process $p_1$ and process $p_2$ exchange messages and take periodic and independent checkpoints of their local states, denoted as $C_{1i}$ and $C_{2i}$ for $1 \leq i \leq 3$. Suppose process $p_2$ fails some time after having sent message
Figure 3.2: An execution leading to the domino effect.

$m_5$ to $p_1$, and consider the global state obtained by combining $C_{13}$ and $C_{23}$, the latest checkpoints of $p_1$ and $p_2$. This global state is inconsistent, since $C_{13}$ and $C_{23}$ are not mutually consistent: $C_{13}$ reflects the delivery of message $m_5$, but $C_{23}$ does not reflect the sending of $m_5$. Hence, restoring the system to this global state would not yield a previous consistent global state of the system. The global state obtained combining $C_{12}$ and $C_{23}$, however, is consistent. To restore the system to this consistent global state, the state of $p_1$ must be rolled back to $C_{12}$.

In general, there is no guarantee that, by rolling back processes, a non-initial consistent global state will be found eventually. Indeed, if processes take checkpoints independently, then there exist runs in which the only consistent global state to which the application can be rolled back is the initial state. An example of such a run is presented in Figure 3.2.

As in Figure 3.1, when process $p_2$ fails, process $p_1$ rolls back to checkpoint $C_{12}$, which preceded the delivery of $m_5$. In this case, though, $C_{12}$ and $C_{23}$ do not constitute a consistent global state because $p_2$ has delivered $m_4$, which $p_1$ sent after checkpoint $C_{12}$. Hence, $p_2$ must be rolled back to $C_{22}$. Unfortunately, $C_{12}$ and $C_{22}$
do not constitute a consistent global state either. In fact, the only result of rolling back \( p_2 \) is to reverse the roles of \( p_1 \) and \( p_2 \); now it is \( p_1 \) that must roll back, this time to undo the delivery of \( m_3 \). The pattern of communication of Figure 3.2 will eventually force \( p_1 \) and \( p_2 \) back to their initial states. This uncontrolled cascade of rollbacks is called the \textit{domino effect} [Ran75].

The domino effect can be prevented if processes coordinate their checkpoints, rather than checkpointing their states independently. Through coordination, it is possible to guarantee that a set of local checkpoints will indeed constitute a consistent global state [CL85]. Coordination, however, comes at a cost in an asynchronous system: since processes cannot rely on a common clock to coordinate, they need to exchange messages, at a considerable overhead for environments in which communication is expensive [BLI90].

The original motivation for message logging was precisely to avoid the overhead of checkpoint coordination while still preventing the domino effect. Message logging achieves this result by requiring each process to save on stable storage some additional data collected between taking consecutive independent checkpoints.

A second motivation for message logging was to reduce overhead associated with the application communicating with the environment. Before an application can send output to the environment, a special protocol, commonly called \textit{output commit protocol}, is run to ensure that, in case of a failure, the application will never roll back to a state prior to the one in which the output was produced. Following [EZ94], we call the time necessary to execute such a protocol the \textit{output latency}. In the absence of message logging, the output commit protocol requires
a coordinated checkpoint. With message logging, the output commit protocol requires only that the process communicating with the environment save a small portion of its local state on stable storage. This weaker requirement results in potentially much lower output latency.

Recently, Elnozahy and Zwaenepoel have experimentally compared the performance of message logging and coordinated checkpointing for compute-intensive applications running on networks of workstations [EZ94]. Their data confirm that message logging substantially outperforms coordinated checkpointing in output latency. However, their work also suggests that the cost of coordinating checkpoints is comparable with the overhead incurred in maintaining the additional information required by message logging. Message logging appears, therefore, to be ideally suited for applications that require substantial communication with the environment.

### 3.2 Consistency in Message-Logging Protocols

When temporal redundancy is used, upon recovery the application must be in a consistent state. In a distributed system, this means that, upon recovery, the application processes need to be in mutually consistent states: for each message \( m \) delivered by an application process \( q \), there must be an application process \( p \) that, in a past state, sent \( m \) to \( q \).

When a process fails and recovers, mutual consistency may not hold. Consider again the execution in Figure 3.1. When \( p_2 \) fails, state stored in its volatile memory is lost. Process \( p_2 \) is rolled back to a state prior to the one in which it sent message
$m_5$ to $p_1$, and mutual consistency between the states of $p_1$ and $p_2$ is lost. If during recovery $p_2$ cannot be restored to a state following the send of message $m_5$, then $m_5$ is called an orphan message, and process $p_1$, which delivered $m_5$, is called an orphan process. Consider a message $m$ sent by a process $q$ that subsequently fails. Assume that $q$ cannot be recovered to the state $s$ in which $m$ was sent. Any process in a state $s'$ such that $s \rightarrow s'$ is an orphan.

The consistency condition required by fault-tolerant schemes based on temporal redundancy is, therefore, the following:

In the global state from which the application is resumed after a failure,

no process is an orphan process.

We call this condition the eventually-no-orphans consistency condition.

In the case of Figure 3.1, eventually-no-orphans consistency condition can be satisfied by rolling $p_1$ back to checkpoint $C_{12}$. As we saw in the previous section, however, without checkpoint coordination, it may be impossible to roll back the application processes to a non-initial global state in which no process is an orphan.

Message logging offers an alternative way of satisfying the no-orphan consistency condition. Coordinated checkpointing avoids orphans by rolling back the state of all the application processes to a consistent global state; message logging instead attempts to save information that a failed process can use during recovery to reenter states that were entered before the failure. In the case of Figure 3.1, for example, a message-logging protocol could save the information necessary to ensure that $p_2$ can be recovered to the state in which $m_5$ was sent and therefore the protocol would prevent $p_1$ from becoming an orphan process.
3.3 Recovery and Non-Determinism

To determine which information must be saved to satisfy the no-orphan consistency condition, consider applications $\alpha$ and $\alpha'$. Assume that the processes executing $\alpha$ are deterministic but that the processes executing $\alpha'$ make non-deterministic choices. Let $\rho$ be a run of $\alpha$, and let $\rho'$ be a run of $\alpha'$. To simplify the discussion and without loss of generality, assume that no checkpoints are taken during $\rho$ or $\rho'$.

We want to determine what information must be saved during $\rho$ and $\rho'$ in order to recover $\alpha$ and $\alpha'$ to a consistent state after a failure.

First, consider $\alpha$. Since no process executing $\alpha$ makes non-deterministic choices in $\rho$, if processes do not read input from the environment, then it is not necessary to save any information about what occurred during $\rho$ to recover $\alpha$ to a consistent state after a failure. The processes of $\alpha$, restarted from their initial states, will deterministically reproduce $\rho$. All messages exchanged during $\rho$, and in particular all messages directed to the environment, will be regenerated, and $\alpha$ will be restored to a consistent state. Note that if processes do read from the environment, then any data read during $\rho$ must be saved, since it is needed to reproduce $\rho$ during recovery.

Now, consider $\alpha'$. Since processes make nondeterministic choices in $\rho'$, it is no longer sufficient to restart the processes from their initial states to ensure that $\rho'$ will be reproduced. Because processes may not repeat the non-deterministic choices they made during $\rho'$, some of the messages exchanged during $\rho'$, and in
particular some of the messages directed to the environment, may not be regenerated. Unless we can reproduce $p'$ during recovery, $a'$ may not be restored to a state consistent with the state of the environment. Therefore, enough information must be saved about each non-deterministic event $e$ to guarantee that, after executing $e$ during recovery, $a'$ will again enter the same state it entered during the original execution. We call such information the *determinant* of $e$.

Message-logging protocols save determinants for non-deterministic choices made and use these determinants during recovery. Traditionally, message-logging protocols are designed under the assumption that a piecewise deterministic process makes only one kind of non-deterministic choice: a process non-deterministically selects, among the received messages, the next one to deliver. Hence, message-logging protocols save the information necessary to guarantee that each process, during recovery, will deliver the same sequence of messages originally delivered. To characterize this information precisely, we introduce the following notation.

For each message $m$ delivered during an execution, let $m.source$ and $m.ssn$ denote, respectively, the identity of the sender process and a unique identifier assigned to $m$ by the sender. The latter may, for example, be a sequence number. Let $\text{deliver}_{m.dest}(m)$ denote the event that corresponds to delivery of message $m$ by process $m.dest$. The tuple $(m.source, m.ssn, m.dest, m.rsn)$ determines $m$ and the order in which $m$ was delivered by $m.dest$ relative to the other messages delivered by $m.dest$. Note that the text $m.data$ of $m$ is not part of the tuple. \(^1\) We call this tuple the determinant of event $\text{deliver}_{m.dest}(m)$, and we denote the tuple as $\#m$.

\(^1\)If $\text{deliver}_{m.dest}(m)$ refers to a message $m$ read from the environment, then the tuple must also include $m.data$. 
For simplicity, we often refer to $\#m$ as the determinant of $m$.

If the determinants of all the messages delivered during $\rho'$ are available during recovery, then $\rho'$ can be reproduced during recovery. This observation leads to an interesting and somewhat surprising conclusion: message-logging protocols do not really need to log messages. That is, in principle message-logging protocols do not need to save the contents $m.data$ of a message $m$ delivered during $\rho'$ — except for messages read from the environment — in order to guarantee that $m$ will be regenerated and delivered at the correct point during recovery. This is because, since execution during recovery will reproduce $\rho'$, any message $m$ that was sent and delivered during $\rho'$ will be sent again during recovery. Hence, message-logging protocols need only log message determinants. We use this insight in Chapter 4, when we derive a specification for message logging.

Of course, even if the messages delivered during $\rho'$ can be regenerated by restarting all the processes from their initial states, having the message contents quickly available for replay can speed up recovery. In practice, message-logging protocols cache the contents of messages exchanged during a run. In Section 3.5, we discuss different techniques to implement such caching.

### 3.4 Structure of Message-Logging Protocols

Message-logging protocols employ two fundamental components:

1. A *logging component*, which is responsible for saving determinants, caching messages, and checkpointing process states.
2. A recovery component, which uses the information saved by the logging component to recover the application to a state that satisfies the no-orphan consistency condition.

Checkpoints can be independent [SY85,KT87,SW89,JZ87,SBY88,JV87,JZ90,Joh93,WF92,EZ92,VJ94] or coordinated [EZ94].

The storage abstraction implemented by the logging component is called a log. To emphasize the fundamentally different roles played by message determinants and message contents, we explicitly distinguish between storing messages and storing determinants. We will therefore talk of a determinant log, distinct from a message log. The action of saving data to either log is called logging.

The recovery component is invoked after a process $p$ fails. Recovery typically involves three steps:


2. Initialize $p$ to the latest checkpointed state, and restart $p$.

3. Replay to $p$ the messages $p$ originally delivered after the latest checkpoint, according to the order specified by the corresponding message determinants.

We assume the existence of suitable mechanisms to implement Steps 1 and 2 [EJZ92], and concentrate on the issues that arise in the implementation of Step 3.

The logging and recovery components are implemented by a layer of software that resides between the application processes and the rest of the system. This
layer intercepts send and deliver operations, so that applications run transparently on top of message logging.

In the next section, we look at the most significant issues that arise in the design and implementation of the logging and recovery components.

### 3.5 Implementing Message-Logging Protocols

Message-logging protocols must balance two conflicting goals:

1. To minimize the overhead added by the logging component during failure-free periods.

2. To give the recovery component the information necessary to recover quickly from a failure.

Different message-logging protocols emphasize one or the other of these goals. The balance that is chosen affects:

- the implementation of the log and

- the policy used to save message determinants in the log.

We discuss these two aspects below.

#### 3.5.1 Implementing the log

Since determinants must be logged but messages themselves need not be logged, the implementation of the determinant log can be quite different from the implementation of the message log.
The determinant log must be available during recovery. Therefore, the determinant log must be implemented using stable storage. The implementation of stable storage depends in turn on the number of failures that a protocol is designed to mask.

For example, if a protocol is designed under the assumption that no more than one process will fail at any time, then stable storage can be implemented by keeping a copy of each determinant in the volatile memory of two processes. This implementation of stable storage is used in sender-based protocols, where the determinant of a message \( m \) is maintained in volatile memory by process \( m.\text{dest} \) and process \( m.\text{source} \) [JZ87, JV87]. The advantage of sender-based protocols is that stable storage is fast and inexpensive; the disadvantage is that at most one faulty process can be tolerated. One of the results of this dissertation is to show that it is possible to implement stable storage efficiently using volatile memory and tolerate an arbitrary number of failures. A similar technique is independently developed in [Eln93].

If a protocol is designed to tolerate an arbitrary number of failures, then stable storage is traditionally implemented using stable memory, such as replicated disks or battery-backed RAM. In this case, the responsibility for logging the determinant of a message \( m \) rests with the process that delivers \( m \) because that process determines the value of \( m.\text{rsn} \). Protocols based on this implementation are called receiver-based protocols [BBG83, PP83, SY85, KT87, SW89, SBY88, JZ90, VJ94]. The advantage of receiver-based protocols is that they can tolerate an arbitrary number of failures; the disadvantage is that either special hardware is used or the cost of
accessing stable storage will be comparatively high.

As noted earlier, the message log does not need to be available during recovery. Therefore, it is not necessary to save the message log on stable storage. Most protocols, however, do so in order to expedite recovery [SY85,SW89,SBY88,PP83, SBY88,JZ90,VJ94]. The disadvantage is added overhead. An alternative scheme is to save the message log in the volatile memory of the senders [JZ87,JV87,SBY88, EZ92]. In this scheme, if the process m.dest that delivered m fails, then m.dest requests m.source to replay m’s contents during recovery.

The advantage of saving the message log in the volatile memory of the sender is that it considerably reduces overhead, since the log is stored in volatile memory. The disadvantage is that, if m.source and m.dest fail at the same time, then the message log entry for m will be lost, and it will not be possible to replay m to m.dest quickly. However, if the determinants of the messages delivered by m.source before sending m are available during recovery, m will be regenerated during the recovery of m.source, and it will eventually be replayed to m.dest. Hence, logging a single copy of m in the volatile memory of m.source is prudent. A scheme that stores the message log on volatile memory has been shown experimentally to outperform significantly a scheme that saves the message log on stable storage. [EZ94]

### 3.5.2 Choosing a logging policy

The policy used to log determinants affects how the application is restarted upon recovery of the failed processes. Recall, no process may be an orphan in the global state from which the application is resumed after a failure. This condition can be
enforced in one of two ways: a protocol can either prevent the creation of orphans or it can take action during recovery to eliminate orphans created by a failure. The corresponding logging policies, and the protocols that implement them, are called pessimistic and optimistic, respectively.

Pessimistic logging protocols [BBG83, PPS83, JZ87, SBY88] synchronize logging with communication. They require that each process log determinants for all messages it has delivered before sending a message. This policy ensures that if a process p fails, then the determinants of all the messages delivered by p are available during recovery. Therefore, p will be able to replay the execution it followed before failing and, in particular, p will reenter all the states from which it sent messages before failing. Hence, there can be no orphan messages or orphan processes.

The problem with pessimistic protocols is that they may introduce blocking even in runs that experience no failures: before sending a message, a process p must wait until the determinants of all the messages it has delivered are logged. Considering that pessimistic protocols typically use replicated disks to implement stable storage, such blocking may unacceptably slow down system performance.

Optimistic logging protocols [SY85, KT87, JZ87, SBY88, SW89, JV87, JZ90, WF92, VJ94], in contrast, do not synchronize logging and communication. They allow processes to send messages even when the determinants of previously delivered messages are not yet logged. Optimistic protocols only require that determinants be logged eventually. Since these protocols do not introduce blocking, optimistic protocols can perform efficiently in failure-free executions.

The problem with optimistic protocols is that they have more complex recovery
protocols. If determinants of some messages delivered by $p$ are not logged when $p$ fails, then it may not be possible to regenerate some of the messages previously sent by $p$. This causes otherwise correct processes to become orphans; these orphans must be identified and rolled back to a state prior to the delivery of any of the orphan messages. Furthermore, optimistic protocols must take appropriate measures to avoid the domino effect.
Chapter 4

Specification of Message Logging

Chapter 3 introduced the eventually-no-orphans consistency condition and discussed how pessimistic and optimistic protocols preserve it in the presence of failures. Neither solution, as we saw in Section 3.5.2, is truly satisfactory. Our approach for deriving new and more efficient solutions is to examine more carefully the notion of an orphan and to specify the \textit{always-no-orphans} condition, which guarantees that no orphans are created during an execution and therefore implies the eventually-no-orphans consistency condition.

In Section 4.1 we present a formal specification of the orphan-free condition. In Section 4.2, we relate pessimistic and optimistic protocols to our specification. We show that pessimistic protocols implement a condition that is stronger than what the specification requires, while optimistic protocols implement a condition that is weaker than what the specification requires. In Section 4.3, we derive from our specification a new message-logging scheme that we call \textit{causal message logging}. 
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Efficient implementation of causal message logging is the topic of Chapters 5 and 6. Finally, in Section 4.4 we extend our specification to include the case in which a single \textit{logging site} is used to maintain logs of multiple processes. Such a situation arises when several processes share a processor.

### 4.1 The Always-No-Orphans Condition

Consider a set $\mathcal{N}$ of $n$ processes. We want to derive a condition, which we call \textit{always-no-orphans}, that guarantees that no orphans are generated over a run of $\mathcal{N}$. In order to do so, we define two subsets of $\mathcal{N}$. The first set, $\text{Depend}(m)$, contains all processes whose state reflects delivery of an application message $m$: $\text{Depend}(m)$ contains the destination of message $m$, plus any process that delivered an application message sent causally after the delivery of $m$. Formally,

$$\text{Depend}(m) \triangleq \left\{ j \in \mathcal{N} \left| \begin{array}{l} \forall \ ((j = m.\text{dest}) \land j \text{ has delivered } m) \\ \lor \ (\exists m'(m.\text{dest})(m) \rightarrow \text{deliver}(m')) \end{array} \right. \right\}$$

The second set, $\text{Log}(m)$, is used to characterize the set of processes that have a copy of $\#m$ in their volatile memory. One can imagine protocols where no single process knows the value of $\#m$ but a set of processes collectively do. An example of such a protocol is given in [JV87], where the value of $\#m$ for some message $m$ may be inferred by “holes” in the sequence of logged receive sequence numbers. Since this is the only such case that we know of and it can tolerate at most two process failures at a time, we do not consider further this more general method of logging. Process $m.\text{dest}$ becomes a member of $\text{Log}(m)$ when it delivers $m$. Suppose that a set $\mathcal{F}$ of processes fails, where $\mathcal{F} \subseteq \mathcal{N}$ holds. The determinant of a deliver event
\( \text{deliver}_{m, \text{dest}}(m) \) is lost if \( \text{Log}(m) \subseteq \mathcal{F} \). Assume that \( \#m \) is lost. By definition, process \( m, \text{dest} \) was in \( \text{Log}(m) \) before the failure. Therefore, \( m, \text{dest} \) must be in \( \mathcal{F} \), hence \( m, \text{dest} \) will need to be recovered. Since \( \#m \) is lost, \( m, \text{dest} \) may not be able to deliver \( m \) in the correct order during recovery. Consequently, as we saw in Section 3.2, \( m, \text{dest} \) may not be able to regenerate some of the messages it sent during the original execution. All processes whose state depends on process \( m, \text{dest} \) delivering message \( m \) in the correct order will become orphan processes.

We say that a process \( p \) becomes an orphan of a set \( \mathcal{F} \) of processes that fail when \( p \) itself does not fail and \( p \)'s state depends on the delivery of a message \( m \) whose determinant has been lost. Formally:

\[
P \text{ orphan of } \mathcal{F} \overset{\text{def}}{=} \left( \land (p \in \mathcal{N} - \mathcal{F}) \land \exists m : ((p \in \text{Depend}(m)) \land (\text{Log}(m) \subseteq \mathcal{F})) \right)
\]  

(4.1)

Negating (4.1) and quantifying over \( p \) gives the following necessary and sufficient condition for there being no orphans created by the failure of a set of processes \( \mathcal{F} \):

\[
\forall m : ((\text{Log}(m) \subseteq \mathcal{F}) \Rightarrow (\text{Depend}(m) \subseteq \mathcal{F})))
\]  

(4.2)

The derivation of (4.2) is given in Figure 4.1.

Our goal is to derive a property that guarantees that no set \( \mathcal{F} \) of faulty processes results in the creation of orphans. Quantifying (4.2) over all \( \mathcal{F} \), we obtain:

\[
\forall m : (\text{Depend}(m) \subseteq \text{Log}(m))
\]  

(4.3)

Since we want (4.3) to hold for every state, we require the following property

\[
\forall m : \Box (\text{Depend}(m) \subseteq \text{Log}(m))
\]  

(4.4)
∀p : ¬(p orphan of \( F \))

= \( \langle \) Definition 4.1 of \( p \) orphan of \( F \) \( \rangle \)

∀p : ¬ \( \left( \begin{array}{c}
\land (p \in \mathcal{N} - \mathcal{F}) \\
\land \exists m : ((p \in \text{Depend}(m)) \land (Log(m) \subseteq \mathcal{F}))
\end{array} \right) \)

= \( \langle \) De Morgan’s Law \( \rangle \)

∀p : \( \left( \begin{array}{c}
\lor \neg(p \in \mathcal{N} - \mathcal{F}) \\
\lor \neg(\exists m : ((p \in \text{Depend}(m)) \land (Log(m) \subseteq \mathcal{F})))
\end{array} \right) \)

= \( \langle \) De Morgan’s Law \( \rangle \)

∀p : \( \left( \begin{array}{c}
\lor (p \not\in \mathcal{N} - \mathcal{F}) \\
\lor (\forall m : (\neg(p \in \text{Depend}(m)) \lor \neg(\text{Log}(m) \subseteq \mathcal{F})))
\end{array} \right) \)

= \( \langle \) For \( x \) not free in \( Q : (\forall x : P(x)) \lor Q = \forall x : (P(x) \lor Q) \rangle \)

∀p, m : ((p \in \mathcal{F}) \lor \neg(p \in \text{Depend}(m)) \lor \neg(\text{Log}(m) \subseteq \mathcal{F}))

= \( \langle \) Definition of \( \Rightarrow \) \( \rangle \)

∀p, m : ((\text{Log}(m) \subseteq \mathcal{F}) \Rightarrow (\neg(p \in \text{Depend}(m)) \lor (p \in \mathcal{F})))

= \( \langle \) Definition of \( \Rightarrow \) \( \rangle \)

∀p, m : ((\text{Log}(m) \subseteq \mathcal{F}) \Rightarrow ((p \in \text{Depend}(m)) \Rightarrow (p \in \mathcal{F})))

= \( \langle \) \( P \subseteq Q = \forall p : (p \in P \Rightarrow p \in Q) \rangle \)

∀m : ((\text{Log}(m) \subseteq \mathcal{F}) \Rightarrow (\text{Depend}(m) \subseteq \mathcal{F}))

Figure 4.1: Derivation of (4.2).
where $\square$ is the temporal “always” operator [Pnu77]. Property (4.4) is a safety property: it must always hold during an execution in order to ensure that no orphans will be created. It states that, to avoid orphans, it is sufficient to guarantee that if the state of a process $p$ depends on the delivery of message $m$, then $p$ must keep a copy of $m$’s determinant in its volatile memory.

We say that $\#m$ is *stable* (denoted $stable(m)$) when $\#m$ cannot be lost. Condition 4.3 must hold only for messages with a determinant that is not stable. Hence 4.3 need only hold when $\#m$ is not stable:

$$\forall m : \square(\neg stable(m) \Rightarrow (Depend(m) \subseteq Log(m))) \quad (4.5)$$

If determinants are kept in stable memory, then $stable(m)$ holds when the write of $\#m$ to stable memory completes. If determinants are kept in volatile memory, and we assume that no more than $f$ processes — where $|\mathcal{F}| \leq f$ — can fail concurrently, then $stable(m)$ holds as long as $f + 1$ processes have a copy of $\#m$ in their volatile memory. In the latter case, (4.5) can be written:

$$\forall m : \square(|Log(m)| \leq f) \Rightarrow (Depend(m) \subseteq Log(m))) \quad (4.6)$$

### 4.2 Pessimistic and Optimistic Protocols Revisited

As we saw in Section 3.5, pessimistic message-logging protocols do not create orphans. Therefore, they must implement Property (4.6). Indeed, they implement the following stronger property:

$$\forall m : \square(\neg stable(m) \Rightarrow (|Depend(m)| \leq 1)) \quad (4.7)$$
Before discussing the meaning of (4.7), we show that (4.7) implies (4.5).

**Theorem 4.1** Property (4.7) implies Property (4.6).

**Proof.**

\[
\begin{align*}
\langle \text{Hypothesis assumed} \rangle \\
1. \ \forall m : \Box (\neg \text{stable}(m) \Rightarrow (|\text{ Depend}(m)| \leq 1)) \\
\langle \text{Definition of } \text{ Depend}(m) \rangle \\
2. \ \forall m : \Box (|\text{ Depend}(m)| \leq 1) \Rightarrow (\text{ Depend}(m) \subseteq \{m.\text{dest}\}) \\
\langle \text{Definition of } \text{ Log}(m) \rangle \\
3. \ \forall m : (\{m.\text{dest}\} \subseteq \text{ Log}(m)) \\
\langle \text{Transitivity of Set Inclusion, using 2 and 3} \rangle \\
4. \ \forall m : \Box (|\text{ Depend}(m)| \leq 1) \Rightarrow (\text{ Depend}(m) \subseteq \text{ Log}(m)) \\
\langle \text{Transitivity of Implication, using 1 and 4} \rangle \\
5. \ \forall m : \Box (\neg \text{stable}(m) \Rightarrow (\text{ Depend}(m) \subseteq \text{ Log}(m)))
\end{align*}
\]

\[\Box\]

In practice, (4.7) does not allow the process that delivers message \( m \) to send any messages until the determinant of \( m \) is stable.\footnote{In pessimistic sender-based logging [JZ87] process \( m.\text{dest} \) increases \( |\text{ Log}(m)| \) by sending the value of \( m.\text{rsn} \) to process \( m.\text{source} \), piggybacked on the acknowledgment of message \( m \). Notice however that \( m.\text{dest} \) is still not allowed to send any application messages until it is certain that \( m.\text{source} \) has become a member of \( \text{ Log}(m) \).} To see this, suppose process \( p_1 \) has just delivered \( m \). \( \text{ Depend}(m) \) contains only \( p_1 \), so \( |\text{ Depend}(m)| = 1 \). Suppose now that \( p_1 \) sends a message \( m' \) to process \( p_2 \). Since \( \text{ deliver}_{p_1}(m) \rightarrow \text{ deliver}_{p_2}(m') \), when process \( p_2 \) delivers \( m' \) it becomes a member of \( \text{ Depend}(m) \), and \( |\text{ Depend}(m)| \)
= 2. Thus, as soon as \( m' \) is sent, the consequent in (4.7) can become false. The only way \( p_1 \) can preserve (4.7) is to ensure that \( |Log(m)| > f \) holds before sending \( m' \). If the time during which \( |Log(m)| \leq f \) is brief, then it is unlikely that \( p \) will attempt to send a message while \( \#m \) is not stable, so any performance loss by inhibiting message sends is small.

The reasoning behind optimistic protocols starts from the same assumption used by pessimistic protocols: the time during which \( |Log(m)| \leq f \) holds is brief. Hence, (4.3) holds trivially nearly all the time. Therefore, it is not practical to incur the performance cost that pessimistic protocols suffer. Instead, optimistic protocols take appropriate actions during recovery to re-establish (4.3) in the unlikely event that it is violated as a result of the failure of a set of processes \( \mathcal{F} \).

Optimistic protocols implement the following property:

\[
\forall m : \Box (\neg \text{stable}(m)) \Rightarrow ((Log(m) \subseteq \mathcal{F}) \Rightarrow \Diamond (Depend(m) \subseteq \mathcal{F}))
\]  

(4.8)

where \( \Diamond \) is the temporal “eventually” operator [Pnu77].

Property (4.8) is weaker than Property (4.2), and therefore weaker than Property (4.6). Property (4.8) permits the temporary creation of orphan processes, but guarantees that, by the time recovery is complete, no surviving process will be an orphan and Property (4.2) will hold. This is achieved during recovery by rolling back orphan processes until their states do not depend on any message whose determinant has been lost. In other words, \( Depend(m) \) is made smaller (or, equivalently, \( \mathcal{F} \) is made larger) until \( Depend(m) \subseteq \mathcal{F} \) and Property (4.2) is restored.
4.3 Causal Message-Logging Protocols

Pessimistic protocols implement a property stronger than Property (4.4) and, therefore, never create orphans. However, in order to implement this stronger property, blocking in failure-free runs may be introduced. Optimistic protocols avoid this blocking by satisfying a property weaker than Property (4.4). It is natural to ask whether a protocol can be designed that implements Property (4.4) — and therefore creates no orphans — yet does not implement a property as strong as Property (4.6) — and thus does not introduce any blocking. We consider this question in Chapter 5. Before doing so, though, we refine Property (4.6).

Consider the following property:

\[ \forall m : \square(\forall \ell (|\text{Log}(m)| \leq f) \Rightarrow (\text{Depend}(m) = \text{Log}(m))) \]  \hspace{1cm} (4.9)

Property (4.9) strengthens (4.6), and so protocols that implements (4.9) prevents orphans. Furthermore, such protocols disseminate the least number of copies of \#m needed in order to satisfy (4.6), thereby conserving storage and network bandwidth.

Unfortunately, satisfying Property (4.9) requires processes to be added to \text{Log}(m) and \text{Depend}(m) simultaneously. Satisfying this requirement would result in complicated protocols. Thus, we consider a different strengthening of Property (4.6), resulting in a property that is weaker than Property (4.9) but still bounds \text{Log}(m):
This characterization strongly couples logging with causal dependency on deliver events. It requires that:

- All processes that delivered an application message sent causally after the delivery of \( m \) must have stored a copy of \( m \)'s determinant.

- Eventually, the states of all the processes that have stored a copy of \( m \)'s determinant will deliver an application message sent causally after the delivery of \( m \).

We call the protocols that implement Property (4.10) causal message-logging protocols.

### 4.4 Sharing the Log

The specification derived above assumes that a process logs determinants either in its own volatile memory or to stable memory. Hence, determinants may be lost only when a process fails, and since processes fail independently, different copies of the same determinant are lost independently. A more general approach is to regard determinant logs as being first-class objects. By doing so, one can model a set of processes sharing storage for logging purposes and thereby decouple the failure of processes from the loss of determinants. For example, one reasonable approach would be to implement the logging component of a message-logging protocol so
that a single, shared log is maintained for all the processes that run on the same processor. As we discuss in Section 6.6.1, this approach can result in a more efficient implementation of causal message logging.

Define a *logging site* to be a storage object that a process can read and write. For this derivation, we assume that logging sites do not have stable memory. Like processes, logging sites fail and recover. When a logging site fails, the values written to the logging site are lost. Each process uses a logging site for its determinant log. When a logging site fails, all processes using that logging site also fail. A process may fail without its associated logging site failing, however.

When determinants are kept at logging sites, $\text{Log}(m)$ denotes the set of logging sites that contain the determinant of event $\text{deliver}_{m, \text{dest}}(m)$. An implementation of stable storage using stable memory is represented by a single logging site that never fails.

Let $\mathcal{L}$ denote the set of logging sites. Function $L(p)$ denotes the logging site used by process $p$. Assume that $L(p)$ is a constant function — each process uses a single logging site that does not change. $P(\ell)$, for $\ell \in \mathcal{L}$, denotes the processes that are associated with logging site $\ell$. Define functions $L^\cup(\mathcal{P})$ and $P^\cup(\mathcal{S})$ to be the set-valued domain versions of $L(p)$ and $P(\ell)$ respectively:

$$L^\cup(\mathcal{P}) \overset{\text{def}}{=} \bigcup_{p \in \mathcal{P}} L(p) \quad (4.11)$$

$$P^\cup(\mathcal{S}) \overset{\text{def}}{=} \bigcup_{\ell \in \mathcal{S}} P(\ell) \quad (4.12)$$

We now repeat, under these new assumptions, the derivation that in Section 4.1 led us to Property (4.6), which enforces the always-no-orphans consistency condition.
A process is an orphan process when its state depends on a determinant that is not logged. Let $\mathcal{F}$ denote a set of failed processes and $\mathcal{E}$ denote a set of failed logging sites. Then,

$$p \text{ orphan of } \mathcal{F}, \mathcal{E} \overset{\text{def}}{=} \left( \land (p \in \mathcal{N} - \mathcal{F}) \land \exists m : ((p \in \text{Depend}(m)) \land (\text{Log}(m) \subseteq \mathcal{E})) \right) \quad (4.13)$$

A logging site must fail for a process to become an orphan. Negating (4.13) and quantifying over all $p$ gives the following:

$$\forall m : ((\text{Log}(m) \subseteq \mathcal{E}) \Rightarrow (\text{Depend}(m) \subseteq \mathcal{F})) \quad (4.14)$$

Property (4.14) is necessary and sufficient to guarantee that the failure of $\mathcal{F}$ processes and of $\mathcal{E}$ logging sites creates no orphans. From definitions (4.11) and (4.12), it follows that:

$$\mathcal{A} \subseteq \mathcal{B} \Rightarrow P^{\cup}(\mathcal{A}) \subseteq P^{\cup}(\mathcal{B}) \quad (4.15)$$

$$\mathcal{A} \subseteq \mathcal{B} \Rightarrow L^{\cup}(\mathcal{A}) \subseteq L^{\cup}(\mathcal{B}) \quad (4.16)$$

where $\mathcal{A}$ and $\mathcal{B}$ are sets of the appropriate type. Noting that $L^{\cup}(P^{\cup}(\mathcal{S})) = \mathcal{S}$, it is straightforward to show (see Figure 4.2) that $\mathcal{A} \subseteq \mathcal{B} \equiv P^{\cup}(\mathcal{A}) \subseteq P^{\cup}(\mathcal{B})$. Hence, we can replace the antecedent of (4.14) with the equivalent expression $P^{\cup}(\text{Log}(m)) \subseteq P^{\cup}(\mathcal{E})$:

$$\forall m : ((P^{\cup}(\text{Log}(m)) \subseteq P^{\cup}(\mathcal{E})) \Rightarrow (\text{Depend}(m) \subseteq \mathcal{F})) \quad (4.17)$$

By assumption, $\mathcal{E}$ and $\mathcal{F}$ are constrained: $P^{\cup}(\mathcal{E}) \subseteq \mathcal{F}$. Hence, the following strengthens (4.17):

$$\forall m : ((P^{\cup}(\text{Log}(m)) \subseteq \mathcal{F}) \Rightarrow (\text{Depend}(m) \subseteq \mathcal{F})) \quad (4.18)$$
Proof that $A \subseteq B \Rightarrow P^U(A) \subseteq P^U(B)$:

\[ \langle \text{Formula (4.15)} \rangle \]

1. $A \subseteq B \Rightarrow P^U(A) \subseteq P^U(B)$ \(\Box\)

Proof that $P^U(A) \subseteq P^U(B) \Rightarrow A \subseteq B$:

\[ \langle \text{Hypothesis assumed} \rangle \]

1. $P^U(A) \subseteq P^U(B)$

\[ \langle \text{Modus ponens, using 1 and (4.16)} \rangle \]

2. $L^U(P^U(A)) \subseteq L^U(P^U(B))$

\[ \langle L^U(P^U(S)) = S \text{ and 2} \rangle \]

3. $A \subseteq B$ \(\Box\)

Figure 4.2: $A \subseteq B \equiv P^U(A) \subseteq P^U(B)$.

Universally quantifying (4.18) over $F$ we obtain:

$$\forall m : (Depend(m) \subseteq P^U(Log(m)))$$ (4.19)

Since we want (4.19) to hold in every state, we obtain the following property:

$$\forall m : \Box(\text{Depend}(m) \subseteq P^U(Log(m)))$$ (4.20)

Property (4.20), like Property (4.4) of Section 4.1, is a safety property. If satisfied, (4.4) guarantees that no orphans will be created during a run.

If it is acceptable to make assumptions about the maximum number of concurrent failures during a run, then Property (4.20) can be weakened. To do so, it suffices to consider the maximum number of concurrent failures of logging sites,
because orphan processes are directly created by logging site failures. Assuming that no more than \( f_E \) logging sites can fail at any time, once \( \#m \) has been logged at more than \( f_E \) logging sites, \( \#m \) is stable. Hence, Property (4.20) need hold only as long as failures cannot cause \( \#m \) to be lost:

\[
\forall m : \square (|Log(m)| \leq f_E) \Rightarrow ((\text{Depend}(m) \subseteq P\cup(\text{Log}(m)))) \quad (4.21)
\]

Finally, we can strengthen Property (4.21) as in Section 4.3, to obtain the following property, which characterizes causal message logging when there are shared logging sites:

\[
\forall m : \square \left( \begin{array}{c}
(|Log(m)| \leq f_E) \Rightarrow \\
(\text{Depend}(m) \subseteq P\cup(\text{Log}(m)))\\
\Diamond (\text{Depend}(m) = P\cup(\text{Log}(m)))
\end{array} \right) \quad (4.22)
\]
Chapter 5

Optimal Message Logging Protocols

In this chapter, we begin to explore the performance of causal message-logging protocols. To do so, we propose in Section 5.1 a set of metrics for evaluating the performance of message-logging protocols, and we characterize protocols that are *optimal* with respect to these metrics. In Sections 5.2 and 5.3 we show how to implement an optimal message-logging protocol using causal message logging. Finally, in Section 5.4, we describe existing optimal message-logging protocols.

5.1 Performance Metrics

Let $\Pi$ be a protocol executed by a set $\mathcal{N}$ of processes, and assume that $\Pi$ is written to tolerate no process failures and no transient channel failures. Let $\Pi_\mu$ denote $\Pi$ combined with a message-logging protocol $\mu$ that tolerates process failures and
transient channel failures. We consider the following four metrics for comparing message-logging protocols:

1. **Number of forced roll-backs**: Consider a run \( \rho \) of \( \Pi_\mu \), and suppose that a set \( \mathcal{F} \subseteq \mathcal{N} \) of processes fails. We say that \( \mu \) forces \( r \) roll-backs if, for all \( \rho \), \( \mu \) requires at most \( r \) correct processes to roll-back their state. Clearly, a lower bound for \( r \) is 0; furthermore, the existence of pessimistic protocols, where no correct process ever rolls-back, establishes that this bound is tight.

2. **k-blocking**: Consider a message \( m \) delivered by process \( m.\text{dest} \), and let \( e \) be the first send event of process \( m.\text{dest} \) that causally follows \( \text{deliver}_{m.\text{dest}}(m) \). We say that a message-logging protocol is \( k \)-blocking if, in all failure-free runs and for all messages \( m \), process \( m.\text{dest} \) delivers no less than \( k \) messages between \( \text{deliver}_{m.\text{dest}}(m) \) and \( e \). For example, pessimistic sender-based logging [JZ87] is 1-blocking because process \( m.\text{dest} \) must receive a message acknowledging the logging of \( m.\text{rsn} \) before sending a message subsequent to the delivery of \( m \). Optimistic protocols are, by design, 0-blocking. For completeness, we define pessimistic protocols that log the determinant of \( m \) in local stable storage to be 1-blocking, since there is one event (the acknowledgment of \( \#m \) being written to stable storage) that must occur between \( \text{deliver}_{m.\text{dest}}(m) \) and a subsequent send [BBG83]. Clearly, a lower bound for \( k \) is 0; furthermore, the existence of optimistic protocols establishes that this bound is tight.
3. **Number of messages:** Protocol II can be transformed into a protocol $\Pi_\ell$ that tolerates transient channel failures by a simple acknowledgment scheme: whenever process $m$.dest receives a message $m$ generated by II, it sends an acknowledgment to process $m$.source. Process $m$.source repeatedly sends $m$ until it receives such an acknowledgment. For any failure-free run $\rho$, protocol $\Pi_\ell$ will send at least twice the number of messages that II sends.

Suppose now that $\rho$ is run using $\Pi_\mu$ instead of $\Pi_\ell$. We say that $\mu$ sends additional messages in $\rho$ if $\Pi_\mu$ sends more messages than $\Pi_\ell$. For example, in order to tolerate single crash failures, pessimistic sender-based logging [JZ87] potentially requires that one extra acknowledgment be sent for each application message sent. Clearly, a lower bound is to send no additional messages, and the existence of optimistic protocols establishes that this bound is tight.

4. **Size of messages:** Consider any message $m$ sent in a run of $\Pi_\ell$, and let $m_\mu$ be the corresponding message sent in the equivalent failure-free run of $\Pi_\mu$. Let $|m|$ and $|m_\mu|$ be the size of $m$ and $m_\mu$, respectively. We will say that $\mu$ sends $a$ additional data if the maximum value of $|m_\mu| - |m|$ is $a$ for all such $m$ and $m_\mu$ taken from all pairs of corresponding runs. For example, for optimistic protocols that track direct dependencies, $a$ is a constant [SW89,VJ94]; while for optimistic protocols that track transitive dependencies $a$ is proportional to the number of processes in the system [SY85,SW89]. Clearly, a lower bound for $a$ is $0$, and the existence of pessimistic receiver-based logging proves that this bound is tight.
There is a tradeoff between the number of additional messages sent in \( \Pi_\mu \) and the sizes of messages — a message-logging protocol \( \mu \) could include less information in a message by sending additional messages containing the extra data. Since there is, to a point, a performance benefit in sending a few large messages instead of several small messages, we will prefer to keep the number of additional messages small at the expense of message size. Hence, we define an optimal message-logging protocol as a message-logging protocol that is 0–blocking, introduces 0 forced roll-backs, and sends no additional messages. Notice, protocols that are optimal according to our definition do not necessarily outperform in practice non-optimal protocols. For instance, a message may become large enough that the underlying network will need to break it into separate packets, thereby significantly increasing the overhead of the protocol. In addition, other issues that are difficult to quantify, such as the cost of output commit, must be taken into consideration in assessing the performance of a message-logging protocol [EZ94]. Nevertheless, the protocols we call optimal are unique in optimally addressing the theoretical desiderata of the message-logging approach.

### 5.2 Using Causal Delivery Order to Enforce the Always-No-Orphans Consistency Condition

We now show how to derive an optimal causal message-logging protocol, i.e. an optimal message-logging protocol that implements Property \((4.10)\). We do so by first presenting, in this section, a simple non-optimal protocol that uses causal
delivery order to implement the no-orphans consistency condition. In the follow-
ing, section, we refine this protocol and obtain an optimal causal message-logging protocol. We begin by defining causal delivery order.

5.2.1 Causal Delivery Order

Let \( send_p(m, q) \) denote the event whereby process \( p \) sends message \( m \) to process \( q \), and \( receive_q(m) \) the event whereby \( q \) receives \( m \).

FIFO delivery order guarantees that if a process sends a message \( m \) followed by a message \( m' \) to the same destination process, then the destination process does not deliver \( m' \) unless it has previously delivered \( m \). Formally:

\[
\forall p, r, m, m': send_p(m, r) \rightarrow send_p(m', r) \Rightarrow \\
\quad deliver_r(m) \rightarrow deliver_r(m')
\] (5.1)

FIFO delivery order constrains the order in which the destination process delivers messages \( m \) and \( m' \) only when (i) \( m \) causally precedes \( m' \) and (ii) \( m \) and \( m' \) are sent by the same process. Causal delivery order [BJ87] strengthens FIFO delivery order by removing the requirement that ordering occurs only when the source of \( m \) and \( m' \) are the same. It guarantees that if (i) the sending of \( m \) causally precedes the sending of \( m' \) and (ii) \( m \) and \( m' \) are directed to the same destination process, then the destination process does not deliver \( m' \) unless it has previously delivered \( m \). Formally:

\[
\forall p, q, r, m, m': send_p(m, r) \rightarrow send_q(m', r) \Rightarrow \\
\quad deliver_r(m) \rightarrow deliver_r(m')
\] (5.2)
Figure 5.1: An example of causal delivery order

An example of an execution where process $r$ delivers messages according to causal delivery order is shown in Figure 5.1. Note that

$$send_p(m_1, r) \rightarrow send_q(m_3, r)$$

because:

- $send_p(m_1, r) \rightarrow send_p(m_2, q)$.
- $send_p(m_2, q) \rightarrow receive_q(m_2)$.
- $receive_q(m_2) \rightarrow deliver_q(m_2)$.
- $deliver_q(m_2) \rightarrow send_q(m_3, r)$.
- $\rightarrow$ is a transitive relation.

Therefore, $r$ must deliver $m_3$ only after $m_1$ has been received and delivered.

There are two fundamental approaches to implementing causal message delivery. The first is to add to each message $m$ additional information [RST91, SS92, BSS91] that $m$’s destination process uses to determine when $m$ can be delivered.
Using this approach, process $r$ in Figure 5.1 would realize, when it receives $m_3$, that it must wait to receive $m_1$, and will delay delivery of $m_3$ accordingly.

The problem with this approach is that slow messages can significantly affect the performance of the system, since they prevent faster messages from being delivered.

The second approach is for each process $p$ to piggyback, on each message $m$ that $p$ sends, all messages $m'$ sent in the causal history of the event $send_p(m)$ such that $p$ does not know if $m'$ has already been delivered [BJ87]. The piggybacked messages are placed in a total order that extends the partial order imposed by the happens-before relation. Before delivering $m$, process $m._{dest}$ first checks if any message $m'$ in $m$’s piggyback has $m._{dest}$ for destination. If so, $p$ delivers $m$ only after each such message $m'$ has been delivered according to causal delivery order. This is the approach illustrated in Figure 5.2. Message $m_1$ is piggybacked on $m_2$ and $m_3$, since $p$ and $q$ do not know whether $m_1$ has already been delivered. When $r$ receives $m_3$, it checks the piggyback to find $m_1$. Process $r$ therefore delivers $m_1$.
immediately, and then $m_3$, without waiting for the slow copy of message $m_1$ to arrive. When the copy of $m_1$ is received directly from $q$, $r$ will discard it and will not deliver it.

The problem with this piggybacking approach is that, even if several optimizations can be used to reduce the size of the piggyback, the overhead on message size can become very large.

### 5.2.2 Protocol Outline

We now present a Protocol $\Pi_{cd}$ that uses causal delivery order to satisfy Property (4.4). Processes in $\Pi_{cd}$ behave as follows:

(i) Processes exchange two kinds of messages: *application messages* and *determinant messages*. A determinant message contains the determinant of an application message.

(ii) Application and determinant messages are delivered according to causal delivery order.

(iii) Suppose process $p$ receives an application message $m$. To deliver $m$, $p$ creates the determinant $\#m$ of message $m$ and logs $\#m$ in its volatile memory. Then, $p$ supplies $m.data$ to the application.

(iv) Suppose process $p$ delivers an application message $m$. Before sending any subsequent application messages, $p$ sends a determinant message containing $\#m$ to all the other processes.
(v) Suppose process $p$ receives a determinant message containing $\#m$. To deliver the determinant message, $p$ logs $\#m$ in its local volatile memory.

**Theorem 5.1** Protocol $\Pi_{cd}$ satisfies Property (4.4).

**Proof.** Property (4.4) requires that

$$\forall m : ((\text{Depend}(m) \subseteq \text{Log}(m))$$

hold throughout execution. According to the definition of $\text{Depend}(m)$ given in Section 4.1, a process $p$ is a member of $\text{Depend}(m)$ for an application message $m$ if one of the following two cases holds:

**Case 1:** $p$ is the destination of $m$.

**Case 2:** $p$ is the destination of an application message $m'$, and $\text{deliver}_{m, \text{dest}}(m)$ is in the causal history of $\text{deliver}_p(m')$.

We now show that in both cases protocol $\Pi_{cd}$ guarantees that if $p \in \text{Depend}(m)$ then $p \in \text{Log}(m)$, so $\text{Depend}(m) \subseteq \text{Log}(m)$ holds.
Case 1: By point (iii) of \( \Pi_{cd} \), if \( p \) is the destination of \( m \), then \( p \) will log \#\( m \) in its volatile storage before delivering \( m \). Hence, \( \text{Depend}(m) \subseteq \text{Log}(m) \) holds.

Case 2: If \( p \) is not the destination of \( m \), then some other process \( q \neq p \) delivered \( m \), and \( p \) delivered a message \( m' \) such that \( \text{deliver}_q(m) \rightarrow \text{deliver}_p(m') \). Furthermore, there must exist an application message \( m'' \), not necessarily distinct from \( m' \), such that \( \text{deliver}_q(m) \rightarrow \text{send}_q(m'') \rightarrow \text{deliver}_p(m') \) (see Figure 5.3). By point (iv) of \( \Pi_{cd} \), \( q \) must have sent a determinant message containing \#\( m \) to all processes — including process \( p \) — before sending \( m'' \). By point (ii) of \( \Pi_{cd} \), all messages are delivered according to causal delivery: therefore \( p \) must have delivered the message containing \#\( m \) before delivering \( m'' \). It follows that by point (v) of \( \Pi_{cd} \), \( p \) must have logged \#\( m \) in its volatile storage before delivering \( m'' \). Hence, \( p \in \text{Log}(m) \) holds. \( \square \)

Figure 5.4 shows an execution of Protocol \( \Pi_{cd} \). Process \( p_1 \) sends application message \( m_1 \) to process \( p_3 \), and then sends application message \( m_2 \) to process \( p_2 \). After delivering \( m_2 \), and before sending application message \( m_3 \), \( p_2 \) sends to all processes a determinant message containing \#\( m_2 \). Note that process \( p_3 \) first receives \( m_3 \), then \#\( m_2 \), and finally \( m_1 \). However, in order to respect causal delivery order, \( p_3 \) actually delivers first \( m_1 \), then \#\( m_2 \), and finally \( m_3 \).

5.3 An optimal causal protocol

Protocol \( \Pi_{cd} \) has several limitations. First, it is not optimal, since for each deliver event of an application message \( m \), it uses additional determinant messages to send
Figure 5.4: An execution of $\Pi_{cd}$

Figure 5.5: Implementing causal delivery order through piggybacking

Figure 5.6: Determinants are piggybacked on application messages
Figure 5.7: An execution of \( \Pi_{oc} \)

\#m to all processes. Second, it does not satisfy Property (4.10), since a process can enter \( \text{Log}(m) \) by receiving a copy of \#m without ever becoming a member of \( \text{Depend}(m) \). Finally, it forces both application and determinant messages to be delivered according to causal delivery order, even though causal delivery order is necessary only to regulate how determinant messages are delivered with respect to application messages.

However, by choosing an appropriate implementation of causal delivery order, protocol \( \Pi_{cd} \) can serve as the starting point for a more efficient protocol.

Since we desire a non-blocking protocol, our first step is to choose an implementation of causal delivery based on the piggybacking scheme described in Section 5.2.1. Figure 5.5 shows the effects of using the piggybacking scheme on the execution in Figure 5.4.

Observe that, since for each application message \( m \) the determinant \#m is piggybacked on any application message sent causally after event \( \text{deliver}_p(m) \), there is no need to explicitly send \#m in a separate determinant message. Instead, we
require each process, before delivering a message \( m \), to deliver all the determinants piggybacked on \( m \). The resulting protocol successfully addresses the first two limitations of the original protocol. By piggybacking \#m on application messages, the protocol ensures that no correct processes \( p \) will enter \( \text{Log}(m) \) unless \( p \) will eventually join \( \text{Depend}(m) \). Furthermore, the protocol is optimal in the number of messages it sends because the determinants are piggybacked on existing application messages. Figure 5.6 shows the effect of the new protocol on the execution in Figure 5.5.

Note that, once the piggybacking of the determinants is in place, we are guaranteed that no process will deliver an application message \( m \) unless it first delivers the determinants of all the messages delivered in the causal history of \( \text{send}_{m,\text{source}}(m) \). This is precisely the property that we need to guarantee that \( \forall m : \text{Depend}(m) \subseteq \text{Log}(m) \) holds. Therefore, provided that we piggyback the determinants, we can safely relax the requirement that application messages be delivered using causal delivery order. Figure 5.7 shows the effects of the new protocol on the execution in Figure 5.6.

The last step of the derivation is to adapt the above protocol to the case where we assume that no more than \( f \) processes fail concurrently. In this case, a process piggybacks \#m on an application message only as long as \#m is not stable — i.e. as long as \(|\text{Log}(m)| \leq f\). We call the resulting protocol \( \Pi_{oc} \). Processes in \( \Pi_{oc} \) behave as follows:

(i) Processes exchange only application messages. However, determinants may be piggybacked on application messages.
(ii) Suppose process $p$ sends a message $m$ to process $q$. $p$ piggybacks on $m$ all the non-stable determinants $\#m'$ such that $p$ has $\#m'$ its volatile memory and $p \in \text{Depend}(m')$. Note that, in order to determine which determinants are non-stable, $p$ needs to have instantaneous access to $\text{Log}(m)$. This assumption is not realistic in a distributed system, but we use it for now, so that we can concentrate on the remaining aspects of the piggybacking scheme used by $\Pi_{oc}$. We abandon this assumption in Chapter 6, when we describe a new class of message-logging protocols derived from $\Pi_{oc}$.

(iii) Suppose process $p$ receives a message $m$. Before delivering $m$, process $p$ first logs all the determinants piggybacked on $m$ in its determinant log, which is implemented in $p$'s volatile memory. Determinants of events with the same value in the dest field are logged in ascending receive sequence number order. Then, $p$ creates the determinant for message $m$, and logs it in the determinant log. Finally, $p$ delivers $m$ by supplying $m.data$ to the application.

**Theorem 5.2** Protocol $\Pi_{oc}$ satisfies Property (4.10). Furthermore, Protocol $\Pi_{oc}$ is optimal.

**Proof.** We first prove that $\Pi_{oc}$ satisfies Property (4.10). In particular, we prove that:

(a) $(|\text{Log}(m)| \leq f) \Rightarrow (\text{Depend}(m) \subseteq \text{Log}(m))$

(b) $(|\text{Log}(m)| \leq f) \Rightarrow \Diamond(\text{Depend}(m) = \text{Log}(m))$

are satisfied by executions of $\Pi_{oc}$. We first observe that, if $|\text{Log}(m)| > f$ then (a) and (b) are trivially true. Therefore we consider the case in which $|\text{Log}(m)| \leq f$. 
We prove (a) by showing that, whenever \(|\text{Log}(m)| \leq f\) holds, if a process \(p\) is a member of \(\text{Depend}(m)\), then \(p\) is also a member of \(\text{Log}(m)\). Process \(p\) is a member of \(\text{Depend}(m)\) if either \(p\) is the destination of \(m\) or \(p\) is the destination of a message \(m'\), and \(\text{deliver}_{m,\text{dest}}(m) \rightarrow \text{deliver}_p(m')\).

In the first case, by point (iii) of \(\Pi_{oc}\), \(p\) must have saved \(\#m\) in its determinant log. Therefore, if \(p\) is a member of \(\text{Depend}(m)\), then \(p\) must be a member of \(\text{Log}(m)\).

In the second case, we proceed by induction on the length \(\ell\) of the causal chain of processes associated with a causal path that starts with event \(\text{deliver}_{m,\text{dest}}(m)\) and ends with event \(\text{deliver}_p(m')\).

**Base Case :** \(\ell = 1\).

If \(\ell = 1\), then process \(m,\text{dest}\) must have been the sender of message \(m'\). In particular, it must be the case that

\[
\text{deliver}_{m,\text{dest}}(m) \rightarrow \text{send}_{m,\text{dest}}(m', p) \rightarrow \text{deliver}_p(m').
\]

By point (ii) of \(\Pi_{oc}\), process \(m,\text{dest}\) must have piggybacked on \(m'\) all the determinants that were not stable at the time of event \(\text{send}_{m,\text{dest}}(m')\) to \(p\). In particular, if \(\#m\) was not stable, then it must have been piggybacked on \(m'\). Because of point (iii) of \(\Pi_{oc}\), if \(\#m\) was piggybacked on \(m'\), then \(p\) must have saved \(\#m\) in its determinant log before delivering \(m'\). Therefore, if \(p\) is a member of \(\text{Depend}(m)\), and \(|\text{Log}(m)| \leq f\), then \(p\) is also a member of \(\text{Log}(m)\).

**Inductive Step:** We assume that (a) holds for all causal paths whose associated causal chain of processes has length \(\ell \leq n\). We prove that (a) holds for any
causal path whose associated causal chain of processes has length \( \ell = n + 1 \).

Consider a causal path that starts with event \( \text{deliver}_{m, \text{dest}}(m) \) and ends with event \( \text{deliver}_p(m') \), and assume that the associated causal chain of processes has length \( \ell = n + 1 \). Let \( q \) be the process that sent message \( m' \) to \( p \). Since, by assumption, a process never sends a message to itself, it follows that \( p \neq q \). Therefore, the causal chain associated with the causal path that starts with \( \text{deliver}_{m, \text{dest}}(m) \) and ends with \( \text{send}_q(m', p) \) must be of length \( n \). By the inductive hypothesis, if \( |Log(m)| \leq f \) when \( m' \) was sent, then \( q \) must have had \( \#m \) in its determinant log. By point (ii) of \( \Pi_{oc} \), \( q \) must have piggybacked \( \#m \) on \( m' \). By point (iii) of \( \Pi_{oc} \), when \( p \) received \( m' \), \( p \) must have added \( \#m \) to its determinant log before delivering \( m \). Therefore, if \( p \) is a member of \( \text{Depend}(m) \), and \( |Log(m)| \leq f \), then \( p \) is also a member of \( Log(m) \).

We now prove part (b), assuming \( |Log(m)| \leq f \).

If process \( p \) is a member of \( Log(m) \), then it must have stored a copy of \( \#m \) in its determinant log. In order for this to happen, \( p \) must have either received \( m \), or it must have received a message \( m' \), onto which \( \#m \) was piggybacked, such that \( \text{deliver}_{m, \text{dest}}(m) \rightarrow \text{send}_{m', \text{source}}(m') \). In the first case, unless \( p \) fails, it will eventually deliver \( m \) and become a member of \( \text{Depend}(m) \). The second case is similar: unless \( p \) fails, it will eventually deliver \( m' \) and become a member of \( \text{Depend}(m) \). Furthermore, since there is only a finite number of processes in \( \mathcal{N} \) and \( Log(m) \subseteq \mathcal{N} \), eventually all non-faulty members of \( Log(m) \) will join \( \text{Depend}(m) \) and (b) will hold. Note that, if \( p \) fails, then \( p \) will no longer be a member of
$\text{Depend}(m)$. However, in this case, $p$ will lose all the data in its determinant log, which is implemented in volatile memory, and will therefore leave $\text{Log}(m)$. Hence, (b) holds whether $p$ is a correct process or not. This concludes the proof that $\Pi_0c$ satisfies Property (4.10).

We now have only to show that $\Pi_0c$ is optimal. To do so, we observe that no additional messages are generated by protocol $\Pi_0c$ over the ones needed by the application, because determinants are piggybacked on existing application messages. Furthermore, no correct processes are forced to rollback as a result of a process’ failure, because $\Pi_0c$ is a causal protocol. Finally, $\Pi_0c$ is 0-blocking, because none of (a)-(c) imply blocking. □

Protocol $\Pi_0c$’s piggybacking scheme guarantees that all the determinants needed to recover the system to a consistent global state from up to $f$ concurrent failures will be available during recovery. However, the scheme leaves several open questions. First, $\Pi_0c$ does not specify how to collect and use the logged determinants to perform recovery. Furthermore, $\Pi_0c$ assumes that processes have knowledge of the current value of $|\text{Log}(m)|$ when they determine whether or not to piggyback the determinant $\#m$ on an application message. This knowledge is not realistic in an asynchronous distributed system, since — as we have observed before — it requires processes to have instantaneous access to $\text{Log}(m)$, which is defined over the entire distributed system.
5.4 Existing Optimal Message-Logging Protocols

The piggybacking scheme used by $\Pi_{oc}$ is the core of the logging components of the only two known optimal and causal message-logging protocols: family-based logging and Manetho [Eln93]. Family-based logging is described in detail in Chapter 6. We briefly describe the aspects of Manetho that concern the logging of determinants in the following section.

5.4.1 Manetho

Manetho is an optimal causal message-logging protocol designed to tolerate up to $n$ concurrent failures. In Manetho, each process maintains an antecedence graph $AG$ that records the causal relationship between non-deterministic events of an execution. $AG$ contains a node for each determinant. Assuming that only deliver events are nondeterministic, an directed edge is drawn from $\#m'$ to $\#m$ when either $m$ was sent in a state interval initiated by the delivery of message $m'$ or when some process $p$ delivered both $m'$ and $m$ and $m'.rsn = m.rs$$ - 1$.

The operating systems on which Manetho executes allows for the deterministic re-execution of non-deterministic internal events. Therefore, in addition to all of the message deliver events, the nondeterministic events recorded in the antecedence graph include other non-deterministic internal events, such as synchronization operation between threads. The nodes of the antecedence graph represent the state intervals started by each deliver event and contain the determinants of the corresponding deliver events. In particular, if process $p$ is executing in state interval
$p[i]$, then the antecedence graph associated with $p[i]$ contains the determinant of the non-deterministic event $e$ that started $p[i]$, plus the determinants of all the non-deterministic events that are in $e$'s causal past. When process $p$ sends a message $m$ to process $q$, $p$ piggybacks on $m$ the current value of its antecedence graph. Optimizations are used to limit the amount of piggybacked data, though. When $q$ receives $m$, it uses the antecedence graph piggybacked by $p$ to update its own antecedence graph.

Manetho is unique among message-logging protocols because processes periodically take coordinated — as opposed to independent — checkpoints. This allows Manetho to simplify garbage collection of the determinants maintained in volatile memory when a checkpoint is taken.

A major difference between Manetho and the family-based logging protocols described in this dissertation is that Manetho implements Property (4.10) only for the special case $f = n$. Therefore, applications for which a smaller value of $f$ would suffice must nonetheless pay the full cost of ensuring resilience from total failure. In contrast, as we will see, family-based logging provides a series of protocols, parameterized by $f$. The determinant of each message $m$ need to be piggybacked only until $|Log(m)| > f$ holds rather than until $|Log(m)| = n$ holds. Consequently, fewer determinants need to be piggybacked and less volatile memory needs to be devoted to saving determinants.
Chapter 6

Family-Based Logging

This chapter presents family-based logging, a new message-logging protocol that is both causal and optimal. Section 6.1 provides an overview of the logging component of family-based logging, which is based on a piggybacking scheme similar to the one used by \( \Pi_{\text{loc}} \) of Chapter 5. Section 6.2 assesses the piggybacking overhead and presents several techniques that can be used to limit it. A central problem that family-based logging protocols must confront is how processes in an asynchronous distributed system can effectively compute \( \log(m) \) and \( |\log(m)| \) in order to satisfy Property 4.10. Section 6.3 presents several approaches to this problem. Section 6.4 defines five protocols that use these approaches in different ways, and Sections 6.5 and 6.6 compare their performance. Section 6.7 describes the recovery component of family-based logging. Section 6.8 discusses checkpointing, and Section 6.9 discusses communication with the environment.
6.1 The Logging Component

Family-based logging (FBL) protocols [AHM93, AM95, AM94b] disseminate and log determinants using a slightly modified version of the piggybacking scheme of protocol Π_{oc} in Section 5.3:

1. FBL does not assume that a process knows |Log(m)| when determining whether to piggyback #m on an outgoing message m.

2. FBL requires each process to save in a message log, kept in volatile memory, the content of every message it has sent. Hence, in FBL each process p records the following data:

   • In the message log:
     - The content of every sent message.

   • In the determinant log:
     - The determinant of every delivered message.
     - A copy of any determinant #m piggybacked on any received message, for which, at the time of receipt, p estimates that |Log(m)| ≤ f.

3. FBL requires the sender of a message m' to piggyback on m' a non-stable determinant #m only if the sender does not estimate that the destination of m' is a member of Log(m). Furthermore, since channels are FIFO, a process p holding a non-stable determinant in its determinant log needs to piggyback it to the same process q no more than once.
Despite these differences, it is easy to see that, if FBL protocols never conclude that a determinant is stable unless $|\text{Log}(m)|$ has become larger than $f$, then the arguments used in Theorem 5.2 to prove that $\Pi_{oc}$ is an optimal causal protocol apply also to FBL protocols. Therefore, the following theorem, that we present without further proof, holds:

**Theorem 6.1** FBL protocols satisfy Property 4.10. Furthermore, FBL protocols are optimal.

Conceptually, in FBL each process $p$ maintains for each message $m$ estimated values for $\text{Log}(m)$ (which we denote as $\text{Log}(m)_p$) and $|\text{Log}(m)|$. Note that $p$'s estimate of the size of $\text{Log}(m)$ need not be equal to the size of $p$'s estimate of $\text{Log}(m)$. To distinguish between the two, we denote them as $|\text{Log}(m)|_p$ and $|\text{Log}(m)|_p$ respectively.

$\text{Log}(m)_p$ is updated so that if a process $q$ is a member of $\text{Log}(m)_p$, then either

- $q$ is a member of $\text{Log}(m)$, or
- $q$ has failed, $q$ was a member of $\text{Log}(m)$ before failing, and $p$ has not yet detected $q$’s failure.

Note that this update rule for $\text{Log}(m)_p$ guarantees that $|\text{Log}(m)|_p > f$ only if $\#m$ is stable, and therefore Property 4.10 is satisfied.

Furthermore, $p$ maintains a set $\mathcal{DS}_p$ that contains the non-stable determinants for all the delivery events in the causal history of the last delivery event executed by $p$. $\mathcal{DS}_p$ is a subset of all of the determinants that $p$ has in its determinant log. Whenever process $p$ sends a message $m$ to some process $q$, $p$ piggybacks onto $m$ all
the determinants #\( m' \) in \( DS_p \), that \( p \) believes \( q \) may not have yet logged — i.e. the subset of \( DS_p \) that contains all the determinants #\( m' \) for which \( q \) is not a member of \( Log(m')_p \) and such that #\( m' \) was not piggybacked on a previous message from \( p \) to \( q \). We denote this subset with \( DS_p(q) \). Membership in \( DS_p \) is managed as follows: when \( p \) delivers a new message \( m \), it adds to \( DS_p \) the determinant of \( m \), plus all the non-stable determinants piggybacked onto \( m \). As soon as \( p \) determines that a determinant in \( DS_p \) has become stable, it removes the determinant from \( DS_p \).

Notice that information needed by \( p \) to replay a message \( m \) during recovery is maintained partly in the message log of the sender of \( m \), and partly in the determinant logs of processes that have delivered messages sent causally after the \( m \)'s delivery. We call the sender of \( m \) the parent of \( p \) with respect to \( m \); we call any process that delivers a message sent causally after \( m \)'s delivery a descendant of \( p \) with respect to \( m \). In particular, we call a process \( q \) a child of \( p \) if \( q \) delivers a message sent by \( p \) after \( m \)'s delivery. Family-based logging owes its name to the fact that, if \( f = 1 \), then the information necessary to recover a process is distributed among its parents and its children. If \( f > 1 \), such information is distributed among the process' parents and descendants.

### 6.2 Assessing the Cost of Piggybacking

Family based logging protocols avoid creating orphan processes by piggybacking non-stable determinants on existing application messages. In this section we analyze the overhead in message size caused by such piggybacking. Note that FBL
protocols may elect to piggyback other data in addition to the determinants, in order to achieve better estimates of $\log(m)$ and $|\log(m)|$. We discuss this possibility in Section 6.3.

Given a run $\rho$ of a system of $n$ processes and an FBL protocol that tolerates $f$ process failures, we consider two metrics: the number of determinants that can be piggybacked on any single message and the number of times a single determinant can be piggybacked in $\rho$. We assume that during $\rho$ no process fails and that processes rely solely on piggybacking to make determinants stable — i.e. processes do not use stable memory to log determinants. We define the following variables and functions:

- $s$ is the number of send events in $\rho$.
- $r$ is the number of receive events in $\rho$.
- $d$ is the number of deliver events in $\rho$.
- $k$ is the number of transient channel failures suffered in $\rho$.
- $\text{pd}_{\max}(f,d)$ is the maximum number of determinants that are piggybacked on any of the messages sent in $\rho$.
- $\overline{\text{pd}}(f,n,k)$ is the average number of determinants piggybacked on all messages sent in $\rho$.
- $l_{\max}(f,n,k)$ is the maximum number of times a determinant is piggybacked in $\rho$. 
Given these definitions, we make the following two observations:

1. Since \( \rho \) contains \( d \) delivery events, the total number of determinants generated during \( \rho \) is \( d \).

2. The number \( k \) of transient channel failures suffered in \( \rho \) is at most equal to the difference between the number of send events and the number of receive events — i.e. \( k \leq s - r \).

**Theorem 6.2** \( pd_{\text{max}}(f, d) \) is \( \Theta(d) \).

**Proof.** Since a determinant needs to be piggybacked only once on a single message, it immediately follows that \( pd_{\text{max}}(f, d) \) is bound by the total number of determinants \( d \) generated during \( \rho \). To see that this bound is tight and does not depend on \( f \), consider the run depicted in Figure 6.1. Process \( p \) delivers \( d - 1 \) messages from the environment before sending message \( m_d \). Hence, \( p \) must piggyback \( d - 1 \), or \( O(d) \), determinants on \( m \). \( \square \)

**Theorem 6.3** \( t_{\text{max}}(f, n, k) \) is \( \Theta(n^{\min(f, 2)} + k) \).
Proof. We first derive an upper bound for $t_{\text{max}}(f, n, k)$ that is independent of $f$, and we show that this bound is tight for $f > 1$. We then show that if $f = 1$, then we can derive a tighter upper bound. Finally, we combine these results to obtain the bound stated in the theorem.

Assume that during $\rho$ no transient channel failures occur. Since by assumption channels are FIFO, any process $m.\text{dest}$ that delivers a message $m$ must piggyback determinant $\#m$ at most once to every other process. Furthermore, no process needs to piggyback $\#m$ back to process $m.\text{dest}$. Hence, since there are $n$ processes, $\#m$ can be piggybacked at most $n - 1$ times by process $m.\text{dest}$, and at most $n - 2$ times by any other process. Therefore it follows that:

$$t_{\text{max}}(f, n, k) \leq (n - 1) + (n - 1)(n - 2) = (n - 1)^2$$

Assuming $k$ transient channel failures, the bound becomes:

$$t_{\text{max}}(f, n, k) \leq (n - 1)^2 + k \quad (6.1)$$

We now show that the upper bound we have derived is tight for all $f > 1$. Consider the execution in Figure 6.2, in which $n = 4$. Assume that $f > 1$, and that no transient channel failures occur. In order to avoid creating orphan processes, once process $p_2$ delivers $m$ it must piggyback $\#m$ onto each subsequent message it sends — though no more than once to any process, since channels are FIFO — until it can determine that $|\log(m)| > f$. Process $p_2$ can improve its estimates of $|\log(m)|$ whenever it receives an acknowledgment for a message onto which $\#m$ was piggybacked. For instance, in Figure 6.2 if $p_2$ receives an acknowledgment for the message sent to $p_4$, then $p_2$ can conclude that $|\log(m)| \geq 2$, since $\log(m)$
Figure 6.2: An execution in which \#m is piggybacked \((n-1)^2\) times.

must contain at least \(p_4\) and \(p_2\) itself. Thus, the worst case scenario arises when acknowledgments are slow and \(p_2\) must piggyback \#m \(n - 1\) times before receiving any acknowledgment. Consider now any of the \(n-1\) processes \(q\) that have received \#m piggybacked on a message received from \(p_2\). The best estimate of \(|Log(m)|\) that can be computed by such a process is that \(|Log(m)|_q \geq 2\), since \(Log(m)_q\) certainly contains \(p_2\). Therefore, if \(f \geq 2\), each process other than \(p_2\) must in turn piggyback \#m onto each subsequent message it sends, until it can determine that \(|Log(m)| > f\). The worst case scenario is again the one in which acknowledgments are slow, and each process piggybacks \#m to the remaining \(n - 2\) processes before receiving any acknowledgments (see Figure 6.2). It immediately follows that in this scenario \#m is piggybacked \((n - 1)^2\) times.

If we assume that the run containing the execution shown in Figure 6.2 suffers \(k\) transient channel failures and that all such failures affect messages carrying \#m,
then we have that in the worst case scenario $#m$ can be piggybacked $(n - 1)^2 + k$
times, which matches the bound given in Equation 6.1.

If $f = 1$, then we calculate the following tighter bound on $t_{\text{max}}(f; n, k)$:

$$t_{\text{max}}(f; n, k) \leq n - 1 + k$$  \hspace{1cm} (6.2)

To see why, consider again the execution of Figure 6.2, and assume no transient
channels failures occur. Whenever a process $p_i$: $i = 1, 3, 4$ receives $#m$ piggybacked
on a message coming from $p_2$, $p_i$ can conclude that $#m$ has become stable, and
that therefore $#m$ does not need to be piggybacked any further. This is because
$Log(m)$ must contain at least $p_2$ and $p_i$ itself, and so $|Log(m)| > 1$. Furthermore,
as soon as $p_2$ receives an acknowledgment for any of the messages on which $#m$
was piggybacked, it can also conclude that $#m$ is stable, and stop piggybacking
it. Therefore, the worst case scenario arises when $p_2$ piggybacks $#m$ $n - 1$ times,
once to every process, before receiving any acknowledgments. Hence:

$$t_{\text{max}}(f; n, k) \leq n - 1$$

If we assume that no more that $k$ transient channel failures occur, then we obtain
the bound given in Equation 6.2.

We have proved the following bounds:

1. If $f = 1$, then $t_{\text{max}}(f; n, k) \leq n - 1 + k$.

2. If $f > 1$, then $t_{\text{max}}(f; n, k) \leq (n - 1)^2 + k$.

We can combine them as follows:

$$t_{\text{max}}(f; n, k) \leq (n - 1)^{\text{min}(f, 2)} + k.$$  \hspace{1cm} (6.3)
Since \((n - 1)^{\min(f,2)} + k\) is \(\Theta(n^{\min(f,2)} + k)\), the theorem is proved. \(\square\)

**Theorem 6.4** \(\overline{pd}(f, n, k)\) is \(\Theta(n^{\min(f,2)} + k)\).

**Proof.** By definition, \(\overline{pd}(f, n, k)\) equals the total number of piggybacked determinants divided by the total number of send events. By the proof of Theorem 6.3 we know that no determinants can be piggybacked more than \((n - 1)^{\min(f,2)} + k\) times. Since the number of determinants is \(d\), the total number of piggybacked determinants is at most \(d \cdot ((n - 1)^{\min(f,2)} + k)\). Dividing by the total number \(r + k\) of send events, we obtain the following bound:

\[
\overline{pd}(f, n, k) \leq d \cdot \frac{(n - 1)^{\min(f,2)} + k}{r + k}
\]

Since \(d \leq r\) and \(k \geq 0\), this bound simplifies to:

\[
\overline{pd}(f, n, k) \leq (n - 1)^{\min(f,2)} + k
\]  \(6.4\)

Hence, \(\overline{pd}\) is \(O(n^{\min(f,2)} + k)\). The bound given in Equation 6.4 is achieved if during \(\rho\) each process \(p_i : 1 \leq i \leq n\) executes the following program:

```
do d/n times
  for all \(p_j \in \mathcal{N}\) st \(j \neq i\)
    send message to \(p_j\)
  for \(l := 1\) to \(n - 1\)
    receive message
```

The second time the do-loop iterates, each process must piggyback \(n - 1\) determinants on every outgoing message. If \(f = 1\), each process continues in subsequent iterations to piggyback \(n - 1\) determinants. If \(f > 1\), then by the third time the
do-loop iterates, each process must piggyback \((n - 1)^2\) determinants on every outgoing message. Assuming no channel failures, the average number of determinants piggybacked will quickly approach \((n - 1)^2\) as the loop repeats. \(\Box\)

### 6.2.1 Discussion

The theoretical bounds derived above suggest a few remarks.

First, the frequency of acknowledgments affect the performance of family-based logging. The number of piggybacked determinants carried by each message will decrease if acknowledgments arrive promptly. Thus, a positive acknowledgment protocol is ideal for family-based logging. Negative acknowledgment protocols may delay acknowledgments and increase piggyback size compared to positive acknowledgment schemes. However, the \(n^{\text{min}(2,f)} + k\) bound on \(\text{pt}(f, n, k)\) applies regardless of using positive or negative acknowledgments.

Second, the application's communication pattern strongly affects the performance of family-based logging. As the worst-case scenario shows, the size of the piggyback overhead becomes larger when each process exchanges a burst of messages with a large family of parents and children processes. Note that in this case sets of parents and children will intersect: each process will tend to send messages to and receive messages from some common set of processes. In such an environment, a negative acknowledgment protocol should be very effective, since extra acknowledgment packets will rarely be sent. Thus, in worst-case scenarios, family-based logging should actually perform better using a negative acknowledgment protocol.
Finally, Theorem 6.2 asserts that the number of determinants piggybacked to a specific message \( m \) can be bound only by the total number of delivery events that precede the sending of \( m \) (see Figure 6.1). Even if this worst case scenario is unlikely to occur in practice, there may be circumstances in which the number of non-stable determinants may become large enough that piggybacking them on a single message is costly. To avoid this problem, a process \( p \) can use one of the following two techniques whenever the number of non-stable determinants in \( D_S_p \) exceeds a pre-determined threshold:

1. Flush \( D_S_p \) to stable storage. For example, in Manetho a process asynchronously flushes \( D_S_p \) to stable storage whenever the size of \( D_S_p \) exceeds 64 bytes [Eln93]. Note that if this solution is used then the threshold must be chosen conservatively, in order to account for the possible increase of the size of \( D_S_p \) while the asynchronous flushing completes.

2. Send extra messages carrying the non-stable determinants. Note that this solution contradicts one of the optimality criteria introduced in Section 5.1. Nevertheless, sending extra messages may be preferable in practice to piggybacking a large number of determinants on existing application messages.

### 6.2.2 Reducing the Size of the Piggyback

Consider a set of processes \( p_i : 1 \leq i \leq n \). Whenever \( p_i \) sends a message \( m \) to \( p_j \), it piggybacks on \( m \) all the determinants \#\( m \) in \( D_S_{p_i} \) for which \( p_j \notin Log(m)_{p_i} \).

Hence, there are two approaches process \( p_i \) can use to reduce the amount of piggybacked data:
\begin{align*}
\{ & \ p_1 \ (m_1.\text{source}, m_1.\text{ssn}, m_1.\text{r}sn) \\
& (m_2.\text{source}, m_2.\text{ssn}, m_2.\text{r}sn) \\
& \ \vdots \ \vdots \ \vdots \\
& (m_D.\text{source}, m_D.\text{ssn}, m_D.\text{r}sn) \ \}\n\end{align*}

Figure 6.3: $\mathcal{DS}^p_{p_1}$ before compression.

1. Computing accurate estimates of $\log(m)$ and $|\log(m)|$ for all messages $m$, in order to avoid unnecessary piggybacking of stable determinants.

2. Using compression techniques to decrease the amount of data necessary to represent the information contained in $\mathcal{DS}_{p_i}$.

The second approach is the subject of this section. We discuss in detail the first approach in Section 6.3.

A preliminary step in reducing the space necessary to represent $\mathcal{DS}_{p_i}$ is to group determinants that share the same value for $m.\text{dest}$ and to factor the value of $m.\text{dest}$ out of each determinant. Thus, we partition $\mathcal{DS}_{p_i}$ into $n$ subsets $\mathcal{DS}_{p_1}^{p_1} \ldots \mathcal{DS}_{p_i}^{p_n}$.

Figure 6.3 shows a non-compressed representation of $\mathcal{DS}_{p_1}^{p_1}$.

In the following, we consider three techniques that can be used to compress $\mathcal{DS}_{p_1}^{p_1}$. Of course, the same techniques can be used to compress all the other subsets of $\mathcal{DS}_{p_i}$.

**Exploiting FIFO Channels**

Consider a determinant $#m = (m.\text{source}, m.\text{ssn}, m.\text{r}sn)$ in $\mathcal{DS}_{p_1}^{p_1}$. The fields $m.\text{source}$ and $m.\text{ssn}$ uniquely identify $m$ in the message log of process $m.\text{source}$.
If process $p_1$ fails, then this information can be used during recovery to replay the content of $m$ to $p_1$ according to the order established by $m.rsn$. If channels are FIFO, however, there is no need to explicitly keep $m.ssn$ in the determinant $\#m$. To see why, note that with FIFO channels $m.rsn$ and $m.source$ uniquely identify the relative send sequence number of $m$ among the messages that process $m.source$ sends to $p_1$. Hence, given $m.dest$ and $m.rsn$, in order to identify $m$ in $m.source$'s message log it is sufficient to structure the message log so that all messages sent to the same destination are maintained in sequences sorted by send sequence number.

**Exploiting Causal Logging**

Not only can we eliminate send sequence numbers from $\mathcal{DS}_{p_1}^m$, but we also can eliminate most of the receive sequence numbers. To do so, we first need to prove the following theorem and the subsequent corollary.

**Theorem 6.5** Let $\#m$ and $\#m'$ be such that:

$$m'.dest = m.dest \land m'.rsn < m.rsn.$$ 

If $\#m'$ is not stable, then $Log(m) \subseteq Log(m')$.

**Proof.** Assume $\#m'$ is not stable. If process $p$ is a member of $Log(m)$, then either $p$ is the destination of $m$, or $p$ is the destination of a message $m''$ onto which $\#m$ was piggybacked. We consider these two cases separately.

**Case 1** $p$ is the destination of $m$: Since by assumption $m.dest = m'.dest$, $p$ is the destination of $m'$. Since $m'.rsn < m.rsn$, $p$ logged $\#m'$ before logging $\#m$. Hence, $p \in Log(m) \Rightarrow p \in Log(m')$. 


Case 2 \( p \) is not the destination of \( m \): We use an inductive argument. Let \( m''' \) be the first message sent by process \( m.\, dest \) after adding \( \#m \) to its determinant log, and let \( \ell \) be the length of the causal chain of processes associated with the causal path that starts with \( \text{send}_{m.\, dest}(m'''') \) and ends with process \( p \) receiving \( m'' \) and thereby adding \( \#m \) to its determinant log. We proceed by induction on \( \ell \).

Before proving the base case, though, we make the following observation: if we show that \( m'' \) piggybacks both \( \#m \) and \( \#m' \), then the theorem holds. This is because FBI guarantees that when determinants with the same value in their \( \text{dest} \) fields are piggybacked on the same message, these determinants are logged by the receiver in increasing receive sequence number order. So, since \( m'.rsn < m.rs \) and the \( \text{dest} \) fields in \( \#m \) and \( \#m' \) hold the same value, \( p \) must add \( \#m' \) to its determinant log before \( \#m \).

**Base Case**: \( \ell = 1 \).

Figure 6.4 illustrates the base case. If \( \ell = 1 \), then process \( m.\, dest \) is the sender of \( m'' \). Since, by assumption, \( \#m' \) is not stable when \( p \) adds \( \#m \) to its determinant log, then \( \#m' \) must be non-stable when \( m.\, dest \) sends...
$m''$, and since $m'.rsn < m.rs.n$, process $m.dest$ must have saved $\#m'$ in its determinant log before saving $\#m$. Hence, when $m.dest$ sends $m''$ to $p$, both $\#m'$ and $\#m$ are members of $\mathcal{DS}_{m.dest}$. The FBL piggybacking scheme guarantees that $m.dest$ piggybacks on $m''$ all the determinants in $\mathcal{DS}_{m.dest}(p)$. Since $\#m$ is by assumption in $\mathcal{DS}_{m.dest}(p)$, if also $\#m'$ is in $\mathcal{DS}_{m.dest}(p)$ then $m''$ carries both $\#m$ and $\#m'$, and by the above observation the theorem is proved. If $\#m' \notin \mathcal{DS}_{m.dest}(p)$, then from the definition of $\mathcal{DS}_{m.dest}(p)$ and the assumption that $|\mathcal{Log}(m')| \leq f$, it follows that $p \in \mathcal{Log}(m')_{m.dest}$. Since we assume that $p$ is in $\mathcal{Log}(m)$, $p$ has not failed. Hence, $p$ in $\mathcal{Log}(m')_{m.dest}$ implies that $p$ must already be a member of $\mathcal{Log}(m')$, and the theorem is proved.

**Inductive Step:** We assume that the theorem holds for all causal paths whose associated causal chain of process has length $\ell \leq k$. We prove that the theorem holds for any causal path whose associated causal chain of process has length $\ell = k + 1$.

Figure 6.5 illustrates the inductive step. Consider a causal path that starts with event $send_{m.dest}(m''')$ and ends when process $p$ receives $m''$ and adds $\#m$ to its determinant log, and assume that the associated causal chain of processes has length $\ell = k + 1$. Let $q$ be the process that sent message $m''$ to $p$. Since we assume that a process never sends a message to itself, it follows that $p \neq q$. Therefore, the causal chain associated with the causal path that starts with $send_{m.dest}(m''')$ and ends when process $p$ receives $m''$ and adds
Figure 6.5: Proof of Theorem 6.5: the two cases in the inductive step.
#m to its determinant log must be of length k. Since, by assumption, #m' is not stable when p adds Log(m) to its determinant log, then #m' is also not stable when q sends m'' to p. Hence, by the inductive step, when q sends m'' it must have both #m' and #m in its determinant log. Therefore, one of the following is true:

1. #m and #m' are both in DS_q(p).
2. #m is in DS_q(p), and #m' is in DS_q, but not in DS_q(p).

We consider these two cases separately. The first case is illustrated in the top half of Figure 6.5. The FBI piggybacking scheme guarantees that q piggybacks on m'' all the determinants in DS_q(p). Since #m is by assumption in DS_q(p), if #m' is in DS_q(p) then m'' carries both #m and #m', and by the observation we made at the beginning of the proof the theorem holds. The second case is illustrated in the bottom half of Figure 6.5. If #m' ∉ DS_q(p), from the definition of DS_q(p) and the assumption that |Log(m')| ≤ f it follows that p ∈ Log(m'), since we assume that p is in Log(m), p has not failed. Hence, p in Log(m') implies that p must already be a member of Log(m'), and the theorem is proved. □

Corollary 6.1 Let #m and #m' be such that:

\[ m'.dest = m.dest ∧ m'.rsn < m.rsn. \]

If #m' is not stable, then #m is not stable.
\[
\{ \ p_1 \ m_1.rs \ \{ \ m_1.source \\
\quad \vdots \\
\quad m_h.source \ \} \ \} 
\]

Figure 6.6: \( DS_{p_i}^{p_1} \) compressed using FIFOness and causal logging.

**Proof.** Assume that \#m' is not stable. By Theorem 6.5, we know that \( Log(m) \subseteq Log(m') \) at all times. Hence, from the definition of being stable and from the fact that \#m' is not stable, \#m is not stable. \( \square \)

We now can compress the representation of \( DS_{p_i}^{p_1} \) as follows. Suppose that we sort the determinants in \( DS_{p_i}^{p_1} \) in ascending receive sequence number order. Let \( rsn_l \) and \( rsn_h \) be the lowest and highest receive sequence numbers in \( DS_{p_i}^{p_1} \). We denote the corresponding determinants with \#m_l and \#m_h. Theorem 6.5 guarantees that all the non-stable determinants with receive sequence number lower than \( rsn_h \) are in \( DS_{p_i}^{p_1} \). Corollary 6.1 guarantees that all the determinants with a receive sequence number higher than \( rsn_l \) are non-stable. Taken together, these results guarantee that all the receive sequence number between \( rsn_l \) and \( rsn_h \) are represented in \( DS_{p_i}^{p_1} \).

Then, it is sufficient to keep in \( DS_{p_i}^{p_1} \) only the lowest receive sequence number value, followed by the list of the processes that sent the determinants in \( DS_{p_i}^{p_1} \) to be able to infer the receive sequence number of all the determinants in \( DS_{p_i}^{p_1} \).

**Using Run Length Encoding**

Using the two previous techniques, we have transformed \( DS_{p_i}^{p_1} \) from the representation of Figure 6.3 to the representation of Figure 6.6. We now consider one
method of further compressing the piggybacked sequence of parents.

Suppose it is known that some process \( p \) has only a single parent \( q \). Thus, the send sequence numbers assigned by \( q \) define a total ordering of the messages delivered by \( p \), and \( p \) need not save any determinant for all its delivery events. Should \( p \) fail, \( q \)'s message log contains sufficient information to recover \( p \). This optimization can be generalized to the case where \( p \) has multiple parents. The result is similar to the *null-logging* technique described in [SBY88].

Process \( p \) logs receive sequence numbers in order to record the nondeterministic choices made during a run. Since channels are FIFO, however, \( p \) need only log the order in which \( p \) interleaves messages from different parents. If a message-logging protocol records the interleaving of messages from different parents for a process \( p \), then this information together with the message logs of \( p \)'s parents is sufficient to recover \( p \) from failure.

Implementing such a scheme requires each process \( p \) to maintain an *interleave sequence number* \( isn_p \). \( isn_p \) is initially zero, and is incremented in state \( p[\ell] \) if \( \ell = 1 \) or if the source of the \( \ell^{th} \) message is different from the source of the \((\ell-1)^{th} \) message. Furthermore, the notion of determinant and the rules followed by the logging component must be modified. A determinant \#m must now contain two new fields:

- \( m.isn \), which equals the value of \( isn_{m.dest} \) in state \( m.dest[m.rsn] \).

- \( m.runlength \), which equals the number of consecutive messages delivered by \( m.dest \) from \( m.source \) since state \( m.dest[m.rsn] \).
The logging component is then modified so that a process \( p \) generates and logs a new determinant only when \( p \) increments its interleave sequence number. If \( p \) delivers a message \( m' \) but does not increment its interleave sequence number, then \( m' \) must have been sent by the same process that sent the last message delivered by \( p \). Hence, \( p \) must increment the \textit{runlength} field in the latest determinant it generated. Note that in this scheme several delivery events may be encoded in a single determinant: together with \textit{m.rsn}, \textit{m.runlength} determines the receive sequence numbers of all the delivery events encoded in \#m.

The details of how this optimization can be implemented in an FBL protocol for \( f = 1 \) are presented in [AHM93].

A similar compression of the representation of \( DS^\pi_x \) can be achieved by applying directly run length encoding to the sequence of parents \( m_1.source, \ldots, m_k.source \) in Figure 6.6. Note however that while this simpler solution successfully decreases the size of the piggybacked information, it still generates a distinct determinant every time the receive sequence number is incremented, as opposed to every time the interleave sequence number is incremented. By using a version of FBL that explicitly records interleave sequence numbers, applications for which run length encoding significantly reduces the size of the piggyback can also achieve a parallel significant reduction in the size of their determinant logs.

### 6.3 Estimating \( Log(m) \) and \( |Log(m)| \)

A fundamental issue in implementing FBL is how a process \( p \) determines its estimates of \( Log(m) \) and \( |Log(m)| \) for any message \( m \) whose determinant that \( p \) has
received. In order for the protocol to satisfy Property (4.10), \( p \) must never conclude that a determinant is stable unless \( |\log(m)| > f \) holds. As noted earlier, this is guaranteed if, when \( p \) estimates that a process \( q \) is a member of \( \log(m) \), then either \( q \) is currently a member of \( \log(m) \) or \( q \) has failed and was a member of \( \log(m) \) before failing. In either case we say that \( p \) can safely infer that \( q \) is a member of \( \log(m) \). However, if \( p \) underestimates \( |\log(m)| \), it may needlessly piggyback determinants that are already stable, making messages significantly larger on average.

Process \( p \) computes its estimates on the basis of acknowledgments it receives, and on the basis of information piggybacked on the messages it receives. Hence, by piggybacking more information on messages they exchange, processes can improve the accuracy of their estimates and avoid piggybacking useless data; however, information piggybacked to maintain more accurate estimates can make the messages significantly larger. There is a tradeoff that must be taken into account when designing FBI protocols.

The most basic piece of information about \( \log(m) \) and \( |\log(m)| \) is gained when a process \( q \) delivers a message \( m \): once \( q \) delivers \( m \), \( q \) knows that \( q \in \log(m) \). Also, when \( q \) receives an acknowledgment from \( p \) for a message onto which \( q \) had piggybacked \( \#m \), \( q \) can safely infer that \( p \) is a member of \( \log(m) \). Further pieces of information can be piggybacked on messages. Three natural pieces of information are:

\( \#m \): When \( q \) receives \( \#m \) from \( p \), process \( q \) can safely infer that \( \log(m) \) contains at least process \( p \), process \( m.\text{dest} \) (the original destination of message \( m \)) and
process q itself.

$|Log(m)|_p$: Process $p$ can send to $q$ this piece of information either in addition to $#m$, if $#m \in DS_p(q)$ or without $#m$ if $#m \notin DS_p(q)$. Upon receipt of $|Log(m)|_p$, $q$ can always safely infer that $|Log(m)|$ is no smaller than $|Log(m)|_p$. When $q$ receives $#m$ for the first time, $q$ can further safely infer that $|Log(m)|$ must be at least equal to $|Log(m)|_p + 1$, since $q$ itself could not be counted in $|Log(m)|_p$. Note that this scheme allows $q$ to safely infer a value for $|Log(m)|$ without knowing the identity of the processes in $Log(m)$.

$Log(m)_p$: Process $p$ can send to $q$ this piece of information either in addition to $#m$, if $#m \in DS_p(q)$ or without $#m$ if $#m \notin DS_p(q)$. Upon receipt of $Log(m)_p$, process $q$ can safely infer that $Log(m)_q$ must be at least equal to the union of the current set $Log(m)_q$ and $Log(m)_p$, and update $|Log(m)|_q$ accordingly. Using this scheme, when process $p$ sends its estimate of $Log(m)$ to process $q$, it is providing $q$ with the union of all the estimates relative to $Log(m)$ computed by the processes along the causal path that connects process $m_{dest}$ to process $p$.

### 6.4 Five FBL Protocols

In this section we define five FBL protocols that use in different ways the pieces of information we identified in Section 6.3 to compute their estimates of $|Log(m)|$ and $Log(m)$. We use these protocols throughout the chapter to illustrate trade-offs that arise in designing FBL protocols.
Recall, $\mathcal{DS}_p(q)$ denotes the subset of $\mathcal{DS}_p$ that contains the determinants #m such that $q \notin \log(m)$. Based on the information that process $p$ piggybacks on its messages to process $q$, we define the following five FBL protocols:

1. $\Pi_{Det}$: Process $p$ piggybacks only the determinants in $\mathcal{DS}_p(q)$.

2. $\Pi_{|\log|}$: For each determinant #m in $\mathcal{DS}_p(q)$, process $p$ piggybacks both #m and $|\log(m)|_p$.

3. $\Pi^+_{|\log|}$: Process $p$ piggybacks the determinants in $\mathcal{DS}_p(q)$. In addition, $p$ piggybacks the value of $|\log(m)|_p$ for all messages $m$ in its determinant log. Note that with $\Pi^+_{|\log|}$ process $p$ piggybacks the value of $|\log(m)|_p$ even if $m$ is not a member of $\mathcal{DS}_p(q)$ or of $\mathcal{DS}_p$.

4. $\Pi_{\log}$: For each determinant #m in $\mathcal{DS}_p(q)$, process $p$ piggybacks both #m and $\log(m)$.

5. $\Pi^+_{\log}$: Process $p$ piggybacks the determinants in $\mathcal{DS}_p(q)$. In addition, $p$ piggybacks the set $\log(m)_p$ for all messages $m$ in its determinant log. Note that with $\Pi^+_{\log}$ process $p$ piggybacks the value of $\log(m)_p$ even if $m$ is not a member of $\mathcal{DS}_p(q)$.

6.5 Accuracy of the Five Protocols in Estimating $|\log(m)|$ and $\log(m)$

The execution shown in Figure 6.7 illustrates the differences between $\Pi_{Det}$, $\Pi_{|\log|}$ and $\Pi_{\log}$ with respect to how accurately they estimate $\log(m)$ and $|\log(m)|$. For
Figure 6.7: \( \text{Log}(m)_{p_i} \) and \( |\text{Log}(m)|_{p_i} \) for \( \Pi_{Det} \), \( \Pi_{Log} \) and \( \Pi_{Log} \).

Each deliver event executed by process \( p_i \) and for each of the three protocols, we show \( \text{Log}(m)_{p_i} \) and \( |\text{Log}(m)|_{p_i} \).

Through the receipt of message \( m_3 \), the three protocols yield the same estimates of \( \text{Log}(m) \) and \( |\text{Log}(m)| \). Once \( p_3 \) receives \( m_4 \), however, different estimates of \( \text{Log}(m) \) and \( |\text{Log}(m)| \) are computed by the three protocols:

\( \Pi_{Det} \): Upon receipt of the copy of \( \#m \) piggybacked on message \( m_4 \), process \( p_3 \) concludes that, in addition to itself, \( \text{Log}(m) \) must include at least process \( p_1 = m_4.source \) and process \( p_2 = m.dest \). Process \( p_3 \) thus sets \( \text{Log}(m)_{p_3} = \{p_1, p_2, p_3\} \), and \( |\text{Log}(m)|_{p_3} = 3 \).

\( \Pi_{Log} \): As in the previous case, process \( p_3 \) sets \( \text{Log}(m)_{p_3} \) to \( \{p_1, p_2, p_3\} \). However,
Figure 6.8: Comparison of $\Pi_{\text{Log}}$ and $\Pi_{\text{Log}}^+$ for $f = 3$.

since this is the first time that $p_3$ receives $\#m$, $p_3$ was not in $\text{Log}(m)$ when $p_1$ sent $m_4$. Since $|\text{Log}(m)|_{p_1} = 3$, $p_3$ can infer that $|\text{Log}(m)|$ must be at least 4.

$\Pi_{\text{Log}}$: Process $p_3$ receives $\text{Log}(m)_{p_1}$ in addition to $\#m$. It then concludes that $\text{Log}(m)$ must include at least $p_1, p_2, p_3$, and $p_4$ and that $|\text{Log}(m)| \geq 4$.

Although $\Pi_{\text{Log}}$ provides a more accurate assessment of $\text{Log}(m)$, both $\Pi_{1\text{Log}}$ and $\Pi_{\text{Log}}$ allow process $p_3$ to conclude that $|\text{Log}(m)| \geq 4$. The benefits of the extra information exchanged by protocol $\Pi_{\text{Log}}$ become evident when process $p_5$ receives message $m_5$, at which point $\Pi_{\text{Log}}$ has the most accurate determination of $|\text{Log}(m)|$.

Protocols $\Pi_{1\text{Log}}^+$ and $\Pi_{\text{Log}}^+$ are similar to $\Pi_{1\text{Log}}$ and $\Pi_{\text{Log}}$, but can provide better estimates of $\text{Log}(m)$ and $|\text{Log}(m)|$. An example illustrating the difference
between $\Pi_{Log}$ and $\Pi_{Log}^+$ is given in Figure 6.8. Assume $f = 3$. Determinant $\#m$ becomes stable when $p_5$ receives $m_3$. With Protocol $\Pi_{Log}$, when $p_5$ subsequently sends $m_4$ to $p_3$, $\#m$ is not piggybacked, and therefore message $m_4$ does not carry $Log(m)_{p_5}$. With Protocol $\Pi_{Log}^+$ instead, $p_5$ piggybacks $Log(m)_{p_5}$ even if $\#m$ is already stable. Hence, using protocol $\Pi_{Log}$ a subsequent message sent by $p_3$ will contain a piggybacked value of $\#m$, while using Protocol $\Pi_{Log}^+$ it will not. A similar scenario can be constructed with Protocols $\Pi_{Log}$ and $\Pi_{Log}^+$. Note that $\Pi_{Log}$ and $\Pi_{Log}^+$ can provide better estimates of $\Pi_{Log}$ and $\Pi_{Log}^+$ even when $f = n$. This is somewhat surprising, since when $f = n$ the $DS$ set of a process contains all the determinants in that process determinant log, and $\Pi_{Log}$ and $\Pi_{Log}^+$ would appear to become identical to $\Pi_{Log}$ and $\Pi_{Log}^+$, respectively. To see why the differ, consider $\Pi_{Log}$ and $\Pi_{Log}^+$. A process $p$ using $\Pi_{Log}$ piggybacks $Log(m)_{p}$ on a message to a process $q$ only if $\#m$ is also piggybacked on the same message. Since channels are FIFO, $p$ does not piggyback $\#m$ to $q$ more than once, and therefore does not piggyback $Log(m)_{p}$ to $q$ more than once. If $p$ instead uses $\Pi_{Log}^+$, then, once $\#m$ is in $p$’s determinant log, $Log(m)_{p}$ is piggybacked on every message $p$ sends to $q$, and $q$ can use $Log(m)_{p}$ repeatedly to update its own estimate of $Log(m)$.

Consider again the execution shown in Figure 6.7. As long as a process estimates that $|Log(m)|$ is less than three, the three protocols produce identical estimates. This is true in general: the estimates given by any FBL protocol will be identical as long as for all messages $m$, a sender’s estimate of $|Log(m)|$ is less than three. The reason why this holds is that whenever a process $q$ receives $\#m$ from process $p$, it can always conclude that $\{m, dest, p, q\} \subseteq Log(m)$. Hence, whenever
Figure 6.9: A parallel solution to the Synthetic Aperture Radar problem.

If \( f < 3 \) the most efficient FBL protocol is the one that piggybacks on each message the minimum amount of data needed to satisfy Property 4.10. We can therefore formulate the following general guideline:

\[
\text{If } f < 3, \text{ then use Protocol } \Pi_{Det}. 
\]

There are applications, however, for which \( \Pi_{Det} \) performs as well as \( \Pi_{Log} \) even for large values of \( f \). For example, Figure 6.9 shows an application for which \( \Pi_{Det} \) does as well as \( \Pi_{Log}^+ \) when \( f = n \) [BA+92]. The application is a parallel solution to the Synthetic Aperture Radar problem (SAR) in which radar echoes, collected by aircraft or spacecraft, are used to construct terrain contours. The steps necessary for producing high-quality images from SAR data consist of the following sequence of computations: two-dimensional discrete Fourier transform, binary convolution, two-dimensional inverse discrete Fourier transform, and intensity level normalization for visualization. For our purposes, however, the important property to note
is that data flows in a particular manner.

To characterize a set of applications for which $\Pi_{Det}$ performs as well as $\Pi_{\Log}^+$, we represent an application's pattern of communication with a communication graph. For a given application, its associated communication graph is a directed graph that contains nodes, solid edges, and dashed edges. Nodes are used to represent processes as well as sources of application messages received from the environment and destinations of application messages sent to the environment; solid edges are used to represent the direction of application messages; dashed edges are used to represent the direction of acknowledgments. Hence, communication graphs are built as follows:

- The communication graph contains a node for each application process, and each source and destination of application messages respectively received from, or sent to, the environment.

- The communication graph contains a solid edge from node $i$ to node $j$, and a dashed edge from node $j$ to node $i$, if one of the following holds:

  1. the process corresponding to node $i$ is a parent of the process corresponding to node $j$.

  2. the process corresponding to node $j$ delivers messages received from the source in the environment corresponding to node $i$.

  3. the process corresponding to node $i$ sends messages to the destination in the environment corresponding to node $j$. 
Figure 6.10: A simple communication graph and its associated channel graph.

For simplicity, we will denote with $p_i$ the node in the communication graph corresponding to process $p_i$.

Given a communication graph $C$, we define its associated channel graph to be the graph obtained from $C$ by removing all the dashed edges.

Figure 6.10 shows the communication and channel graphs for an application in which process $p_1$ sends messages to $p_2$ and $p_3$, and process $p_2$ sends messages to $p_3$.

The communication and channel graphs of an application provide some indication of how a process builds its estimates of $Log(m)$ and $|Log(m)|$ for a determinant $\#m$. Recall from Section 6.3 that a process $p_i$ may be able to add a process $p_j$ such that $i \neq j$ to $Log(m)_{p_i}$ if either:

- $p_i$ receives an acknowledgment from $p_j$ of a message onto which $p_i$ had piggybacked $\#m$, or

- $p_i$ receives an application message from a process $p_k$ for which $p_j \in Log(m)_{p_k}$.
We can express these conditions in terms of the communication graph by saying that in order for \( p_i \) to be able to add \( p_j \) to \( \text{Log}(m)_{p_i} \), there must exist a path in the communication graph from node \( p_i \) to node \( p_j \). Furthermore, all the edges along the path, with the possible exception of the first edge, must be solid edges, since neither \#m nor estimates of \( \text{Log}(m) \) and \( |\text{Log}(m)| \) are piggybacked on acknowledgments.

**Definition 1** A channel graph is tree-like if there exists a function \( c \) that assigns to each node in the graph a (not necessarily unique) integer such that if there is an edge from node \( i \) to node \( j \), then the integer assigned to \( i \) is one less than the integer assigned to \( j \): \( c(i) = c(j) - 1 \)

It follows immediately from the definition that tree-like channel graphs are acyclic. However, not all acyclic graph are tree-like. An example of an acyclic channel graph that is not tree-like is given in Figure 6.10. Note that an application in which processes communicate in a tree results in a tree-like channel graph, and that the channel graph in Figure 6.9 is not a tree, but is tree-like.

**Theorem 6.6** Let \( f = n \). Given a communication graph such that its associated channel graph is tree-like, for any run \( \rho \), Protocol \( \Pi_{Det}^{-} \) piggybacks on each message the same determinants as Protocol \( \Pi_{Log}^{+} \).

**Proof.** A determinant \#m is piggybacked on a message \( m' \) from \( p_i \) to \( p_j \) if the following four conditions hold:

(i) \( p_i \in \text{Log}(m) \)

(ii) \( |\text{Log}(m)|_{p_i} \leq f \)
(iii) \( p_i \in \text{Depend}(m) \)

(iv) \( p_j \not\in \text{Log}(m)_{p_i} \)

To prove the theorem, we show that, for any \( \rho \), if these conditions are satisfied for a tree-like set of processes by \( \Pi_{Det} \), then they are also satisfied by \( \Pi_{Log}^+ \), and vice versa.

Satisfying (ii) and (iii) does not depend on the kind of FBL protocol used during \( \rho \). Since \( f = n \), (ii) trivially holds.\(^1\) Furthermore, since FBL protocols don’t send any message in addition to those required by the application, they don’t affect the membership in \( \text{Depend}(m) \). Hence, (ii) and (iii) hold using \( \Pi_{Det} \) if and only if they hold using \( \Pi_{Log}^+ \).

\( \Pi_{Det} \) and \( \Pi_{Log}^+ \) are FBL protocols, and so satisfy Property 4.10. From Property 4.10 and the fact that (ii) and (iii) hold using \( \Pi_{Det} \) if and only if they hold using \( \Pi_{Log}^+ \), it follows that (i) holds using \( \Pi_{Det} \) if and only if it holds using \( \Pi_{Log}^+ \).

The last obligation left to prove the theorem is to show that (iv) holds using \( \Pi_{Det} \) if and only if it holds using \( \Pi_{Log}^+ \). In order to do so, we first show that, if (iv) holds using \( \Pi_{Log}^+ \), then it holds using \( \Pi_{Det} \). We then show if (iv) holds using \( \Pi_{Det} \), then it holds using \( \Pi_{Log}^+ \).

Assume that, using \( \Pi_{Log}^+ \), \( p_j \not\in \text{Log}(m)_{p_i} \) holds. Since \( \Pi_{Log}^+ \) carries more information than \( \Pi_{Det} \), any estimate of \( \text{Log}(m) \) that \( p_i \) computes using \( \Pi_{Det} \) is at least as accurate as the one obtained using \( \Pi_{Log}^+ \). Thus, we conclude that if \( p_j \not\in \text{Log}(m)_{p_i} \) using \( \Pi_{Log}^+ \), then \( p_j \not\in \text{Log}(m)_{p_i} \) using \( \Pi_{Det} \).

\(^1\)Without loss of generality, we assume that processes do not checkpoint nor save their volatile determinant log to stable storage during \( \rho \).
Assume now that, using $\Pi_{\text{Det}}$, $p_j \notin \Log(m)_{p_i}$. In order for $\Pi^+_{\text{Log}}$ to estimate that $p_j \in \Log(m)_{p_i}$, there must exist a path in the communication graph from node $p_j$ to node $p_i$. This path cannot contain only solid edges, or the associated channel graph would contain a cycle and therefore would not be tree-like. Hence, the first edge of the path must be a dashed edge, corresponding to an acknowledgment from process $p_j$ to a third process $p_k$. Note that $p_k$ must be different from $p_i$, since $\Pi_{\text{Det}}$ and $\Pi^+_{\text{Log}}$ do not differ in how they use acknowledgments to estimate $\Log(m)$, and we know that by using $\Pi_{\text{Det}}$ $p_j \notin \Log(m)_{p_i}$. Furthermore, since there is a dashed edge from $p_j$ to $p_k$, there must be a solid edge from $p_k$ to $p_j$. We therefore conclude that in order for $p_j$ to be a member of $\Log(m)_{p_i}$ using $\Pi^+_{\text{Log}}$, but not using $\Pi_{\text{Det}}$, the tree-like channel graph must contain:

- An edge from $p_k$ to $p_j$
- A path from $p_k$ to $p_i$
- An edge from $p_i$ to $p_j$

Figure 6.11 shows such a channel graph. We now show by contradiction that no such channel graph can be tree-like.

Assume the graph to be tree-like. Then, since there is an edge from $p_k$ to $p_j$, and from $p_i$ to $p_j$, we can conclude that $c(p_k) = c(p_i) = c(p_j) - 1$. However, since there is a path from $p_k$ to $p_i$, we can also conclude that $c(p_k) \leq c(p_i) - 1$, and therefore that $c(p_k) < c(p_i)$. Hence, we have obtained that $c(p_k)$ must be at the same time equal to and less than $c(p_i)$, which is a contradiction.
Figure 6.11: The channel graph obtained assuming that $\Pi^+_\text{Log}$ estimates $\log(m)_{p_i}$ better than $\Pi_{Det}$.

We can therefore conclude that for all tree-like channel graphs, if $\Pi_{Det}$ estimates that $p_j \notin \log(m)_{p_i}$, then so does $\Pi^+_\text{Log}$.

Since Conditions (i) to (iv) hold identically using $\Pi_{Det}$ or $\Pi^+_\text{Log}$, the two protocols piggyback the same determinants on each message, and the theorem is proved. $\square$

There exist communication graphs for which $\Pi_{Det}$ sends the same determinants as $\Pi^+_\text{Log}$ even when $f < n$:

**Theorem 6.7** Let $f \leq n$. Given a communication graph such that its associated channel graph forms a tree (as opposed to a tree-like channel graph), for any run $\rho$ Protocol $\Pi_{Det}$ piggybacks on each message the same determinants as Protocol $\Pi^+_\text{Log}$.

**Proof.** As we have noted in Section 6.2.2, a process needs only log the order in which it interleaves messages from different parents. If the application’s communi-
Figure 6.12: A non tree-like communication graph where $\Pi_{Det}$ performs as well as $\Pi_{Log}^\dagger$.

cation graph is a tree, then each process has a single parent. Therefore, if channels are FIFO, no determinant needs to be logged, independent of the FBL protocol used. □

These two characterizations are not the weakest possible: there are non tree-like communication graph in which $\Pi_{Det}$ piggybacks determinants no more often that $\Pi_{Log}^\dagger$ when $f < n$. Figure 6.12 shows an example of such a graph, in which again, since processes do not interleave messages from different sources, any FBL protocol only needs to log the determinant of the first deliver event.

6.6 Piggyback Overhead for the Five Protocols

In Section 6.5 we have shown that if $f < 3$, then the additional data piggybacked by $\Pi_{Log}^\dagger|Log|$, $\Pi_{Log}^\dagger$, $\Pi_{Log}$ and $\Pi_{Log}^\dagger$ add no value over the information carried by $\Pi_{Det}$.

Even though it is only for $f < 3$ that $\Pi_{Det}$ provably piggybacks the least amount of data of any FBL protocol, we expect that in practice $\Pi_{Det}$ will piggyback overall fewer determinants than the other four protocols when $f$ is small. This is
important, since it indicates that applications that must tolerate only a small number of concurrent failures can use effectively the cheapest of all FBL protocols.

If $f$ is large, however, then protocols like $\Pi_{Det}$ that exchange less information may dramatically underestimate $\log(m)$ and $|\log(m)|$, and this can lead to excessive piggybacking of $\#m$. Hence, there is a trade-off between the amount of information carried in each message versus the number of unnecessary piggybacks.

As we saw in Section 6.2.1, how this trade-off works in practice for a particular application is largely a function of the application’s pattern of communication and of the network’s responsiveness in delivering acknowledgments. In order to understand the parameters of this trade-off, however, it is instructive to compare the amount of data that each protocol piggybacks on a message carrying a fixed number of determinants. For simplicity, in our calculations we don’t consider optimizations achievable by applying the compression techniques described in Section 6.2.2.

Consider a message $m$ from process $p$ to process $q$. Suppose that, when $p$ sends $m$, $\mathcal{DS}_p(q)$ contains $D$ determinants and $p$’s determinant log contains $N$ determinants. Let $w$ denote the number of words needed to encode a determinant, and assume that the identity of a process and the number of processes that have logged a determinant can each be encoded in one word. A straightforward implementation of the five protocols piggybacks the following amount of words on $m$:

1. $\Pi_{Det}$: $Dw$ words.

2. $\Pi_{Log}$: $D(w + 1)$ words, or $D$ words more than $\Pi_{Det}$.

3. $\Pi_{Log}^+$: $Dw + N$ words, or $N$ words more than $\Pi_{Det}$.
4. $\Pi_{Log}^-$: Up to $D(w + f)$ words, or $Df$ words more than $\Pi_{Det}$.

5. $\Pi_{Log}^+$: Up to $Dw + Nf$ words, or $Nf$ words more than $\Pi_{Det}$.

From our discussion in Section 6.2, we know that in the worst case $D$ and $N$ can only be bound by the total number of delivery events $d$ that causally precede the sending of $m$. Thus, the extra information sent by $\Pi_{[Log]}^-$, $\Pi_{[Log]}^+$, $\Pi_{Log}$ and $\Pi_{Log}^+$ does not worsen the theoretical asymptotically worst case behavior of FBL protocols. In practice, however, when $D$ is large, adding an extra piggyback proportional to $D$, as $\Pi_{[Log]}^-$ and $\Pi_{Log}$ do, can result in significant extra overhead. Furthermore, even when $D$ is small, $N$ is most likely large, making $\Pi_{[Log]}^+$ and $\Pi_{Log}^+$ appear even less practical.

Hence, it could be advantageous to represent the extra information carried by $\Pi_{[Log]}^-$, $\Pi_{[Log]}^+$, $\Pi_{Log}$ and $\Pi_{Log}^+$ using a data structure whose size is independent of $D$ or $N$.

Protocol $\Pi_{[Log]}^-$ can be easily modified to achieve this goal by sorting the determinants $\#m'$ piggybacked on $m$ according to $|\text{Log}(m')|$. The resulting version of $\Pi_{[Log]}^-$ piggybacks no more than $f$ additional words than $\Pi_{Det}$, an amount which is independent of $D$. A drawback of this approach, however, is that determinants sorted in this manner are not suitable for some of the compression techniques described in Section 6.2.2, which can dramatically reduce the size of the piggyback. Furthermore, this approach can not be applied to $\Pi_{[Log]}^+$, $\Pi_{Log}$ or $\Pi_{Log}^+$.

In the next section we introduce a data structure, called a dependency matrix, that will allow us to implement versions of $\Pi_{[Log]}^-$, $\Pi_{[Log]}^+$, $\Pi_{Log}$ and $\Pi_{Log}^+$ with a
cost independent of $D$ or $N$.

6.6.1 The Dependency Matrix

In order to represent the information carried by $\Pi|\text{Log}|$, $\Pi_\text{Log}^\dagger$, $\Pi_\text{Log}$ and $\Pi_\text{Log}^\dagger$ efficiently, we exploit the relationship that exists in Property (4.10) between $\text{Log}(m)$ and $\text{Depend}(m)$. Observe that the following definition of $\text{Log}(m)$ satisfies Property 4.10:

$$\text{Log}(m) = \begin{cases} 
\text{Depend}(m) & \text{if } |\text{Depend}(m)| \leq f \\
\text{any set } \mathcal{S} \text{ such that } |\mathcal{S}| > f & \text{otherwise}
\end{cases}$$

A process can use $|\text{Depend}(m)|$ to evaluate $|\text{Log}(m)|$, and take advantage of vector clocks [Mat89] to detect causal dependencies.

A vector clock is a generalization of Lamport’s logical clocks [Lam78]. Given a set $\mathcal{N}$ of $n$ processes, a vector clock is a vector of size $n$ of natural numbers. Each process $p$ in the set maintains its local vector clock and assigns a (vector) time-stamp to each event it executes. Let $VC_p(e_p)$ denote the time-stamp associated by process $p$ to event $e_p$. The update rules for vector clocks support the following interpretation for the entries of $VC_p(e_p)$:

- $VC_p(e_p)[p]$ is the number of events process $p$ executed up to and including $e_p$;

- $VC_p(e_p)[q], q \neq p$ is the number of events of $q$ that causally precede event $e_p$.

The ordering relation $VC(e) \leq VC(e')$ is defined to be

$$\forall i \in \mathcal{N} : VC(e)[i] \leq VC(e')[i]$$
Furthermore,

\[ VC(e) < VC(e') \text{ iff } (VC(e) \leq VC(e')) \land (\exists i : VC(e)[i] < VC(e')[i]) \]

The vector clock update rules ensure that the following condition holds:

\[ e \rightarrow e' \equiv VC(e) < VC(e'). \] (6.5)

Note that for the above test it is not necessary to know on which processes the two events occurred. If this information is available, then causal precedence between two events can be verified through a single scalar comparison. In particular, given event \( e_p \) of process \( p \) and event \( e_q \) of process \( q \neq p \), the following condition holds:

\[ e_p \rightarrow e_q \equiv VC(e_p)[p] < VC(e_q)[p]. \] (6.6)

Strom and Yemini [SY85] were the first to use vector clocks in conjunction with message logging when they introduced the notion of dependency vector. A dependency vector is a vector clock that is specialized to determine causal dependencies between delivery events occurring at different processes. Since in the piecewise deterministic model there is a one-to-one correspondence between delivery events and state intervals, dependency vectors can be used to determine dependencies among state intervals of different processes.

Let \( DV_p(deliver_p(m)) \) denote the value of the dependency vector of process \( p \) corresponding to the delivery of message \( m \) by \( p \):

\[ DV_p(deliver_p(m))[p] \] is the index of the state interval initiated in \( p \) by event \( deliver_p(m) \), which is identical to the receive sequence number of message \( m \).
$DV_p(d\text{eliver}_p(m))[q]$ is the highest index of any state interval of process $q$ that process $p$ depends upon, which is identical to the highest receive sequence number of any message delivered by process $q$ that process $p$ depends upon.

Furthermore, the vector clock update rules ensure that, given event $\text{deliver}_p(m)$ of process $p$ and event $\text{deliver}_q(m')$ of process $q$, the following condition holds:

$$\text{deliver}_p(m) \rightarrow \text{deliver}_q(m') \equiv DV_p(\text{deliver}_p(m))[p] \leq DV_q(\text{deliver}_q(m'))[p] \quad (6.7)$$

Dependency vectors are designed to track arbitrary dependencies between delivery events. In the context of FBL, we are interested in determining which processes depend on event $\text{deliver}_p(m)$ only when $|\text{Depend}(m)| \leq f$. We therefore introduce weak dependency vectors that satisfy the following weaker version of (6.7):

$$\text{deliver}_p(m) \rightarrow \text{deliver}_q(m') \land |\text{Depend}(m)| \leq f \Rightarrow$$

$$WDV_p(\text{deliver}_p(m))[p] \leq WDV_q(\text{deliver}_q(m'))[p] \quad (6.8.a)$$

$$(WDV_p(\text{deliver}_p(m))[p] \leq WDV_q(\text{deliver}_q(m'))[p]) \Rightarrow$$

$$\text{deliver}_p(m) \rightarrow \text{deliver}_q(m') \quad (6.8.b)$$

where $WDV_p$ and $WDV_q$ are the weak dependency vectors of process $p$ and $q$ respectively.

Notice that from (6.8.a), (6.8.b), and from the definition of $\text{Depend}(m)$ it follows that, for any given message $m$ for which $|\text{Depend}(m)| \leq f$, the membership of a process $p$ in $\text{Depend}(m)$ can be determined by reading process $p$'s current weak
dependency vector. In particular, the following conditions hold:

\[ p \in \text{Depend}(m) \land |\text{Depend}(m)| \leq f \Rightarrow \text{WDV}_p[m\text{.dest}] \geq m\text{.rsn} \quad (6.9.a) \]

\[ \text{WDV}_p[m\text{.dest}] \geq m\text{.rsn} \Rightarrow p \in \text{Depend}(m). \quad (6.9.b) \]

The approach we adopt in our implementation of FBL in order to evaluate \(|\text{Depend}(m)|\) derives directly from the above observation. We require each process \(p\) to maintain an \(n \times n\) dependency matrix \(DM_p\), defined as follows:

- \(DM_p[p, \ast]\) is the weak dependency vector of process \(p\)
- \(DM_p[q, \ast]\) is process \(p\)'s estimate of the weak dependency vector of process \(q\)

where \(q\) is a process distinct from \(p\) and \(DM_p[i, \ast]\) denotes the \(i\)-th row of matrix \(DM_p\).

Note that the estimate of the weak dependency vector of a generic process \(q\) maintained by process \(p\) in \(DM_p[q, \ast]\) will not in general be able to satisfy Condition (6.9.a), since the distributed and asynchronous nature of our system will not in general allow process \(p\)'s estimate to be accurate.

However, it is straightforward to design update rules ensuring that Condition (6.9.b) holds. This provides process \(p\) with a simple method to estimate \(|\text{Depend}(m)|\) and, therefore, \(|\text{Log}(m)|\), for a particular message \(m\): process \(p\) can just check how many entries of \(DM_p[\ast, m\text{.dest}]\), the column corresponding to process \(m\text{.dest}\), are greater than or equal to \(m\text{.rsn}\). In particular, process \(p\) will consider \(\#m\) to be stable if more than \(f\) entries of \(DM_p[\ast, m\text{.dest}]\) are greater than or equal to \(m\text{.rsn}\).
Because the order of events executed by a processor is a total order, it is also straightforward to construct an $n_P \times n_P$ dependency matrix where $n_P$ is the number of processors in the system. When, in the following, we discuss the cost of the protocols, we assume that this smaller representation of the dependency matrix is used.

Since the dependency matrix of process $p$ can be used to compute $Log(m)_p$ for all the messages for which $p$ is a member of $Depend(m)$, when $p$ sends a message $m'$ to $q$ it can simply piggyback $DM_p$ on $m'$. Process $q$ can then use the piggybacked dependency matrix, the piggybacked determinants, and its own dependency matrix to compute new values of $Log(m)_q$ and $|Log(m)|_q$ for all messages $m$ whose determinants are logged in $q$'s determinant log. Using this technique, we can implement Protocols $\Pi_{Log}$ and $\Pi_{Log}^+$ by piggybacking $n_P^2$ additional data over $\Pi_{Det}$, independent of the number of determinants $D$ in $\mathcal{DS}_P(q)$ and $N$ in $p$'s determinant log.

Similarly, we can implement a version of $\Pi_{|Log|}$ and a protocol $\Pi_{|Log|}^+$ that is analogous to $\Pi_{|Log|}$ and that piggybacks $n_P(f + 1)$ additional data can be derived by extracting the following data structure from the dependency matrix.

**Stability Matrix:** $SM_P$ is a $min((f + 1), n) \times n$ matrix of integers. For all processes $q$ in $\mathcal{N}$, $SM_P[i, q]$ contains the highest receive sequence number of any message $m$ delivered by $q$ for which $|Log(m)|_p = i$. The entries of $SM_P$ are initialized to 0. Notice that $SM_p[1, \ast]$ is equal to $WDV_p$, and that $SM_p[f + 1, q]$ is equal to the highest receive sequence number of any message delivered by $q$ that process $p$ believes to be stable.
Thus, $|Log(m)| = i$ when $SM_p[i + 1, m, dest] < m, rsn \leq SM_p[i, m, dest]$. Protocol $\Pi^+_\log$ then has process $p$ piggyback its stability matrix instead of the dependency matrix. A process $q$ that receives this stability matrix can use it with the piggybacked determinants, its own stability matrix and its own dependency matrix to compute the new values for its stability matrix and dependency matrix.

Figure 6.13 shows the dependency matrices of the processes in Figure 6.7, and the stability matrix of processes $p_5$ and $p_3$ after having delivered, respectively, messages $m_5$ and $m_3$.

### 6.7 The Recovery Component

Recovery in FBL is accomplished by replaying to the recovering process the messages delivered before failing, in the order established by the corresponding determinants. When a process $p$ fails, a new instance of process $p$ is generated. In order to distinguish between the instance of $p$ that failed and the new instance of $p$, we denote the first one with $p_{\text{old}}$, and the second one with $p_{\text{new}}$.

Upon restarting after a failure, $p_{\text{new}}$ executes a recovery procedure consisting of two phases. During the first phase, $p_{\text{new}}$ determines the latest state interval to which it can recover by gathering determinants of delivery events that $p_{\text{old}}$ executed before failing. During the second phase, $p$ re-executes the original run that produced the state interval determined in Phase 1. Note that, since the system does not guarantee an upper bound on message delivery time, it is possible that a message $m$ sent by $p_{\text{old}}$ is received by a process $q$ after $q$ has detected $p_{\text{old}}$'s failure. We say that in this case $m$ has become stale. For most applications, the
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Figure 6.13: Dependency and stability matrices for Figure 6.7.
The most sensible action is for q to ignore stale messages. Hence, we assume that the recovery component implements a mechanism to recognize stale messages: this can be accomplished, for instance, by assigning to each instance of a process a unique incarnation number [EZ92], and by requiring each message to be tagged with the current incarnation number of the sender.

In the following, we describe the recovery procedure assuming that no checkpoints are taken by \( p_{old} \) during the execution preceding the failure. The changes to this procedure caused by the use of checkpoints are discussed in Section 6.8.

**Recovery procedure for process \( p \):** \( p_{new} \) is given \( p \)'s initial state and then executes the following two phases:

**Phase 1:** \( p_{new} \) queries the other processes in the system in order to rebuild the determinant log kept by \( p_{old} \) before failing. In particular, \( p_{new} \) collects in set \( \mathcal{M} \) a (not necessarily proper) subset of the determinants of the delivery events executed by \( p_{old} \). The recovery procedure guarantees that if \( \#m \notin \mathcal{M} \) by the end of Phase 1, then no process will ever become a member of \( \text{Depend}(m) \) unless \( p_{new} \) joins \( \text{Depend}(m) \) first:

\[
\#m \notin \mathcal{M} \Rightarrow (\Box(\text{Depend}(m) = \emptyset) \cup (p_{new} \in \text{Depend}(m)))
\]

(6.10)

where \( \Box \) is the temporal “unless” operator. In addition to the determinants in \( \mathcal{M} \), \( p \) collects the determinants necessary to guarantee that \( p_{new} \) satisfies Property 4.10. Let \( \#m' \) be the determinant in \( \mathcal{M} \) with the highest receive sequence number value. To satisfy Property 4.10, \( p_{new} \) must collect a copy of all the determinants \( \#m \) such that \( |\text{Log}(m)| \leq f \)
that correspond to delivery events that causally preceded the delivery of message $m'$ by $p_{old}$.

**Phase 2:** Process $p$ collects from the message logs of its parents the messages associated with each determinant $\#m$ in $\mathcal{M}$. Process $p$ delivers each of these messages according to their receive sequence number. If $\mathcal{Q}$ denotes the set containing those processes that are operational during the time $p$ executes the recovery procedure, then Phase 2 is concluded when each message in $\mathcal{M}$ has been delivered, and $p$ has re-sent all messages that it previously sent to the processes in $\mathcal{Q}$ before failing.

Proving termination of the recovery procedure requires to prove that both Phase 1 and Phase 2 terminate. In order to do so, we need to make the following assumptions:

(i) Once a process crashes it eventually starts executing the recovery procedure.

(ii) Between the time a process crashes and it finishes executing the recovery procedure only a finite number of process crashes can occur.

(iii) If a process $p$ sends a message $m$ to a process $q$ an unbounded number of times and process $q$ does not fail an unbounded number of times, then $q$ will eventually deliver $m$.

We discuss Phase 1 in Section 6.7.1. Assuming termination of Phase 1, we prove termination of Phase 2 with the following theorem.
Theorem 6.8 If a failed process $p$ terminates Phase 1 of its recovery procedure, then $p$ will also eventually terminate Phase 2.

Proof: Assume that process $p$ terminates Phase 1 of its recovery procedure. The only scenario in which process $p$ can block during Phase 2 of its recovery procedure occurs if $p$ is waiting to receive a message $m$ such that $\#m$ is in $\mathcal{M}$ by the end of Phase 1. We argue that $m$ will eventually be sent to $p$.

Let $\text{Past}(m)$ be the partially ordered set (POSET) consisting of the send event for $m$ and the send events that causally precede the send event of $m$. We show that $m$ will be sent by induction on the depth of $\text{Past}(m)$.

If the depth of $\text{Past}(m)$ is 1, then it consists of the single send event $\text{send}_q(m, p)$. If $q$ has not crashed since it previously sent $m$, then $m$ is in the send log of $q$ and so $q$ will resend $m$. If $q$ has crashed since it sent $m$, then by Assumption (i) $q$ will begin executing its recovery procedure. Note that since $\text{Past}(m)$ consists of only a single send event, $m$ was sent in the initial state interval of $q$. Hence by piecewise determinism and the finite number of failures assumption, $m$ eventually will be in $q$'s send log and so $p$ will receive $m$.

Assume that the theorem holds for any POSET $\text{Past}(m')$ with a depth less than $d$, and assume that $\text{Past}(m)$ has depth $d$. Let $\{\text{send}_{q_1}(m_1, q), \text{send}_{q_2}(m_2, q), \ldots, \text{send}_{q_k}(m_k, q)\}$ be the send events that immediately precede $\text{send}_q(m, p)$ in $\text{Past}(m)$. By the induction hypothesis and Assumptions (i) and (ii), each distinct process in $\{q_1, q_2, \ldots, q_k\}$ will recover to a point where $\{m_1, m_2, \ldots, m_k\}$ are in the send logs. By Assumptions (ii) and (iii) $q$ will eventually receive the messages $\{m_1, m_2, \ldots, m_k\}$ and by piecewise determinism will re-send $m$ and re-enter $m$ in
its send log. Hence, by Assumptions (ii) and (iii) $p$ will eventually receive $m$. \hfill \Box

If the recovery procedure terminates, then it does produce a consistent global state, as we show below.

**Lemma 6.1** For all messages $m$ such that $\text{Depend}(m) \neq \emptyset$ and $\text{source} = p$, if $p$ is operational and not executing the recovery protocol, then $p$ has previously sent $m$.

*Proof.* If $p$ has never failed, then since $\text{Depend}(m) \neq \emptyset$, $p$ has previously sent $m$. Otherwise, $p$ has failed at least once, in which case $m$ must have been sent either by the current instance $p_{new}$ of process $p$ or by an earlier instance $p_{old}$ of $p$ that later failed. Since the lemma obviously holds when $m$ is sent by $p_{new}$, consider the case in which $m$ was sent by $p_{old}$ in state interval $p_{old}[i]$. We argue that $p_{new}$ also sends $m$ in $p_{new}[i]$ while executing the recovery procedure.

If $i = 0$, then, by piecewise determinism, $p_{new}$ resends $m$. If $i > 0$, let $q \in \text{Depend}(m)$, and let $m_j$ denote the message that starts the state interval $p[j], j \leq i$. If $m_j$ is stable, then by definition $m$ is available. Otherwise, from the definition of $\text{Depend}(m)$, $\text{Depend}(m) \subseteq \text{Depend}(m_j)$. Hence, $q \in \text{Depend}(m_j)$, and, from Theorem 6.1 and the fact that $|\text{Log}(m_j)| \leq f$, it follows that $q \in \text{Log}(m_j)$. Then, $\forall j : 1 \leq j \leq i : m_j$ is available. Since $\text{Depend}(m_j)$ is not empty, the recovery procedure guarantees that, by the end of Phase 1, $p_{new}$ collects in $\mathcal{M}$ each determinant $m_j$. By the end of Phase 2 of the recovery procedure all the messages with determinant in $\mathcal{M}$ are delivered by $p_{new}$ in increasing receive sequence number order. Hence, by determinism $p_{new}$ reaches again state interval $p[i]$ and sends message $m$. \hfill \Box
Theorem 6.9 Consider any run of an FBL protocol. If at some point no process is faulty and those that have previously failed have terminated the recovery procedure, then the global state is consistent.

Proof: We show that for all pairs of non-faulty processes $p$ and $q$, $p$ and $q$ are mutually consistent. Consider a message $m$ delivered by $q$. By definition $q \in \text{Depend}(m)$, and by Lemma 6.1 $p$ has previously sent $m$. Hence, by definition, $p$ and $q$ are mutually consistent. □

6.7.1 Discussion

In order to recover the system to a consistent global state, it is critical that the recovery procedure guarantees that, for each recovering process, Property 6.10 holds at the end of Phase 1. Designing a recovery procedure that provides this
guarantee, however, is not trivial. This is because, while a recovering process is trying to collect its determinants, other processes may concurrently fail, causing the system to enter an inconsistent state. Consider for instance the following naive implementation of Phase 1 of the recovery procedure:

1. When a process recovers, it sends a “help” message to all the other processes in the system.

2. When a process receives a “help” message:

   (a) Finds the determinant \( \#m \) in its determinant log with the highest receive sequence number.

   (b) Forwards to the recovering process in a “reply” message all the non-stable determinants in its determinant log that correspond to delivery events causally preceding \( \#m \).

3. Phase 1 terminates when the recovering process has received from each process in the system either a “reply” message, or a “help” message.

Figure 6.14 shows an execution for which, when \( f = 2 \), the above implementation of Phase 1 violates Property 6.10, and leaves the system in an inconsistent global state, even if determinants are piggy backed on application messages in order to satisfy Property 4.10.

Note that if process \( p_3 \) delivers \( m_3 \), then \( p_3 \) becomes a member of \( \text{Depend}(m_1) \). Thus, in order to constitute a consistent global state, \( p_1 \) needs to be recovered to the state interval that begins with the delivery of \( m_1 \); therefore, by the end of Phase 1, \( p_1 \) must have received a copy of \( \#m_1 \) from either \( p_2 \) or \( p_3 \).
If we use the above implementation of the recovery procedure, however, \( p_1 \) will conclude Phase 1 of its recovery without receiving \( #m_1 \). To see why, note that \( p_3 \) receives the “help” message from \( p_1 \) before receiving \( #m_1 \) piggybacked on \( m_3 \), and therefore does not forward \( #m_1 \) to \( p_1 \) in its “reply” message. Furthermore, process \( p_2 \) fails before sending a “reply” message to \( p_1 \), and so the copy of \( #m_1 \) kept in \( p_2 \)'s volatile memory is lost.

Hence, since \( p_1 \) cannot be recovered to the state interval that begins with the delivery of \( m_1 \), by delivering \( m_3 \) \( p_3 \) will become an orphan process.

Several schemes have been proposed in order to guarantee that Phase 1 terminates and that Property 6.10 holds for each recovering process at the end of Phase 1 of its recovery procedure. In [JZ90], no correct process delivers any application message while a process is executing Phase 1 of its recovery procedure. At the end of Phase 1, the recovering process sends to all processes the value of the highest receive sequence number among all the determinants in \( \mathcal{M} \). This receive sequence number corresponds to the latest delivery event to which the failed process can be recovered. Knowing this value, non-faulty processes can discard all the received application messages that depend on an unrecoverable delivery event. Using this scheme in the execution in Figure 6.14, process \( p_3 \) would not deliver \( m_3 \), since it would learn that \( p_1 \) can not be recovered to deliver \( m_1 \). This scheme is refined in [Eln93] using the fact that a process \( q \), when it forwards a “reply” message and receives the corresponding acknowledgment, knows that the recovering process has received all the determinants in \( q \)'s “reply” message. Let \( p \) denote the recovering process, and let \( rsn_h \) denote the highest receive sequence number of any deter-
minant $#m$ of a delivery event of $p$ such that $q$ forwards $#m$ to $p$ in its “reply” message. Process $q$ can safely deliver all application messages that depend only on delivery events of $p$ whose determinant has a receive sequence number $rsn$ such that $rsn \leq rsn_h$. However, $q$ must still wait for the conclusion of Phase 1 of $p$’s recovery before delivering any other application message.

Elnozahy [Eln95] presents a scheme that does not require correct processes to delay the delivery of any application message while waiting for a process to complete Phase 1 of its recovery procedure. This solution requires a recovering process executing Phase 1 to restart Phase 1 whenever it detects the failure of another process.

In Section 7.2 we sketch a new scheme, based on Chandy and Lamport’s snapshot protocol [CL85], that also does not delay the delivery of application messages. In addition to guaranteeing the enforcement of Property 6.10, this scheme integrates in a novel way failure detection with checkpointing in order to expedite recovery.

6.8 Checkpointing

In order to expedite recovery, processes can periodically checkpoint their state to stable storage. FBL protocols can be used with both independent and coordinated checkpointing. We discuss these options in the following.

6.8.1 Independent Checkpointing
When taking an independent checkpoint in FBL, a process $p$ needs to save on stable storage, in addition to its local state, the following data:

1. the contents of its message log;

2. the contents of its determinant log;

3. the information necessary to determine when to garbage collect the message and determinant log. Garbage collection can be achieved using techniques similar to those described in [EZ92].

Saving the message and determinant logs is necessary in order to guarantee that no process will ever need to roll-back past its latest checkpoint in order for the system to reach a consistent global state after a failure.
To illustrate this point, consider how an FBL protocol for $f = 2$ operates in the case of the execution shown in Figure 6.15. Suppose process $p_1$ does not save its message log on stable storage when it takes checkpoint $C_{11}$. Then, when $p_1$ and $p_2$ fail at time $t$, the content of $m_1$, which is needed to recover process $p_2$, will not be available. Message $m_1$ can only be regenerated by first rolling back process $p_1$ to a state preceding the sending of $m_1$, and by then deterministically reproducing the execution that led $p_1$ to send $m_1$. Even if $p_1$ has saved its determinant log on stable storage, this requires process $p_1$ to roll back past its latest checkpoint.

Suppose instead that $p_1$ does not save its determinant log on stable storage when it takes checkpoint $C_{11}$. Note that $p_1$ and $p_2$ are the only two processes that have a copy of $\#m_2$ in their determinant logs. Then, when $p_1$ and $p_2$ fail at time $t$, the determinant of $m_2$ is lost, and $m_3$ becomes an orphan message. Since the state of $p_1$ saved in $C_{11}$ reflects the delivery of $m_3$, $p_1$ must be rolled back past its latest checkpoint in order for the system to reach a consistent global state.

### 6.8.2 Coordinated Checkpointing

The coordinator-based scheme proposed in Manetho [Elm93] to coordinate checkpoints can be used, unchanged, by FBL protocols. Experiments conducted in Manetho show that the difference in performance between coordinated and independent checkpoints is negligible. The main advantage of coordinated checkpointing is that it does not require the implementation of a potentially complex mechanism for garbage collecting data saved on stable storage.

In Section 7.2 we briefly discuss a novel way to use coordinated checkpointing
to expedite recovery from a failure.

6.8.3 Checkpointing and Recovery

Phase 1 of the recovery procedure for process $p$ described in Section 6.7 must be modified in order to account for checkpoints. If process $p$ takes coordinated checkpoints during its execution, then $p$ can be restarted from its latest checkpointed state rather than from its initial state. Furthermore, $p$ needs to collect only the determinants of the delivery events preceding the failure that were originally executed after the latest checkpoint. If $p$ takes independent checkpoints, then, in addition to its latest checkpoint, $p$ must also be given the contents of the determinant log and message log saved on stable storage at the time of the latest checkpoint.

6.9 Communication with the environment

All message-logging protocols must address the problem of recovering processes that communicate with the environment, such as sensors, terminals and actuators. It is natural to model such communication in terms of the sending and delivery of messages. Since one end of the communication is not a process, the schemes used to guarantee that such messages will be replayed in the correct order during recovery are usually different from the ones used for messages exchanged between processes. It is not sound, in general, to assume that the environment will be willing to maintain the determinant and message logs necessary to implement an optimal message-logging protocol. FBL protocols, therefore, treat communication with the environment as follows:
**Input Messages:** A message from the environment cannot in general be regenerated through determinism. Hence, the message must be stored in stable storage. Two approaches are possible:

1. The content of the message can be logged on stable memory by the receiver process. Such process must not send messages until the logging is complete. The drawback of this approach is that it introduces blocking.

2. The content of the message can be piggybacked on application messages, using the FBL’s scheme to disseminate determinants, until at least \( f + 1 \) process have a logged a copy of it in their volatile memory. The drawback of this approach is that the content of the message being piggybacked can be quite large.

**Output Messages:** The environment cannot in general be expected to roll-back in order to reconstitute a consistent global state after a process failure. Hence, when a process \( p \) wants to send a message \( m \) to the environment, a special output commit protocol must be run to ensure that, in case of a failure, \( p \) will never roll back to a state prior to the one in which \( m \) was sent. In FBL, the output commit protocol simply consists of \( p \) saving to stable storage the contents of \( D_S \), before sending \( m \). By doing so, \( p \) makes stable all the determinants needed to reproduce, during recovery, the causal path that led \( p \) to the state in which \( m \) was sent. The same scheme is also used by Manetho [Elm93].
6.9.1 Discussion

FBL's output commit protocol has several desirable properties:

- It does not require $p$ to synchronize with the other processes in the system before sending $m$.
- It writes only a small amount of data to stable storage. Furthermore, stable storage needs to be accessed only by $p$.

In contrast, output commit protocols for optimistic protocols typically require the sender of a message to the environment to synchronize with the other processes, in order to guarantee that the message is sent from a recoverable state. This synchronization requires extra communication, and often results in several processes copying their volatile logs to stable storage.

Pessimistic protocols use an output commit protocol even simpler than the one used in FBL. In fact, communication with the environment in pessimistic protocols is handled the same way as normal inter-process communication: before sending a message, the sender waits until the determinants of all the messages it delivered are stable. The price for this simplicity is of course that pessimistic protocols may block even when performing inter-process communication.

An undesirable property common to all the above output commit protocols is that they introduce blocking. This is true even for optimistic and causal protocols, that allow for non-blocking interprocess communication. In Section 7.2 we briefly discussed a different output commit protocol, that promises to achieve non-blocking communication with the environment.
Chapter 7

Conclusions

This chapter reviews and discusses in Section 7.1 the contributions of this dissertation, and presents in Section 7.2 directions for future research.

7.1 Contributions

This dissertation contains four main contributions:

1. It derives, in Chapter 4, the first specification of message logging, thereby providing a sound theoretical foundation for this technique.

2. It introduces, in Chapter 4, the new notion of causal message logging, which shows the profound relationship that exists between message logging and causality.

3. It proposes, in Chapter 5, a notion of optimality for message-logging protocols.
4. It presents, in Chapter 6, family-based logging, a novel message-logging technique that results in protocols that are causal and optimal. Furthermore, FBL protocols can be parameterized depending on the maximum number of concurrent failures they must tolerate. Hence, applications only pay the cost of the fault-tolerance they really need.

A “meta-contribution” of this thesis is to reiterate the role that a formal characterization of a problem can play in deriving new and more efficient ways to solve it. The specification of the condition guaranteeing that no orphans can be created during an execution allowed us initially to realize that a pessimistic/optimistic duality was not intrinsic to message logging. Then, the specification immediately guided us to derive the piggybacking scheme used in family-based logging to prevent orphans without introducing blocking.

7.2 Future Directions

We plan to extend the results of this dissertation in several directions.

7.2.1 Combining FBL with Asynchronous Receiver-Based Logging

Recovery in message logging requires replaying to the recovering process the messages it received before failing. This makes recovery in message logging typically slower than in active replication or primary-backup. This undesirable characteristic of message logging can be accentuated by using an FBL protocol. FBL protocols, in order to avoid at the same time both blocking and orphans, log #m
in the determinant logs of descendants of the process $p$ that delivers $m$. If $p$ fails, then, before replaying $m$ to $p$, it is first necessary to receive $\#m$ from one of $p$'s descendants, adding to the time necessary to complete recovery. In order to address this problem we plan to use a novel combination of FBL and asynchronous receiver-based logging of determinants. In this scheme, $p$ asynchronously writes $\#m$ to stable storage — as if using an optimistic receiver-based protocol. However, in order to avoid orphans, $p$ uses FBL to guarantee that $\#m$ cannot be lost before the write to stable storage completes. If $p$ fails, then it can immediately begin recovery by replaying the messages whose determinants are logged on stable storage, while waiting to receive those determinants that are only logged at one of its descendants.

7.2.2 Communication with the Environment

All existing message-logging protocols, as we noted in Section 6.9.1, may force a process to block before sending a message to the environment. The current design of FBL protocols is no exception. Hence, we are developing an approach that employs techniques used in primary-backup protocols [BMST92] in order to achieve FBL protocols that do not block when communicating with the environment.

7.2.3 Combining Checkpointing with Recovery

We are considering a novel approach that integrates coordinated checkpointing with recovery. In this approach, a recovering process $p$, after being restored to its latest checkpointed state, begins a distributed snapshot [CL85]. We believe that this approach can be used to guarantee recovery without forcing correct processes
to delay the delivery of application messages. Furthermore, with this approach $p$ does not need to restore in its determinant log all the determinants of delivery events executed by processes that have successfully checkpointed their state as part of the snapshot protocol.

### 7.2.4 Fault-Tolerance for DSM Architectures

We are extending the results presented in this dissertation to distributed shared memory (DSM) architectures. The goal is to provide a unified framework for expressing the consistency conditions that any distributed shared memory system must obey, independent of the specific memory coherency model it provides. We hope to show that these conditions can be easily specialized for each individual memory coherency model to obtain fault-tolerant protocols that are optimal according to definitions similar to those given in Chapter 5. Some preliminary results in this direction are presented in [AM94a].
Appendix A

Three FBL Logging Components

This Appendix contains a detailed description of an implementation of the logging components of $\Pi_{Det}$, $\Pi^+_\text{Log}$ and $\Pi^+_{\text{Log}}$ assuming a system $\mathcal{N}$ of $n$ processes, of which at most $f$ can fail concurrently. Section A.1 discusses the data structures used by the three implementations. Sections A.2, A.3 and A.4 describe the logging component of $\Pi_{Det}$, $\Pi^+_\text{Log}$ and $\Pi^+_{\text{Log}}$, respectively.

A.1 Data Structures

The implementations of the logging components of $\Pi_{Det}$, $\Pi^+_\text{Log}$ and $\Pi^+_{\text{Log}}$ require each process $p$ to maintain the following data structures.

Send sequence number: $SSN_p$ is an integer, used to uniquely identify and order each message sent by $p$. $SSN_p$ is initialized to 0.

Ssn Table: $SsnTable_p$ is an $n$-vector of send sequence numbers. $SsnTable_p[q]$ records the highest send sequence number of any message sent by process $q$. 
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and delivered by process \( p \). The entries of \( SsnTable_p \) are initialized to 0.

**Dependency Matrix:** \( DM_p \) is process \( p \)'s copy of the \( n \times n \) matrix discussed in Section 6.6.1. The entries of \( DM_p \) are initialized to 0. As discussed in Section 6.6.1, \( DM_p \) is used to compute both \( Log(m)_p \) and \( |Log(m)|_p \).

**Message Log:** \( MsgLog_p \) is a set, initially empty, of elements of the form

\[
e = (data, ssn, dv, dest).
\]

\( MsgLog_p \) contains an entry for each of the messages sent by process \( p \). In particular, if \( e \) is the entry of \( MsgLog_p \) corresponding to a message \( m \) sent by process \( p \), then \( e.data = m.data \), \( e.ssn = m.ssn \) and \( e.dest = m.dest \). Field \( e.dv \) is an \( n \)-vector of integers that is used to update \( p \)'s estimate of \( Log(m) \) and \( |Log(m)| \) when \( p \) receives an acknowledgment for \( m \). The entries of \( e.dv \) are initialized as follows:

- \( \forall q \neq m.dest: e.dv[q] = DM_p[p, q] \)
- \( e.dv[m.dest] = DM_p[p, m.dest] + 1 \)

**Stable:** \( Stable_p \) is an \( n \)-vector of receive sequence numbers. For all processes \( q \) in \( \mathcal{N} \), \( Stable_p[q] \) contains the highest receive sequence number of any message \( m \) delivered by \( q \) that process \( p \) estimates to be stable. The entries of \( Stable_p \) are initialized to 0.

**Determinant Log:** \( DetLog_p \) is a set, initially empty, of elements of the form

\[
e = (source, dest, ssn, rsn, logged\_at).
\]
\[ SSN_p \leftarrow SSN_p + 1 \]
\[ m.data \leftarrow data \]
\[ m.ssn \leftarrow SSN_p \]
\[ m.piggyback \leftarrow \emptyset \]
\[ \textbf{for all } e \in \text{DetLog}_p \textbf{ st } ((e.rsn > \text{Stable}_p[e.dest]) \land (e.rsn > \text{DM}_p[m.dest, e.dest])) \]
\[ \quad m.piggyback \leftarrow m.piggyback \cup \{(e.source, e.dest, e.ssn, e.rsn)\} \]
\[ \text{DM}_p[p, m.dest] \leftarrow \text{DM}_p[p, m.dest] + 1 \]
\[ \text{SendLog}_p \leftarrow \text{SendLog}_p \cup \{(m.data, SSN_p, \text{DM}_p[p, *], m.dest)\} \]
\[ \text{DM}_p[p, m.dest] \leftarrow \text{DM}_p[p, m.dest] - 1 \]
\[ \text{Add}_\text{Eval}_\text{Help}() \]
\[ \text{send } m \text{ to } m\text{.dest} \]

**Figure A.1:** Process \( p \) sends \( m \) to process \( m\text{.dest} \)

\[ \text{Add}_\text{Eval}_\text{Help}() \]
\[ \textbf{skip} \]

**Figure A.2:** Procedure \( \text{Add}_\text{Eval}_\text{Help} \)

\( \text{DetLog}_p \) contains the determinant of each delivery event \( \text{deliver}_m(m\text{.dest}) \) for which \( p \) is a member of \( \text{Log}(m) \). If \( e \) is the entry of \( \text{DetLog}_p \) corresponding to \( \#m \), then \( e\text{.source} = m\text{.source}, e\text{.dest} = m\text{.dest}, e\text{.ssn} = m\text{.ssn} \) and \( e\text{.rsn} = m\text{.rsn} \). Field \( e\text{.logged} \_\text{at} \) is a set, containing process \( p \)'s view of the membership of \( \text{Log}(m) \): \( p \) updates \( e\text{.logged} \_\text{at} \), until \( |\text{Log}(m)|_p > f \). Notice that \( e\text{.logged} \_\text{at} = \text{Log}(m_p) \)

Additional data structures are needed to implement \( \prod^+_{|\text{Log}|} \); they are described in Section A.3.1.
receive $m$
if $m$.type = “Failed-Recovering”
    Recover($m$.source)
else if ($m$.ssn ≤ $SsnTable_p[m$.source])
    acknowledge and discard $m$
else if ($m$.ssn > $SsnTable_p[m$.source])
    $DM_p[p,p] ← DM_p[p,p] + 1$
    $SsnTable_p[m$.source] ← $m$.ssn
    $m$.WDV ← Process_Eval_Help($m$.piggyback)
    Update_Logged_Dets($m$.source, $m$.piggyback)
    Log_New_Dets($m$.source, $m$.ssn, $m$.piggyback)
    Update_D($m$.source, $m$.WDV)
    Update_Eval_Help($f$)
    deliver $m$.data

Figure A.3: Process $p$ delivers message $m$

array [1..n] of int Process_Eval_Help(PBack: list of determinants)
for all $i ∈ N$
    $m$.WDV[$i$] ← 0
    $E ← \{ e ∈ PBack | e$.dest = $i \}$
    if $E ≠ ∅$
        Let $l$ be the element of $E$ with the highest receive sequence number
        $m$.WDV[$i$] ← $l$.rsn
return $m$.WDV

Figure A.4: Procedure Process_Eval_Help

Update_Logged_Dets (source; proc_id; PBack: list of determinants)
for all $e ∈ PBack$ st ($|e$.logged_at| ≤ $f$) ∧
($∃ e' ∈ DetLog_p$ st ($\langle e'$.dest = $e$.dest) ∧ ($e'$.rsn = $e$.rsn)))
    $e'$.logged_at ← $e'$.logged_at ∪ {source}

Figure A.5: Procedure Update_Logged_Dets
Log_New_Dets (source: proc_id; ssn: int; PBack: list of determinants)
\[
\text{DetLog}_p \leftarrow \text{DetLog}_p \cup \{(\text{source}, p, \text{ssn}, \text{DM}_p[p, p], \{p\})\}
\]
\[
\text{for all } e \in \text{PBack} \text{ st } ((\text{e.logged_at} \leq t) \land
\quad (\not \exists e' \in \text{DetLog}_p \text{ st } ((e'.\text{dest} = e.\text{dest}) \land (e'.\text{rsn} = e.\text{rsn}))))
\]
\[
\text{DetLog}_p \leftarrow \text{DetLog}_p \cup \{(\text{e.source}, e.\text{dest}, e.\text{ssn}, e.\text{rsn}, \{\text{source}, e.\text{dest}, p\})\}
\]

Figure A.6: Procedure Log_New_Dets

Update_D (source: proc_id; WDV: array[1..n] of int)
\[
\text{for all } i \in N
\quad \text{DM}_p[\text{source}, i] \leftarrow \max (\text{DM}_p[\text{source}, i], \text{WDV}[i])
\quad \text{DM}_p[p, i] \leftarrow \max (\text{DM}_p[p, i], \text{WDV}[i])
\quad \text{DM}_p[i, i] \leftarrow \max (\text{DM}_p[i, i], \text{WDV}[i])
\]

Figure A.7: Procedure Update_D

Update_Eval_Help(f: int)
  Compute_Stable(f: int)

Figure A.8: Procedure Update_Eval_Help

Let \( l \in \text{SendLog}_p \) st \( l.\text{ssn} = \text{ssn} \)
\[
\text{DM}_p[l.\text{dest}, \star] \leftarrow \max (\text{DM}_p[l.\text{dest}, \star], l.\text{dc})
\]
\[
\text{for all } e \in \text{DetLog}_p \text{ st } ((\text{e.logged_at} \leq t) \land (e.\text{rsn} \leq l.\text{dc}[e.\text{dest}])))
\]
\[
\text{e.logged_at} \leftarrow \text{e.logged_at} \cup \{l.\text{dest}\}
\]
\[
\text{Update_Eval_Help}(t)
\]

Figure A.9: Transport protocol informs process \( p \) of ack(\text{ssn})

Compute_Stable (f: int)
\[
\text{for all } i \in N
\quad \text{Stable}_p[i] \leftarrow (f + 1)^{st} \text{ largest entry in } \text{DM}_p[\star, i]
\]

Figure A.10: Procedure Compute_Stable
A.2 The Logging Component of \( \Pi_{Det} \)

Figures A.1 through A.10 give a pseudo-code description of the logging component of \( \Pi_{Det} \).

Figures A.1 and A.2 contain the steps taken by the logging component when a process \( p \) executes \( send_p(m, m.dest) \). The field \( m.piggyback \) contains all the non-stable determinants in \( DetLog_p \) that \( p \) estimates process \( m.dest \) may not have yet seen. Let \( e \) be the entry in \( DetLog_p \) corresponding to a determinant \( \#m' \). Process \( p \) estimates that \( \#m' \) is stable by comparing the value of \( e.rsn \) with the value of \( Stable_p[e.dest] \). In order to determine if \( m.dest \notin Depend(m') \), process \( p \) uses the contrapositive of Condition 6.9.a, comparing \( e.rsn \) with \( p \)'s local estimate of \( WDV_{m,dest}[e.dest] \), namely \( DM_p[m.dest, e.dest] \). Process \( p \) then adds to \( MsgLog_p \) the entry for message \( m \) and executes procedure \( Add.Eval.Help \). The purpose of this procedure is to piggyback to \( m \) any information on \( |Log(m)|_p \) or \( Log(m)_p \) that \( p \) may want to send to \( m.dest \) in addition to the determinants. In \( \Pi_{Det} \), \( p \) piggybacks to \( m.dest \) only the determinants, and \( Add.Eval.Help \) consists of a \textit{skip} operation.

Figures A.3 through A.8 contain the steps taken by the logging component when a process \( p \) executes \( deliver_p(m) \). Procedure \( Process.Eval.Help \) processes the information piggybacked on \( m \): in \( \Pi_{Det} \), \( Process.Eval.Help \) returns a vector \( m.WDV \), such that \( m.WDV[i] \) is the highest receive sequence number of any determinant \( \#m' \in m.piggyback \) for which \( m'.dest = i \).

Procedure \( Update.Logged.Dets \) (shown in Figure A.5) uses the information in
m.piggyback to update the estimate of Log(m') for those determinants #m' that are already in DetLog_p when m is delivered. Procedure Log_New_Dets (shown in Figure A.6) first adds to DetLog_p the determinant for event deliver_p(m); then adds to DetLog_p all the determinants in m.piggyback that p did not previously receive.

Procedure Update_D uses m.WDV to update DM_p. First, process p updates DM_p[m.source, *] — process p's estimate of the weak dependency vector of m.source — to indicate that process m.source knows of all the delivery events encoded in m.WDV; then, p updates its own weak dependency vector DM_p[p, *] to account for the determinants piggybacked on m. Finally, p updates the elements on the diagonal of DM_p to indicate that each process i must have delivered at least m.WDV[i] messages.

Before delivering m, process p calls procedure Update_Eval_Help (shown in Figure A.10) that updates auxiliary data structures needed by the protocol. In HDet, process p must only recompute the entries of vector Stable_p. Process p considers a message m delivered by process i to be stable if more than f entries of DM_p[*, i] are greater than m.rsn. The highest receive sequence number of any such message is simply given by the (f + 1)st largest value in column DM_p[*, i].

Figure A.9 shows the steps taken by the logging component when a process p receives an acknowledgment for a message m. Process p updates DM_p, RsnLog_p and Stable_p to indicate that process m.dest has received message m and the information piggybacked on it.
\textbf{A.3 The Logging Component of }$\Pi^+_{| \text{Log}|}$

\textbf{A.3.1 Data Structures}

In addition to the data structures introduced in Section A.1, protocol $\Pi^+_{| \text{Log}|}$ requires each process to maintain the following matrix:

\textbf{Stability Matrix:} $SM_p$ is a $min((f + 1), n) \times n$ matrix of integers. For all processes $q$ in $\mathcal{N}$, $SM_p[i, q]$ contains the highest receive sequence number of any message $m$ delivered by $q$ for which $|\text{Log}(m)|_p = i$. The entries of $SM_p$ are initialized to 0. Notice that $SM_p[1, \ast]$ is equal to $WDV_p$, and that $SM_p[f + 1, \ast]$ is equal to $Stable_p$.

\textbf{A.3.2 The Logging Component}

The structure of $\Pi^+_{| \text{Log}|}$ is similar to that of $\Pi_{Det}$. In fact, our implementation of $\Pi^+_{| \text{Log}|}$ uses a large subset of the pseudo-code for $\Pi_{Det}$. The differences between $\Pi_{Det}$ and $\Pi^+_{| \text{Log}|}$ are shown in Figures A.11 through A.17.

In $\Pi^+_{| \text{Log}|}$, in addition to non-stable determinants in its DetLog, each process $p$ piggybacks on every message the current value of $SM_p$. Hence, Procedure $Add.Eval.Help$, shown in Figure A.11, piggybacks on each message the current value of $SM_p$. 
receive\ m
if\ m.data = "q\ recovering"
  Recover(q)
else\ if\ (m.ssn \leq SsnTable_p[m.source])
  acknowledge and discard\ m
else\ if\ (m.ssn > SsnTable_p[m.source])
  \[DM_p[p, p] \leftarrow DM_p[p, p] + 1\]
  SsnTable_p[m.source] \leftarrow m.ssn
  m.SMat \leftarrow Process_Eval_Help()
  Update_Logged_Dets(m.source, m.piggyback)
  Log_New_Dets(m.source, m.ssn, m.piggyback)
  OldWDV \leftarrow DM_p[p, *]
  Update_D(m.source, m.SMat[1,*])
  Extract_SMat(f)
  Update_SMat(OldWDV, m.SMat)
  Compute_Stable(f)
\deliver m.data

Figure A.12: Process\ p\ delivers\ message\ m

array\ [1..f + 1, 1..n]\ of\ int\ Process_Eval_Help()
m.SMat \leftarrow m.evhelp
return\ m.SMat

Figure A.13: Procedure\ Process_Eval_Help

Update_Eval_Help\ (f : int)
Extract_SMat(f)
Compute_Stable(f)

Figure A.14: Procedure\ Update_Eval_Help

Compute_Stable\ (f : int)
Stable_p \leftarrow SM_p[f + 1,*]
Extract\_SMat (int \(f\))
\[
\text{for } i = 1 \text{ to } f + 1 \\
\text{for all } j \in \mathcal{N} \\
SM_p[i,j] \leftarrow \max(SM_p[i,j], i\text{-th largest element in } DM_p[*], j])
\]

Update\_SMat (WDV: array [1..n] of int; SM: array[1..f + 1, 1..n] of int)
\[
\text{for all } j \in \mathcal{N} \\
\text{Let } i \text{ be the smallest index for which } SM[i,j] \leq WDV[j] \\
SM[i,j] \leftarrow WDV[j] + 1 \\
\text{for } k = i - 1 \text{ downto } 2 \\
SM[k,j] \leftarrow SM[k - 1,j] \\
\text{for } i = 1 \text{ to } f + 1 \\
\text{for all } j \in \mathcal{N} \\
SM_p[i,j] \leftarrow \max(SM_p[i,j], SM[i,j])
\]

Figure A.16: Procedure Extract\_SMat

Figure A.17: Procedure Update\_SMat

Figure A.12 contain the steps taken by the logging component when a process \(p\) executes \(deliver_p(m)\). It is virtually identical to the \(deliver(m)\) operation for the previous protocol, except for the code needed to maintain the stability matrix.

Procedure Process\_Eval\_Help returns in \(m\).\_SMat the value of the SMat matrix piggybacked by the sender of \(m\). Process \(p\) then updates the information logged in \(DelLog_p\) and saves in \(OldWDV\) the current value of its dependency vector. This saved value will be used to determine whether \(p\) has received a determinant for the first time. Then, \(p\) updates matrix \(DM_p\) and calls procedure Extract\_SMat, shown in Figure A.16, to obtain from \(DM_p\) a preliminary value for \(SM_p\).

Procedure Update\_SMat computes the final value of \(SM_p\). First each entry of \(SM_p\) is set to the maximum of the corresponding entries of \(SM_p\) and \(m\).\_SMat:
\begin{align*}
\textit{Add\_Eval\_Help}\left(\right)\\
m_.evhelp &\leftarrow DM_p
\end{align*}

Figure A.18: Procedure \textit{Add\_Eval\_Help}

this is equivalent to setting $|\text{Log}(m')|_p$, for all $m'$ piggybacked on $m$ to the maximum of the current values of $|\text{Log}(m')|_p$ and $|\text{Log}(m')|_{m\_source}$. Then, $p$ updates $SM_p$ to reflect that, for each determinant $m'$ that $p$ received for the first time, $|\text{Log}(m')|_p$ is one more than $|\text{Log}(m')|_{m\_source}$. Finally, $p$ updates $SM_p$ to ensure that if $\text{deliver}_m(q) \rightarrow \text{deliver}_{m'}(q)$ then $|\text{Log}(m)|_p \geq |\text{Log}(m')|_p$.

Procedure \textit{Compute\_Stable} of Figure A.15 simply stores in vector $\text{Stable}_p$ the $f+1$ row of $SM_p$.

\section{A.4 The Logging Component of $\Pi^+_\text{Log}$}

Figures A.18 through A.22 give the modifications to protocol $\Pi_\alpha$ necessary to obtain $\Pi_\gamma$. In addition to all the non-stable determinants stored in its DetLog, with Protocol $\Pi_\gamma$ each process $p$ piggybacks on every message it sends the current value of $DM_p$.

\subsection*{The Protocol}

Figures A.18 through A.22 give the modification to protocol $\Pi_\alpha$ necessary to obtain $\Pi_\gamma$.

Procedure \textit{Add\_Eval\_Help}, shown in Figure A.18, allows process $p$ to piggyback on each message the current value of $DM_p$. 
receive \( m \)
\[ \text{if } m.data = \text{“q recovering”} \]
\[ \text{Recover}(q) \]
\[ \text{else if } (m.ssn \leq SsnTable_p[m.source]) \]
\[ \text{acknowledge and discard } m \]
\[ \text{else if } (m.ssn > SsnTable_p[m.source]) \]
\[ DM_p[p, p] \leftarrow DM_p[p, p] + 1 \]
\[ SsnTable_p[m.source] \leftarrow m.ssn \]
\[ m.D \leftarrow \text{Process.Eval.Help()} \]
\[ \text{Log.New.Dets}(m.source, m.ssn, m.piggyback) \]
\[ \text{Update.Logged.Dets}(m.D) \]
\[ \text{Update.D}(m.source, m.D) \]
\[ \text{Update.Eval.Help}(f) \]
\[ \text{deliver } m.data \]

Figure A.19: Process \( p \) delivers message \( m \)

\[
\begin{align*}
\text{array } [1..n, 1..n] \text{ of int} & \quad \text{Process.Eval.Help()} \\
& \quad m.D \leftarrow m.evehelp \\
& \quad \text{return } m.D
\end{align*}
\]

Figure A.20: Procedure \text{Process.Eval.Help}\

\[
\begin{align*}
\text{Update.Logged.Dets } (\text{Dep: array } [1..n, 1..n] \text{ of int}) \\
& \quad \text{for all } i \in N \\
& \quad \quad \text{for all } j \in N \\
& \quad \quad \quad \text{if } \text{Dep}[i, j] > DM_p[i, j] \\
& \quad \quad \quad \quad \text{for all } e \in \text{DelLog}_p \quad (e.\text{dest} = j) \land (e.rsn \leq \text{Dep}[i, j]) \\
& \quad \quad \quad \quad \quad \land ([e.\text{logged.at}] \leq f)) \\
& \quad \quad \quad \quad \quad \quad e.\text{logged.at} \leftarrow e.\text{logged.at} \cup \{i\}
\end{align*}
\]

Figure A.21: Procedure \text{Update.Logged.Dets}
Figure A.22: Procedure $Update_D$

Figure A.19 gives the code for the operation $deliver_p(m)$. It is analogous to the $deliver$ operation of $\Pi_{Det}$, with additional code for processing the information contained in the dependency matrix piggybacked on $m$ by process $m.source$.

Procedure $ProcessEvalHelp$ of Figure A.20 returns in $m.D$ the value of the dependency matrix piggybacked by the sender of $m$.

Procedure $UpdateLoggedDets$ updates the estimate of $Log(m')$ for all determinants $#m'$ that were piggybacked on message $m$ and that $p$ had previously received.

Procedure $Update_D$ uses the information in $m.D$ to update $DM_p$ by taking the element-wise maximum of $m.D$ and the current value of $DM_p$. The elements of process $p$ weak dependency vector $DM_p[p,*]$ are set to the column-wise maximum of the elements of $DM_p$. 

```plaintext
Update_D (source: proc_id; Dep: array[1..n, 1..n] of int)
for all $i \in N$
  for all $j \in N$
    if $Dep[i,j] > DM_p[i,j]$
      $DM_p[i,j] \leftarrow Dep[i,j]$
    $DM_p[p,*] \leftarrow \max (DM_p[p,*], Dep[source,*])$
```
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