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This thesis addresses the problem of minimizing a large-scale nonlinear function subject to simple bound constraints. The most popular methods to handle bound constrained problems, active-set methods, introduce a combinatorial aspect to the problem. For these methods, the number of steps to converge may be related to the number of constraints. For large problems, this behavior is particularly detrimental.

Reflective Newton methods avoid this problem by staying strictly within the constrained region. As a result, these methods have strong theoretical properties. Moreover, they behave experimentally like an unconstrained method: the number of steps to a solution is not strongly correlated with problem size.

In this thesis, we discuss the reflective Newton approach and how it can be combined with inexact Newton techniques, within a subspace trust-region method, to efficiently solve large problems. Two algorithms are presented. The first uses a line search as its globalizing strategy. The second uses a strictly trust-region approach to globally converge to a local minimizer. Global convergence and rate of convergence results are established for both methods.

We present computational evidence that using inexact Newton steps preserves the properties of the reflective Newton methods: the iteration counts are as low as when “exact” Newton steps are used. Also, both the inexact and exact methods are robust when the starting point is varied. Furthermore, the inexact reflective Newton methods have fast convergence when negative curvature is encountered, a trait not always shared by similar active-set type methods.

The role of negative curvature is further explored by comparing the subspace trust-region approach to other common approximations to the full-space trust-region problem. On problems where only positive curvature is found, these trust-region methods differ little in the number of iterations to converge. However,
for problems with negative curvature, the subspace method is more effective in capturing the negative curvature information, resulting in faster convergence.

Finally a parallel implementation on the IBM SP2 is described and evaluated; the scalability and efficiency of this implementation are shown to be as good as the matrix-vector multiply routine it depends on.
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Chapter 1

Introduction

Faster computers with larger memories naturally heighten our interest in solving larger and larger computational problems. For unconstrained optimization, this interest has produced many successful large-scale methods. These methods may take advantage of sparsity in the problem. They often use approximations that reduce the computation but still retain reasonable convergence properties and accuracy. For constrained problems the water is murkier. We would like to have methods where the number of steps to convergence correlates only loosely with the number of variables (constraints) as in unconstrained methods. However typical constrained methods, with or without adaptations for large-scale problems, do not exhibit this desired behavior.

In this thesis, we look at how to minimize a large-scale nonlinear function subject to bound constraints,

\[
\min_{x \in \mathbb{R}^n} f(x), \quad l \leq x \leq u,
\]

where \( l \in \{ \mathbb{R} \cup \{-\infty\} \}^n, \ u \in \{ \mathbb{R} \cup \{\infty\} \}^n, \ l < u, \) and \( f \) is a smooth function, \( f : \mathbb{R}^n \to \mathbb{R} \). When every variable has a finite upper and lower bound the feasible region forms a box, earning simple bounds of this type the name box constraints. We emphasize that we are looking for a local, not global, minimizer to the objective function \( f \). That is, while a global minimizer \( x^*_G \) satisfies: \( l \leq x^*_G \leq u, \) and \( f(x^*_G) \leq f(x) \) for all \( x \) such that \( l \leq x \leq u, \) a local minimizer \( x_* \) satisfies the weaker condition: \( l \leq x_* \leq u, \) and \( f(x_*) \leq f(x) \) for all \( x \) in some neighborhood of \( x_* \) such that \( l \leq x \leq u. \)

We assume \( f \) is smooth so we can compute the gradient \( \nabla f(x) \) and the Hessian \( \nabla^2 f(x) \). We prefer to denote the gradient of \( f \) as \( g(x) = \nabla f(x) \) and the Hessian matrix of \( f \) as \( H(x) = \nabla^2 f(x) \). We will write \( f_k \) for \( f(x_k) \), and similarly for \( g_k \) and \( H_k \).

We shall also consider in detail the case where the function \( f \) is a quadratic, since we can take advantage of this restricted class of problems to further improve performance.
Whether the objective function $f$ is quadratic or nonlinear, we shall assume the problem is large, that is, $n$ is some number greater than 100. Furthermore, we assume the Hessian matrix for the function $f$ is sparse. We can also handle the case where the Hessian is dense but rather than explicitly forming it, we suppose we have available a subroutine to compute the product of the Hessian matrix with a vector.

1.1 Issues

Most optimization algorithms, constrained or unconstrained, begin with some point $x_1$ and then improve that point over some number of iterations. Each improved point $x_{k+1}$ is found by taking a step $s_k$ in a direction that reduces the function. This computation may be summarized as:

\[
\text{For } k = 1, 2, \ldots, \\
1. \text{ Compute step } s_k \\
2. x_{k+1} = x_k + s_k
\]

Then the total amount of computation required by the algorithm is given by

\[
\text{total computation} = (\text{iteration count}) \times (\text{computation per iteration})
\]

where the *iteration count* is the number of iterations at the time when the algorithm’s termination criteria are satisfied, and the *computation per iteration* is the amount of work expended at each iteration to compute the step $s_k$ (the work to update $x_{k+1}$ is trivial).

The main difficulty in solving *constrained* problems is to keep the iteration count low. For *large* problems, we would also like to reduce the amount of computation per iteration. Typically, we reduce the computation by using some sort of approximation. However, we do *not* want to make approximations that will increase the number of iterations, which is the usual trade-off.

1.1.1 Bound constraints

We look at large-scale problems with simple bound constraints in this thesis. Even with small problems, the addition of such seemingly innocuous constraints can be detrimental in terms of time to solve the problem. What about these constraints makes the problem hard?

For unconstrained minimization, since there are no restrictions on the variables, we can make progress towards a solution in every dimension at every step. For bound-constrained problems, the typical approach is to restrict the search for a new step to a smaller space. (When we think we have correctly constrained some
of the variables, we only search in the space of the remaining variables.) But then progress towards a solution is also restricted to the dimensions in the smaller space. Furthermore, the information in the smaller space may be misleading. On the one hand, if we are in the correct restricted space, then this approach is extremely effective and even saves computation (we only do work in the smaller space). But searching in the wrong space can be viewed as wasted time in some cases (when the information is misleading), and restricted progress in all cases (since we are not making progress in the dimensions we mistakenly left out of the search).

How can we instead make progress towards a solution in every dimension at every step? In this thesis we consider a newer approach that transforms the constrained problem in such a way that this is possible. The transformation is based on the first-order necessary conditions for a constrained minimizer. The result is a new scaled subproblem with a modified Hessian, but this subproblem is unconstrained. Now at each iteration the constraints are handled implicitly by the transformed subproblem. We work in the whole space at each step so we have the opportunity to make progress in all dimensions at every iteration. And, since we are looking at the whole space we are not misled by restricted information. We shall refer to this newer class of methods as the reflective Newton methods, first described in [CLb,CL94,CLa]. Evidence of the good theoretical properties and experimental performance of these methods will be given in later chapters.

1.1.2 Large-scale problems

Using a reflective Newton method solves the problem of how to handle the bound constraints. But if we want to handle large problems we still have work left to do. We will adopt ideas shown to be effective for large unconstrained minimization problems. The main ideas we will use are a reduced subspace trust-region strategy and an inexact Newton technique. The inexact Newton idea will be implemented using a preconditioned (linear) conjugate gradient method. Recall that we want these approximations to reduce our work per step, but not to increase the number of iterations. We shall see that for the reflective Newton methods with these approximations, we can ensure good performance by preserving certain properties of our transformed problem. We note that an alternative is to solve for an "exact" Newton step using some sort of sparse Cholesky factorization [GL81,Col84]. Such sparse factorizations are typically more efficient when the matrix is preordered to reduce fill-in of the factors. However, finding a good preordering for some matrices may be difficult. Furthermore, even the optimal preordering may produce factors of substantially higher density than the original matrix.

The reflective Newton approach has a further advantage that comes when choosing how to make the approximations. For other methods, such as active-set
strategies, the choice of how to approximate the trust-region subproblem solution is limited since the subproblem to be solved usually includes some box constraints. But with reflective Newton methods, there are multiple ways to reduce the trust-region computation and use inexact Newton ideas at the same time since the subproblem is unconstrained. We shall see that the subspace trust-region strategy with inexact Newton directions appears to be superior to the inexact trust-region method developed by Steihaug [Ste83]. Although the Steihaug method lends itself to the active-set type strategies, the subspace trust-region method with inexact steps is not possible in that framework.

Finally, to solve large problems, it is sometimes advantageous to use some form of parallel computing. This first allows larger problems to be solved as the problem is typically distributed in some manner across the processors. And, given a good implementation, we will also reduce the overall computation time. Since most optimization algorithms have the inherently sequential format of computing a series of approximations to a minimizer, this part is not parallelizable. However, given a method with a low number of iterations, if those iterations contain enough work that is parallelizable, we can speed up the overall execution time of our method. This is most evident when contrasted with a method that takes more iterations that each require less work: if the amount of work per iteration is not great enough, the overhead to set up the parallel computation will be more than the saved execution time. Also, the more straightforward the parallel implementation, the more attractive the method. We shall see that the inexact reflective Newton methods, which are the focus of this thesis, have just this structure: low number of iterations with plenty of work per iteration, but a straightforward implementation.

1.2 Contributions and outline

In this thesis we develop two algorithms to handle large problems with bound constraints: a line search method and a trust-region method. In both algorithms, reflective Newton ideas are used to handle the simple bounds, and an inexact Newton technique within a subspace trust-region strategy is used to solve large problems efficiently. We prove first-order convergence for both the line search and trust-region algorithms. We also give the rate of convergence for both methods.

We demonstrate the computational characteristics of the algorithms. In particular we compare the algorithms to their "exact" counterparts, that is, where a direct factorization is used to compute the exact, as opposed to inexact, Newton step (as in [CLb,CL94,CLa]). First we solve quadratic problems using the line search method and show what sort of speedup the inexact Newton implementation gives over an implementation using a direct factorization. We also explore the trade-off between accuracy of the solution and the amount of computation
on ill-conditioned problems. We solve nonlinear problems using the trust-region method and show that even as problem size grows, the iteration counts stay low and steady for a standard set of test problems. Moreover, the inexact trust-region method mimics the behavior of the exact version in terms of the number of iterations. We also give evidence that this method is robust in terms of starting points, again similar to the original exact method. Furthermore, we compare this method to an active-set gradient projection method, which also uses a trust-region strategy, and demonstrate that our method has the advantage when we encounter negative curvature.

The role that negative curvature plays is explored further when we compare various methods that use inexact Newton ideas to approximate a full-space trust-region solution. These methods include a subspace trust-region method, a method by Steihaug [Ste83], and a dogleg strategy. We show that the subspace method is particularly effective when negative curvature is involved.

Finally, we implement the trust-region algorithm on the IBM SP2. This implementation illustrates first that the computation of this algorithm maps well onto an architecture like the SP2. Moreover, it shows that the scalability of the algorithm is mainly dependent on the scalability of the Hessian-vector multiply and dot product subroutines. Efficient, scalable multiply and dot product subroutines result in an efficient, scalable inexact reflective Newton algorithm.

This dissertation is organized as follows. In Chapter 2 we review the methods currently available to solve (1.1). We describe active-set methods which are typically used for this type of problem, and we briefly review reflective Newton methods. Then we discuss the ways we shall handle large problems, and how this fits into the reflective Newton method framework. We shall save the theory behind reflective Newton methods for Chapter 3. This chapter also describes the actual algorithms and assumptions. Chapter 3 first describes the line search algorithm, followed by the (strictly) trust-region algorithm. We give the theoretical results in Chapters 4 and 5. As our experimental results exceed what is predicted by the theory, we give a variety of these next in Chapters 6 and 7. Finally, Chapter 8 discusses various inexact trust-region strategies and provides supporting evidence that the subspace trust-region method with inexact steps is the right approach. We end with our parallel implementation and experimental results on the IBM SP2 in Chapter 9. This thesis is concluded in Chapter 10 where we summarize our results and comment on future work.
Chapter 2
Background

In this chapter we first discuss various methods for handling bound constraints. In particular, we describe active-set methods and the related method of projected gradients. Then we give a minimal description of the reflective Newton method, deferring a more complete description to Chapter 3. This is followed by a quick review of the concepts from unconstrained minimization that we use in our algorithms. These ideas include trust-region methods, subspace trust-region methods, and inexact Newton ideas.

2.1 Active-set methods

Most methods to solve the problem (1.1) fall into the category of active-set methods. An inequality constraint is active at a point if it is satisfied as an equality at that point. For bound constraints, we would say the constraint \( x_i \leq u_i \) is active at \( x \) if \( x_i = u_i \). The idea behind these methods is that if we knew which constraints were active at the solution, then we could simply fix those variables at the appropriate bounds. As these fixed variables are now essentially constants, we have a new problem with fewer variables (the variables associated with the inactive constraints). Furthermore, this new, smaller problem is unconstrained. And how to solve unconstrained problems is well understood.

Of course, we do not typically start the problem knowing which constraints will be active at the solution. Then the algorithm becomes a two-step process. The first step is to predict the active constraints. We call this prediction the “working set” of constraints (it may actually be a subset of the constraints that are “active” at the current point). The second is to search for a minimizer in the space of the free variables (the variables that do not have constraints in the working set). We may summarize these steps as
For $k = 1, 2, \ldots$

1. Determine the current active constraints (working set).
2. Minimize the objective function in the subspace of the free variables.

We repeat these two steps, adjusting the active set at each iteration until the active set settles down and we converge to a local minimizer in the free space.

One way to determine the active set is to look at the Lagrange multipliers (see [GMW81]). For simple bound constraints, this amounts to finding $i$ such that $x_i = l_i$ and $g_i(x) < 0$, or $x_i = u_i$ and $g_i(x) > 0$; then we delete the $i$th constraint from the working set. To add a constraint, after determining a search direction in Step 2 above, we follow the direction until a bound is hit. This constraint is added to the working set.

But this typically only allows the active set to change slightly at each iteration (a few variables may move in or out of the active set each time). A more effective approach is to use the steepest descent direction to determine the active set. Such gradient projection type methods vary in details, but basically determine the working set by moving in the steepest descent direction. If the steepest descent direction takes us away from a bound, then the bound is removed from the working set; if it takes us to a bound, the bound is added to the working set. For example, we can define the projection $P$ onto the feasible region as

$$P(x) = \text{mid}(l, u, x)$$

where $\text{mid}(l, u, x)$ is the vector whose $i$th component is the median of the set \{\[l_i, x_i, u_i\]\}. Then the gradient projection step is $x_{k+1} = P[x_k - \alpha_k g_k]$ for some $\alpha_k > 0$. We may summarize this algorithm as

For $k = 1, 2, \ldots$

1. Repeatedly search in the projected gradient direction until some set of conditions is satisfied (usually until the working set does not change for several iterations, or some sufficient decrease condition is met).
2. Perform a subspace minimization on the restricted space.
If the gradient direction moves away from previously active constraints, those constraints are removed from the working set. As bounds are encountered by moving in the projected gradient direction, those bounds are added to the working set. At some point, we switch to a search in the free-space that may also use second-order information. Then we repeat the gradient search.

The rationale for this approach is that the steepest descent direction gives us a good direction to move in and detect active constraints. It is cheap to compute the projected gradient as the active set changes (simply zero out the components associated with any new active constraints to get the new direction). Note that for a direction like the Newton direction, that direction would need to be recomputed when the active set changes. Just zeroing out the appropriate component will not give us the projected Newton direction.

The convergence proofs for these active-set and gradient projection types of methods then have two parts. First we must show that the correct active set is found in a finite number of steps. Then we show the usual convergence proof as in unconstrained minimization, but here it is restricted to the free space.

2.2 Reflective Newton methods

We shall defer a more complete description of these methods until Chapter 3. Briefly, these methods differ from active-set methods in that they

- stay strictly in the interior of the bound constraints
- use a scaling matrix determined from the gradient and the distance to the constraints
- solve a non-standard unconstrained quadratic subproblem at each iteration; some constraint information is packed into the quadratic (but it is not a penalty or barrier term)
- use a trust-region method to ensure directions with desirable properties (specific to this method)
- use a "reflection" technique to improve the steps at each iteration.

A summary description of these algorithms is
For $k = 1, 2, \ldots$

1. Solve $\min_{s \in \mathbb{R}^n} \{ \psi_k(s) : \| D_k s \|_2 \leq \Delta_k \}$, where
   \[ \psi_k(s) \overset{\text{def}}{=} s^T g_k + \frac{1}{2} s^T (H_k + C_k) s. \]

2. Move some length in the direction $s$, possibly reflecting off the bound constraints.

The effect of the scaling matrix $D$ and the $C$ matrix, which we define and motivate in the next chapter, is to keep our iterates centered within the feasible region. In other words, we move towards the "correct" bounds at the same rate in each component. If we move too close to an "incorrect" bound, we reflect off this bound back into the center region.

### 2.3 Unconstrained minimization techniques

#### 2.3.1 Trust-region method

For both the line search and trust-region algorithms, our approach will solve a trust-region subproblem

\[ \min_{s \in \mathbb{R}^n} \{ \psi_k(s) : \| D_k s \|_2 \leq \Delta_k \} \tag{2.1} \]

where $\psi_k(s)$ is our quadratic model at the point $x_k$. The solution to this subproblem can be completely characterized and a global solution can be found [MS83] even when the Hessian $H_k$ is indefinite. However, such a computation involves at least solving a linear system and may include finding a minimum eigenvalue of the Hessian matrix of our subproblem. For large problems, the cost of such computations is prohibitive and we seek alternative approximate solutions of this subproblem. Recently, Sorensen [Sor94] proposed a new method for solving the subproblem (2.1) using matrix-vector multiplications. Nonetheless, the effectiveness of this approach for large-scale minimization, particularly in the context of the reflective Newton algorithms, is yet to be investigated. The next two subsections highlight other methods that reduce this trust-region subproblem computation.

#### 2.3.2 Subspace trust-region method

We shall approach solving (2.1) by solving the smaller problem

\[ \min_{s \in \mathbb{R}^n} \{ \psi_k(s) : \| D_k s \|_2 \leq \Delta_k, s \in S_k \}, \tag{2.2} \]
an idea introduced in [SSB85, BSS88b] in the unconstrained minimization context. We shall use a subspace $S_k$ of two dimensions. Assuming that this subspace $S_k$ is well chosen, the solution to (2.2) will be a good approximation to the solution of (2.1). The computation to solve problem (2.2) is small as it only involves a two-dimensional problem. Now, in each iteration the bulk of the work is determining the two-dimensional subspace $S_k$.

What should be included in this subspace? We would like to include both first and second-order directions. In the unconstrained setting, when the Hessian of the quadratic model is positive definite, reasonable directions to include are the steepest descent direction $-g_k$ and the Newton direction $s_k^N$. Otherwise, we can include the steepest descent direction and a direction of negative curvature $p_k$ (with respect to the Hessian), that is, $p_k$ such that $p_k^T H_k p_k < 0$. Then our subspace is defined by

$$S_k = \text{span}\{s_k^N, -g_k\} \quad \text{or} \quad S_k = \text{span}\{p_k, -g_k\}$$

where $\text{span}\{s_k^N, -g_k\}$ denotes the subspace spanned by the vectors $\{s_k^N, -g_k\}$. We shall discuss the merits of this method in much more detail in Chapter 8.

### 2.3.3 Inexact Newton method

As was explored in the unconstrained setting in [DES82], it is possible to use an approximation to the Newton direction and retain certain convergence properties of the minimization algorithm. Typically, to find the unconstrained Newton direction, we directly solve the Newton equations for $s_k^N$ satisfying

$$H_k s_k^N = -g_k.$$ 

In an inexact Newton method, we iteratively solve the Newton equations for an inexact Newton step $s_k^{IN}$, that is, $s_k^{IN}$ solves

$$H_k s_k^{IN} = -g_k + r_k, \quad \|r_k\|/\|g_k\| \leq \gamma_k.$$ 

Rather than continue computation until the residual $r_k$ of our iterative equation is zero, we stop when a weaker bound is satisfied as shown.

What is shown in [DES82] is that the order of convergence of the minimization routine using inexact steps is governed by the choice of the residual bound. For example, for a positive constant $\gamma_k = \gamma < 1$, we can guarantee linear convergence to a point that satisfies the first-order necessary conditions for a local minimizer. For $\gamma_k = \alpha\|g_k\|$ for some constant $\alpha$, quadratic convergence can be guaranteed. This topic is discussed further in the context of reflective Newton methods in Chapter 4.
2.4 Related work

2.4.1 Bound-constrained methods

As discussed previously, an active-set strategy where the Lagrange multipliers are used to adjust the active set can be found in [GM76]. These methods are not attractive for large-scale problems because the method is allowed to add or drop only one constraint per iteration. Thus, if the original active set differs from the one at the solution by \( k \) constraints, then it will take at least \( k \) iterations to converge.

Projected gradient methods overcome this drawback. These methods attracted attention because the active set can change by many constraints at each iteration. These methods were first introduced separately by Goldstein and also Levitin and Polyak [Gol64,LP66]. Around this time McCormick [McC69] also published this idea for the simpler case of bounds of the form \( x \geq 0 \). This paper was later followed by Bertsekas in 1976 [Ber76]. These two papers incorporate “bending” which avoids “zig-zagging”. Zig-zagging is when the working set oscillates between different subsets of the constraints in the problem (see [Fle87]) so that the active set does not settle down and convergence is impeded. The strategy of bending says not to always recompute a new gradient each time a bound is hit, but instead “bend” the old gradient direction along the encountered constraint and keep going. Dunn gives some more general convergence results [Dun81].

Bertsekas in 1982 [Ber82] also has a projected Newton method, but it is not clear what to do for nonconvex problems for this method.

A strict active-set method (without the projected gradient search) exploiting inexact Newton ideas, using the conjugate gradient method to minimize the subproblem in the free variables, is given by O’Leary in [O’L80]. Of course, this method then has the same drawbacks as the method on which it is based [GM76]. Dembo and Tulowitzki [DT83] give a combination algorithm where both conjugate gradient ideas and also projected gradient ideas are used in alternate stages on quadratic problems. Calamai and Moré [CM87] have some results for more general (linear) constraints and nonlinear problems. A version with more complete convergence results can be found in Moré and Toraldo [MT89a,MT89b] for bound-constrained quadratic problems. Most of these methods use line-search ideas to globalize the minimization. Conn, Gould and Toint instead use trust-region ideas for the globalizing strategy [CGT88a,CGT88b]. These last two papers also differ from earlier methods in how the step length for the projected gradient is chosen. Burke and Moré [BM88] characterize algorithms that identify the optimal constraints in a finite number of iterations.

Fletcher and Jackson [FJ74] give an active-set method that uses direct factorizations. Lütstedt [Löt84] uses an active-set method for quadratic (minimal least
squares) problems. Sparse least squares is explored in Björck [Bjö84]. Lötstedt uses conjugate gradients but Björck uses a direct factorization. Both are active-set methods of the same type as [GM76]. Coleman and Hulbert [CH89] discuss an active-set method that uses a Newton-like projection. This method handles indefiniteness and uses exact subspace minimization, not inexact ideas. Byrd, Lu and Nocedal give a limited memory BFGS method that utilizes gradient projection with active-set ideas [BLN93].

Some methods that are strictly interior methods include [HPY90] and [CH93]. The first by Han, Pardalos and Ye is an interior point method which they show converges in a finite number of steps, assuming the Hessian of a quadratic problem is positive semidefinite. Coleman and Hulbert [CH93] describe a superlinearly convergent method for convex problems. This method generates infeasible points (it is a dual method) and uses direct factorizations.

Coleman and Li [CLb,CL94,CLA] discuss how to solve general quadratic and nonlinear problems using reflective Newton methods. A line search version of the reflective Newton method is described in [CLb,CL94]. Then [CLA] is a strictly trust-region approach. In [BCL95], the trust-region idea is expanded to a subspace trust-region method.

An approach using penalty methods for bound-constrained problems is given in [FL92]; also, a barrier method is discussed in [NS93,NPS94] for solving box-constrained problems.

2.4.2 Trust-region strategies

An excellent survey paper of trust-region strategies for unconstrained optimization is [Mor83]. The idea of approximating a trust-region step confined to a low dimensional subspace, for unconstrained problems, is discussed in [SSB85,BSS88b].

2.4.3 Inexact methods

Convergence results for inexact Newton methods for nonlinear systems of equations and optimization for unconstrained problems may be found in [DES82,DS83]. Combining inexact Newton (also called truncated-Newton) methods with trust-region ideas was discussed in [Ste83]. How to use Lanczos type computation with truncated-Newton methods, and also how to incorporate preconditioning, is discussed in [Nas84,Nas85]. These last two papers use line-search as opposed to trust-region globalizing strategies. Also, Nash and Nocedal discuss quasi-Newton updates in conjunction with truncated-Newton methods for unconstrained problems in [NN91].
2.4.4 Parallel methods

Most parallel methods to date have been for unconstrained problems. These include [NS89,NS91] which discuss parallel implementations of truncated-Newton methods. These methods employ block conjugate gradient (Lanczos) algorithms, which give fairly coarse parallelization and limit the scalability. Along this same vein, a barrier method that handles bound constraints is presented in [Nas93] using basically the same parallel implementation (block conjugate gradient) as the unconstrained methods in [NS89,NS91].

Byrd, Schnabel and Shultz describe a quasi-Newton parallel method for unconstrained problems in [BSS88a]. The focus of this paper is to parallelize the function and gradient evaluations as well as the quasi-Newton update.

A parallel implementation of the GPCG algorithm by Moré and Toraldo is described in [Mor90] which is implemented on the Alliant/FX. In this paper, partitioning techniques are used on partially separable functions to improve the function/gradient evaluation speed and to also improve the speed of the Hessian-vector products. Since the GPCG method employs the idea of a working set, care must be taken to load balance the computation as the working set changes. A second implementation of the GPCG method on the Thinking Machines CM-2 is described in [MMZ95].

Finally, an extensive bibliography is given by Zenios in [Zen89].
Chapter 3

Reflective Newton methods

We begin this chapter with a discussion of the theory behind the reflective Newton methods. Then we describe two reflective Newton algorithms. Both solve the same subproblem as their main computation, but they differ in the strategy used to ensure global convergence to a local minimizer. The first uses a specialized line search along a direction generated by a trust-region subproblem. The second is a strictly trust-region approach. How these methods are modified to handle large-scale problems, and how these modifications fit into the methods, is given in more detail in Chapters 4 and 5.

For discussion purposes, we will describe both algorithms in terms of solving nonlinear problems. However, experimentally we have found the line search method to be most effective for quadratic problems. For more general objective functions, the line search becomes too expensive and the trust-region method is the better alternative.

3.1 Subproblem derivation

What differentiates the reflective Newton methods from previous methods? We have seen that previous methods work by searching a restricted space. Equivalently, this can be seen as moving along the hyperplanes, or edges, formed by the constraints. For the reflective Newton methods, our iterates will be strictly feasible at all times, that is, $x_k \in \text{int}(\mathcal{F}) \equiv \{ x : l < x < u \}$. In fact we shall see that the behavior of the methods will be to keep the iterates centered within the box of constraints.

Past methods have also handled the constraints directly. That is, the bounds must be considered while solving each subproblem. For these reflective Newton methods, the bounds do not appear explicitly in the subproblem. We handle the constraints implicitly by scaling our system as well as using a special quadratic model that contains constraint information as well as the usual quadratic approx-
imation to the objective function. The constraint information is not included as a penalty or barrier term.

To describe these methods we begin with the theory that is the basis of the reflective Newton methods. This summary is based on [CL94] where the reader is referred for further details. This theory will define our quadratic model and also determine the scaling matrix. We will start with a formulation of the first order necessary conditions, for the nonlinear problem (1.1), as a system of nonlinear equations. By looking at the Newton step for this system of equations, we will derive a quadratic model for the scaled space. We then transform this model back to the original variables.

We denote the gradient and Hessian as
\[ g(x) \overset{\text{def}}{=} \nabla f(x) \]
\[ H(x) \overset{\text{def}}{=} \nabla^2 f(x). \]

The feasible set is denoted as \( \mathcal{F} \overset{\text{def}}{=} \{ x : l \leq x \leq u \} \) and the strict interior of the feasible set as \( \text{int}(\mathcal{F}) \overset{\text{def}}{=} \{ x : l < x < u \} \).

We will make use of the following assumptions:

(A.S.1) Given an initial point \( x_0 \in \mathcal{F} \), it is assumed that \( \mathcal{L} \) is compact, where
\[ \mathcal{L} \text{ is the level set, } \mathcal{L} = \{ x : x \in \mathcal{F}, \ f(x) \leq f(x_0) \}. \]

(A.S.2) \( f : \mathcal{F} \to \mathbb{R} \) is twice continuously differentiable on \( \mathcal{L} \).

From (A.S.1) and (A.S.2) we know that there exists constants \( \chi_g \) and \( \chi_H \) such that
\[ \| H_k \| \leq \chi_H \text{ and } \| g_k \| \leq \chi_g \text{ for all } k. \]

The first-order Karush-Kuhn-Tucker conditions for \( x_* \) to be a local minimizer for the problem (1.1), assuming feasibility, may be written as
\[ D^{-2}(x_*)g(x_*) = 0, \]
where\(^1\)
\[ D^{-1}(x) \overset{\text{def}}{=} \text{diag}([v(x)]^{1/2}), \]
and \( v(x) \) is defined below.

\(^1\)Notation: if \( z \) is a vector then \( |z| \) denotes a vector with the \( i \)th component equal to \( |z_i| \) and \( |z|^{1/2} \) denotes a vector with the \( i \)th component equal to \( |z_i|^{1/2} \).
DEFINITION 3.1.1 The vector \( v(x) \in \mathbb{R}^n \) is defined:
for each \( 1 \leq i \leq n \),

(i). If \( g_i < 0 \) and \( u_i < \infty \) then \( v_i \overset{\text{def}}{=} x_i - u_i \);
(ii). If \( g_i \geq 0 \) and \( l_i > -\infty \) then \( v_i \overset{\text{def}}{=} x_i - l_i \);
(iii). If \( g_i < 0 \) and \( u_i = \infty \) then \( v_i \overset{\text{def}}{=} -1 \);
(iv). If \( g_i \geq 0 \) and \( l_i = -\infty \) then \( v_i \overset{\text{def}}{=} 1 \).

Thus \( D^{-1}(x) \) is a diagonal matrix with the \( i \)th diagonal component equal to \( |v_i(x)|^{1/2} \).

The dependence of \( v \) on \( g \) is illustrated in Figure 3.1. Pictured in this simple example are the finite box constraints for a two-dimensional problem and our current point \( x \). The steepest descent direction \( -g \) points at the upper bound \( u_1 \) and the lower bound \( l_2 \). Since both these bounds are finite, \( v_1 = x_1 - u_1 \) and \( v_2 = x_2 - l_2 \).

What are the second-order conditions for \( x_* \) to be a local minimizer for the problem (1.1)? Let \( \text{Free}_* \) denote the set of indices corresponding to the unconstrained variables at the point \( x_* \), that is,

\[ \text{Free}_* = \{ i : l_i < (x_*)_i < u_i \} \]

Let \( H_{*}^{\text{Free}} \) be the submatrix of \( H(x_*) \) consisting of the rows and columns specified by the index set \( \text{Free}_* \). Then the second-order necessary conditions may be written: if a feasible point \( x_* \) is a local minimizer of (1.1) then \( D_*^{-2}g_* = 0 \) and \( H_{*}^{\text{Free}} \) is positive semi-definite.

To specify sufficiency conditions, we need the following nondegeneracy definition.

DEFINITION 3.1.2 A point \( x \in \mathcal{F} \) is nondegenerate if, for each index \( i \),

\[ g(x)_i = 0 \implies l_i < x_i < u_i. \]  \hfill (3.5)

A problem (1.1) is nondegenerate if (3.5) holds for every \( x \in \mathcal{F} \).

Then the second-order sufficiency conditions are: if a feasible point \( x_* \) is nondegenerate and satisfies the first-order necessary conditions (i.e., \( D_*^{-2}g_* = 0 \)), and \( H_{*}^{\text{Free}} \) is positive definite, then \( x_* \) is a local minimizer of (1.1).
A solution to the nonlinear system of equations (3.3) corresponds to a first-order minimizer of (1.1). This system is continuous, but not everywhere differentiable. First, nondifferentiability occurs when \( v_i = 0 \). Since only strictly feasible points \( x_k \in \text{int}(\mathcal{F}) \) will be generated, this is not a concern. Therefore assume that \( x_k \in \text{int}(\mathcal{F}) \). Let \( J^v(x) \in \mathbb{R}^{n \times n} \) be the Jacobian matrix of \( |v(x)| \) whenever \( |v(x)| \) is differentiable. It is easy to see that \( J^v \) is a diagonal matrix with each diagonal component equal to zero or \( \pm 1 \). For example, if all the components of \( l \) and \( u \) are finite, and each component of \( g \) is nonzero, then \( J^v = \text{diag}(\text{sgn}(g)) \). But \( |v_i| \) may not be differentiable at a point where \( g_i = 0 \). We define \( J^v_{ii} = 0 \) at such a point. Nondifferentiability of this type is not a cause for concern because, for such a component, it is not significant which value \( v_i \) takes. Furthermore, \( |v_i| \) will still be discontinuous at this point, but the function \( |v_i| : g_i \) is continuous.

It follows that to find a local minimizer to the original problem (1.1), we can solve the system of nonlinear equations (3.3). Consider then the Newton step \( s_k^N \) for this system of equations,

\[
\hat{B}_k D_k s_k^N = -\hat{g}_k, \tag{3.6}
\]

where

\[
\hat{g}_k \overset{\text{def}}{=} D_k^{-1} g_k, \quad \hat{B}_k \overset{\text{def}}{=} D_k^{-1} H_k D_k^{-1} + \text{diag}(g_k) J_k^v.
\]

\(^2\)If \( z \) is a vector then \( w = \text{sgn}(z) \) is a vector: \( w_i = 1 \) if \( z_i \geq 0 \), \( w_i = -1 \) if \( z_i < 0 \).
Based on the Newton step (3.6) for (3.3), we shall solve the following trust-region subproblem at every iteration,
\[
\min_{s \in \mathbb{R}^n} \{ s^T \hat{g}_k + \frac{1}{2} s^T \hat{B}_k s : \| s \|_2 \leq \Delta_k \}.
\]  
(3.7)

Let \( s = D_k^{-1} \hat{s} \).

Subproblem (3.7) is equivalent to the following problem in the original variable space:
\[
\min_{s \in \mathbb{R}^n} \{ s^T g_k + \frac{1}{2} s^T B_k s : \| D_k s \|_2 \leq \Delta_k \},
\]  
(3.8)

where
\[
C_k \overset{\text{def}}{=} D_k \text{diag}(g_k) J_k^\top D_k,
\]
\[
B_k \overset{\text{def}}{=} H_k + C_k.
\]  
(3.9)

In order to use the trust-region subproblem when a problem is degenerate, we replace the second-order matrix \( B_k \) in (3.9) by \( M_k \) which is a slight modification of \( B_k \). More precisely, we consider a solution of the following trust-region subproblem
\[
\min_s \{ \psi_k(s) : \| D_k s \|_2 \leq \Delta_k \},
\]  
(3.10)

where
\[
\psi_k(s) \overset{\text{def}}{=} s^T g_k + \frac{1}{2} s^T M_k s,
\]
\[
M_k \overset{\text{def}}{=} H_k + C_k^+,
\]  
(3.11)

\[
C_k^+ \overset{\text{def}}{=} D_k \text{diag}(g_k^+) J_k^\top D_k,
\]
and the vector \( g^+(x) \) is an “extended gradient”, extended to deal with possible degeneracy. In particular,
\[
g_i^+ \overset{\text{def}}{=} \begin{cases} 
    g_i + \text{sgn}(g_i) \cdot \tau \varepsilon & \text{if } |g_i| + |v_i| \tau \varepsilon \leq \tau \varepsilon \\
    g_i & \text{otherwise}
\end{cases}
\]  
(3.12)

where \( \tau \varepsilon \) is a very small positive number, e.g., \( \sqrt{\varepsilon} \) where \( \varepsilon \) is the machine precision. Throughout the remaining presentation, we will refer to a point satisfying \( |g_i(x)| + |v_i(x)| \tau \varepsilon \leq \tau \varepsilon \) for all \( i \) as a sufficiently nondegenerate point. Clearly if \( x \) is a sufficiently nondegenerate point, then \( g^+ = |g|, C^+ = C \) and \( B(x) = M(x) \).

Then we may write problem (3.10) as
\[
\min_{\hat{s}} \{ \hat{\psi}_k(\hat{s}) : \| \hat{s} \|_2 \leq \Delta_k \}
\]  
(3.13)
where
\[
\hat{\psi}_k(\hat{s}) \overset{\text{def}}{=} \hat{s}^T \hat{g}_k + \frac{1}{2} \hat{s}^T \hat{M}_k \hat{s},
\]
\[
\hat{M}_k = D_k^{-1} M_k D_k^{-1} = D_k^{-1} H_k D_k^{-1} + J_k^w D_k^{g^+},
\]
\[
\hat{g}_k = D_k^{-1} g_k,
\]
\[
\hat{s} = D_k s,
\]
and \(D^{g^+}\) is a diagonal matrix, \(D^{g^+} \overset{\text{def}}{=} \text{diag}(g^+)\). Similarly, if \(x\) is a sufficiently nondegenerate point, then \(\hat{M} = \hat{B}\).

The matrices \(M_k\) and \(\hat{M}_k\) are positive definite in the neighborhood of a minimizer of (1.1) that satisfies the second-order sufficiency conditions (assuming the problem is nondegenerate). We note that this is true for \(\hat{M}_k\) despite its possible lack of continuity; the possible discontinuity is a result of the discontinuity of \(|v_i|\) when \(g_i\) changes sign, and the discontinuity introduced by \(g_i^{+}\). Whatever values \(v_i\) and \(g_i^{+}\) take on (and there are a finite number of such values), the resulting matrix \(\hat{M}_k\) is still positive definite. The matrix \(M_k\) only has the discontinuities resulting from \(g_i^{+}\) since \(|v_i| \cdot g_i\) is continuous. However, the matrix \(\hat{M}_k\) may be ill-conditioned as the norm of the matrix \(C_k^{+}\) is unbounded above (consider the effect of \(D_k\) in \(C_k^{+}\) as a component of \(v_k\) approaches zero). The matrix \(\hat{M}_k\) does not share this ill-conditioning: due to the scaling by \(D_k^{-1}\) the norm of the matrix \(\hat{M}_k\) is bounded, assuming smoothness and compactness as in (AS.1) and (AS.2). Thus, we shall choose to solve (3.13) at each iteration to compute a step, which is then transformed back to the original variable space (and this step is a solution to (3.10)).

From (AS.1) and (AS.2), it follows that there exist constants \(\chi_{\hat{M}}\) and \(\chi_D\) such that \(\|\hat{M}_k\| \leq \chi_{\hat{M}}\) and \(\|D_k^{-1}\| \leq \chi_D\) for all \(k\).

### 3.2 Scaling and large-step-size

What is the effect of this scaling matrix? Since we handle the constraints implicitly, we may actually compute steps that would take us outside the feasible region. In this case, our algorithms have two choices. First, if the steepest descent direction points away from the constraint we cross, we can “reflect” off this constraint and stay feasible as shown in Figure 3.2. In this figure, \(x\) is our current point, \(s\) is our computed step, and \(s^R\) is the reflection of \(s\) off the constraint. The steps \(s\) and \(s^R\) are the same except in the component corresponding to the crossed constraint where \(s_i^R = -s_i\) if that is the \(i\)th component. We know that this step \(s^R\) permits further descent because \(-g_i \cdot s_i^R > 0\). In the second case, the the step \(s\) intersects a constraint pointed at by the steepest descent direction. In this case, we do not reflect since the reflection will not give us continued descent. Instead we must
truncating \( s \) so that it takes us to a feasible point. This case is also shown in Figure 3.2.

![Diagram](image)
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Figure 3.2: Reflecting and truncating the step \( s \).

If we can reflect, we can still take a large step and stay feasible by following \( s^R \). But if we truncate, how can we guarantee that our step will still be large enough to give sufficient decrease of \( \psi_k(s) \)? The answer is the **large-step-size** property.

---

**DEFINITION 3.2.1** A sequence of vectors \( \{w_k\} \) has the **large-step-size** property if \( \lim \inf_{k \to \infty} \|D_k^2 w_k\| < \infty \).

---

This property, illustrated in Figure 3.3, ensures that when we cannot reflect off the \( i \)th constraint, that is \( s_i^T g_i < 0 \), then, for example, the ratio \( \frac{\omega_i - x_i}{\hat{x}_i} \) is bounded away from zero. This ratio is a factor in the \( i \)th component of the truncated step: \( \hat{s}_i = s_i \cdot \frac{\omega_i - x_i}{\hat{x}_i} \). In other words, we are truncating our step but still taking a large enough step to give sufficient decrease in \( \psi_k(\hat{s}) \), assuming the full step \( s \) gives sufficient decrease. This property is central to the convergence results in Chapters 4 and 5.
3.3 **SLIR and STIR: Two reflective Newton methods**

In the next two Subsections 3.3.1 and 3.3.2, we shall discuss the SLIR and STIR algorithms. One is particularly effective for quadratic problems, while the second is more appropriate when the objective function is nonlinear. Both algorithms will solve the trust region subproblem (3.13) to determine the step. For the nonlinear problem method, we use this trust-region subproblem solution as the step. For the quadratic method however, we will also use a special reflective line search that can take advantage of the structure of the problem and efficiently improve the step. For nonlinear problems, this line search becomes too expensive computationally and so we prefer a strictly trust-region globalizing strategy.

As mentioned in the previous chapter, the problem (3.13) can be quite expensive for large problems. Instead, we choose to solve

\[
\min_{\hat{s} \in \mathbb{R}^n} \{ \hat{\psi}_k(\hat{s}) : \|\hat{s}\|_2 \leq \Delta_k, D_k^{-1}\hat{s} \in S_k \}.
\]

(3.15)

The details of how this problem is solved, in particular how the subspace is chosen, are given in Chapters 4 and 5.

At this point, we emphasize that the main computation of each method is the subproblem (3.15); the two methods differ in their globalizing strategy.
3.3.1 SLIR: Subspace line-search interior reflective method

In this subsection we describe a subspace, line-search, interior and reflective (SLIR) method to solve the problem (1.1). The SLIR algorithm is shown in Figure 3.4. We discuss the trust-region size determination, the line search conditions, and maintaining feasibility.

The basic steps of the SLIR algorithm are to compute a subspace $S_k$ and solve the subspace trust-region subproblem (3.15). The solution to this subproblem is then used to define a piecewise linear reflective path (described in Appendix A). An acceptable step size is then computed by minimizing $f$ along this piecewise linear reflective path. We defer the discussion of computing the subspace until Chapter 4, at which time we will also detail how we compute our inexact Newton step.

Trust-region size

In this method, the role of the trust-region is to ensure steps with large-step-size; the line-search gives us global convergence to a local minimizer. Since the trust region does not need to be adjusted to give global convergence, we update $\Delta$ in a non-standard way. We use a lower and upper bound for $\Delta$ and then the current $\Delta_k$ is chosen between these values based on the value of $\|v_k\|$,

$$\Delta_k = \text{mid}(\Delta_L, \|v_k\|, \Delta_U).$$

Line search conditions

To ensure convergence a line search is used. In the unconstrained minimization setting, the following conditions may be used to guarantee sufficient descent: Given $0 < \sigma_L < \sigma_U < 1$ and a descent direction $s_k$ with $x_{k+1} = x_k + \alpha_k s_k$, $\alpha_k$ satisfies the modified Armijo-Goldstein conditions [Gold80,Gold65,Arm66] if

$$f(x_{k+1}) < f(x_k) + \sigma_L (\alpha_k g_k^T s_k + \frac{1}{2} \alpha_k^2 \min(s_k^T H_k s_k, 0))$$  \hspace{1cm} (3.16)

and

$$f(x_{k+1}) > f(x_k) + \sigma_U (\alpha_k g_k^T s_k + \frac{1}{2} \alpha_k^2 \min(s_k^T H_k s_k, 0)).$$  \hspace{1cm} (3.17)

Both conditions can be combined to form a single expression: If we define

$$\phi_k(\alpha) = \frac{f(x_{k+1}) - f(x_k)}{\alpha_k g_k^T s_k + \frac{1}{2} \alpha_k^2 \min(s_k^T H_k s_k, 0)}$$  \hspace{1cm} (3.18)

conditions (3.16) and (3.17) can be expressed as

$$\sigma_L < \phi_k(\alpha_k) < \sigma_U.$$  \hspace{1cm} (3.19)
SLIR Algorithm 1

Choose \( x_1 \in \text{int}(\mathcal{F}) \).

For \( k = 1, 2, ... \)

1. Compute an inexact Newton step \( s_k^{IN} \). If \( \|D_k s_k^{IN}\| \leq \Delta_k \) and \( \hat{M}_k \) is positive definite then \( s_k = s_k^{IN} \).

2. If \( \hat{M}_k \) is not positive definite or \( \|D_k s_k^{IN}\| > \Delta_k \) then choose a subspace \( S_k \) and \( \Delta_k \) and solve (3.15) for a descent direction \( s_k \).

3. Determine the piecewise linear reflective path \( p_k(\alpha) \) (see Figure A.1 in Appendix A).

4. Compute an acceptable step size \( \alpha_k \) by an approximate piecewise line minimization of \( f(x_k + p_k(\alpha)) \).

5. \( x_{k+1} = x_k + p_k(\alpha_k) \).

Figure 3.4: A line-search reflective Newton algorithm.

The next theorem, taken from Coleman and Li [CL94], establishes when the above conditions (3.16) and (3.17) are satisfiable for the reflective path \( p_k(\alpha_k) \) and \( x_{k+1} = x_k + p_k(\alpha_k) \), where \( p_k \) is defined by (A.2).

**Theorem 3.3.1** Assume that \( f(x) \) has two continuous derivatives and that either \( g_k^T s_k < 0 \), or \( g_k^T s_k = 0 \) and \( s_k^TH_k s_k < 0 \) where \( x_k \in \text{int}(\mathcal{F}) \). Then either \( f \) is unbounded below along the piecewise linear path \( p_k(\alpha) \) or, for \( 0 < \sigma_L < \sigma_U < 1 \), there exists an interval \( (\alpha_L, \alpha_U) \), depending on \( k \), such that condition (3.19) is satisfied for \( \alpha_k \in (\alpha_L, \alpha_U) \).

Step 4 in SLIR Algorithm 1 (Figure 3.4) is described in more detail in Figure 3.5. How to compute the piecewise linear reflective path is described in Appendix A, Figure A.1. Note that we have relaxed the conditions of the line search. If the stepsize is bounded away from zero then condition (3.17) need not be satisfied. This variant will not affect the global properties of our convergence results.

**Feasibility**

Since we require strict feasibility, we must consider the case where \( \alpha_k \) is acceptable but corresponds to a breakpoint (see (A.1) in Appendix A). Then we compute \( \tilde{\alpha}_k \):

\[
\tilde{\alpha}_k \overset{\text{def}}{=} \alpha_k - \epsilon_k \text{ where } \tilde{\alpha}_k \text{ is not a breakpoint, } \tilde{\alpha}_k \text{ satisfies (3.16), and } \epsilon_k < \chi_\alpha \|D_k^{-1}g_k\|
\]
**SLIR: Computing an acceptable step size** $\alpha_k$ [ $\rho$ is a positive scalar.]

Let $s_k$ be a descent direction for $f$ at $x_k$, and let $p_k$ be the piecewise linear path defined by $x_k, s_k$.

- Perform an approximate piecewise line minimization of $f(x_k + p_k(\alpha))$, with respect to $\alpha$, to determine $\alpha_k$ such that:
  1. $\alpha_k$ does not correspond to a breakpoint
  2. condition (3.16) is satisfied
  3. Either
     (a) $\alpha_k$ satisfies condition (3.17), or
     (b) $\alpha_k > \rho > 0$

Figure 3.5: Satisfying line search conditions in SLIR Algorithm 1.

---

for some $\chi_\alpha > 0$. From this point on, the step size $\alpha_k$ will denote a *feasible* step, that is, if $\alpha_k$ corresponds to a breakpoint, then we use $\alpha_k = \tilde{\alpha}_k$.

### 3.3.2 STIR: Subspace trust-region interior reflective method

Our second algorithm, a subspace, trust-region, interior and reflective (STIR) method is displayed in Figure 3.6. In the subsection we discuss the STIR algorithm, updating the trust-region size, feasibility, and the trust-region conditions needed for convergence. Again we defer the discussion of the subspace computation until Chapter 5.

For the STIR algorithm, the main computation is computing a subspace $S_k$ and solving the subspace trust-region subproblem (3.15) for a solution $d_k$. From $d_k$ we construct the reflected-dogleg path and minimize $\psi_k(s)$ along this path to find the step $s_k$. (The reflected-dogleg path is described at the end of this section.) If the ratio $\rho_k$ is large enough, the step $s_k$ is *successful* and we update $x_{k+1}$ accordingly. The trust-region size is then updated.

**Trust-region size**

The STIR algorithm uses a standard trust-region size updating strategy, given in Appendix C.
STIR: Algorithm 1

Let $0 < \mu < 1$, and choose $x_1 \in \text{int}(\mathcal{F})$ and $\Delta_1 > 0$.

For $k = 1, 2, \ldots$

1. Choose a subspace $\mathcal{S}_k$ and solve (3.15) for a descent direction $d_k$.
2. Compute the step $s_k$ to the minimizer of $\psi_k(s)$ along the reflected-dogleg path.
3. Compute the ratio
   \[ \rho_k = \frac{f(x_k + s_k) - f(x_k) + \frac{1}{2} s_k^T C_k^+ s_k}{\psi_k(s_k)}. \]
4. If $\rho_k > \mu$ then $x_{k+1} = x_k + s_k$, else $x_{k+1} = x_k$.
5. Update $\Delta_k$.

Figure 3.6: A trust-region reflective Newton algorithm.

Feasibility

The STIR algorithm also requires strict feasibility, i.e., $x_k + s_k \in \text{int}(\mathcal{F})$. Assume that $w_k \in \mathbb{R}^n$. The scalar $\alpha_k$ denotes the stepsiz $e$ along $w_k$ to the boundary:

\[ \alpha_k = \min \left\{ \max \left\{ \frac{l_i - x_{ki}}{w_{ki}}, \frac{u_i - x_{ki}}{w_{ki}} \right\} : 1 \leq i \leq n \right\}. \quad (3.20) \]

If problem (1.1) is unconstrained, i.e., $l = -\infty$ and $u = \infty$, we define $\alpha_k = +\infty$.

We use $\psi_k^*[w_k]$ to denote the minimum value of $\psi_k(s)$ along the direction $w_k$ within the feasible trust-region, i.e.,

\[ \psi_k^*[w_k] \overset{\text{def}}{=} \psi_k(\tau_k^* w_k) \overset{\text{def}}{=} \min \{ \psi_k(\tau w_k) : \| \tau D_k w_k \| \leq \Delta_k, x_k + \tau w_k \in \mathcal{F} \}. \quad (3.21) \]

Note that $\tau_k^*$ plays two roles in this definition. As in the unconstrained setting, $\| \tau_k^* w_k \|$ is the length of the step to the minimizer of $\psi_k(s)$ along $w_k$. However, this minimizer may not be feasible, in which case $\tau_k^*$ also includes a factor to scale the step back to be feasible.

Furthermore, since we always require $x_k \in \text{int}(\mathcal{F})$, that is $x_k$ must be strictly feasible, a possible step-back may be necessary if $x_k + \tau_k^* w_k$ is at a breakpoint. First, the notation $\eta_k = O(\rho_k)$ denotes that there exists a constant $\chi > 0$ such that $|\eta_k| \leq \chi |\rho_k|$. Assume $\theta_L \in (0, 1)$. Define

\[ \theta_k \overset{\text{def}}{=} \begin{cases} 1 & \text{if } x_k + \tau_k^* w_k \in \text{int}(\mathcal{F}); \\ \theta_k \in [\theta_L, 1) \text{ and } \theta_k - 1 = O(\| w_k \|) & \text{otherwise.} \end{cases} \quad (3.22) \]
We use $\alpha_k^*[w_k]$ to denote the step obtained from $w_k$ with a possible step-back. The exact definition of $\alpha_k^*[w_k]$ is

$$\alpha_k^*[w_k] \overset{\text{def}}{=} \theta_k \tau_k^* w_k. \quad (3.23)$$

**Trust-region conditions**

We specify the conditions needed to ensure sufficient descent, as proposed in [CLa, BCL95]. Here $\beta$, $\beta_0$, $\beta^q$, $\beta_0^q$ are positive constants.

**STIR.1** $\psi_k(s_k) < \beta \psi_k^*[\hat{D}_k^{-2} g_k], \|D_k s_k\| \leq \beta_0 \Delta_k, x_k + s_k \in \text{int}(\mathcal{F})$.

**STIR.2** Assume that $d_k$ is a solution to $\min_{s \in \mathbb{R}^n} \psi_k(s) : \|D_k s\| \leq \Delta_k, s \in \mathcal{S}_k$. Then $s_k$ satisfies $\psi_k(s_k) < \beta^q \psi_k^*[d_k]$, where $\|D_k s_k\| \leq \beta_0^q \Delta_k$ and $x_k + s_k \in \text{int}(\mathcal{F})$.

Condition (STIR.1) is necessary for first-order convergence; (STIR.2), together with (STIR.1), is necessary for second-order convergence. Both conditions (STIR.1) and (STIR.2) are extensions of convergence conditions for unconstrained trust-region methods. In particular, when $l = -\infty$ and $u = \infty$, these assumptions are exactly what is required of trust-region methods for unconstrained minimization problems. What is contained in the subspace $\mathcal{S}_k$ determines if (STIR.2) can be used to guarantee second-order convergence. For example, if $\mathcal{S}_k$ contains the Newton step when $\hat{M}_k$ is positive definite, and $\mathcal{S}_k$ contains a direction of sufficient negative curvature when $\hat{M}_k$ is indefinite, then condition (STIR.2) will guarantee second-order optimality as shown in [BCL95].

When inexact Newton steps are used, however, we do not guarantee the satisfaction of (STIR.2) and so we cannot claim second-order convergence.

**Reflected-dogleg path**

We can however guarantee “sufficient Cauchy decrease” as in (STIR.1) using inexact Newton steps. This can be done in two ways. We shall use the technique of the dogleg path, but note that the trust-region size can also be used to ensure this condition as in [CLa]. In the dogleg path technique, if $d_k$ is the solution to the subspace trust-region subproblem (3.15), and we define the step $s_k^{TR} \overset{\text{def}}{=} \alpha_k^*[d_k]$ and the step $s_k^{CP} \overset{\text{def}}{=} \alpha_k^*[\hat{D}_k^{-2} g_k]$. Then we minimize $\psi_k(s)$ along the line segment joining $x_k + s_k^{CP}$ and $x_k + s_k^{TR}$ for a step $s_k^{DL}$, as shown in Figure 3.7. Note that all the points on this line segment are feasible in terms of the bound constraints and the trust-region bound. The step $s_k^{DL}$ satisfies (STIR.1).
Figure 3.7: Minimizing along the dogleg path.
However, this may not lead to an efficient computation process. A reflection technique may be used as in [CLb], [CL94] and [BCL95], to improve the reduction of the objective function along a reflection path on the boundary. Thus we also compute $d^R_k$ as described in Section 3.2. Let $s^R_k$ be the line segment beginning at $x_k + s^{TR}_k$ and following $d^R_k$ for as long as we remain strictly feasible and within the trust-region bound. Then we find the minimizer of $\psi_k(s)$ along the vector $s^R_k$; we denote this minimizer as $x^*_k$. If $\psi_k(x^*_k - x_k) < \psi_k(s^{DL}_k)$ then $s_k = (x^*_k - x_k)$. Otherwise we choose $s_k = s^{DL}_k$. Thus computing $s_k$ is equivalent to finding the step to the minimizer of $\psi_k(s)$ along the reflected-dogleg path, which is the path

$$x_k \Rightarrow x_k + s^C_k \Rightarrow x_k + s^{TR}_k \Rightarrow x_k + s^{TR}_k + s^R_k.$$ 
This path is shown in Figure 3.8 (the three solid arrows).

![Figure 3.8: Minimizing along the reflected dogleg path.](image-url)
Chapter 4

Inexact SLIR: Convergence results

We prove that first-order convergence is achieved using inexact Newton steps in the SLIR algorithm defined in Coleman and Li [CL94]. This algorithm is briefly described in Figure 3.4. To show first-order convergence for this algorithm, we must establish large-step-size and consistency (see [CL94] for the motivation behind these properties, referred to as constraint compatibility and consistency). We also show global convergence of the algorithm and we establish the rate of convergence in relation to the residual size of our inexact Newton step.

4.1 MPCG: Computing an inexact Newton step

First we describe how we compute our inexact Newton step for the SLIR algorithm. For SLIR (and later for STIR) we implement our inexact Newton method by using the preconditioned conjugate gradient method [GVL89] to find an inexact Newton step $\hat{s}^IN_k$ that satisfies

$$\hat{M}_k\hat{s}^IN_k = -\hat{y}_k + \hat{r}_k, \quad \|\hat{r}_k\|/\|\hat{y}_k\| \leq \eta.$$  

(4.1)

Our version of this method, MPCG, is shown in Figure 4.1. We will say more about the criteria that the residual $\hat{r}_k$ must meet, particularly how the stopping condition shown in Step 6 of MPCG implies (4.1), in Section 4.5. For now, we assume the above condition is met for some $\eta$ where $0 < \eta < 1$.

We make the following assumptions about our MPCG algorithm.

(MPCG.1) The linear system to be solved is $\hat{M}_k\hat{s}_k = -\hat{y}_k$.

(MPCG.2) The preconditioners $P_k = C_k^2$ are symmetric positive definite where $\|C_k\| \leq \sigma_1$ and $\|C_k^{-1}\| \leq \sigma_2$. 
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Step 0: \( i = 0; p_0 = 0; d_0 = 0; r_0 = -\hat{g} \);
% Note: \( \eta \) and \( \epsilon \) are positive constants.
for \( i = 1, 2, \ldots \)
Step 1: Solve \( Pz_i = r_i \)
Step 2: \( i = i + 1 \)
Step 3: if \( i = 1 \)
\( d_1 = z_0 \)
else
\( \beta_i = r_{i-1}^Tz_{i-1}/r_{i-2}^Tz_{i-2} \)
\( d_i = z_{i-1} + \beta_id_{i-1} \)
end
Step 4: \( \gamma_i = d_i^TMd_i \)
Step 5: if \( \gamma_i < 0 \), exit: \( d = d_i, p = p_{i-1} \)
else if \( \gamma_i \leq \epsilon(d_i^TPd_i) \), exit: \( d = d_i, p = p_{i-1} \)
else
\( \alpha_i = r_{i-1}^Tz_{i-1}/\gamma_i \)
\( p_i = p_{i-1} + \alpha_id_i \)
\( r_i = r_{i-1} - \alpha_iMd_i \)
end
Step 6: if \( |r_i| \leq \eta \cdot \min(|\hat{g}|, |g|) \), exit: \( d = d_i, p = p_i \)
Step 7: if \( i > \) maximum iteration, exit: \( d = d_i, p = p_i \)
end

Figure 4.1: MPCG: modified preconditioned conjugate gradient algorithm.
(MPCG.3) If MPCG takes $m$ iterations, then for $j = 1, \ldots, m - 1$,
\[
\frac{d_j^T \hat{M} d_j}{d_j^T P_k d_j} > \epsilon
\]  
(4.6)

for some small $\epsilon > 0$. If MPCG exits in Step 6 or 7 then (4.6) holds for $j = m$ as well.

We further assume that the preconditioners $P_k$ are chosen so that the linear system $Pz = r$ is easily solved. The last assumption (MPCG.3) is enforced by MPCG in Step 5 by (4.3). Note that for nondegenerate problems and for small enough $\epsilon$, this condition will always hold for $x_k$ in the neighborhood of a minimizer $x_*$ ($x_k \in \text{int}(\mathcal{F})$) since $\hat{M}_*$ (and each of the finite number of limits of $\hat{M}(x)$ as $x \to x_*$) is positive definite.

Most subscripts shown in the following lemmas and theorems refer to either the outer iteration of the SLIR algorithm, denoted using the subscript $k$, or the inner iteration (MPCG iteration), denoted by various subscript variables.

To achieve first-order convergence for the line-search method SLIR, we need to satisfy the line search conditions (3.16) and (3.17). However, we also need steps that are consistent and have large-step-size. The next lemma establishes some relations from the MPCG algorithm needed to show these two properties.

**Lemma 4.1.1** From the MPCG algorithm, the following formulas hold after $m$ iterations when we assume (MPCG.1-3):

\[
\begin{align*}
r_0 &= -\hat{\nabla}, \\
p_i &= \sum_{j=1}^{i} \alpha_j d_j, \quad i = 1, 2, \ldots, m, \\
\alpha_i &= \frac{r_{i-1}^T z_{i-1}}{d_i^T \hat{M} d_i}, \quad i = 1, 2, \ldots, m, \\
p_i &= \sum_{j=1}^{i} \frac{r_{j-1}^T z_{j-1}}{d_j^T \hat{M} d_j} d_j, \quad i = 1, 2, \ldots, m, \\
d_i &= r_{i-1}^T z_{i-1} \sum_{j=0}^{i-1} \frac{z_j}{r_j^T z_j}, \quad i = 0, 1, \ldots, m, \\
r_i^T z_j &= 0, \quad i \neq j, i, j = 0, 1, 2, \ldots, m, \\
r_i^T d_i &= r_{i-1}^T z_{i-1}, \quad j \leq i - 1, i, j = 0, 1, 2, \ldots, m, \\
r_0^T d_i &= r_{i-1}^T z_{i-1}, \quad i = 1, 2, \ldots, m, \\
r_j^T d_i &= 0, \quad i \leq j, i, j = 0, 1, 2, \ldots, m, \\
r_i^T P_i &= 0, \quad i = 1, 2, \ldots, m.
\end{align*}
\]
Proof. (4.7), (4.8), and (4.9) follow directly from the algorithm. (4.10) follows from (4.8) and (4.9). (4.11) follows from repeated expansion of the definition of \( d_i \) and some straightforward algebraic manipulation. For a proof of (4.12) when no preconditioning is used, see Golub and Van Loan [GVL89] Theorem 10.2.3, p. 521. The extension to the preconditioned case is trivial.

The relation (4.13) follows trivially from (4.11) and (4.12). And (4.14) follows directly from (4.13).

Relation (4.15) follows from (4.11) and (4.12),

\[
\begin{align*}
\tau_j^T d_i &= r_j^T \left[ r_{i-1}^T \hat{z}_{i-1} \sum_{k=0}^{i-1} \frac{\hat{z}_k}{r_k^T \hat{z}_k} \right] \\
&= 0.
\end{align*}
\]

Finally (4.16) follows directly from (4.8) and (4.15),

\[
\begin{align*}
\tau_i^T p_i &= \sum_{j=1}^i \alpha_j \tau_i^T d_j \\
&= 0.
\end{align*}
\]

\[\square\]

4.2 Large-step-size and consistency

Now we are ready to show how MPCG produces steps with the large-step-size property, defined in Section 3.2. Recall that large-step-size ensures that we can take a sufficiently long step before hitting a bound when reflecting the step is not possible.

We shall make one further assumption about our MPCG algorithm.

(MPCG.4) If \( \{D_k^{-2}w_k\} \) has large-step-size then \( \{D_k^{-1}P_k^{-1}D_k^{-1}w_k\} \) has large-step-size. Equivalently, we may say if \( \{w_k\} \) is bounded then \( \{D_kP_k^{-1}D_k^{-1}w_k\} \) is bounded.

The condition (MPCG.4) is satisfied for diagonal preconditioners. Assume \( P_k = C^2 \) and \( \hat{M} = \hat{M}_k \) where \( C \) is the diagonal matrix computed as \( C_{ii} = \sqrt{|\hat{M}_{ii}|} \) if \( |\hat{M}_{ii}| > \tau \), \( C_{ii} = 1 \) otherwise, for some small positive constant \( \tau \).

Then

\[
D_kP_k^{-1}D_k^{-1}w_k = P_k^{-1}w_k
\] (4.17)
But each element of $P_k$ is greater than $\tau$, which is some constant greater than zero. This implies $\|P_k^{-1}\|$ is bounded above. Thus the assumption (MPCG.4) holds for this type of diagonal preconditioner. Furthermore, we have also shown that $\|C_k^{-1}\| \leq \sigma_2$ (for some $\sigma_2$), part of assumption (MPCG.2), holds for this particular preconditioner.

Appendix B discusses how this assumption may be shown for other preconditioners.

In the next theorem, we establish sequences of inexact Newton steps that have large-step-size. In particular, we establish that $d_i$ and $p_i$ have large-step-size for all $i = 1, \ldots, m$ where $m$ is the number of iterations of MPCG. Because both these steps retain this property at every iteration, we know that no matter which exit condition is satisfied in MPCG, the steps $d$ and $p$ returned by MPCG have large-step-size.

**Theorem 4.2.1** Under the compactness and smoothness assumptions (AS.1) and (AS.2), and the four assumptions on our algorithm MPCG, (MPCG.1-4), the following definitions yield large-step-size sequences $\{s_k\}$:

1. $s_k = D_k^{-1}s_k$ where $s_k = d_i$, for any $i = 1, \ldots, m$, and $d_i$ is defined by the MPCG algorithm when it executes $m$ iterations.

2. $s_k = D_k^{-1}s_k$ where $s_k = p_i$, for any $i = 1, \ldots, m - 1$ when MPCG exits in Step 5 or, for any $i = 1, \ldots, m$ when MPCG exits in Step 6 or 7, and $p_i$ is defined by the MPCG algorithm when it executes $m$ iterations.

**Proof.**

1. To show that $\{s_k\} = \{D_k^{-1}d_i\}$ has large-step-size, we prove $D_k^2s_k = D_kd_i$ is bounded by induction. First, $D_kd_1 = D_kz_0 = -D_kP_k^{-1}D_k^{-1}g_k$, which by assumption is bounded since $g_k$ is bounded by compactness. Also, $D_kr_0 = D_k(-\hat{g_k}) = -g_k$ is bounded by compactness.

We assume $D_kd_i$ and $D_kr_{i-1}$ are bounded. Then

$$D_kr_i = D_kr_{i-1} - \alpha_iD_k\hat{M}_kD_k(D_k^{-1}d_i).$$

(4.18)

By the induction hypothesis $D_kr_{i-1}$ and $D_kd_i$ are bounded. But $D_kd_i$ bounded implies $D_k\hat{M}_kD_k(D_k^{-1}d_i)$ is bounded. To see this note that

$$D_k\hat{M}_kD_k(D_k^{-1}d_i) = D_k(D_k^{-1}H_kD_k^{-1} + J_k^vD_k^{g^+})d_i$$

$$= (H_kD_k^{-1} + D_kJ_k^vD_k^{g^+})d_i$$

Then by the boundedness of $D_kd_i$ and the compactness assumption (AS.1), it follows that $D_k\hat{M}_kD_k(D_k^{-1}d_i)$ is bounded.
We claim that $\alpha_i$ is bounded. Note that $d_i = z_{i-1} + \beta_id_{i-1}$ implies
\[
d_i^T P_k d_i = z_{i-1}^T P_k z_{i-1} + 2\beta_dTd_{i-1}^T P_k z_{i-1} + \beta_i^2 d_{i-1}^T P_k d_{i-1}
\]
\[
= z_{i-1}^T r_{i-1} + \beta_i^2 d_{i-1}^T P_k d_{i-1}
\]
since $d_{i-1}^T P_k z_{i-1} = 0$ by (4.15). Thus $z_{i-1}^T r_{i-1} < d_i^T P_k d_i$ since
\[
\beta_i^2 d_{i-1}^T P_k d_{i-1} > 0.
\]
Then since $\frac{d_i^T \hat{M}_k d_i}{d_i^T P_k d_i} > \epsilon$, we have that
\[
\alpha_i = \frac{z_{i-1}^T r_{i-1}}{d_i^T \hat{M}_k d_i} < \frac{1}{\epsilon}.
\]
Thus $\alpha_i$ is bounded, and we have from (4.18) that $D_k r_i$ is bounded.

Next,
\[
D_k d_{i+1} = D_k z_i + \beta_{i+1} D_k d_i
\] (4.19)

But $D_k d_i$ is bounded by our induction hypothesis. And
\[
D_k z_i = D_k P_k^{-1} r_i = D_k P_k^{-1} D_k^{-1} (D_k r_i),
\]
which is bounded by assumption since $D_k r_i$ is bounded.

We show that $\beta_{i+1}$ is bounded. Again we use induction. Note that $\beta_2 = \frac{r_i^T z_1}{r_0^T z_0} = \frac{r_i^T C_k^{-2} r_i}{r_0^T C_k^{-2} r_0}. Then
\[
\sqrt{\beta_2} = \frac{\| C_k^{-1} r_0 - \alpha_1 C_k^{-1} \hat{M}_k d_1 \|}{\| C_k^{-1} r_0 \|} \leq 1 + \alpha_1 \| C_k^{-1} \hat{M}_k C_k^{-1} \|
\]
which is bounded by assumptions on $C_k^{-1}$, the bound on $\alpha_1$, and the compactness assumption (AS.1); we also note that $\| C_k d_1 \| / \| C_k^{-1} r_0 \| = 1$. Next we assume that $\beta_i$ is bounded and $\frac{\| C_k d_{i-1} \|}{\| C_k^{-1} r_{i-2} \|}$ is bounded. Then,
\[
\sqrt{\beta_{i+1}} = \frac{\| C_k^{-1} r_{i-1} - \alpha_i C_k^{-1} \hat{M}_k d_i \|}{\| C_k^{-1} r_{i-1} \|} \leq 1 + \alpha_i \| C_k^{-1} \hat{M}_k C_k^{-1} \| \frac{\| C_k d_i \|}{\| C_k^{-1} r_{i-1} \|}
\]
But,
\[
\frac{\| C_k d_i \|}{\| C_k^{-1} r_{i-1} \|} = \frac{\| C_k (z_{i-1} + \beta_i d_{i-1}) \|}{\| C_k^{-1} r_{i-1} \|} \leq 1 + \beta_i \frac{\| C_k d_{i-1} \|}{\| C_k^{-1} r_{i-2} \|},
\]
and this is bounded by our induction hypothesis. Then,
\[
\sqrt{\beta_{i+1}} \leq 1 + \alpha_i \| C_k^{-1} \hat{M}_k C_k^{-1} \| \left(1 + \beta_i \frac{\| C_k d_{i-1} \|}{\| C_k^{-1} r_{i-2} \|} \right).
And we have that $\sqrt{b_{i+1}}$ is bounded.

Now we may conclude from (4.19) that $D_k d_{i+1}$ is bounded. (Note that, while the bounds may increase with $i$, $m$ is uniformly bounded by maximum iteration.)

2. This follows easily from the previous case. From (4.8) we have that

$$D_k^{-1} p_i = \sum_{j=1}^{i} \alpha_j D_k^{-1} d_j$$

but $\{D_k^{-1} d_j\}$ has large-step-size by the previous case. In that case, we also noted that $\alpha_j$ is bounded. We then conclude $\{D_k^{-1} p_i\}$ has large-step-size.

\[\Box\]

Note that for the last two sequences defined above we need the condition

$$\frac{d_i^T M_k d_i}{d_i^T P_k d_i} > \epsilon \text{ for all } i = 0, 1, \ldots, m.$$ Thus if we are on the $i$th iteration and

$$0 < \frac{d_i^T M_k d_i}{d_i^T P_k d_i} < \epsilon,$$ MPCG is exited with $p = p_{i-1}$. By case 2 above, $s_k = D_k^{-1} p_i$ has large-step-size.

We also need consistency to achieve first-order convergence. Consistency ensures that first-order descent $g_k^T s_k$ is consistent with first-order optimality $D_k^{-2} g_k$. In the next theorem, we establish sequences of inexact Newton steps that satisfy consistency. In this case, we show that for every iteration of MPCG, the direction $D_k^{-1} p_i$ satisfies the consistency condition.

---

**Definition 4.2.1** A sequence $\{w_k\}$ satisfies the consistency condition if $\{w_k^T g_k\} \to 0$ implies $\{D_k^{-1} g_k\} \to 0$.

---

**Theorem 4.2.2** Under the compactness and smoothness assumptions (AS.1) and (AS.2), and the assumptions on our algorithm MPCG, (MPCG.1-4), the following definition yields a sequence $\{s_k\}$ satisfying the consistency condition: $s_k = D_k^{-1} \hat{s}_k$ where $\hat{s}_k = p_i$, for any $i = 1, \ldots, m - 1$ when MPCG exits in Step 5 or, for any $i = 1, \ldots, m$ when MPCG exits in Step 6 or 7, and $p_i$ is defined by the MPCG algorithm when it executes $m$ iterations.

**Proof.** The structure of the following proof is similar to Lemma A.2 in Dembo and Steihaug [DS83].

Using relations (4.7), (4.10), and (4.14) in Lemma 4.1.1 and that $d_1 = z_0 = C_k^{-2} r_0$,

$$s_k^T g_k = (D^{-1} \hat{s}_k)^T D \hat{g}_k$$
\[ s_k^T \hat{g}_k = -p_i^T r_0 = -\sum_{j=1}^i \frac{r_j^T z_j^{-1} d_j^T r_0}{d_j^T M_k d_j} = -\sum_{j=1}^i \frac{(d_j^T r_0)^2}{d_j^T M_k d_j} \leq -\frac{d_1^T r_0}{d_1^T M_k d_1} d_1^T r_0 = -\frac{d_1^T C_k^2 d_1}{d_1^T M_k d_1} r_0^T C_k^{-2} r_0 \leq -\frac{1}{\|C_k^{-1} \hat{M}_k C_k^{-1}\|} r_0^T C_k^{-2} r_0 \leq -\frac{1}{\|C_k^{-1}\|_2 \cdot \|\hat{M}\|} \|C_k^{-1} r_0\|^2 \leq -\frac{1}{\sigma_2^2 \cdot \chi_{\hat{M}}} \|C_k^{-1} r_0\|^2 \leq -\frac{1}{\sigma_2^2 \cdot \chi_{\hat{M}} \cdot \|C_k\|_2^2} \|r_0\|^2. \]

The second to last step follows because \( \|\hat{M}_k\|_2 \leq \chi_{\hat{M}} \) (see Section 3.1). Since \( r_0 = \hat{g}_k = D_k^{-1} g_k \) and \( \|C_k\| \leq \sigma_1 \), we have

\[ s_k^T g_k \leq -\frac{1}{\sigma_2^2 \cdot \chi_{\hat{M}} \cdot \sigma_1^2} \|D_k^{-1} g_k\|^2 \]

which implies

\[ -g_k^T s_k \geq \frac{1}{\sigma_2^2 \cdot \chi_{\hat{M}} \cdot \sigma_1^2} \|D_k^{-1} g_k\|^2 \]

The result follows. \( \square \)

We have no proof of consistency for a sequence of negative curvature directions resulting from the MPCG algorithm. The difficulty in proving such a result lies in bounding the size of the residuals in MPCG. The residuals do not decrease monotonically, and we cannot even guarantee that all residuals are less than or equal to \( r_0 = \hat{g}_k \). We shall see in the next section, however, that we can achieve consistency using the negative curvature direction by solving the subspace trust-region subproblem.
4.3 Subspace determination

In this section we discuss how we can compute a step that, using the subspace trust-region subproblem (3.15) and MP CG, has large-step-size and satisfies consistency. A procedure to compute such a step is shown in Figure 4.2. We need the following definition.

**Definition 4.3.1** Let $A$ be a subspace and $w$ a vector. Define $r(A, w)$ to be the residual vector of the orthogonal projection of $w$ onto $A$. If the columns of matrix $Y$ form an orthonormal basis for $A$, then $r(A, w) = w - Y^T w$. We write $r(v, w)$ for $r(\text{span}\{v\}, w)$.

---

Theorem 5 in [CL94], given below, establishes the large-step-size property for several useful sequences of vectors.

**Theorem 4.3.1** Under the compactness and smoothness assumptions (AS.1) and (AS.2), the following definitions yield large-step-size sequences $\{s_k\}$:

1. $s_k = -D_k^{-2}g_k$;
2. $s_k = -D_k^{-2}\text{sgn}(g_k)$.

The key to showing that steps computed from the subspace trust-region subproblem have large-step-size is contained in the following lemma, which is Lemma 18 in [CL94].

**Lemma 4.3.2** Let $a_k$ be a unit vector and suppose the sequences $\{D_k^{-1}a_k\}$ and $\{D_k^{-1}b_k\}$ both have large-step-size; assume there exists a constant $\tau > 0$ such that $r(a_k, b_k) > \tau$ for all $k$. Then if $u_k \in S_k = \text{span}\{D_k^{-1}a_k, D_k^{-1}b_k\}$ and $\{D_k u_k\}$ is bounded, then $\{u_k\}$ has large-step-size.

Clearly, if $s_k$ is the subspace trust-region problem solution, then $s_k \in S_k$ and $\|D_k s_k\| \leq \Delta_k$. Thus to use this lemma we construct our subspace to span two vectors that also have large-step-size (and are “sufficiently” orthogonal to each other).

In the case where our subspace is spanned by only one vector $D_k^{-1}a_k$ that has large-step-size, the solution $s_k$ of the subspace trust-region subproblem will also have large-step-size if the length of $a_k$ is bounded away from zero. Say $S_k = \text{span}\{D_k^{-1}a_k\}$, $\|a_k\|$ is bounded away from zero, and $\{D_k^{-1}a_k\}$ has large-step-size. Then $s_k = D_k^{-1}a_k \cdot \frac{\tau}{\|a_k\|}$ where $0 < \tau \leq \Delta_k$, and so $\|D_k^2 s_k\| = \|D_k a_k\| \cdot \frac{\tau}{\|a_k\|}$. 
**Descent direction determination:** [Let \( \tau \) be a small positive constant.]

**Case 0:** \( \hat{M}_k \) is positive definite and \( \| s_k^{IN} \| \leq \Delta_k \).
Set \( s_k = s_k^{IN} = D_k^{-1}\hat{d}_k^{IN} \).

**Case 1:** \( \hat{M}_k \) is positive definite and \( \| s_k^{IN} \| > \Delta_k \). If \( \| r(s_k^{IN}, g_k) \| > \tau \)

\[
S_k = \text{span}\{D_k^{-2}g_k, s_k^{IN}\}, \text{solve (3.15) to get } s_k.
\]

else

\[
\text{set } s_k = -D_k^{-2}g_k.
\]

end

**Case 2:** \( \hat{M}_k \) is not positive definite.
Compute a negative curvature direction \( d \) \((d^T \hat{M}_kd < 0)\) such that \( d \) has large-step-size; let \( \hat{w}_k = d \) and \( \hat{\hat{w}}_k = \frac{D_k^{-1}\text{sgn}(g_k)}{\| D_k^{-1}\text{sgn}(g_k) \|} \).

if \( \| r(\hat{\hat{w}}_k, \hat{w}_k) \| > \tau \)

\[
S_k = \text{span}\{D_k^{-2}\text{sgn}(g_k), D_k^{-1}\hat{w}_k\}, \text{solve (3.15) to get } s_k.
\]

else

\[
S_k = \text{span}\{D_k^{-2}\text{sgn}(g_k)\}, \text{solve (3.15) to get } s_k.
\]

end

Figure 4.2: Determining a descent direction with large-step-size and consistency.
But $\tau$ is bounded above, $\|a_k\|$ is bounded away from zero, and $\|D_k a_k\|$ is bounded because $\{D_k^{-1}a_k\}$ has large-step-size. Thus $s_k$ has large-step-size.

From Theorem 6 in [CL94], stated below, we know the following sequences of vectors satisfy the consistency condition.

**Theorem 4.3.3** Under the compactness and smoothness assumptions (AS.1) and (AS.2), the following definitions yield sequences $\{s_k\}$ satisfying the consistency condition:

1. $s_k = -D_k^{-2}g_k$;
2. $s_k = -D_k^{-2}\text{sgn}(g_k)$;
3. $s_k$ is a solution to (3.15) where $S_k$ is a subspace of $\mathbb{R}^n$ with the property that $w_k = D_k^{-1}\tilde{w}_k \in S_k$ for some vector $\tilde{w}_k$ such that $\{\|\tilde{w}_k\|\}$ is bounded away from zero and $\{w_k\}$ is consistent.

Now we justify that for every step computed by the algorithm in Figure 4.2, that step has large-step-size and is consistent. Assume that $\|D_k^{-1}\text{sgn}(g_k)\|$ is bounded away from zero when $\tilde{M}_k$ is not positive definite (we shall prove this holds in a later lemma). Also assume that $\hat{s}_k^{IN}$ in Case 0 or Case 1 is computed from MPCG when MPCG does not detect negative curvature (MPCG exits in Step 6, Step 7, or in Step 5 under condition (4.3)); that is $\hat{s}_k^{IN} = p$ where $p$ is returned by MPCG. And if negative curvature is detected, then the direction of negative curvature $\hat{w}_k$ in Figure 4.2 Case 2 is the negative curvature direction found by MPCG in Step 5 under condition (4.2); that is $\hat{w}_k = d$ where $d$ is returned by MCPG.

**Case 0:** In this case, $s_k = D_k^{-1}\hat{s}_k^{IN}$ where $\hat{s}_k^{IN} = p$ from the MPCG algorithm. Then the large-step-size is guaranteed by Theorem 4.2.1 (2), and Theorem 4.2.2 provides consistency.

**Case 1:** When the two-dimensional subspace is chosen, then $D_k^{-2}g_k$ has large-step-size by Theorem 4.3.1 (1) and $\hat{s}_k^{IN}$ has large-step-size again by Theorem 4.2.1 (2). Since $\|\hat{s}_k^{IN}\| > \Delta_k > \Delta_L$, we have that $\hat{s}_k^{IN}/\|\hat{s}_k^{IN}\|$ is a well-defined unit vector. Thus both the vectors in our subspace have large-step-size and by Lemma 4.3.2, the solution to the subspace trust-region subproblem also has large-step-size. Also, we know that since $\hat{s}_k^{IN} = p$ from the MPCG algorithm, Theorem 4.2.2 says that $s_k^{IN}$ is consistent. Furthermore, $\|\hat{s}_k^{IN}\| > \Delta_k > \Delta_L$, and so we can use Theorem 4.3.3 (3) to ensure consistency of the solution to the subspace trust-region subproblem.

When $s_k = -D_k^{-2}g_k$, Theorem 4.3.1 (1) gives us large-step-size and Theorem 4.3.3 (1) guarantees consistency.
Case 2: Finally for Case 2, consider when a two-dimensional subspace is selected: first we know that $D_k^{-1}\text{sgn}(g_k)/\|D_k^{-1}\text{sgn}(g_k)\|$ is well-defined (the denominator is bounded away from zero) and also $D_k^{-2}\text{sgn}(g_k)/\|D_k^{-1}\text{sgn}(g_k)\|$ has large-step-size by Theorem 4.3.1 (2). Also, $\hat{w}_k = d$ from the MPCG algorithm, where $d$ is a direction of negative curvature with respect to $\hat{M}_k$. Then $D_k^{-1}\hat{w}_k$ has large-step-size by Theorem 4.2.1 (1). Thus by Lemma 4.3.2, large-step-size follows for the solution to the subspace trust-region subproblem. Consistency follows from Theorem 4.3.3 (3) since we assume $\|D_k^{-1}\text{sgn}(g_k)\|$ is bounded away from zero and we know $D_k^{-2}\text{sgn}(g_k)$ is consistent by Theorem 4.3.3 (2). Last, if only an one-dimensional subspace is computed, then large-step-size follows from the comments after Lemma 4.3.2 since $D_k^{-2}\text{sgn}(g_k)$ has large-step-size by Theorem 4.3.1 (2) and $\|D_k^{-1}\text{sgn}(g_k)\|$ is bounded away from zero. Consistency holds because $\|D_k^{-1}\text{sgn}(g_k)\|$ is bounded away from zero and we know $D_k^{-2}\text{sgn}(g_k)$ is consistent by Theorem 4.3.3 (2); and so by Theorem 4.3.3 (3), consistency of the subspace solution follows.

4.4 First-order convergence

We now invoke the following theorem from Coleman and Li [CL94] to achieve first-order convergence.

**Theorem 4.4.1** Assume that $\{x_k\}$ is a sequence generated by the reflective path algorithm (Algorithm 1 in Figure 3.4 with the line search conducted as described in Figure 3.5) and that $\{s_k\}$ is the corresponding sequence satisfying both the consistency and large-step-size conditions. Then the corresponding sequences $\{D_k^{-2}g_k\}$ and $\{\alpha_k^2\min(s_k^TH_kss_k,0)\}$ converge to zero.

Thus by using descent directions that satisfy large-step-size and consistency, as described in Figure 4.2, Algorithm 1 in Figure 3.4 (and Figure 3.5) achieves first-order convergence.

4.5 Rate of convergence

To establish convergence of the entire sequence $\{x_k\}$, we examine a local method and its rate of convergence. We show that in the neighborhood of a local minimizer, the global method reduces to the local method.

For the inexact Newton method MPCG described in Section 4.1, the rate of convergence is related to the size of the residual of the Newton equations. The next two theorems, from [DES82], specify this relationship for the following (unconstrained) inexact Newton method:
Given an initial guess $x_0$, generate a sequence $\{x_k\}$ of approximations to $x_*:$

For $k = 0, 1, 2, \ldots$ until convergence

- Find some step $s_k$ which satisfies
  \[ H_k s_k = -g_k + r_k, \quad \text{where} \quad \|r_k\| \leq \eta_k \|g_k\|, \]

- Set $x_{k+1} = x_k + s_k$.

Here $\eta_k$ may depend on $x_k$.

**Theorem 4.5.1** Assume that the smoothness assumption (AS.2) holds, that there exists $x_*$ such that $g(x_*) = 0$, $H(x_*)$ is nonsingular, $\eta_k \leq \eta_{\max} < t < 1$, and $\|r_k\| \leq \eta_k \|g_k\|$. There exists $\epsilon > 0$ such that, if $\|x_0 - x_*\| \leq \epsilon$, then the sequence of inexact Newton iterates $\{x_k\}$ converges to $x_*$. Moreover, the convergence is linear in the sense that

\[ \|x_{k+1} - x_*\| \leq t \|x_k - x_*\| \]  \hspace{1cm} (4.20)

where $\|g\|_* \equiv \|H(x_*)g\|$, and $\| \cdot \|$ is an arbitrary norm on $\mathbb{R}^n$. We shall refer to this as linear convergence.

**Theorem 4.5.2** Assume that the smoothness assumption (AS.2) holds, that there exists $x_*$ such that $g(x_*) = 0$, $H(x_*)$ is nonsingular, and the inexact Newton iterates $\{x_k\}$ converge to $x_*$. Then

1. $\|x_{k+1} - x_*\| = o(\|x_k - x_*\|)$ as $k \to \infty$ if and only if
   \[ \|r_k\| = o(\|g(x_k)\|) \text{ as } k \to \infty. \]

2. Moreover, if $H$ is Lipschitz continuous at $x_*$, then $\|x_{k+1} - x_*\| = O(\|x_k - x_*\|^p)$ as $k \to \infty$ if and only if
   \[ \|r_k\| = O(\|g(x_k)\|^q) \text{ as } k \to \infty. \]

We shall assume the compactness and smoothness assumptions (AS.1) and (AS.2) hold for the remainder of this section.

We establish that there is a natural (local) inexact Newton process for problem (1.1). This view is used in Coleman and Li [CL94] to show convergence. To do this, we must show that

- if $s_k^{IN}$ is an inexact Newton step in the scaled space, that is it satisfies the residual condition $\|\tilde{r}_k\|/\|\tilde{g}_k\| < \eta$, then $s_k^{IN} = D_k^{-1}s_k^{IN}$ is an inexact Newton step in the original space and satisfies $\|\tilde{r}_k\|/\|\tilde{g}_k\| < \eta$

- the step size along the reflective path (see Figure A.1) goes to unity, and that the step to the first breakpoint goes to unity.
Let \( x_* \) be a specified nondegenerate point satisfying the second-order sufficiency conditions. Consider a finite set \( \mathcal{V} \) of functions defined with respect to \( x_* \):
\[
F_{\nu}(x) = D_{\nu}(x)g(x)
\]  
(4.21)
where \( D_{\nu}(x) = \text{diag}(\nu(x)) \) and \( \nu(x) \) is a vector defined by
\[
\nu_i = \begin{cases} 
+1 \text{ or } -1 \text{ or } x_i - u_i \text{ or } x_i - l_i & \text{if } g^*_i = 0 \\
-1 \text{ or } x_i - u_i & \text{if } g^*_i < 0 \\
+1 \text{ or } x_i - l_i & \text{if } g^*_i > 0.
\end{cases}
\]  
(4.22)

**Note:** The choice \( \nu_i = x_i - u_i \) is valid only when \( u_i \) is finite; the choice \( \nu_i = x_i - l_i \) is valid only when \( l_i \) is finite.

The following theorem is analogous to Theorem 11 in [CL94]

**Theorem 4.5.3** Let \( \mathcal{V} = \{F_{\nu} : \mathbb{R}^n \rightarrow \mathbb{R}^n\} \) be a finite set of functions satisfying the following assumptions:

- Each \( F_{\nu} \) is continuously differentiable in an open convex set \( \mathcal{C} \).
- There is a \( x_* \) in \( \mathcal{C} \) such that \( F_{\nu}(x_*) = 0 \) and \( \nabla F_{\nu}(x_*) \) is nonsingular for all \( F_{\nu} \in \mathcal{V} \).
- There is a constant \( \kappa_0 \) such that for all \( F_{\nu} \in \mathcal{V} \),
\[
\|\nabla F_{\nu}(x) - \nabla F_{\nu}(x_*)\| \leq \kappa_0 \|x - x_*\|,
\]  
(4.23)
for \( x \in \mathcal{C} \).

Let \( \{x_k\} \) and \( \{s_k\} \) be sequences in \( \mathcal{C} \) with \( \|x_1 - x_*\| \leq \epsilon \) such that \( x_{k+1} = x_k + s_k \), and \( s_k^{IN_{\nu_k}} \) is the inexact Newton step for one of the functions \( F_{\nu_k} \in \mathcal{V} \) at \( x_k \), i.e.,
\[
s_k^{IN_{\nu_k}} = - (\nabla F_{\nu_k}(x_k))^{-1} F_{\nu_k}(x_k) + r_{\nu_k}.
\]

1. Suppose
\[
\|s_k - s_k^{IN_{\nu_k}}\| = O(\|x_k - x_*\|)^2.
\]  
If \( \|r_{\nu_k}\| = O(\|F_{\nu_k}\|^2) \), then for \( \epsilon \) sufficiently small, \( \{x_k\} \) converges quadratically to \( x_* \): \( \|x_{k+1} - x_*\| = O(\|x_k - x_*\|)^2 \) as \( k \to \infty \).

2. Suppose
\[
\|s_k - s_k^{IN_{\nu_k}}\| = o(\|x_k - x_*\|).
\]  
If \( \|r_{\nu_k}\| = o(\|F_{\nu_k}\|) \), then for \( \epsilon \) sufficiently small, \( \{x_k\} \) converges superlinearly to \( x_* \): \( \|x_{k+1} - x_*\| = o(\|x_k - x_*\|) \) as \( k \to \infty \).
3. Suppose

\[ \|s_k - s_k^{IN_{vk}}\|_* \leq \tilde{\ell}(\|x_k - x_*\|_*), \]  

(4.26)

for \( 0 \leq \tilde{\ell} < \frac{1}{2} \). If \( \|r_{vk}\| \leq \eta_k \cdot \|F_{vk}\| \), where \( \eta_k \leq \eta_{\max} < \tilde{\ell} < \frac{1}{2} \), then for \( \epsilon \) sufficiently small, \( \{x_k\} \) converges \textit{linearly} to \( x_* : \|x_{k+1} - x_*\|_* \leq t \|x_k - x_*\|_* \), for some \( 0 \leq t < 1 \).

Proof.

\[ \|x_{k+1} - x_*\| = \|x_k + s_k - x_*\| 
= \|x_k + s_k^{IN_{vk}} - x_* + s_k - s_k^{IN_{vk}}\| 
\leq \|(x_k + s_k^{IN_{vk}} ) - x_*\| + \|s_k - s_k^{IN_{vk}}\| \]  

(4.27)

But \( x_k + s_k^{IN_{vk}} \) is an inexact Newton step for some function \( F_{vk} \). Thus we can use Theorems 4.5.1 and 4.5.2 to bound \( \|(x_k + s_k^{IN_{vk}} ) - x_*\| \). In the last case, \( \|r_{vk}\| \leq \eta_k \|F_{vk}\| \) implies

\[ \|((x_k + s_k^{IN_{vk}} ) - x_*\|_* \leq \tilde{\ell}\|x_k - x_*\|_* \]  

(4.28)

By assumption \( \|s_k - s_k^{IN_{vk}}\|_* \leq \tilde{\ell}(\|x_k - x_*\|_*), \) so with (4.27) this implies \( \|x_{k+1} - x_*\|_* \leq t \|x_k - x_*\|_* \) for \( t = 2\tilde{\ell} \in (0, 1) \).

For the quadratic case, Theorem 4.5.2 and \( \|r_{vk}\| = O(\|F_{vk}\|^2) \) imply

\[ \|((x_k + s_k^{IN_{vk}} ) - x_*\| = O(\|x_k - x_*\|^2). \]  

(4.29)

By assumption \( \|s_k - s_k^{IN_{vk}}\| = O(\|x_k - x_*\|^2), \) so with (4.27) this implies \( \|x_{k+1} - x_*\| = O(\|x_k - x_*\|^2) \). The superlinear case follows similarly. \( \Box \)

Our Local Reflective Inexact Newton method is shown as Algorithm 2. In a neighborhood of \( x_* \), \( M_k \) is positive definite. We know \( \tilde{g}_k \neq 0 \) if \( x_k \neq x_* \). Thus, \( s_k \) in Algorithm 2 is well defined when \( x_k \) is sufficiently close to \( x_* \) and \( x_k \neq x_* \). Furthermore, in a neighborhood of \( x_* \), we will show \( \alpha_k = 1 \) satisfies the stepsize condition (3.16), unless \( x_k + p(1) \) is on the boundary; in this case, we choose \( \alpha_k \) slightly smaller such that \( |\alpha_k - 1| = O(\|x_k - x_*\|) \) to ensure strict feasibility. (We can compute \( D_k^{-1}g_k \) and we know \( \|D_k^{-1}g_k\| = O(\|x_k - x_*\|) \) by using Taylor’s theorem and the definition of \( D_k^{-1} \).)

We assume \( x_* \) satisfies nondegeneracy and second-order sufficiency. Thus when \( x_1 \) is sufficiently close to \( x_* \), the step \( s_k \) that our local method, Algorithm 2, generates is an inexact Newton step for one of the functions in \( \mathcal{V} \). Then to use Theorem 4.5.3, we need that \( \|p_k(\alpha_k) - s_k\| \) is bounded as in (4.24), (4.25) or (4.26). Recall that \( p_k(\alpha_k) \) is the step found by minimizing along the piecewise linear reflective path. Thus we can achieve this bound by bounding the distance between breakpoints. Lemma 4.5.4 below gives us the bound on breakpoint separation,
SLIR: Algorithm 2

Choose \( x_1 \in \text{int}(\mathcal{F}) \).

For \( k = 1, 2, \ldots \),

1. Solve \( \hat{M}_k \hat{s}_k^N = -\hat{g}_k = -D_k^{-1}g_k \) such that the appropriate residual bound (4.30), (4.31), or (4.32) is met. Set \( s_k = D_k^{-1/2} \hat{s}_k^N \).
2. Determine \( \alpha_k \) s.t. \( |\alpha_k - 1| = O(||x_k - x^*||) \) and \( x_k + p_k(\alpha_k) \in \text{int}(\mathcal{F}) \).
3. \( x_{k+1} = x_k + p_k(\alpha_k) \).

Figure 4.3: A local inexact reflective Newton method.

and Theorem 4.5.5 uses this bound with Theorem 4.5.3 to give us local quadratic convergence for Algorithm 2.

The usual inexact Newton residual condition \( \frac{||\tilde{r}||}{||\tilde{g}||} = O(||\hat{g}||) \) (omitting the iteration subscripts) used in unconstrained minimization for quadratic convergence is not sufficient to achieve the rates of convergence specified in Theorems 4.5.1 and 4.5.2. (This is true for the corresponding conditions for superlinear and linear convergence as well.) We need more component-wise control so that we make sufficient progress in each dimension. We need a stopping condition that implies all three of the following conditions (assume \( || \cdot || \overset{\text{def}}{=} || \cdot ||_2 \)):

- for quadratic convergence,
  \[
  \frac{||\tilde{r}||}{||\tilde{g}||} = O(||\hat{g}||), \quad \frac{||r||}{||g||} = O(||g||), \quad \frac{||r||}{||g||} = O(||\hat{g}||)
  \]

- for superlinear convergence,
  \[
  ||\tilde{r}|| = o(||\hat{g}||), \quad ||r|| = o(||g||), \quad ||r|| = o(||\hat{g}||)
  \]

- for *linear convergence,
  \[
  ||\tilde{r}|| \leq \eta(||\hat{g}||), \quad ||r|| \leq \eta(||g||), \quad ||r|| \leq \eta(||\hat{g}||)
  \]

where \( 0 < \eta < \frac{1}{2} \).

These conditions tell us that first, the step computed is an inexact Newton step in both the \( s_k \) and the \( \hat{s}_k \) space. Also, that every component of the residual \( r \) is decreasing with \( ||\hat{g}|| \), that is even for the components where \( v_j \), but not \( g_j \), is going to zero (that is, we are approaching a bound) the residual is shrinking at each step.

The following conditions are sufficient stopping criteria for our MPCG algorithm, that is, it is straightforward to show they imply the desired conditions above:
• quadratic convergence:

\[ \frac{|r_j|}{|g_j|} = O(\min(|\hat{g}_j|, |g_j|)), \quad j = 1, ..., n, \]  

(4.30)

• superlinear convergence:

\[ |r_j| = o(\min(|\hat{g}_j|, |g_j|)), \quad j = 1, ..., n, \]  

(4.31)

• *linear convergence:

\[ |r_j| \leq \eta(\min(|\hat{g}_j|, |g_j|)), \quad j = 1, ..., n, \]  

(4.32)

where the \( j \) subscripts refer to the components of the vectors. Note that \( \frac{|r_j|}{|g_j|} = \frac{|\hat{r}_j|}{|\hat{g}_j|} \) for some \( \hat{r}_j \) and \( \hat{g}_j \).

We can further support this new stopping criteria by pointing out that although

\[ \frac{||r||}{||g||} = O(\frac{||\hat{r}||}{||\hat{g}||}) \iff \frac{||\hat{r}||}{||\hat{g}||} = O(\min(|\hat{g}_j|, |g_j|)), \]

it is easy to see that

\[ \frac{|r_j|}{|g_j|} = O(\min(|\hat{g}_j|, |g_j|)) \iff \frac{|\hat{r}_j|}{|\hat{g}_j|} = O(\min(|\hat{g}_j|, |g_j|)). \]

Of course, we want this implication to be true so that an inexact Newton step in the scaled space implies an inexact Newton step in the original space, and vice versa.

For shorthand notation instead of \( \frac{|r_j|}{|g_j|} = O(\min(|\hat{g}_j|, |g_j|)), \quad j = 1, ..., n, \) we shall write:

\[ |r_k| \cdot |g_k| = O(\min(|D^{-1}_k g_k|, |g_k|)) \]

or

\[ |r_k| \cdot |g_k| \leq \eta(\min(|D^{-1}_k g_k|, |g_k|)) \]

so that we may include the iteration subscript. The \( \cdot \) represents component-wise division and \( \cdot = (\cdot \leq \cdot) \) represents component-wise equality (inequality) between two vectors. Then the stopping conditions become

• quadratic convergence:

\[ |r_k| \cdot |g_k| = O(\min(|D^{-1}_k g_k|, |g_k|)) \]

• superlinear convergence:

\[ |r_k| = o(\min(|D^{-1}_k g_k|, |g_k|)) \]

or

\[ |r_k| \cdot |g_k| \leq \eta(\min(|D^{-1}_k g_k|, |g_k|)) \]
• *linear convergence:
  \[ |r_k| \cdot \eta(\min(|D_k^{-1}g_k|, |g_k|)) \]
  for \( 0 < \eta < \frac{1}{2} \).

We now prove the bound on breakpoint separation.

**Lemma 4.5.4** Let \( x_* \) be a nondegenerate point satisfying second-order sufficiency conditions. Assume that \( \nu(x) \) is chosen such that \( \nu(x) = \nu(x) \). Let \( s^{\text{IN}}(x) \) be the corresponding inexact Newton step, i.e.,

\[
s^{\text{IN}}(x) = (D^{-2}H + J^\nu D^g)^{-1}(-D^{-2}g + D^{-2}r) \tag{4.33}
\]

where \( g = g(x) = \nabla f(x) \), \( H = H(x) = \nabla^2 f(x) \), \( D^g = D^g(x) = \text{diag}(g) \), \( D^{-2} = D^{-2}(x) = \text{diag}(|v(x)|) \), \( J^\nu = J^\nu(x) \) is the diagonal Jacobian\(^1\) matrix of \( \nu \), and \( r \) is the residual of the inexact Newton method, i.e. \( Ms = -g + \hat{r} \) (or \( \hat{M}s = -\hat{g} + \hat{r} \) where \( \hat{r} = D^{-1}r \)). There exists an open neighborhood \( C \) containing \( x_* \) such that for all \( x \in \text{int}(\mathcal{F}) \cap C \), \( s^{\text{IN}}(x) \) is well-defined and for each \( j \notin \text{Free}_* \),

1. If \( |\eta| \cdot |g_k| = O(\min(|D_k^{-1}g_k|, |g_k|)) \) then
   \[ |1 - \beta_j^{\text{IN}}(x)| = O(\|x_* - x\|) \]

2. If \( |\eta| = o(\min(|D_k^{-1}g_k|, |g_k|)) \) then
   \[ |1 - \beta_j^{\text{IN}}(x)| = O(\|x_* - x\|) \]

3. If \( |\eta| \leq \eta(\min(|D_k^{-1}g_k|, |g_k|)) \) then
   \[ |1 - \beta_j^{\text{IN}}(x)| = O(\|x_* - x\|) \]

where \( \beta_j^{\text{IN}} = \frac{|v_j(x)|}{|s_j^{\text{IN}}(x)|} \).

**Proof.** Since \( x_* \) satisfies nondegeneracy and second-order sufficiency, it follows that the matrix \( D^{-2}H + J^\nu D^g \) is nonsingular in a neighborhood of \( x_* \) and so \( s^{\text{IN}}(x) \) is well-defined. From the definition of the inexact Newton step (4.33) it follows that

\[ D^{-2}Hs^{\text{IN}}(x) + J^\nu D^g s^{\text{IN}}(x) = -D^{-2}g + D^{-2}r. \]

Then for \( j \notin \text{Free}_* \),

\[
|v_j|(Hs^{\text{IN}})_{jj} + |g_j|s_j^{\text{IN}} = -|v_j| : g_j + |v_j|r_j
\]

\(^1\)Matrix \( J^\nu \) is a diagonal matrix with each diagonal component equal to zero or unity. For example, if all the components of \( u \) and \( v \) are finite then \( J^\nu = I \). If variable \( x_i \) has a finite lower bound and an infinite upper bound (or vice-versa) then strictly speaking \( v_i \) is not differentiable at a point \( g_i = 0 \); we define \( J_i^\nu = 0 \) at such a point. Note that \( v_i \) is discontinuous at such a point but \( v_i \cdot g_i \) is continuous.
As in Lemma 12 in [CL94], we derive that

$$1 - \left( \frac{(Hs^{IN})_j}{|g_j|} \frac{|r_j|}{|g_j|} \right) \leq \frac{s_j^{IN}}{|v_j|} \leq 1 + \left( \frac{(Hs^{IN})_j}{|g_j|} + \frac{|r_j|}{|g_j|} \right)$$  \hspace{1cm} (4.34)

and $Hs^{IN} \to 0$ as $x \to x_*$. But, by nondegeneracy and continuity, $|g_j|$ is bounded away from zero in a neighborhood of $x_*$; also $H$ is bounded.

In the first case, $|r_k|/|g_k| \cdot O(\min(|D_k^{-1}g_k|, |g_k|))$ which implies $|r| = O(\|g\|^2)$. In the second case, $|r_k| \cdot O(\min(|D_k^{-1}g_k|, |g_k|))$ which implies $|r| = o(|g|)$. From this, using Theorem 4.5.2, it is straightforward to deduce that \( |s^{IN}_j| = O(\|x - x_\ast\|) \). In the last case, $|r_k| \cdot O(\min(|D_k^{-1}g_k|, |g_k|))$ which implies $|r| = \eta|g|$. Then using Theorem 4.5.1, it is straightforward to deduce that \( |s^{IN}_j| = O(\|x - x_\ast\|) \). Also, all three cases imply $|r_k| = O(\|D^{-1}g\|)$ when $j \notin Free_*$. We know $\|D^{-1}g\| = O(\|x - x_\ast\|)$; therefore, from (4.34) it is easy to show that $|1 - \beta^{IN}_k| = O(\|x - x_\ast\|)$ (or $|1 - \beta^{IN}_k| = O(\|x - x_\ast\|)$ in the linear case). \( \square \)

**Theorem 4.5.5** Let $x_\ast$ be a nondegenerate point satisfying the second-order sufficiency conditions. Assume that \( \{x_k\} \) is generated by Algorithm 2. Then, for $x_1 \in \text{int}(\mathcal{F})$ and sufficiently close to $x_\ast$, $\{x_k\} \in \text{int}(\mathcal{F})$ and \( \{x_k\} \) converges to $x_\ast$.

1. If $|r_k|/|g_k| \cdot O(\min(|D_k^{-1}g_k|, |g_k|))$ as $k \to \infty$ then $x_k \to x_\ast$ quadratically, $\|x_{k+1} - x_\ast\| = O(\|x_k - x_\ast\|^2)$.

2. If $|r_k| \cdot O(\min(|D_k^{-1}g_k|, |g_k|))$ then as $k \to \infty$ then $x_k \to x_\ast$ superlinearly, $\|x_{k+1} - x_\ast\| = o(\|x_k - x_\ast\|)$ as $k \to \infty$.

3. If $|r_k| \cdot O(\min(|D_k^{-1}g_k|, |g_k|))$ then as $k \to \infty$ then $x_k \to x_\ast$ linearly

$$\|x_{k+1} - x_\ast\| \leq \ell\|x_k - x_\ast\|.$$ \hspace{1cm} (4.35)

**Proof.** We follow the proof of Theorem 13 in [CL94] using Theorem 4.5.3 and Lemma 4.5.4.

Let $\beta^i_k$ be the steplength to the first breakpoint along direction $s_k$. If $\alpha_k < \beta^i_k$ then $p_k(\alpha_k) = \alpha_k s_k$ where $s_k$ is the inexact Newton step. However, $|\alpha_k - 1| = O(\|x_k - x_\ast\|)$ and so $\|p_k(\alpha_k) - s_k\| = \|s_k\| \cdot |\alpha_k - 1| = O(\|s_k\| \cdot \|x_k - x_\ast\|)$. Then since $s_k$ is the inexact Newton step for some function in $\mathcal{F}$, Theorem 4.5.1 says that $\|s_k\| = O(\|x_k - x_\ast\|)$, which implies $\|p_k(\alpha_k) - s_k\| = O(\|x_k - x_\ast\|)$. And Theorem 4.5.2 says that $\|s_k\| = O(\|x_k - x_\ast\|)$, which implies $\|p_k(\alpha_k) - s_k\| = O(\|x_k - x_\ast\|)$. One of the cases of Theorem 4.5.3 holds and the result follows.

Assume that $p_{tk}^i < \alpha_k < \beta_k^{i+1}$. From the definition of the reflective process, we can write

$$p_k(\alpha_k) - s_k = \sum_{i=2}^{tk} (\beta_k^i - \beta_k^{i-1})p_k^i + (\alpha_k - \beta_k^{i-1})p_k^{i-1} + \beta_k^1 s_k - s_k.$$
Note that \( p_k^{i+1} = D_k^{\sigma_{i+1}} s_k \) where \( D_k^{\sigma_{i+1}} \) is a diagonal matrix with each diagonal entry equal to \( \pm 1 \); therefore \( \| p_k^{i+1} \| = O(\| s_k \|) \). Applying Lemma 4.5.4 and that \( |\alpha_k - 1| = O(\| x_k - x_* \|) \),

\[
\| p_k(\alpha_k) - s_k \| = O(\| s_k \| \cdot \| x_k - x_* \|).
\]

Again, we can bound \( \| s_k \| \) using either Theorem 4.5.1 or Theorem 4.5.2, then one of the cases of Theorem 4.5.3 holds and the result follows. \( \square \)

We have an inexact local method with the desired convergence rate. We now specify our global algorithm, the Inexact Reflective Newton Algorithm (Algorithm 3), which is Algorithm 1 with the line search conditions further specified; in particular, we take steps with \( \alpha_k = 1 \) if this step size satisfies the line search conditions. Recall that if \( \alpha_k \) is accepted by the line search but corresponds to a breakpoint, we choose \( \alpha_k = \bar{\alpha}_k = 1 - \epsilon_k \) such that \( \bar{\alpha}_k \) does not correspond to a breakpoint, \( \bar{\alpha}_k \) satisfies (3.16), and \( \epsilon_k < \chi_\alpha \| D_k^{-1} g_k \| \) for some \( \chi_\alpha > 0 \). Thus the global convergence will follow from the global convergence of Algorithm 1 shown by Theorem 4.4.1.

**SLIR: Algorithm 3**

Choose \( x_1 \in int(\mathcal{F}) \).

For \( k = 1, 2, \ldots \),

1. Determine initial descent direction \( s_k \) for \( f \) at \( x_k \): Solve the system \( \hat{M}_k \hat{s}_k = -\hat{g}_k \) for an inexact Newton step \( \hat{s}_k^{IN} \). If \( \hat{M}_k \) is positive definite and \( \| \hat{s}_k^{IN} \| \leq \Delta_k \) then choose \( s_k = D_k^{-1} \hat{s}_k^{IN} \). Otherwise, choose \( \Delta_k \in [\Delta_l, \Delta_u] \), choose subspace \( S_k \), and solve (3.15) to get \( s_k \).

2. Determine \( \alpha_k \): If no negative curvature was detected by the MPCG algorithm, and \( x_k + p_k(1) \) satisfies (3.16), then set \( \alpha_k = 1 \); otherwise, perform an approximate piecewise line minimization of \( f(x_k + p_k(\alpha)) \), with respect to \( \alpha \), to determine \( \alpha_k \) such that
   (a) \( \alpha_k \) is not a breakpoint;
   (b) \( \alpha_k \) satisfies (3.16) and (3.17).

3. \( x_{k+1} = x_k + p_k(\alpha_k) \).

Figure 4.4: A global inexact Newton reflective path algorithm.

We need to show that in a neighborhood of \( x_* \) satisfying nondegeneracy and second-order sufficiency conditions, Algorithm 3 reduces to the local method Algorithm 2. To do this, we show that in a neighborhood of \( x_* \), an inexact Newton
step will satisfy (3.16), that is, for Algorithm 2, $\alpha_k$ goes to 1. From this we can conclude global and quadratic (superlinear, *linear) convergence of Algorithm 3.

**Theorem 4.5.6** Assume $x_*$ is a nondegenerate point satisfying second-order sufficiency conditions and $\tau_\epsilon$ is sufficiently small \(^2\). Let $0 < \sigma_L < \frac{1}{2}$. Suppose $\{x_k\}$ is generated by Algorithm 2, and that the inexact Newton step satisfies

$$
\lim_{k \to \infty} \frac{s_k^T (\hat{g}_k + \hat{M}_k \hat{s}_k)}{\hat{s}_k} = 0.
$$

Then for $x_1$ sufficiently close to $x_*$ and $k$ sufficiently large,

$$
f(x_k + p_k(\alpha_k)) < f(x_k) + \sigma_L (g_k^T s_k + \frac{1}{2} \min (s_k^T H_k s_k, 0)).
$$

**Proof.** Suppose there are $t_k - 1$ breakpoints $b_1, b_2, \ldots, b_{t_k-1}$, to the left of $\alpha_k$, corresponding to step lengths $\beta_1, \beta_2, \ldots, \beta_{t_k-1}$. For notational simplicity let us label $p_k(\alpha_k)$ with $b_k^k$.

As in Theorem 14 in [CL94], we may derive from Lemma 4.5.4 that

$$
f(x_k + p_k(\alpha_k)) - f_k = f(b_k^k) - f_k + \sum_{i=1}^{t_k-1} [f(b_k^{i+1}) - f(b_k^i)]
$$

and

$$
f(b_k^i) - f_k = g_k^T s_k + \frac{1}{2} s_k^T H_k s_k + o(g_k^T s_k) + o(\|s_k\|^2).
$$

and

$$
f(b_k^{i+1}) - f(b_k^i) = (\beta_k^{i+1} - \beta_k^i) g_k^T p_k^{i+1} + o(\|s_k\|^2).
$$

The most difficult term to deal with is $(\beta_k^{i+1} - \beta_k^i) g_k^T p_k^{i+1}$; however, we can show that this term is $o(-g_k^T s_k)$ and this leads the way to the final result. To show this we use the fact that, due to second-order sufficiency, there exists $\mu > 0$ such that for all $k$ sufficiently large,

$$
s_k^T M k s_k \geq \mu \|s_k\|^2,
$$

and

$$
\hat{s}_k^T \hat{M}_k \hat{s}_k \geq \mu \|\hat{s}_k\|^2.
$$

But since we assume (4.36), there exists $\delta > 0$ and $k_0$ such that for all $k \geq k_0$

$$
|\hat{s}_k^T (\hat{g}_k + \hat{M}_k \hat{s}_k)| \leq \delta \|\hat{s}_k\|^2.
$$

\(^2\) $\tau_\epsilon$ is used in the definition of the extended gradient (3.12).
Then
\[
\begin{align*}
g_k^T \hat{s}_k &= \hat{s}_k^T \hat{g}_k \\
&= \hat{s}_k^T (\hat{g}_k + \hat{M}_k \hat{s}_k) - \hat{s}_k^T \hat{M}_k \hat{s}_k \\
&\leq \delta \|\hat{s}_k\|^2 - \mu \|\hat{s}_k\|^2 \\
&= - (\mu - \delta) \|\hat{s}_k\|^2.
\end{align*}
\] (4.41)

Thus
\[
\|\hat{s}_k\|^2 = O(-g_k^T \hat{s}_k).
\] (4.45)

Furthermore,
\[
\|s_k\|^2 \leq \|D_k^{-1}\|^2 \cdot \|\hat{s}_k\|^2 = O(-g_k^T \hat{s}_k).
\] (4.46)

But \(p_k^{i+1} = D_k^{\sigma_{i+1}} s_k\) where \(D_k^{\sigma_{i+1}}\) is a diagonal matrix with each diagonal element equal to \(\pm 1\). Hence, using the boundedness of \(\{M_k\}\) and that \(\|\hat{r}_k\| = O(\|\hat{g}_k\|)\) (for all three cases)
\[
\begin{align*}
&\| - g_k^T p_k^{i+1} \|
\end{align*}
\]
Therefore by applying Lemma 4.5.4 and (4.45) we have,
\[
\begin{align*}
|\beta_k^{i+1} - \beta_k^i| \cdot |g_k^T p_k^{i+1}| &= O(\|s_k\|) \cdot |g_k^T p_k^{i+1}| \\
&= O(\|s_k\| \cdot \|\hat{s}_k\| \cdot \|\hat{g}_k\|) \\
&= O(\|s_k\| \cdot \|\hat{s}_k\|^2) + O(\|\hat{s}_k\| \cdot \|\hat{g}_k\|) \\
&= O(\|s_k\| \cdot \|\hat{s}_k\|^2) + O(\|\hat{s}_k\|^2 \cdot \|\hat{g}_k\|) \\
&= O(\|s_k\| \cdot (-g_k^T s_k)) + O((-g_k^T s_k) \cdot \|\hat{g}_k\|) \\
&= o(-g_k^T s_k)
\end{align*}
\]

Collecting together the terms above, (4.38) becomes
\[
f(x_k + p_k(\alpha_k)) - f(x_k) = g_k^T s_k + \frac{1}{2} s_k^T H_k s_k + o(\|s_k\|) + o(\|s_k\|^2).
\]

From here we follow the proof of Theorem 14 in [CL94] to conclude
\[
f(x_k + p_k(\alpha_k)) - f(x_k) < \sigma_L(s_k^T g_k + \frac{1}{2} \min(s_k^T H_k s_k, 0)).
\]

The above proof does not depend specifically on the MPCG algorithm, only on the condition (4.36). Thus the theorem holds for any iterative method applied to the Newton equations as long as (4.36) holds. Note that this condition is trivially true for MPCG since by relation (4.16) in Theorem 4.1.1 we know
\[
0 = \hat{s}_k^T \hat{r}_k = \hat{s}_k^T (\hat{g}_k + \hat{M}_k \hat{s}_k).
\]
A similar condition is used in Theorem A.4 in [DS83] for inexact Newton methods with line search conditions in the case of unconstrained minimization.

**Theorem 4.5.7** Assume \( \{x_k\} \) is generated by Algorithm 3 and \( \tau_e \) is sufficiently small. Let \( \{s_k\} \) satisfy large-step-size and consistency. Then,

- Every limit point of \( \{x_k\} \) is a first-order point.
- If a nondegenerate limit point \( x_* \) satisfies second-order sufficiency conditions then, provided \( \tau_e \) is sufficiently small, \( \{x_k\} \) is convergent to \( x_* \).
  1. If \( |r_k|/|g_k| = O\left(\min(|D_k^{-1}g_k|, |g_k|)\right) \) as \( k \to \infty \) then \( x_k \to x_* \) quadratically, \( \|x_{k+1} - x_*\| = O(\|x_k - x_*\|^2) \).
  2. If \( |r_k| = O\left(\min(|D_k^{-1}g_k|, |g_k|)\right) \) then as \( k \to \infty \) then \( x_k \to x_* \) superlinearly, \( \|x_{k+1} - x_*\| = O(\|x_k - x_*\|) \) as \( k \to \infty \).
  3. If \( |r_k| \leq \eta\left(\min(|D_k^{-1}g_k|, |g_k|)\right) \) then as \( k \to \infty \) then \( x_k \to x_* \)*linearly,\[
\|x_{k+1} - x_*\| \leq \epsilon\|x_k - x_*\|.
\]

**Proof.** As in the proof of Theorem 15 in [CL94], we use Theorems 4.4.1 and 4.5.6. By Theorem 4.4.1, every limit point satisfies first-order necessary conditions. Let \( x_* \) be a limit point satisfying nondegeneracy and second-order sufficient conditions. By Theorem 4.5.6, a unit step size \(^3\), for some constant \( \chi_o > 0 \), will satisfy (3.16) for \( \|x_k - x_*\| \) sufficiently small. Therefore, for \( \|x_k - x_*\| \) sufficiently small, Algorithm 3 reduces to Algorithm 2. Then one of the cases in Theorem 4.5.5 holds and the corresponding convergence rate follows. \( \square \)

Again, from [CL94] we have the following lemma.

**Lemma 4.5.8** Assume \( \{x_k\} \) is generated by Algorithm 3 in Fig. 4.4, with \( \{s_k\} \) calculated by the subspace descent direction procedure in Fig. 4.2. Then,

- the subsequence \( \{|D_k^{-1}\text{sgn}(g_k)| : \lambda_{\min}(\tilde{M}_k) < 0\} \) is bounded away from zero.
- the subsequence \( \{\hat{z}_k = D_k^{-1}z_k : \lambda_{\min}(\tilde{M}_k) < 0\} \) has large-step size, where \( \hat{z}_k = D_k^{-1}\text{sgn}(g_k)/\|D_k^{-1}\text{sgn}(g_k)\| \).

**Theorem 4.5.9** Assume \( \{x_k\} \) is generated by Algorithm 3 in Fig. 4.4, with \( \{s_k\} \) calculated by the subspace descent direction procedure in Fig. 4.2. Then every subsequence \( \{s_k\} \) satisfies the consistency condition. Moreover, for any subsequence, if either \( \{|D_k^{-1}g_k|\} \) or \( \{\max(0, \lambda_{\min}(\tilde{M}_k))\} \) is bounded away from zero, then the corresponding subsequence \( \{s_k\} \) has large-step-size.

---

[^3]: If \( \alpha_k = 1 \) corresponds to a breakpoint then \( \alpha_k = \hat{\alpha}_k = 1 - \epsilon_k \) where \( \hat{\alpha}_k \) is not a breakpoint, \( \hat{\alpha}_k \) satisfies (3.16), and \( \epsilon_k < \chi_o\|D_k^{-1}g_k\| \)
Proof. We have already shown that every step computed by the algorithm shown in Figure 4.2 has large-step-size and is consistent in Section 4.3. The rest follows as in Theorem 20 in [CL94].

**Theorem 4.5.10** Assume \( \{x_k\} \) is generated by Algorithm 3 and \( \{s_k\} \) calculated by the subspace descent direction procedure in Fig. 4.2. Then,

- Every limit point of \( \{x_k\} \) is a first-order point.
- If a nondegenerate limit point \( x_* \) satisfies second-order sufficiency conditions, then, provided \( \tau \varepsilon \) is sufficiently small, \( \{x_k\} \) is convergent to \( x_* \).
  1. If
\[
|r_k|/|g_k| = O(\min(|D_k^{-1}g_k|, |g_k|)) \quad \text{as} \quad k \to \infty \quad \text{then} \quad x_k \to x_*
\]
    quadratically, \( \|x_{k+1} - x_*\| = O(\|x_k - x_*\|^2) \).
  2. If
\[
|r_k| = o(\min(|D_k^{-1}g_k|, |g_k|)) \quad \text{then as} \quad k \to \infty \quad \text{then} \quad x_k \to x_*
\]
superlinearly, \( \|x_{k+1} - x_*\| = o(\|x_k - x_*\|) \) as \( k \to \infty \).
  3. If \( |r_k| \leq \eta(\min(|D_k^{-1}g_k|, |g_k|)) \) then \( k \to \infty \) then \( x_k \to x_* \)
    *linearly,*
\[
\|x_{k+1} - x_*\| \leq \ell\|x_k - x_*\|.
\]

**Proof.** From the previous Theorem 4.5.9 and Theorem 4.5.7, the result follows as in Theorem 21 in [CL94].

### 4.6 Second-order convergence

For second-order convergence (every nondegenerate limit point satisfies the second-order necessary conditions), we need that the negative curvature directions are sufficiently negative. Although we may not be able to guarantee this holds for the negative curvature directions generated by the MPCG algorithm, we can note that when these directions are sufficiently negative, second order convergence occurs and the convergence is as specified above (that is, there are no other unsatisfied conditions). The specific condition that does not seem provably satisfiable is: choose \( Y_k \) as a matrix with orthonormal columns such that, when \( \lambda_{\text{min}}(\hat{M}_k) \leq 0 \),

\[
\lambda_{\text{min}}(Y_k^T \hat{M}_k Y_k) \leq \max(-\varepsilon_{nc}, \tau \lambda_{\text{min}}(\hat{M}_k))
\]

for some \( \varepsilon_{nc} > 0, \tau > 0 \), and choose \( S_k = \text{span}\{Y_k\} \).
Chapter 5

Inexact STIR: Convergence results

In this chapter we show that the inexact STIR method achieves first-order convergence and we establish the rate of convergence. The method is shown in Figure 3.6 with the subspace determination described in Figure 5.1.

Determine Subspace $S_k$: [Assume that $w_k = D_k^{-1} \hat{w}_k$ where $\{w_k\}$ has large-step-size. Let $0 < \tau < 1$ be a small positive constant.]

if $\hat{M}_k$ is positive definite
    $S_k \triangleq \text{span}\{D_k^{-2}g_k, w_k\}$
else $\hat{M}_k$ is not positive definite
    if $(D_k^{-2}\text{sgn}(g_k))^T M_k (D_k^{-2}\text{sgn}(g_k)) < \tau \frac{D_k^{-2}g_k}{\|w_k\|^2} w_k^T M_k w_k$
        $S_k \triangleq \text{span}\{D_k^{-2}\text{sgn}(g_k)\}$
    else
        $S_k \triangleq \text{span}\{D_k^{-2}\text{sgn}(g_k), w_k\}$
    end
end

Figure 5.1: The STIR method: determining a subspace.

5.1 First-order convergence

We need the following two technical lemmas; the first is Lemma 3.1 in [CLa]. The second is Lemma (4.10) in [MS83].
Lemma 5.1.1 Assume that the compactness and smoothness conditions (AS.1) and (AS.2) are satisfied. If \( s_k \) satisfies (STIR.1) then

\[-\psi_k(s_k) \geq \frac{1}{2} \beta \| \hat{g}_k \| \min \{ \Delta_k, \frac{\| \hat{g}_k \|}{\| M_k \|}, \frac{\| \hat{g}_k \|}{\| g_k \|_\infty} \}.\]

Lemma 5.1.2 Let \( x_* \) be an isolated limit point of a sequence \( \{x_k\} \) in \( \mathbb{R}^n \). If \( \{x_k\} \) does not converge then there is a subsequence \( \{x_{k_j}\} \) which converges to \( x_* \) and an \( \epsilon > 0 \) such that \( ||x_{k_{j+1}} - x_{k_j}|| \geq \epsilon \).

Now we can state the convergence result. We call an iteration successful if \( \rho_k > \mu \), which implies \( x_{k+1} = x_k + s_k \) (see STIR Algorithm 1 in Figure 3.6). Otherwise, the iteration is unsuccessful.

Theorem 5.1.3 We assume the compactness and smoothness assumptions (AS.1) and (AS.2). Let \( \{x_k\} \) be the sequence generated by the STIR algorithm in Figure 3.6 and Figure 5.1 using MPCG to define \( w_k \). Assume (STIR.1) is satisfied. Then

A. The sequence \( \{\hat{g}_k\} \) converges to zero.

B. If \( \hat{M}(x_*) \) is positive definite for some limit point \( x_* \) of \( \{x_k\} \), then \( \{x_k\} \) converges to \( x_* \), all iterations are eventually successful, and \( \{\Delta_k\} \) is bounded away from zero.

Proof.

A. This follows from Theorem 3.10 in [CLa].

B. This is similar to Theorem 3.11 in [CLa] and Theorem 4.19 in [Mor83], but is included for completeness.

We know that \( \hat{M}(x_*) \) is positive definite and that \( \hat{g}_* = 0 \). Since \( x_* \) is a limit point of \( \{x_k\} \) and \( \hat{M}(x_*) \) is nonsingular we know that \( x_* \) is an isolated limit point. By Lemma 5.1.2, if \( \{x_k\} \) does not converge there is a convergent subsequence \( \{x_{k_j}\} \rightarrow x_* \) such that \( ||x_{k_{j+1}} - x_{k_j}|| \geq \epsilon \) for some \( \epsilon > 0 \).

We may define \( B^*(\delta) = \{x : ||x - x_*|| \leq \delta\} \) for some \( \delta > 0 \) such that \( \hat{M}(x) \) is positive definite for all \( x \in B^*(\delta) \), and let \( \hat{M}_k = \hat{R}_k^T \hat{R}_k \). Without loss of generality, assume \( \delta \leq \epsilon \). If \( ||x_k - x_*|| \leq \delta \) then because \( \hat{\psi}_k(\hat{s}_k) = \frac{1}{2} \hat{s}_k^T \hat{M}_k \hat{s}_k + \hat{s}_k^T \hat{g}_k \leq 0 \) and \( \hat{M}_k \) is positive definite, we have

\[ \frac{1}{2} || \hat{s}_k^T \hat{R}_k^T \hat{R}_k \hat{s}_k || = \frac{1}{2} \| \hat{R}_k \hat{s}_k \| \leq \| \hat{s}_k \| \cdot \| \hat{g}_k \|. \]

Then

\[ \frac{1}{2} || \hat{s}_k || \leq || \hat{R}_k^{-1} || \cdot \frac{1}{2} \| \hat{R}_k \hat{s}_k \| \leq || \hat{R}_k^{-1} ||^2 \| \hat{s}_k \| \cdot || \hat{g}_k ||, \]

and so

\[ \frac{1}{2} \| D_k s_k \| \leq || \hat{R}_k^{-1} ||^2 \cdot || \hat{g}_k \|. \]
Then
\[ \frac{1}{2} \| s_k \| \leq \frac{1}{2} \| D_k^{-1} \| \cdot \| D_k s_k \| \leq \chi_D \| R_k^{-1} \| \cdot \| \hat{g}_k \| \]
and there exists \( \epsilon_1 \) such that
\[ \epsilon_1 \| s_k \| \leq \| \hat{g}_k \|. \]
But \( \{ \hat{g}_k \} \) converges to zero by A above.
Let
\[ \| D_k^{-1} g_k \| \leq \frac{1}{2} \epsilon_1 \delta \]
for \( k \geq k_1 \), so that
\[ \| x_{k+1} - x_k \| = \| s_k \| \leq \frac{1}{2} \delta. \]
But this contradicts the existence of the subsequence \( \{ x_{k_j} \} \) above. Hence \( \{ x_k \} \)
converges to \( x_* \).

We show that all iterations are eventually successful. By assumption (STIR.1), \( \| D_k s_k \| \leq \beta_0 \Delta_k \). Then
\[ \| s_k \| = \| D_k^{-1} D_k s_k \| \leq \| D_k^{-1}_0 \| \beta_0 \Delta_k = \chi_D \beta_0 \Delta_k \]
because \( \| D_k^{-1} \| \leq \chi_D \) (see Section 3.1).
Then we have from Lemma 5.1.1 that
\[
-\psi_k(s_k) \geq \frac{1}{2} \beta \| \hat{g}_k \| \min \left\{ \Delta_k, \frac{\| \hat{g}_k \|}{\| M_k \|}, \frac{\| \hat{g}_k \|}{\| g_k \|} \right\} \quad (5.1)
\]
\[
\geq \frac{1}{2} \beta \epsilon_1 \| s_k \| \min \left\{ \Delta_k, \frac{\epsilon_1 \| s_k \|}{\| M_k \|}, \frac{\epsilon_1 \| s_k \|}{\| g_k \|} \right\} \quad (5.2)
\]
\[
\geq \frac{1}{2} \beta \epsilon_1 \| s_k \| \min \left\{ \frac{\| s_k \|}{\chi D \beta_0}, \frac{\epsilon_1 \| s_k \|}{\| M_k \|}, \frac{\epsilon_1 \| s_k \|}{\| g_k \|} \right\} \quad (5.3)
\]
\[
\geq \frac{1}{2} \beta \epsilon_1 \| s_k \| \min \left\{ \frac{\| s_k \|}{\chi D \beta_0}, \frac{\epsilon_1 \| s_k \|}{\chi M}, \frac{\epsilon_1 \| s_k \|}{\chi g} \right\} \quad (5.4)
\]
\[
\geq \epsilon_2 \| s_k \|^2 \quad (5.5)
\]
\[
\geq 0 \quad (5.6)
\]
for some \( \epsilon_2 > 0 \). Then \( \frac{1}{\psi_k(s_k)} \| s_k \|^2 \geq -\frac{1}{\epsilon_2} \).
By Taylor’s theorem, it follows that
\[
| f(x_k + s_k) - f(x_k) + \frac{1}{2} s^T C_k^+ s_k - \psi_k(s_k) | \leq \frac{1}{2} \| s_k \|^2 \max_{0 \leq \tau \leq 1} \| \nabla^2 f(x_k + \tau s_k) - \nabla^2 f(x_k) \|.
\]
The last two inequalities imply
\[
| \rho_k - 1 | \leq \frac{1}{\psi_k(s_k)} \| s_k \|^2 \max_{0 \leq \tau \leq 1} \| \nabla^2 f(x_k + \tau s_k) - \nabla^2 f(x_k) \| \quad (5.7)
\]
\[
\leq \frac{1}{\epsilon_2} \max_{0 \leq \tau \leq 1} \| \nabla^2 f(x_k + \tau s_k) - \nabla^2 f(x_k) \|. \quad (5.8)
\]
We know that \( \{ x_k \} \) is bounded, \( \nabla^2 f \) is continuous, and \( x_k \to x_* \), so \( |\rho_k - 1| \to 0 \). Thus all iterations are eventually successful.

Finally, the update procedure for \( \Delta_k \) (see Appendix C) shows that \( \{ \Delta_k \} \) is bounded away from zero. \( \Box \)

### 5.2 Rate of convergence

As in the SLIR method, we show that the rate of convergence is dependent upon the residual stopping criteria of the inexact Newton step in the MPCG algorithm.

The next lemma establishes that if \( M_k \) is positive definite and the inexact Newton step is within the trust-region bound, our solution to the trust-region subproblem (restricted to the two-dimensional subspace) is the inexact Newton step. We define \( s_k^{IN} \) as the inexact Newton step that solves

\[
M_k s_k^{IN} = -g_k + r_k
\]

for \( r_k \) that satisfies one of the residual stopping conditions (4.30), (4.31), (4.32). We assume \( s_k^{IN} = D_k s_k^{TR} \) is computed using the MPCG algorithm with the preconditioner \( P_k = I \), where \( I \) is the identity matrix.

**Lemma 5.2.1** Assume \( \|D_k s_k^{IN}\| < \Delta_k \), and that \( M_k \) is positive definite. If \( s_k^{TR} \) is defined \( \arg \min \{|\psi(s_k)| : D_k s_k \leq \Delta_k, s \in S_k \} \) where \( S_k = \{D_k^{-2} g_k, s_k^{IN} \} \), then \( s_k^{TR} = s_k^{IN} \).

**Proof.**

By the definition of \( s_k^{TR} \), we know that \( \psi(s_k^{TR}) \leq \psi(s_k^{IN}) \) since \( \|D_k s_k^{IN}\| < \Delta_k \). Suppose that \( \psi(s_k^{TR}) < \psi(s_k^{IN}) \). Then this implies that \( \hat{\psi}(s_k^{TR}) < \hat{\psi}(s_k^{IN}) \). From (4.8) in Lemma 4.1.1 we have that \( s_k^{IN} = \alpha_1 d_1 + \ldots + \alpha_m d_m \) where \( d_1 = \hat{g}_k \). Furthermore, for some \( \alpha \) and some \( \beta \)

\[
\hat{s}_k^{TR} \quad = \quad \alpha \hat{g}_k + \beta \hat{s}_k^{IN}
\]

\[=\]

\[
= \alpha \hat{g}_k + \beta \alpha_1 d_1 + \beta \sum_{i=2}^{m} \alpha_i d_i
\]

\[=\]

\[
= (\alpha + \beta \alpha_1) d_1 + \beta \sum_{i=2}^{m} \alpha_i d_i.
\]

Thus we have that \( \hat{s}_k^{TR} \) is a linear combination of the directions \( \{d_1, \ldots, d_m\} \), or \( S_k \subsetneq \{d_1, \ldots, d_m\} \).

But it is also true that \( \hat{s}_k^{IN} \) is the minimizer of \( \hat{\psi} \) over the subspace \( \{d_1, \ldots, d_m\} \). Thus \( \hat{\psi}(\hat{s}_k^{TR}) \geq \hat{\psi}(\hat{s}_k^{IN}) \), a contradiction. This implies that \( \hat{\psi}(\hat{s}_k^{TR}) = \hat{\psi}(\hat{s}_k^{IN}) \). And since \( \hat{s}_k^{IN} \) is the unique minimizer of \( \hat{\psi} \) (since by assumption \( \hat{\psi}_k \) is strictly convex), we have that \( \hat{s}_k^{TR} = \hat{s}_k^{IN} \). Equivalently, we have that \( s_k^{IN} = s_k^{TR} \).
We end by establishing the convergence rate for STIR.

**Theorem 5.2.2** We assume the compactness and smoothness assumptions (AS.1) and (AS.2). Let \( \{x_k\} \) be the sequence generated by the STIR algorithm in Figure 3.6 and Figure 5.1 using MPCG to define \( w_k \), implementing the appropriate stopping criteria (bound on the residual) as in (4.30), (4.31), or (4.32). Assume (STIR.1) is satisfied and \( 0 < \beta < 1 \).

If \( \hat{M}(x_*) \) is positive definite for some limit point \( x_* \) of \( \{x_k\} \), then \( \{x_k\} \) converges to \( x_* \) and the convergence is quadratic, superlinear, or \( ^* \)linear (depending on which of the stopping criteria (4.30), (4.31), or (4.32), respectively, is used in MPCG).

**Proof.** We know from Theorem 5.1.3 that \( \{\Delta_k\} \) is bounded away from zero, \( \{D_k^{-1}g_k\} \) converges to zero, and that \( \{x_k\} \) converges to \( x_* \). Then \( \{D_k s_k^{IN}\} \) converges to zero where \( s_k^{IN} \) is the inexact Newton step.

For some \( k_1 \), if \( k \geq k_1 \) then we know \( M_k \) is positive definite and also \( \|D_k s_k^{IN}\| < \Delta_k \). Then by Lemma 5.2.1, \( s_k^{TR} = s_k^{IN} \) and so \( \alpha^*[s_k^{TR}] = \alpha^*[s_k^{IN}] = \theta_k \tau_k^* s_k^{IN} \).

We need to show that \( \alpha^*[s_k^{IN}] \) satisfies (STIR.1). Since we know that \( \|D_k s_k^{IN}\| < \Delta_k \) and \( s_k^{IN} \) is the minimizer of the subspace trust-region subproblem, then \( \tau_k^* = 1 \) unless \( x_k + s_k^{IN} \) is not feasible. Then we have to scale back to be feasible, that is, \( \tau_k^* \) may be less than unity to scale the direction back to the first breakpoint. But from Lemma 4.5.4 we know that \( |\tau_k^* - 1| = O(\|x_k - x_*\|) \), that is, the distance to the breakpoints is going to unity. Also, from the definition (3.22), \( |\theta_k - 1| = O(\|s_k^{IN}\|) \).

Since \( 0 < \beta < 1 \), for large enough \( k \) we have that \( \beta < \theta_k \tau_k^* \leq 1 \). Then \( 0 \leq \theta_k^2 \tau_k^{*2} \leq \theta_k \tau_k^* \).

For sufficiently large \( k \), we have from definition (3.23),

\[
\psi_k(\alpha_k^*[s_k^{IN}]) = \theta_k \tau_k^* g_k^T s_k^{IN} + \theta_k^2 \tau_k^{*2} (s_k^{IN})^T M_k s_k^{IN} \\
\leq \theta_k \tau_k^* (g_k^T s_k^{IN} + \frac{1}{2} (s_k^{IN})^T M_k s_k^{IN}) \\
\leq \beta(\psi_k(s_k^{IN})) \\
\leq \beta(\psi_k[-D_k^{-2} g_k])
\]

and so we know that (STIR.1) is satisfied for sufficiently large \( k \), and so \( s_k = \alpha_k^*[s_k^{IN}] \).

Then by the definition (3.23),

\[
s_k - s_k^{IN} = \alpha_k^*[s_k^{IN}] - s_k^{IN} \\
= \tau_k^* \theta_k s_k^{IN} - \tau_k^* s_k^{IN} + \tau_k s_k^{IN} - s_k^{IN} \\
= |\theta_k - 1| (|\tau_k^* s_k^{IN}| + |\tau_k - 1| (s_k^{IN})).
\]

where \( \tau_k^* = \min\{1, \alpha_k\} \). But \( |\tau_k^* - 1| = O(\|x_k - x_*\|) \) and \( |\theta_k - 1| = O(\|s_k^{IN}\|) \). Then \( \|s_k^{IN}\| = O(\|x_k - x_*\|) \). Hence \( \|s_k - s_k^{IN}\| = O(\|x_k - x_*\|^2) \).
By Theorem 4.5.3 \( \{x_k\} \) converges quadratically (or as the residual stopping condition predicts) to \( x_* \). \( \square \)

To simplify the presentation, we assumed that our MPCG preconditioner \( P_k = I \) where \( I \) is the identity matrix. We do not need to make this assumption. If we assume \( \{P_k\} \) and \( \{P_k^{-1}\} \) are uniformly bounded, then the results in this chapter can be shown as in [Mor83].
Chapter 6

SLIR: Computational results for quadratic problems

We discuss the numerical performance of the inexact SLIR method solving box-constrained quadratic problems which are strictly convex. We compare the inexact method to the exact SLIR method from which it is derived. Our computational results show that the inexact method compares favorably in terms of flops, particularly for large matrices and as density increases. It is comparable to the original method in terms of the number of iterations. As for accuracy, it does as well except for some ill-conditioned problems.

6.1 Implementation

In this chapter we investigate two variations of the SLIR method. Both the exact and the inexact methods follow the same basic steps shown in Figure 3.4. The methods differ in how Step 1 is implemented. Our implementation of the (exact) SLIR method uses a Cholesky factorization to find the Newton direction $s^N = -M^{-1}g$ (as opposed to finding the inexact Newton direction $s^{IN}$) from which part of the subspace $S$ is constructed. To improve the likelihood of generating sparse factors, a symmetric minimum degree ordering is precomputed on the Hessian. The Cholesky factorization may be prohibitively expensive, taking from 50 to 90 percent of the total time needed to solve (1.1). The inexact Newton version, as described in Chapters 3 and 4, allows us to solve the Newton equations only approximately and thus reduce our overall time. We refer to the (exact) SLIR method as SLIR. Our inexact version employs a preconditioned conjugate gradient algorithm to solve the linear systems to find $s^{IN}$, and so we call it CG-SLIR.

We refer to the steps in Figure 3.4 as the outer or major iterations. For CG-SLIR, we call the iterations of the preconditioned conjugate gradient algorithm the inner or minor iterations.
These results show that SLIR and CG-SLIR are comparable in terms of major iteration count. In terms of megaflops, CG-SLIR is as fast and often much faster than SLIR. For large problems, CG-SLIR may run up to 250 times faster than SLIR. On well-conditioned problems, the relative error \(^1\) for both algorithms is comparable to machine epsilon. For ill-conditioned problems, SLIR retains this accuracy, but CG-SLIR may only attain half as many accurate digits. Some further experimentation suggests, however, that this accuracy may be improved with only some degradation in the speed.

6.1.1 Inexact Newton step

We compute our inexact Newton step using the MPCG algorithm given in Figure 4.1 with \(\eta = 0.1\) for the residual bound. Also, we terminate if we exceed \(n/2\) iterations as this suggests a loss of orthogonality.

6.1.2 Preconditioning

A preconditioner for the linear conjugate gradient method is used to reduce the number of distinct eigenvalues of the matrix \(\hat{M}\), reduce the condition number of the \(\hat{M}\), or both. The preconditioning matrix must be positive definite, and linear systems involving it should be “easy” to solve. We choose to precondition the matrix \(\hat{M}\) with a diagonal scaling matrix constructed from the diagonal of \(\hat{M}\) as described in Section 4.2. Such a preconditioner may improve the clustering of \(\hat{M}\)'s eigenvalues. Also, from an optimization viewpoint it is clear why this scaling is valuable. Although the Newton direction is scale-invariant, the steepest descent direction is not [DS83]. Because the linear-conjugate gradient algorithm chooses a multiple of the steepest descent direction in its first iteration, if the problem is badly scaled this can be a particularly poor choice for the first conjugate direction.

Our experience has been that although the scaling may have no noticeable effect, it seems to reduce most inner (MPCG) iterations down to 6, sometimes down to 2. On ill-conditioned problems, we have seen the number of inner iterations drop from 581 to 2 just by adding diagonal scaling.

6.2 Computational results

Four types of problems were tested. The performance of SLIR and CG-SLIR on these problems is evaluated in terms of the number of major iterations, the total number of megaflops, and the accuracy of the computed solution.

\(^1\)Relative error is measured by \((q(x^*) - q(x))/\max(|q(x^*)|, 1)\), where \(x\) is the computed solution and \(x^*\) is the optimal solution.
6.2.1 QPGEN

The first type, which we refer to as QPGEN, consists of randomly generated, box-constrained, strictly convex quadratic programming problems.

We created seven sets of problems of type QPGEN by varying the exponent of the condition number of the Hessian matrix (CONDN), the percentage of variables at their bounds at the solution (PCTBND), and the percentage of variables with their upper bounds set to infinity (PCTINF). The Matlab [GMS92] function sprandsym was used to generate the Hessian matrices. The parameter combinations are shown in Table 6.1. For each set of parameter combinations, we generated problems of size \( n = 400, 900, 1600, \) and 2500. For each \( n \) we varied the density of the Hessian matrix. The density was set to \( \text{frac}/n \), where \( \text{frac} \) took on the values 1, 5, 10, and 15.

The results for six of the seven sets of problems are hardly distinguishable. The results for QPGEN1 apply to QPGEN3, QPGEN4, QPGEN5, QPGEN6, and QPGEN7 as well. Thus we restrict our remarks to the sets QPGEN1 and QPGEN2.

For QPGEN1, the accuracy of CG-SLIR is comparable to that of SLIR (see Table 6.2), both on the order of machine epsilon. Likewise, the number of major iterations is comparable for both algorithms (see Table 6.2). These results are important as some of the desirable characteristics of SLIR is its high accuracy and low major iteration count. Table 6.3 shows the megaflops for SLIR and CG-SLIR. The last column shows the speedup, that is

\[
\text{speedup} = \frac{\text{SLIR Mflops}}{\text{CG-SLIR Mflops}}
\]  

The speedup is also graphed in Figure 6.1. For all but the most sparse problems, CG-SLIR is a win over SLIR, particularly as size and density increase.

Now we consider the QPGEN2 test set. These problems have condition number approximately \( 1.0 \times 10^6 \). For most of these problems we have an error on the order of \( 1.0 \times 10^{-8} \) for CG-SLIR and \( 1.0 \times 10^{-16} \) for SLIR (Table 6.4). The number of major iterations for CG-SLIR is slightly higher than for SLIR, but still often the same or better (Table 6.4). The speedup is approximately half of what we achieved for well-conditioned problems, but still good (Table 6.5 and Figure 6.2). As before, speedup improves as size and density increase. Varying PCTBND and PCTINF did not have a noticeable effect on the results.

Further experimentation was done to see if the reduced accuracy for the QPGEN2 problems occurred even when the MPCG algorithm was solved with a tighter bound on the residual. We reran CG-SLIR on the QPGEN2 problems, this time with a smaller \( \eta \) in the stopping criteria for MPCG. Instead of \( \eta = 0.1 \), we used \( \eta = 1.0 \times 10^{-12} \) (we call this modified algorithm ExactCG-SLIR). The results are shown in Tables 6.6, 6.7, 6.8.
Table 6.1: QPGEN test problems generated with various parameters.

<table>
<thead>
<tr>
<th>name</th>
<th>CONDN</th>
<th>PCTBND</th>
<th>PCTINF</th>
</tr>
</thead>
<tbody>
<tr>
<td>QPGEN1</td>
<td>2</td>
<td>0.5</td>
<td>0.0</td>
</tr>
<tr>
<td>QPGEN2</td>
<td>6</td>
<td>0.5</td>
<td>0.0</td>
</tr>
<tr>
<td>QPGEN3</td>
<td>2</td>
<td>0.9</td>
<td>0.0</td>
</tr>
<tr>
<td>QPGEN4</td>
<td>2</td>
<td>0.1</td>
<td>0.0</td>
</tr>
<tr>
<td>QPGEN5</td>
<td>2</td>
<td>0.5</td>
<td>0.2</td>
</tr>
<tr>
<td>QPGEN6</td>
<td>2</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>QPGEN7</td>
<td>2</td>
<td>0.5</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Table 6.2: QPGEN1 major iterations and error values.

<table>
<thead>
<tr>
<th>n</th>
<th>density</th>
<th>iterations</th>
<th>error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SLIR</td>
<td>CG-SLIR</td>
</tr>
<tr>
<td>400</td>
<td>0.0025</td>
<td>14</td>
<td>15</td>
</tr>
<tr>
<td>400</td>
<td>0.0125</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>400</td>
<td>0.0250</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>400</td>
<td>0.0375</td>
<td>14</td>
<td>16</td>
</tr>
<tr>
<td>900</td>
<td>0.0011</td>
<td>14</td>
<td>16</td>
</tr>
<tr>
<td>900</td>
<td>0.0055</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td>900</td>
<td>0.0011</td>
<td>13</td>
<td>15</td>
</tr>
<tr>
<td>900</td>
<td>0.0166</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td>1600</td>
<td>0.0006</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td>1600</td>
<td>0.0031</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>1600</td>
<td>0.0062</td>
<td>14</td>
<td>16</td>
</tr>
<tr>
<td>1600</td>
<td>0.0093</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td>2500</td>
<td>0.0004</td>
<td>14</td>
<td>15</td>
</tr>
<tr>
<td>2500</td>
<td>0.0020</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td>2500</td>
<td>0.0040</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>2500</td>
<td>0.0060</td>
<td>16</td>
<td>16</td>
</tr>
</tbody>
</table>
Table 6.3: QPGEN1 Mflop counts and speedup.

<table>
<thead>
<tr>
<th>n</th>
<th>density</th>
<th>total Mflops</th>
<th>speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>400</td>
<td>0.0025</td>
<td>2.301</td>
<td>0.820</td>
</tr>
<tr>
<td>400</td>
<td>0.0125</td>
<td>6.944</td>
<td>1.659</td>
</tr>
<tr>
<td>400</td>
<td>0.0250</td>
<td>27.591</td>
<td>4.964</td>
</tr>
<tr>
<td>400</td>
<td>0.0375</td>
<td>52.354</td>
<td>6.947</td>
</tr>
<tr>
<td>900</td>
<td>0.0011</td>
<td>5.181</td>
<td>0.744</td>
</tr>
<tr>
<td>900</td>
<td>0.0055</td>
<td>46.376</td>
<td>4.305</td>
</tr>
<tr>
<td>900</td>
<td>0.0111</td>
<td>244.043</td>
<td>18.064</td>
</tr>
<tr>
<td>900</td>
<td>0.0166</td>
<td>546.742</td>
<td>30.689</td>
</tr>
<tr>
<td>1600</td>
<td>0.0006</td>
<td>9.780</td>
<td>0.758</td>
</tr>
<tr>
<td>1600</td>
<td>0.0031</td>
<td>232.663</td>
<td>13.543</td>
</tr>
<tr>
<td>1600</td>
<td>0.0062</td>
<td>1382.793</td>
<td>55.200</td>
</tr>
<tr>
<td>1600</td>
<td>0.0093</td>
<td>2963.446</td>
<td>94.906</td>
</tr>
<tr>
<td>2500</td>
<td>0.0004</td>
<td>14.562</td>
<td>0.806</td>
</tr>
<tr>
<td>2500</td>
<td>0.0020</td>
<td>823.791</td>
<td>28.363</td>
</tr>
<tr>
<td>2500</td>
<td>0.0040</td>
<td>2013.804</td>
<td>51.617</td>
</tr>
<tr>
<td>2500</td>
<td>0.0060</td>
<td>11596.961</td>
<td>238.358</td>
</tr>
</tbody>
</table>

Table 6.4: QPGEN2 major iterations and error values.

<table>
<thead>
<tr>
<th>n</th>
<th>density</th>
<th>iterations</th>
<th>error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SLIR</td>
<td>CG-SLIR</td>
</tr>
<tr>
<td>400</td>
<td>0.0025</td>
<td>12</td>
<td>11</td>
</tr>
<tr>
<td>400</td>
<td>0.0125</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>400</td>
<td>0.0250</td>
<td>16</td>
<td>18</td>
</tr>
<tr>
<td>400</td>
<td>0.0375</td>
<td>19</td>
<td>19</td>
</tr>
<tr>
<td>900</td>
<td>0.0011</td>
<td>14</td>
<td>17</td>
</tr>
<tr>
<td>900</td>
<td>0.0055</td>
<td>14</td>
<td>22</td>
</tr>
<tr>
<td>900</td>
<td>0.0111</td>
<td>18</td>
<td>22</td>
</tr>
<tr>
<td>900</td>
<td>0.0166</td>
<td>18</td>
<td>26</td>
</tr>
<tr>
<td>1600</td>
<td>0.0006</td>
<td>16</td>
<td>15</td>
</tr>
<tr>
<td>1600</td>
<td>0.0031</td>
<td>21</td>
<td>21</td>
</tr>
<tr>
<td>1600</td>
<td>0.0062</td>
<td>27</td>
<td>26</td>
</tr>
<tr>
<td>1600</td>
<td>0.0093</td>
<td>27</td>
<td>20</td>
</tr>
<tr>
<td>2500</td>
<td>0.0004</td>
<td>15</td>
<td>17</td>
</tr>
<tr>
<td>2500</td>
<td>0.0020</td>
<td>19</td>
<td>20</td>
</tr>
<tr>
<td>2500</td>
<td>0.0040</td>
<td>25</td>
<td>24</td>
</tr>
<tr>
<td>2500</td>
<td>0.0060</td>
<td>27</td>
<td>35</td>
</tr>
</tbody>
</table>
Figure 6.1: Speedup of CG-SLIR over SLIR on QPGEN1 problems.
Figure 6.2: Speedup of CG-SLIR over SLIR on QPGEN2 problems.
The accuracy for ExactCG-SLIR is comparable to that of SLIR; major iteration count is also close (except one outlier for \( n = 1600 \), \( \frac{\text{frac}}{\text{10}} \)). Speedup over SLIR is reduced by about a factor of 4 compared to CG-SLIR, but still up to 36 times faster than SLIR (see also Figure 6.3; note that the y-axis is on a smaller scale than the previous two graphs). These results are encouraging because they suggest that our inexact method can be competitive with SLIR in terms of accuracy, even for ill-conditioned problems, if the stopping rule for MPCG is adjusted.

### 6.2.2 QP3D

Our second set of problems QP3D is similar to QPGEN, but the Hessians have the structure of a three-dimensional 7-point finite difference mesh. We generated problems for \( n \) equal to 343, 1000, 1331, and 2197 \( (n \text{ needed to be a cube}) \). Density is no longer a parameter since it is determined by the mesh. Table 6.9 shows the choice of parameters for each set of problems. We did not vary PCTINF for the QP3D problems.

For all problems, including those with ill-conditioned Hessians, the outer iteration count and accuracy is almost identical for SLIR and CG-SLIR (Table 6.10). The speedup appears to be not as good as for the QPGEN problems, with a maximum of only about 11 (Table 6.11). However, if we compare the problems in QP3D to problems in QPGEN of similar size and density, then the speedup results are only slightly less for these problems. (In other words, none of these problems are as dense as the QPGEN problems where the highest speedup was achieved.) The speedup would be the same, but the Cholesky factorization in SLIR is faster on these problems (apparently due to the reordering done prior to factoring). Again, varying PCTBND and PCTINF did not have a noticeable effect on the results.

### 6.2.3 QP2D

Our third set of problems QP2D have Hessians with the structure of a two-dimensional \( k \)-point finite difference mesh, where \( k \) is 5, 7, and 9. Again, density is not a factor. Each type of problem was generated with \( n \) equal to 400, 900, 1600, and 2500. The choices for parameters are shown in Table 6.12. For 5-point grid problems, we used the same parameters as for the three-dimensional case. For 7-point and 9-point we only varied the condition number.

As with the three-dimensional case, the outer iteration count and accuracy is almost identical for SLIR and CG-SLIR for all problems (Table 6.13). Again, speedup is even less than it was for the QP3D problems, with a maximum around 2.5 (Table 6.14). The reduced speedup is again because the Cholesky factorization in SLIR is able to execute faster on the QP2D problems than on the QP3D problems. Density increases with \( k \) (the differencing parameter), and as expected,
Table 6.5: QPGEN2 Mflop counts and speedup.

<table>
<thead>
<tr>
<th>n</th>
<th>density</th>
<th>total Mflops</th>
<th>speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SLIR</td>
<td>CG-SLIR</td>
</tr>
<tr>
<td>400</td>
<td>0.0025</td>
<td>1.961</td>
<td>1.949</td>
</tr>
<tr>
<td>400</td>
<td>0.0125</td>
<td>8.685</td>
<td>6.407</td>
</tr>
<tr>
<td>400</td>
<td>0.0250</td>
<td>34.456</td>
<td>11.290</td>
</tr>
<tr>
<td>400</td>
<td>0.0375</td>
<td>72.129</td>
<td>13.459</td>
</tr>
<tr>
<td>900</td>
<td>0.0011</td>
<td>5.219</td>
<td>7.244</td>
</tr>
<tr>
<td>900</td>
<td>0.0055</td>
<td>42.994</td>
<td>20.820</td>
</tr>
<tr>
<td>900</td>
<td>0.0111</td>
<td>345.714</td>
<td>29.970</td>
</tr>
<tr>
<td>900</td>
<td>0.0166</td>
<td>662.465</td>
<td>44.816</td>
</tr>
<tr>
<td>1600</td>
<td>0.0006</td>
<td>10.073</td>
<td>11.907</td>
</tr>
<tr>
<td>1600</td>
<td>0.0031</td>
<td>330.680</td>
<td>34.213</td>
</tr>
<tr>
<td>1600</td>
<td>0.0062</td>
<td>2763.327</td>
<td>59.704</td>
</tr>
<tr>
<td>1600</td>
<td>0.0093</td>
<td>1207.134</td>
<td>61.114</td>
</tr>
<tr>
<td>2500</td>
<td>0.0004</td>
<td>15.641</td>
<td>21.359</td>
</tr>
<tr>
<td>2500</td>
<td>0.0020</td>
<td>1059.426</td>
<td>57.405</td>
</tr>
<tr>
<td>2500</td>
<td>0.0040</td>
<td>1501.679</td>
<td>87.772</td>
</tr>
<tr>
<td>2500</td>
<td>0.0060</td>
<td>20099.087</td>
<td>168.939</td>
</tr>
</tbody>
</table>

Table 6.6: QPGEN2 error values with ExactCG-SLIR.

<table>
<thead>
<tr>
<th>n</th>
<th>density</th>
<th>error</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SLIR</td>
<td>ExactCG-SLIR</td>
</tr>
<tr>
<td>400</td>
<td>0.0025</td>
<td>1.239e-15</td>
<td>1.771e-15</td>
</tr>
<tr>
<td>400</td>
<td>0.0125</td>
<td>1.283e-15</td>
<td>3.636e-15</td>
</tr>
<tr>
<td>400</td>
<td>0.0250</td>
<td>-4.390e-16</td>
<td>1.537e-15</td>
</tr>
<tr>
<td>400</td>
<td>0.0375</td>
<td>5.536e-13</td>
<td>7.484e-16</td>
</tr>
<tr>
<td>900</td>
<td>0.0011</td>
<td>1.937e-15</td>
<td>2.324e-15</td>
</tr>
<tr>
<td>900</td>
<td>0.0055</td>
<td>1.436e-10</td>
<td>2.056e-10</td>
</tr>
<tr>
<td>900</td>
<td>0.0111</td>
<td>8.938e-16</td>
<td>4.294e-09</td>
</tr>
<tr>
<td>900</td>
<td>0.0166</td>
<td>7.856e-10</td>
<td>1.568e-15</td>
</tr>
<tr>
<td>1600</td>
<td>0.0006</td>
<td>1.591e-15</td>
<td>1.989e-15</td>
</tr>
<tr>
<td>1600</td>
<td>0.0031</td>
<td>-4.308e-16</td>
<td>6.461e-16</td>
</tr>
<tr>
<td>1600</td>
<td>0.0062</td>
<td>9.715e-16</td>
<td>1.749e-15</td>
</tr>
<tr>
<td>1600</td>
<td>0.0093</td>
<td>-1.280e-15</td>
<td>-3.291e-15</td>
</tr>
<tr>
<td>2500</td>
<td>0.0004</td>
<td>1.480e-15</td>
<td>1.480e-15</td>
</tr>
<tr>
<td>2500</td>
<td>0.0020</td>
<td>1.788e-15</td>
<td>-8.253e-16</td>
</tr>
<tr>
<td>2500</td>
<td>0.0040</td>
<td>1.795e-14</td>
<td>6.452e-14</td>
</tr>
<tr>
<td>2500</td>
<td>0.0060</td>
<td>-7.417e-16</td>
<td>-1.236e-16</td>
</tr>
</tbody>
</table>
Table 6.7: QPGEN2 major iterations with ExactCG-SLIR.

<table>
<thead>
<tr>
<th>n</th>
<th>density</th>
<th>iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SLIR</td>
</tr>
<tr>
<td>400</td>
<td>0.0025</td>
<td>12</td>
</tr>
<tr>
<td>400</td>
<td>0.0125</td>
<td>16</td>
</tr>
<tr>
<td>400</td>
<td>0.0250</td>
<td>16</td>
</tr>
<tr>
<td>400</td>
<td>0.0375</td>
<td>19</td>
</tr>
<tr>
<td>900</td>
<td>0.0011</td>
<td>14</td>
</tr>
<tr>
<td>900</td>
<td>0.0055</td>
<td>14</td>
</tr>
<tr>
<td>900</td>
<td>0.0111</td>
<td>18</td>
</tr>
<tr>
<td>900</td>
<td>0.0166</td>
<td>18</td>
</tr>
<tr>
<td>1600</td>
<td>0.0006</td>
<td>16</td>
</tr>
<tr>
<td>1600</td>
<td>0.0031</td>
<td>21</td>
</tr>
<tr>
<td>1600</td>
<td>0.0062</td>
<td>27</td>
</tr>
<tr>
<td>1600</td>
<td>0.0093</td>
<td>27</td>
</tr>
<tr>
<td>2500</td>
<td>0.0004</td>
<td>15</td>
</tr>
<tr>
<td>2500</td>
<td>0.0020</td>
<td>19</td>
</tr>
<tr>
<td>2500</td>
<td>0.0040</td>
<td>25</td>
</tr>
<tr>
<td>2500</td>
<td>0.0060</td>
<td>27</td>
</tr>
</tbody>
</table>

Table 6.8: QPGEN2 Mflop counts and speedup with ExactCG-SLIR.

<table>
<thead>
<tr>
<th>n</th>
<th>density</th>
<th>total Mflops</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SLIR</td>
</tr>
<tr>
<td>400</td>
<td>0.0025</td>
<td>1.961</td>
</tr>
<tr>
<td>400</td>
<td>0.0125</td>
<td>8.685</td>
</tr>
<tr>
<td>400</td>
<td>0.0250</td>
<td>34.456</td>
</tr>
<tr>
<td>400</td>
<td>0.0375</td>
<td>72.129</td>
</tr>
<tr>
<td>900</td>
<td>0.0011</td>
<td>5.219</td>
</tr>
<tr>
<td>900</td>
<td>0.0055</td>
<td>42.994</td>
</tr>
<tr>
<td>900</td>
<td>0.0111</td>
<td>345.714</td>
</tr>
<tr>
<td>900</td>
<td>0.0166</td>
<td>662.465</td>
</tr>
<tr>
<td>1600</td>
<td>0.0006</td>
<td>10.073</td>
</tr>
<tr>
<td>1600</td>
<td>0.0031</td>
<td>330.680</td>
</tr>
<tr>
<td>1600</td>
<td>0.0062</td>
<td>2763.327</td>
</tr>
<tr>
<td>1600</td>
<td>0.0093</td>
<td>1207.134</td>
</tr>
<tr>
<td>2500</td>
<td>0.0004</td>
<td>15.641</td>
</tr>
<tr>
<td>2500</td>
<td>0.0020</td>
<td>1059.426</td>
</tr>
<tr>
<td>2500</td>
<td>0.0040</td>
<td>1501.679</td>
</tr>
<tr>
<td>2500</td>
<td>0.0060</td>
<td>20099.087</td>
</tr>
</tbody>
</table>
Figure 6.3: Speedup of ExactCG-SLIR over SLIR on QPGEN2 problems.

Table 6.9: QP3D test problems generated with various parameters.

<table>
<thead>
<tr>
<th>name</th>
<th>CONDN</th>
<th>PCTBND</th>
<th>PCTINF</th>
</tr>
</thead>
<tbody>
<tr>
<td>QP3D1</td>
<td>2</td>
<td>0.5</td>
<td>0.0</td>
</tr>
<tr>
<td>QP3D2</td>
<td>6</td>
<td>0.5</td>
<td>0.0</td>
</tr>
<tr>
<td>QP3D3</td>
<td>2</td>
<td>0.9</td>
<td>0.0</td>
</tr>
<tr>
<td>QP3D4</td>
<td>2</td>
<td>0.1</td>
<td>0.0</td>
</tr>
</tbody>
</table>
### Table 6.10: QP3D major iterations and error values.

<table>
<thead>
<tr>
<th>problem</th>
<th>n</th>
<th>density</th>
<th>iterations</th>
<th>error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>SLIR</td>
<td>CG-SLIR</td>
</tr>
<tr>
<td>QP3D1</td>
<td>343</td>
<td>0.0179</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.0064</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>1331</td>
<td>0.0048</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>2197</td>
<td>0.0030</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>QP3D2</td>
<td>343</td>
<td>0.0179</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.0064</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>1331</td>
<td>0.0048</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>2197</td>
<td>0.0030</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>QP3D3</td>
<td>343</td>
<td>0.0179</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.0064</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>1331</td>
<td>0.0048</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>2197</td>
<td>0.0030</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>QP3D4</td>
<td>343</td>
<td>0.0179</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.0064</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>1331</td>
<td>0.0048</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>2197</td>
<td>0.0030</td>
<td>13</td>
<td>14</td>
</tr>
</tbody>
</table>

### Table 6.11: QP3D Mflops counts and speedup.

<table>
<thead>
<tr>
<th>problem</th>
<th>n</th>
<th>density</th>
<th>total Mflops</th>
<th>speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>SLIR</td>
<td>CG-SLIR</td>
</tr>
<tr>
<td>QP3D1</td>
<td>343</td>
<td>0.0179</td>
<td>5.923</td>
<td>3.246</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.0064</td>
<td>44.309</td>
<td>10.405</td>
</tr>
<tr>
<td></td>
<td>1331</td>
<td>0.0048</td>
<td>98.791</td>
<td>13.895</td>
</tr>
<tr>
<td></td>
<td>2197</td>
<td>0.0030</td>
<td>248.552</td>
<td>22.950</td>
</tr>
<tr>
<td>QP3D2</td>
<td>343</td>
<td>0.0179</td>
<td>5.911</td>
<td>3.304</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.0064</td>
<td>44.317</td>
<td>10.656</td>
</tr>
<tr>
<td></td>
<td>1331</td>
<td>0.0048</td>
<td>91.708</td>
<td>13.137</td>
</tr>
<tr>
<td></td>
<td>2197</td>
<td>0.0030</td>
<td>230.759</td>
<td>21.896</td>
</tr>
<tr>
<td>QP3D3</td>
<td>343</td>
<td>0.0179</td>
<td>6.418</td>
<td>3.231</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.0064</td>
<td>47.449</td>
<td>11.098</td>
</tr>
<tr>
<td></td>
<td>1331</td>
<td>0.0048</td>
<td>112.830</td>
<td>15.755</td>
</tr>
<tr>
<td></td>
<td>2197</td>
<td>0.0030</td>
<td>266.281</td>
<td>24.567</td>
</tr>
<tr>
<td>QP3D4</td>
<td>343</td>
<td>0.0179</td>
<td>6.364</td>
<td>3.351</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.0064</td>
<td>41.074</td>
<td>9.759</td>
</tr>
<tr>
<td></td>
<td>1331</td>
<td>0.0048</td>
<td>84.627</td>
<td>13.142</td>
</tr>
<tr>
<td></td>
<td>2197</td>
<td>0.0030</td>
<td>212.905</td>
<td>21.859</td>
</tr>
</tbody>
</table>
speedup increases with \( k \) as well (see Table 6.14). Varying PCTBND, PCTINF, and CONDN did not have any noticeable effect on the results.

### 6.2.4 OBS

The last set of problems (OBS) are from [Moré and Toraldo]. Problem 1 is an obstacle problem with lower bound surface only. Problem 2 is an obstacle problem with lower and upper bound surfaces. Problem 3 is an elastic-plastic torsion problem. For these problems only the size was varied. For problems 1, 2, and 3 we used \( n = 900, 1600, \) and \( 2500 \). These problems also have Hessian matrices with the structure of a two-dimensional 5-point finite difference mesh.

Comments on accuracy will not be made as we do not have the "exact" solution to compare to computed solutions. As for major iteration counts, CG-SLIR was close to SLIR, but sometimes as much as four iterations more (Table 6.15). In terms of flops, CG-SLIR did slightly worse on about half the problems, and slightly better on the other half (speedup ranged from 0.766 to 1.330). Table 6.16 shows the flop counts and speedup for each problem. Again, the Cholesky factorization in SLIR is particularly efficient on these problems, explaining the low speedup.

### 6.3 Discussion

The computational results show that CG-SLIR is promising. It maintains the high accuracy and low iteration count of SLIR in most cases, with an impressive reduction in flop counts. The speedup of the algorithm is improved when the size grows and as density increases. Thus, while the Cholesky factorization in SLIR sometimes performs well on large problems, CG-SLIR always does at least as well as SLIR, and much of the time executes much faster. As noted before, the accuracy of CG-SLIR on the ill-conditioned problems appears improvable if the stopping criteria for MPCG is more stringent.
Table 6.12: QP2D test problems generated with various parameters.

<table>
<thead>
<tr>
<th>name</th>
<th>k-point</th>
<th>CONDN</th>
<th>PCTBND</th>
<th>PCTINF</th>
</tr>
</thead>
<tbody>
<tr>
<td>QP2D1</td>
<td>5</td>
<td>2</td>
<td>0.5</td>
<td>0.0</td>
</tr>
<tr>
<td>QP2D2</td>
<td>5</td>
<td>6</td>
<td>0.5</td>
<td>0.0</td>
</tr>
<tr>
<td>QP2D3</td>
<td>5</td>
<td>2</td>
<td>0.9</td>
<td>0.0</td>
</tr>
<tr>
<td>QP2D4</td>
<td>5</td>
<td>2</td>
<td>0.1</td>
<td>0.0</td>
</tr>
<tr>
<td>QP2D5</td>
<td>7</td>
<td>2</td>
<td>0.5</td>
<td>0.0</td>
</tr>
<tr>
<td>QP2D6</td>
<td>7</td>
<td>6</td>
<td>0.5</td>
<td>0.0</td>
</tr>
<tr>
<td>QP2D7</td>
<td>9</td>
<td>6</td>
<td>0.5</td>
<td>0.0</td>
</tr>
<tr>
<td>QP2D8</td>
<td>9</td>
<td>2</td>
<td>0.5</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 6.13: QP2D major iterations and error values.

<table>
<thead>
<tr>
<th>problem</th>
<th>k</th>
<th>n</th>
<th>density</th>
<th>iterations</th>
<th>error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>SLIR</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>CG-SLIR</td>
<td></td>
</tr>
<tr>
<td>QP2D1</td>
<td>5</td>
<td>400</td>
<td>0.0120</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>900</td>
<td>0.0054</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1600</td>
<td>0.0031</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>2500</td>
<td>0.0020</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>QP2D5</td>
<td>7</td>
<td>400</td>
<td>0.0165</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>900</td>
<td>0.0075</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>1600</td>
<td>0.0043</td>
<td>14</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>2500</td>
<td>0.0027</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>QP2D7</td>
<td>9</td>
<td>400</td>
<td>0.0210</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>900</td>
<td>0.0096</td>
<td>14</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>1600</td>
<td>0.0054</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>2500</td>
<td>0.0035</td>
<td>15</td>
<td>14</td>
</tr>
</tbody>
</table>
Table 6.14: QP2D Mflops counts and speedup.

<table>
<thead>
<tr>
<th>problem</th>
<th>k</th>
<th>n</th>
<th>density</th>
<th>total Mflops</th>
<th>speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>SLIR</td>
<td>CG-SLIR</td>
</tr>
<tr>
<td>QP2D1</td>
<td>5</td>
<td>400</td>
<td>0.0120</td>
<td>3.755</td>
<td>3.483</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>900</td>
<td>0.0054</td>
<td>10.435</td>
<td>7.907</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1600</td>
<td>0.0031</td>
<td>21.724</td>
<td>14.173</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>2500</td>
<td>0.0020</td>
<td>38.007</td>
<td>22.052</td>
</tr>
<tr>
<td>QP2D5</td>
<td>7</td>
<td>400</td>
<td>0.0165</td>
<td>4.802</td>
<td>3.611</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>900</td>
<td>0.0075</td>
<td>15.191</td>
<td>9.515</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>1600</td>
<td>0.0043</td>
<td>29.140</td>
<td>16.967</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>2500</td>
<td>0.0027</td>
<td>57.542</td>
<td>26.527</td>
</tr>
<tr>
<td>QP2D7</td>
<td>9</td>
<td>400</td>
<td>0.0210</td>
<td>6.516</td>
<td>4.406</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>900</td>
<td>0.0096</td>
<td>17.972</td>
<td>9.242</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>1600</td>
<td>0.0054</td>
<td>51.213</td>
<td>19.126</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>2500</td>
<td>0.0035</td>
<td>77.010</td>
<td>27.779</td>
</tr>
</tbody>
</table>

Table 6.15: OBS major iterations.

<table>
<thead>
<tr>
<th>problem</th>
<th>n</th>
<th>density</th>
<th>iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>SLIR</td>
</tr>
<tr>
<td>OBS1</td>
<td>900</td>
<td>0.0054</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>1600</td>
<td>0.0031</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>2500</td>
<td>0.0020</td>
<td>14</td>
</tr>
<tr>
<td>OBS2</td>
<td>900</td>
<td>0.0054</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>1600</td>
<td>0.0031</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>2500</td>
<td>0.0020</td>
<td>13</td>
</tr>
<tr>
<td>OBS3</td>
<td>900</td>
<td>0.0054</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>1600</td>
<td>0.0031</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>2500</td>
<td>0.0020</td>
<td>12</td>
</tr>
</tbody>
</table>
Table 6.16: OBS Mflops counts and speedup.

<table>
<thead>
<tr>
<th>problem</th>
<th>n</th>
<th>density</th>
<th>total Mflops</th>
<th>speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>SLIR</td>
<td>CG-SLIR</td>
</tr>
<tr>
<td>OBS1</td>
<td>900</td>
<td>0.0054</td>
<td>8.393</td>
<td>10.957</td>
</tr>
<tr>
<td></td>
<td>1600</td>
<td>0.0031</td>
<td>18.549</td>
<td>21.524</td>
</tr>
<tr>
<td></td>
<td>2500</td>
<td>0.0020</td>
<td>35.478</td>
<td>38.339</td>
</tr>
<tr>
<td>OBS2</td>
<td>900</td>
<td>0.0054</td>
<td>8.064</td>
<td>8.102</td>
</tr>
<tr>
<td></td>
<td>1600</td>
<td>0.0031</td>
<td>18.338</td>
<td>16.381</td>
</tr>
<tr>
<td></td>
<td>2500</td>
<td>0.0020</td>
<td>35.152</td>
<td>26.437</td>
</tr>
<tr>
<td>OBS3</td>
<td>900</td>
<td>0.0054</td>
<td>8.932</td>
<td>10.067</td>
</tr>
<tr>
<td></td>
<td>1600</td>
<td>0.0031</td>
<td>18.433</td>
<td>15.783</td>
</tr>
<tr>
<td></td>
<td>2500</td>
<td>0.0020</td>
<td>32.111</td>
<td>36.845</td>
</tr>
</tbody>
</table>
Chapter 7

STIR: Computational results for nonlinear problems

We demonstrate the computational performance of our STIR method given in Figure 3.6 with the subspace determined as in Figure 5.1. We compare our experience with the modified Cholesky and the conjugate gradient (MPCG) implementations. We examine the sensitivity of the STIR method to a starting point. Finally, some limited comparisons with SBMIN of LANCELOT [CGT92] are also made.

7.1 Implementation

In the implementation of STIR, we compute $s_k$ using a reflective technique as in Figure 3.6. The inexact Newton direction is computed using MPCG in Figure 4.1. The vector $w_k$ in Figure 5.1 is the vector returned by MPCG (either an inexact Newton direction or a direction of negative curvature). The exact trust-region updating procedure is given in Figure 7.1.

For the modified Cholesky implementation of STIR, the vector $w_k$ in Figure 5.1 is the Newton step computed from the Cholesky factorization when the Hessian is positive definite; when the Hessian is indefinite, a direction of negative curvature is computed from the incomplete Cholesky factorization (see [GMW81], page 111).

Our experiments were carried out on a Sun Sparc workstation using the Matlab environment.

The stopping criteria used are as follows. We stop if

- either $f(x_k) - f(x_{k+1}) \leq \tau_1 (1 + |f(x_k)|)$
- or $\|x_{k+1} - x_k\|_2 \leq \tau_2$
- or no negative curvature has been detected for $\hat{M}_k$ and $\|D_k g_k\|_\infty \leq \tau_1$.

We define $\tau_1 = 10^{-10}$ and $\tau_2 = \sqrt{\tau_1}/10 = 10^{-6}$. We also impose an upper bound of 600 on the number of iterations.
Updating Trust-Region Size $\Delta_k$

Let $\mu = 0.25$, $\eta = 0.75$, $\Lambda_f = 1$,

$$\Lambda_u = \max(\sqrt{\sum_i \min((w_i - l_i)^2, 1000)}, 1), \quad \Delta_1 = \min(0.1\|g\|, \Lambda_u),$$

$\gamma_0 = 0.0625$, $\gamma_1 = 0.5$, $\gamma_2 = 2$ be given.

1. If $\rho_k \leq 0$ then set $\Delta_{k+1} = \gamma_0 \Delta$.
2. If $\rho_k \in (0, \mu]$ then set $\Delta_{k+1} = \max(\gamma_0 \Delta_k, \gamma_1 \|D_k s_k\|)$.
3. If $\rho_k \in (\mu, \eta)$ then set $\Delta_{k+1} = \Delta_k$.
4. If $\rho_k \geq \eta$ then
   
   if $\Delta_k > \Lambda_f$
   
   $\Delta_{k+1} = \gamma_2 \Delta_k$

   otherwise

   $\Delta_{k+1} = \min(\max(\Delta_k, \gamma_2 \|D_k s_k\|), \Lambda_u)$.

Figure 7.1: Updating the trust-region size.

### 7.2 Computational experience

We first report the results of the STIR method using the modified Cholesky factorization. Table 7.1 lists the number of iterations required for some standard testing problems (for details of these problems see [CGT88b]). We do note that, for example, "GENROSE U" implies the solution of the problem has no active constraints, although bound constraints are present in the problem, whereas "GENROSE C" implies that there exist active constraints at the solution. (For all the results in this paper, the number of iterations is the same as the number of objective function evaluations.) The problem sizes vary from 100 to 10,000. The results in Table 7.1 indicate that, for these test problems at least, the number of iterations increases only slightly, if at all, with the problem size. Moreover, in comparison to the unconstrained problems, the presence of the bound restrictions does not seem to increase the number of iterations. This is depicted pictorially in Figure 7.2. In this graph, the problem size is plotted versus iteration count. For each problem, the corresponding points have been connected to show how the iteration count relates to the problem size.

Our second set of results are for the STIR algorithm but using a conjugate gradient implementation. We use the algorithm MPCG in Figure 4.1 to find the directions needed to form the subspace $S_k$. The stopping condition applied to the relative residual in MPCG is $\eta = 0.1$. The results are shown in Table 7.2 and Figure 7.3. Again, for these problems the iteration counts are low and steady. The
Table 7.1: STIR method with exact Newton steps: number of iterations.

<table>
<thead>
<tr>
<th>Problem</th>
<th>100</th>
<th>200</th>
<th>500</th>
<th>1000</th>
<th>10000</th>
</tr>
</thead>
<tbody>
<tr>
<td>GENROSE U</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>GENROSE C</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>GENSENSING U</td>
<td>24</td>
<td>25</td>
<td>25</td>
<td>26</td>
<td>27</td>
</tr>
<tr>
<td>GENSENSING C</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td>20</td>
<td>21</td>
</tr>
<tr>
<td>CHAINSING U</td>
<td>23</td>
<td>23</td>
<td>23</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>CHAINSING C</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>19</td>
</tr>
<tr>
<td>DEGENSENSING U</td>
<td>22</td>
<td>23</td>
<td>23</td>
<td>40</td>
<td>39</td>
</tr>
<tr>
<td>DEGENSENSING C</td>
<td>28</td>
<td>28</td>
<td>28</td>
<td>28</td>
<td>29</td>
</tr>
<tr>
<td>GENWOOD C</td>
<td>9</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>CHAINWOOD C</td>
<td>9</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>BROYDEN1A U</td>
<td>12</td>
<td>12</td>
<td>13</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>BROYDEN1A C</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>BROYDEN1B U</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>BROYDEN1B C</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>BROYDEN2A U</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>BROYDEN2A C</td>
<td>14</td>
<td>17</td>
<td>19</td>
<td>19</td>
<td>19</td>
</tr>
<tr>
<td>BROYDEN2B U</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>BROYDEN2B C</td>
<td>13</td>
<td>11</td>
<td>15</td>
<td>14</td>
<td>15</td>
</tr>
<tr>
<td>TOINTBROY U</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>TOINTBROY C</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>CRAGGLEVY U</td>
<td>16</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>15</td>
</tr>
<tr>
<td>CRAGGLEVY C</td>
<td>29</td>
<td>29</td>
<td>30</td>
<td>30</td>
<td>31</td>
</tr>
<tr>
<td>AUGMLAGN C</td>
<td>38</td>
<td>32</td>
<td>35</td>
<td>36</td>
<td>37</td>
</tr>
<tr>
<td>BROWN3 U</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>BROWN3 C</td>
<td>17</td>
<td>10</td>
<td>11</td>
<td>9</td>
<td>11</td>
</tr>
<tr>
<td>BVP U</td>
<td>9</td>
<td>10</td>
<td>9</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>BVP C</td>
<td>11</td>
<td>11</td>
<td>10</td>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td>VAR U</td>
<td>9</td>
<td>9</td>
<td>10</td>
<td>12</td>
<td>15</td>
</tr>
<tr>
<td>VAR C</td>
<td>18</td>
<td>18</td>
<td>23</td>
<td>45</td>
<td>38</td>
</tr>
</tbody>
</table>
exception is for the problem VAR C with 10,000 variables, where the iteration count jumps to 75. In Figure 7.5, VAR C is shown with a dotted line. In this case, the MPCG algorithm seems to be at fault since it takes the maximum number of MPCG iterations \((n/2)\) each time. A better preconditioner might resolve this behavior.

Next we include some results which indicate that our STIR method is fairly insensitive to the starting point. The results in Table 7.3 were obtained using exact Newton steps on problems of dimension 1000. The results in Table 7.4 were obtained using the conjugate gradient implementation, also on problems with 1000 variables. The starting points are as follows: original is the suggested starting point according to [CGT88b]; upper starts all variables at upper bounds; lower starts all variables at the lower bounds; middle starts at the midpoint between bounds; zero starts each variable at zero (the origin); upper-lower starts the odd variables at the upper and the even variables at the lower bounds; lower-upper is the reverse of this. For all of these, we perturb the starting point slightly if necessary to be strictly feasible. Note that for the problem BROWN3 C, the iteration count is not shown starting at middle and at origin as the gradient is undefined at both these starting points. These results are also shown graphically in Figure 7.4 and Figure 7.5. From these graphs it is clear that both implementations of STIR are fairly robust when it comes to starting points. This is in contrast to active-set methods where the starting point can have a more dramatic effect on the iteration count.

Last we contrast the performance of the STIR method using the conjugate gradient option with the SBMIN algorithm, a gradient projection active-set method, in the LANCELOT software package [CGT92]. In particular, we choose problems where negative curvature is present or where it appears that the “active set” at
Table 7.2: STIR method with inexact Newton steps, $\eta = 0.1$: number of iterations.

<table>
<thead>
<tr>
<th>Problem</th>
<th>$\eta$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100</td>
</tr>
<tr>
<td>GENROSE U</td>
<td>23</td>
</tr>
<tr>
<td>GENROSE C</td>
<td>10</td>
</tr>
<tr>
<td>GENSING U</td>
<td>23</td>
</tr>
<tr>
<td>GENSING C</td>
<td>16</td>
</tr>
<tr>
<td>CHAINSING U</td>
<td>21</td>
</tr>
<tr>
<td>CHAINSING C</td>
<td>16</td>
</tr>
<tr>
<td>DEGENSING U</td>
<td>31</td>
</tr>
<tr>
<td>DEGENSING C</td>
<td>27</td>
</tr>
<tr>
<td>GENWOOD C</td>
<td>7</td>
</tr>
<tr>
<td>CHAINWOOD C</td>
<td>7</td>
</tr>
<tr>
<td>BROYDEN1A U</td>
<td>11</td>
</tr>
<tr>
<td>BROYDEN1A C</td>
<td>8</td>
</tr>
<tr>
<td>BROYDEN1B U</td>
<td>6</td>
</tr>
<tr>
<td>BROYDEN1B C</td>
<td>7</td>
</tr>
<tr>
<td>BROYDEN2A U</td>
<td>15</td>
</tr>
<tr>
<td>BROYDEN2A C</td>
<td>10</td>
</tr>
<tr>
<td>BROYDEN2B U</td>
<td>8</td>
</tr>
<tr>
<td>BROYDEN2B C</td>
<td>9</td>
</tr>
<tr>
<td>TOINTBROY U</td>
<td>7</td>
</tr>
<tr>
<td>TOINTBROY C</td>
<td>8</td>
</tr>
<tr>
<td>CRAGGLEVY U</td>
<td>26</td>
</tr>
<tr>
<td>CRAGGLEVY C</td>
<td>26</td>
</tr>
<tr>
<td>AUGMLAGN C</td>
<td>29</td>
</tr>
<tr>
<td>BROWN3 U</td>
<td>7</td>
</tr>
<tr>
<td>BROWN3 C</td>
<td>7</td>
</tr>
<tr>
<td>BVP U</td>
<td>13</td>
</tr>
<tr>
<td>BVP C</td>
<td>15</td>
</tr>
<tr>
<td>VAR U</td>
<td>34</td>
</tr>
<tr>
<td>VAR C</td>
<td>20</td>
</tr>
</tbody>
</table>
Figure 7.3: STIR method with inexact Newton steps.

Table 7.3: STIR method with exact Newton steps for \( n = 1000 \): number of iterations.

<table>
<thead>
<tr>
<th>Problem</th>
<th>original</th>
<th>upper</th>
<th>lower</th>
<th>middle</th>
<th>zero</th>
<th>up-low</th>
<th>low-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>GENROSE C</td>
<td>11</td>
<td>27</td>
<td>33</td>
<td>15</td>
<td>16</td>
<td>43</td>
<td>27</td>
</tr>
<tr>
<td>GENSENDING C</td>
<td>20</td>
<td>31</td>
<td>45</td>
<td>25</td>
<td>22</td>
<td>31</td>
<td>32</td>
</tr>
<tr>
<td>CHAINSING C</td>
<td>16</td>
<td>29</td>
<td>33</td>
<td>13</td>
<td>11</td>
<td>32</td>
<td>30</td>
</tr>
<tr>
<td>DEGENSENDING C</td>
<td>28</td>
<td>47</td>
<td>39</td>
<td>52</td>
<td>42</td>
<td>39</td>
<td>36</td>
</tr>
<tr>
<td>GENWOOD C</td>
<td>10</td>
<td>18</td>
<td>14</td>
<td>13</td>
<td>10</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>CHAINWOOD C</td>
<td>10</td>
<td>17</td>
<td>14</td>
<td>13</td>
<td>10</td>
<td>17</td>
<td>16</td>
</tr>
<tr>
<td>BROYDEN1A C</td>
<td>11</td>
<td>24</td>
<td>25</td>
<td>13</td>
<td>12</td>
<td>25</td>
<td>24</td>
</tr>
<tr>
<td>BROYDEN1B C</td>
<td>8</td>
<td>22</td>
<td>19</td>
<td>18</td>
<td>9</td>
<td>19</td>
<td>21</td>
</tr>
<tr>
<td>BROYDEN2A C</td>
<td>19</td>
<td>38</td>
<td>38</td>
<td>13</td>
<td>9</td>
<td>38</td>
<td>38</td>
</tr>
<tr>
<td>BROYDEN2B C</td>
<td>14</td>
<td>30</td>
<td>34</td>
<td>12</td>
<td>8</td>
<td>33</td>
<td>30</td>
</tr>
<tr>
<td>CRAGGLEVY C</td>
<td>30</td>
<td>38</td>
<td>33</td>
<td>26</td>
<td>26</td>
<td>34</td>
<td>37</td>
</tr>
<tr>
<td>AUGMLAGN C</td>
<td>36</td>
<td>40</td>
<td>26</td>
<td>36</td>
<td>15</td>
<td>23</td>
<td>37</td>
</tr>
<tr>
<td>BROWN3 C</td>
<td>9</td>
<td>28</td>
<td>14</td>
<td>*</td>
<td>*</td>
<td>28</td>
<td>14</td>
</tr>
<tr>
<td>BVP C</td>
<td>10</td>
<td>17</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>17</td>
</tr>
<tr>
<td>VAR C</td>
<td>45</td>
<td>9</td>
<td>32</td>
<td>18</td>
<td>21</td>
<td>23</td>
<td>17</td>
</tr>
</tbody>
</table>
Table 7.4: STIR method with inexact Newton steps for $n = 1000$: number of iterations.

<table>
<thead>
<tr>
<th>Problem</th>
<th>original</th>
<th>upper</th>
<th>lower</th>
<th>middle</th>
<th>zero</th>
<th>up-low</th>
<th>low-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>GENROSE C</td>
<td>10</td>
<td>22</td>
<td>34</td>
<td>18</td>
<td>20</td>
<td>38</td>
<td>22</td>
</tr>
<tr>
<td>GENSING C</td>
<td>16</td>
<td>27</td>
<td>43</td>
<td>25</td>
<td>23</td>
<td>29</td>
<td>29</td>
</tr>
<tr>
<td>CHAINSING C</td>
<td>17</td>
<td>27</td>
<td>33</td>
<td>12</td>
<td>9</td>
<td>32</td>
<td>27</td>
</tr>
<tr>
<td>DEGENSING C</td>
<td>29</td>
<td>43</td>
<td>36</td>
<td>44</td>
<td>37</td>
<td>36</td>
<td>44</td>
</tr>
<tr>
<td>GENWOOD C</td>
<td>7</td>
<td>13</td>
<td>9</td>
<td>10</td>
<td>7</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>CHAINWOOD C</td>
<td>7</td>
<td>13</td>
<td>9</td>
<td>10</td>
<td>7</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>BROYDEN1A C</td>
<td>8</td>
<td>23</td>
<td>21</td>
<td>12</td>
<td>8</td>
<td>21</td>
<td>23</td>
</tr>
<tr>
<td>BROYDEN1B C</td>
<td>7</td>
<td>20</td>
<td>16</td>
<td>13</td>
<td>7</td>
<td>16</td>
<td>20</td>
</tr>
<tr>
<td>BROYDEN2A C</td>
<td>10</td>
<td>35</td>
<td>34</td>
<td>12</td>
<td>7</td>
<td>36</td>
<td>35</td>
</tr>
<tr>
<td>BROYDEN2B C</td>
<td>9</td>
<td>28</td>
<td>30</td>
<td>11</td>
<td>7</td>
<td>30</td>
<td>28</td>
</tr>
<tr>
<td>CRAGGLEVY C</td>
<td>26</td>
<td>42</td>
<td>43</td>
<td>26</td>
<td>24</td>
<td>34</td>
<td>39</td>
</tr>
<tr>
<td>AUGMLAGN C</td>
<td>28</td>
<td>58</td>
<td>53</td>
<td>28</td>
<td>10</td>
<td>36</td>
<td>58</td>
</tr>
<tr>
<td>BROWN3 C</td>
<td>7</td>
<td>29</td>
<td>53</td>
<td>*</td>
<td>*</td>
<td>29</td>
<td>53</td>
</tr>
<tr>
<td>BVP C</td>
<td>14</td>
<td>21</td>
<td>14</td>
<td>13</td>
<td>14</td>
<td>14</td>
<td>21</td>
</tr>
<tr>
<td>VAR C</td>
<td>41</td>
<td>7</td>
<td>35</td>
<td>30</td>
<td>37</td>
<td>29</td>
<td>8</td>
</tr>
</tbody>
</table>

Figure 7.4: STIR method with exact Newton steps at varied starting points.
Figure 7.5: STIR method with inexact Newton steps at varied starting points.

the solution may be difficult to find. We expect our STIR method to outperform an active-set method in these situations; indeed, we have found this to be the case. For these problems, we use the default settings for LANCELOT and adjusted our STIR stopping conditions to be comparable if not more stringent.

First consider a constrained convex quadratic problem. The results, given in Table 7.5, show that our proposed STIR method is markedly superior (by an order of magnitude) to SBMIN on this problem (c.g. it is the total number of conjugate gradient iterations). SBMIN takes many iterations on this problem when the starting point is near some of the bounds — the method mis-identifies the correct active set at the solution and takes many iterations to recover. Our proposed STIR method, a strictly interior method, moves directly to the solution without faltering when started at the same point.

Table 7.6 summarizes the performances of STIR and SBMIN on a set of constrained problems exhibiting negative curvature. (These problems are also from [CGT88b] except that the last two have been constrained differently to display negative curvature.) STIR is significantly better on these problems — this is probably due to the fact that negative curvature is better exploited in our subspace trust-region approach than in the Steihaug trust-region method, which SBMIN employs. This is consistent with results presented in Chapter 8, for example see Table 8.2.
Table 7.5: STIR with inexact Newton steps versus LANCELOT SBMIN on a convex quadratic: number of iterations.

<table>
<thead>
<tr>
<th></th>
<th>inexact STIR</th>
<th>SBMIN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n = 800</td>
<td></td>
</tr>
<tr>
<td></td>
<td>iteration</td>
<td>c.g. it</td>
</tr>
<tr>
<td>BIGGSB2</td>
<td>16</td>
<td>5551</td>
</tr>
</tbody>
</table>

Table 7.6: STIR with inexact Newton steps versus LANCELOT SBMIN when negative curvature exists: number of iterations.

<table>
<thead>
<tr>
<th>Problem</th>
<th>inexact STIR</th>
<th>SBMIN</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>1000</td>
<td>10000</td>
<td>100</td>
</tr>
<tr>
<td>AUGMLAGN U</td>
<td>34</td>
<td>30</td>
<td>37</td>
<td>29</td>
</tr>
<tr>
<td>CHAINWOOD U</td>
<td>106</td>
<td>1004</td>
<td>8953</td>
<td>6594</td>
</tr>
<tr>
<td>GENWOOD U</td>
<td>81</td>
<td>89</td>
<td>72</td>
<td>439</td>
</tr>
<tr>
<td>GENROSE U</td>
<td>23</td>
<td>23</td>
<td>23</td>
<td>76</td>
</tr>
<tr>
<td>CHAINWOOD NC</td>
<td>17</td>
<td>31</td>
<td>16</td>
<td>54</td>
</tr>
<tr>
<td>GENWOOD NC</td>
<td>16</td>
<td>24</td>
<td>23</td>
<td>47</td>
</tr>
</tbody>
</table>
Chapter 8
Solving the trust-region subproblem

We compare four trust-region methods for unconstrained minimization problems. Two are based on subspace trust-region ideas. The third is an approach developed by Steihaug [Ste83]. The last is based on a more traditional dogleg strategy. Each method is implemented using a preconditioned conjugate gradient method to find the inexact Newton direction or a direction of negative curvature. Computationally, we are interested in contrasting the subspace and the Steihaug methods. We believe that a subspace trust-region approach better captures the negative curvature information compared to the Steihaug approach [Ste83]. The other methods (three-dimensional subspace and the dogleg strategy) are included as they help explain the behavior of the subspace and Steihaug algorithms. Results from numerical experiments supporting our preference for the subspace strategy are discussed.

8.1 Introduction

In this chapter we consider in more detail the unconstrained subproblem

$$\min_s \{ s^T g + \frac{1}{2} s^T H s : \|s\| \leq \Delta \}$$  \hspace{1cm} (8.1)

where $g \in \mathbb{R}^n$, $H \in \mathbb{R}^{n \times n}$ is symmetric, and $\Delta$ is positive.

We compare four algorithms which we shall refer to as SUBSP2, SUBSP3, STEIH, and DOGLEH. The first and second are due to Byrd, Schnabel, and Schultz [SSB85]. These algorithms compute an approximate solution to (8.1) by solving

$$\min_s \{ s^T g + \frac{1}{2} s^T H s : \|s\|_2 \leq \Delta, s \in \mathcal{S} \}$$  \hspace{1cm} (8.2)

where $\mathcal{S}$ is a low-dimensional subspace. For SUBSP2, $\mathcal{S}$ is 2-dimensional. For SUBSP3, $\mathcal{S}$ is 3-dimensional. When $H$ is positive definite, $\mathcal{S}$ is the subspace
spanned by the inexact Newton direction (an approximation to $-H^{-1}g$) and the steepest descent direction $-g$ for both methods. When $H$ is indefinite, $\mathcal{S}$ is chosen to be the subspace containing $-g$ and a direction of negative curvature $d$ (SUBSP2), or these two directions plus a descent direction $p$ (SUBSP3). The inexact Newton direction is found using a preconditioned conjugate gradient (PCG) algorithm (see Figure 8.1). If a direction of negative curvature $d$ is found, that direction, and possibly the current direction $p$ maintained by the PCG algorithm (the current estimate to the inexact Newton direction), are used. See Figures 8.2 and 8.3.

The third method STEIH is due to Steihaug [Ste83]. This method computes an approximate solution to (8.1) by solving

$$\min_s \{ s^T g + \frac{1}{2} s^T H s : \|s\|_C \leq \Delta \}$$

(8.3)

where $C$ is the preconditioning matrix of the conjugate gradient algorithm, and $\|s\|_C^2 \overset{\text{def}}{=} s^T C s$. The Steihaug applies the method of preconditioned conjugate gradients (PCG) to the current Newton system until either negative curvature is revealed, the current approximate solution reaches the boundary of the trust region, or the Newton system residual is sufficiently reduced. The algorithm is displayed in Figure 8.4.

The last algorithm DOGLEG is a version of the single dogleg method. This algorithm approximately solves (8.1) as follows. If the Cauchy point is outside the trust region, or the Cauchy is not defined (because $g^T H g < 0$), then our solution is the point where the steepest descent direction meets the trust-region bound. If the Hessian is positive definite and the inexact Newton step is within, or on, the trust-region bound, our solution is the inexact Newton step. Otherwise, we take the path from our current point to the Cauchy point, and then move in the inexact Newton direction until the trust region bound is met. Finally, if $H$ is indefinite, and the Cauchy point is inside the trust region, we consider the path formed from our current point to the Cauchy point, and then in a direction of negative curvature $d$. We find the point along this path that meets the boundary. Again, we use a preconditioned conjugate gradient algorithm to find the inexact Newton direction or a direction of negative curvature. See Figure 8.5.

All four algorithms are wrapped in a standard trust-region framework for the unconstrained minimization problem. Also, all four algorithms use the preconditioned conjugate gradient method as given in [GVL89], p. 529 (see Figure 8.1), with a modification to detect negative curvature. The preconditioning matrix used is $C = R^2$ where $R$ is the diagonal matrix computed from $R_{ii} = \sqrt{|H_{ii}|}$ for $H_{ii} \neq 0$ and $R_{ii} = 1$ otherwise.

If the inexact Newton direction is computed, the accuracy with which it is
\begin{center}
\begin{verbatim}
function \([p, d, posdef] = PCG(H, g, C, \alpha)\)

\% Note: \(C\) is some preconditioning matrix for \(H\).
\% \(C\) must be positive definite. \(C = R^2\).

\(n = length(g);\)
\(k = 0; p_0 = 0; r_0 = -g;\)
\(kmax = n/2; \text{posdef} = 1;\)

\textbf{while} \(k < kmax\)
\hspace{1em} \textbf{Step 1:} \hspace{1em} Solve \(Cz_k = r_k;\)
\hspace{1em} \textbf{Step 2:} \hspace{1em} \(k = k + 1\)
\hspace{1em} \textbf{Step 3:} \hspace{1em} \textbf{if} \(k = 1\)
\hspace{2em} \(d_1 = z_0\)
\hspace{2em} \textbf{else}\n\hspace{3em} \(\beta_k = r_{k-1}^T z_{k-1} / r_{k-2}^T z_{k-2}\)
\hspace{3em} \(d_k = z_{k-1} + \beta_k d_{k-1}\)
\hspace{2em} \textbf{end}\n
\hspace{1em} \textbf{Step 4:} \hspace{1em} \(\gamma_k = d_k^T H d_k\)
\hspace{1em} \textbf{Step 5:} \hspace{1em} \textbf{if} \(\gamma_k \leq 0\)
\hspace{2em} \(d = d_k, p = p_{k-1}, \text{posdef} = 0, \text{return}\)
\hspace{2em} \textbf{else}\n\hspace{3em} \(\alpha_k = r_{k-1}^T z_{k-1} / \gamma_k\)
\hspace{3em} \(p_k = p_{k-1} + \alpha_k d_k\)
\hspace{3em} \(r_k = r_{k-1} - \alpha_k H d_k\)
\hspace{2em} \textbf{end}\n
\hspace{1em} \textbf{Step 6:} \hspace{1em} \textbf{if} \(\|R^{-1}\| \cdot \|r_k\| \leq \eta \|R^{-1} g\|\)
\hspace{2em} \(p = p_k, d = 0, \text{return}\)
\hspace{1em} \textbf{end}\n
\textbf{end}\n
\(p = p_k, d = 0, \text{return}\)
\end{verbatim}
\end{center}

Figure 8.1: The preconditioned conjugate gradient algorithm.
function \( [s] = \text{trustS2}(H, g, C, \alpha, \Delta) \)

% Note: \( C \) is some preconditioning matrix for \( H \).
% \( C \) must be positive definite.

Step 1: \([p, d, posdef] = PCG (H, g, C, \alpha)\)

Step 2: if posdef
    solve: \( \min_s \{ s^Tg + \frac{1}{2}s^THs : \|s\|_2 \leq \Delta, s \in \mathcal{S} \} \) where \( \mathcal{S} = [g, p] \)
else
    solve: \( \min_s \{ s^Tg + \frac{1}{2}s^THs : \|s\|_2 \leq \Delta, s \in \mathcal{S} \} \) where \( \mathcal{S} = [g, d] \)
end

Figure 8.2: The 2-dimensional subspace algorithm.

function \( [s] = \text{trustS3}(H, g, C, \alpha, \Delta) \)

% Note: \( C \) is some preconditioning matrix for \( H \).
% \( C \) must be positive definite.

Step 1: \([p, d, posdef] = PCG (H, g, C, \alpha)\)

Step 2: if posdef
    solve: \( \min_s \{ s^Tg + \frac{1}{2}s^THs : \|s\|_2 \leq \Delta, s \in \mathcal{S} \} \) where \( \mathcal{S} = [g, p] \)
else
    solve: \( \min_s \{ s^Tg + \frac{1}{2}s^THs : \|s\|_2 \leq \Delta, s \in \mathcal{S} \} \) where \( \mathcal{S} = [g, p, d] \)
end

Figure 8.3: The 3-dimensional subspace algorithm.
function \([s] = \text{Steinhaug}(H, g, C, \alpha, \Delta)\)

\% Note: \(C\) is some preconditioning matrix for \(H\).
\% \(C\) must be positive definite. \(C = R^2\).

\[n = \text{length}(g);\]
\[k = 0; p_0 = 0; r_0 = -g;\]
\[k_{\text{max}} = n/2;\]

\textbf{while} \(k < k_{\text{max}}\)

\textbf{Step 1:} \quad \text{Solve } Cz_k = r_k;

\textbf{Step 2:} \quad k = k + 1

\textbf{Step 3:} \quad \begin{align*}
\text{if } k &= 1 \\
& d_1 = z_0 \\
\text{else} \\
& \beta_k = r_{k-1}^T z_{k-1} / r_{k-2}^T z_{k-2} \\
& d_k = z_{k-1} + \beta_k d_{k-1}
\end{align*}

\textbf{end}

\textbf{Step 4:} \quad \gamma_k = d_k^T H d_k

\textbf{Step 5:} \quad \begin{align*}
\text{if } \gamma_k &\leq 0 \\
& \text{compute } \tau > 0 \text{ so that } \|p_{k-1} + \tau d_k\|_C = \Delta, \\
& s = p_{k-1} + \tau d_k, \text{ return}
\end{align*}

\textbf{else}

\begin{align*}
& \alpha_k = r_{k-1}^T z_{k-1} / \gamma_k \\
& p_k = p_{k-1} + \alpha_k d_k \\
& r_k = r_{k-1} - \alpha_k H d_k
\end{align*}

\textbf{end}

\textbf{Step 6:} \quad \begin{align*}
\text{if } \|p_k\| &\geq \Delta \\
& \text{compute } \tau > 0 \text{ so that } \|p_{k-1} + \tau d_k\|_C = \Delta, \\
& s = p_{k-1} + \tau d_k, \text{ return}
\end{align*}

\textbf{Step 7:} \quad \begin{align*}
\text{if } \|R^{-1}\| \cdot \|r_k\| &\leq \eta \|R^{-1} g\| \\
& s = p_k, \text{ return}
\end{align*}

\textbf{end}

end

\[s = p_k, \text{ return}\]

Figure 8.4: The Steinhaug algorithm.
function $[s] = \text{Dogleg}(H, g, C, \alpha, \Delta)$

% Note: $C$ is some preconditioning matrix for $H$.
% $C$ must be positive definite. $C = R^2$.

\[
\begin{align*}
n &= \text{length}(g); \\
k &= 0; p_0 &= 0; r_0 &= -g; \\
k\max &= n/2; \\
\text{Step 1:} & \quad \text{Compute } \sigma = g^T H g \\
\text{Step 2:} & \quad \text{if } \sigma < 0 \\
& \quad \quad s = -\tau g \text{ where } ||s|| = \Delta, \tau > 0, \text{return} \\
& \quad \text{end} \\
\text{Step 3:} & \quad \text{compute } \text{cauchylen} = \frac{||g||^3}{\sigma} \\
& \quad \quad \text{if } \text{cauchylen} \geq \Delta \\
& \quad \quad \quad s = -\tau g \text{ where } ||s|| = \Delta, \tau > 0, \text{return} \\
& \quad \quad \text{end} \\
\text{Step 4:} & \quad \text{cauchy\_point} = -\frac{||g||^3}{\sigma} g \\
\text{Step 5:} & \quad [p, d, posdef] = \text{PCG} (H, g, C, \alpha) \\
\text{Step 6:} & \quad \text{if posdef} \\
& \quad \quad \text{if } ||p|| \leq \Delta \\
& \quad \quad \quad s = p, \text{return} \\
& \quad \quad \text{else} \\
& \quad \quad \quad \quad \text{compute } \tau > 0 \text{ so that } ||\text{cauchy\_point} + \tau p|| = \Delta, \\
& \quad \quad \quad \quad s = \text{cauchy\_point} + \tau p, \text{return} \\
& \quad \quad \text{end} \\
\text{Step 7:} & \quad \text{else } \% \text{ not positive definite} \\
& \quad \quad \text{if } d^T g > 0, d = -d, \text{end} \\
& \quad \quad \text{compute } \tau > 0 \text{ so that } ||\text{cauchy\_point} + \tau d|| = \Delta, \\
& \quad \quad \quad s = \text{cauchy\_point} + \tau d, \text{return} \\
& \quad \quad \text{end} \\
& \text{end}
\end{align*}
\]

Figure 8.5: The modified dogleg algorithm.
computed is based on the following rule. If the linear system we are solving is

\[ Hp = -g. \tag{8.4} \]

then our stopping condition for our conjugate gradient algorithm is

\[ \| r \| \leq \eta \cdot \| g \|, \tag{8.5} \]

for some \( \eta \). With preconditioning, the stopping condition is

\[ \| R^{-1} \cdot r \| \leq \eta \cdot \| R^{-1} g \|. \tag{8.6} \]

The same basic strategy is used to update \( \Delta \) in all four methods. For the first iteration, we let \( \Delta = \| g \| \) where the norm used is \( \| \cdot \|_2 \) for the dogleg and subspace methods and \( \| \cdot \|_C \) for the Steihaug method.

### 8.2 Computational results

For each experiment we used twenty different test problems. All but four are test problems described in [CGT88b], but with all the bound constraints removed. The problems EROSENBR and EPowell are taken from [MGH81]. The last two problems, molecule problems MOLE1 and MOLE3, are described in [Hen91, Col93]. For all problems, the number of variables \( n \) is 260. The minimization algorithm terminates when \( \| g \|_2 \leq 10^{-6} \).

We first focus on comparing the SUBSP2 method and the STEI Hil method. Tables 8.1 and 8.2 compare the Steihaug and subspace methods described above in terms of the number of minimization iterations and the total number of conjugate gradient (CG) iterations. We also include \( CG:IT==1 \), which counts the number of times the method performs only one iteration of the conjugate gradient method to determine the solution of the trust-region problem. Table 8.1 shows problems for which negative curvature was not detected, and Table 8.2 shows problems for which negative curvature was detected. Although not included here, the function values and gradient norms (upon termination) were virtually the same for both methods for all problems. Since these values were essentially the same among the two methods, we only discuss the difference in iterations counts. The difference in minimization and CG iteration counts is plotted in Figure 8.6 and Figure 8.7.

Most notable in Table 8.1 and the graphs of Figure 8.6 is how strikingly similar the results are for the Steihaug and subspace methods; the minimization with each method stops within two iterations of the other in all cases. Furthermore, both methods take an identical number of total CG iterations except for the problem BROWN1 where the Steihaug method takes two more iterations. When negative curvature is encountered, shown in Table 8.2 and in Figure 8.7, the iteration counts...
Table 8.1: Comparison when only positive curvature is encountered: number of iterations.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Minimization</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SUBSP2</td>
<td>STEIH</td>
<td>SUBSP2</td>
<td>STEIH</td>
<td>SUBSP2</td>
<td>STEIH</td>
</tr>
<tr>
<td>1. BROWN1</td>
<td>27</td>
<td>29</td>
<td>39</td>
<td>43</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>2. BROWN3</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>3. BROYDEN1A</td>
<td>11</td>
<td>11</td>
<td>81</td>
<td>81</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4. BROYDEN1B</td>
<td>5</td>
<td>5</td>
<td>34</td>
<td>34</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5. BROYDEN2B</td>
<td>7</td>
<td>7</td>
<td>71</td>
<td>71</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6. CHAINING</td>
<td>22</td>
<td>22</td>
<td>188</td>
<td>188</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7. CRAGGLEVY</td>
<td>21</td>
<td>21</td>
<td>125</td>
<td>125</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8. DEGENSING</td>
<td>22</td>
<td>22</td>
<td>188</td>
<td>188</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9. EPOWELL</td>
<td>18</td>
<td>18</td>
<td>72</td>
<td>72</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10. GENSING</td>
<td>22</td>
<td>22</td>
<td>83</td>
<td>83</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>11. TOINTBROY</td>
<td>7</td>
<td>7</td>
<td>58</td>
<td>58</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>12. VAR</td>
<td>43</td>
<td>43</td>
<td>5590</td>
<td>5590</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 8.2: Comparison when negative curvature is encountered: number of iterations

<table>
<thead>
<tr>
<th>Problem</th>
<th>Minimization</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SUBSP2</td>
<td>STEIH</td>
<td>SUBSP2</td>
<td>STEIH</td>
<td>SUBSP2</td>
<td>STEIH</td>
</tr>
<tr>
<td>1. AUGMLAGN</td>
<td>36</td>
<td>29</td>
<td>267</td>
<td>228</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>2. BROYDEN2A</td>
<td>22</td>
<td>19</td>
<td>247</td>
<td>196</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3. CHAINWOOD</td>
<td>156</td>
<td>988</td>
<td>3905</td>
<td>3878</td>
<td>5</td>
<td>244</td>
</tr>
<tr>
<td>4. EROSENBR</td>
<td>44</td>
<td>46</td>
<td>52</td>
<td>86</td>
<td>0</td>
<td>522</td>
</tr>
<tr>
<td>5. GENROSE</td>
<td>23</td>
<td>33</td>
<td>166</td>
<td>165</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>6. GENWOOD</td>
<td>58</td>
<td>63</td>
<td>304</td>
<td>275</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>7. MOLE1</td>
<td>46</td>
<td>119</td>
<td>460</td>
<td>376</td>
<td>4</td>
<td>80</td>
</tr>
<tr>
<td>8. MOLE3</td>
<td>125</td>
<td>186</td>
<td>6311</td>
<td>5356</td>
<td>0</td>
<td>32</td>
</tr>
</tbody>
</table>
Figure 8.6: Comparison of SUBSP2 and STEIH trust-region methods for unconstrained problems.

Figure 8.7: Comparison of SUBSP2 and STEIH trust-region methods for unconstrained problems.
for each method are again similar for a few problems. For most problems, however, the Steihaug method takes more iterations, and for some problems the difference is substantial. This is particularly true for the problems CHAINWOOD, MOLE1 and MOLE3 (for CHAINWOOD, problem 3 in Figure 8.7, the total difference in iteration counts is explicitly noted as it is beyond the scale of the graph). In general the subspace method does take more CG iterations on problems with negative curvature, but it is these extra, relatively inexpensive, CG iterations that reduce the total number of minimization iterations. (Again, for the problem MOLE3 the difference in CG iterations is explicitly noted in Figure 8.7 as it is beyond the scale of the graph.) Note that for all the problems in Table 8.2 except MOLE3, when the subspace method does take more CG iterations, it is only one or two CG iterations more per minimization iteration than the Steihaug method. For MOLE3, the cost is approximately ten extra CG iterations per minimization iteration. In other words, when negative curvature is encountered, the amortized cost of the extra CG iterations is relatively small in most cases.

In Tables 8.3 and 8.4, we compare the four algorithms described above in terms of number of iterations taken: \textit{iter} is the number of minimization iterations, and \textit{pcg} is the total number of iterations taken by the preconditioned conjugate gradient algorithm. Also, \textit{neg.c} denotes if negative curvature was encountered, \textit{cg tol} is the value of \( \eta \) used. We varied the accuracy of the inexact Newton direction by using \( \eta = 0.5, 0.05, 0.005, \) and \( 0.0005 \) (see (8.6)).

The remaining tables contain more detailed information for each method: \textit{fun val} is the function value at the final point, and \textit{grad nrm} is the norm of the gradient at the final point. Tables 8.5 and 8.6 give results for the 2-dimensional subspace method; tables 8.7 and 8.8 describe the 3-dimensional subspace method results; tables 8.9 and 8.10 list the Steihaug method results; and tables 8.11 and 8.12 describe the dogleg method.

### 8.3 Discussion

A closer examination of the behavior of the two algorithms SUBSP2 and STEIH indeed shows that when negative curvature is \textit{not} encountered, both methods take similar steps. (In this case, if the trust region is large enough, both methods in Figure 8.4 and Figure 8.1 will stop under the same conditions after the same number of CG iterations, as displayed in Table 8.1.) By the nature of the algorithms, if the Steihaug method detects negative curvature, then so will the subspace approach. However if the subspace algorithm detects negative curvature, the Steihaug method may terminate before it finds negative curvature; and then it does not converge (to a local minimizer) as quickly as the subspace method. Note how often the Steihaug method takes but one CG iteration before stopping (see \textit{CGIT}=1 in
Table 8.3: Comparison of iteration counts for four methods.

<table>
<thead>
<tr>
<th>Problem</th>
<th>cg tol</th>
<th>neg.c</th>
<th>STEIH iter</th>
<th>STEIH pcg</th>
<th>SUBSP2 iter</th>
<th>SUBSP2 pcg</th>
<th>SUBSP3 iter</th>
<th>SUBSP3 pcg</th>
<th>DOGLEG iter</th>
<th>DOGLEG pcg</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUGMLAGN</td>
<td>0.5</td>
<td>√</td>
<td>80</td>
<td>269</td>
<td>63</td>
<td>198</td>
<td>60</td>
<td>196</td>
<td>79</td>
<td>306</td>
</tr>
<tr>
<td>AUGMLAGN</td>
<td>0.05</td>
<td>√</td>
<td>34</td>
<td>182</td>
<td>45</td>
<td>227</td>
<td>29</td>
<td>129</td>
<td>46</td>
<td>276</td>
</tr>
<tr>
<td>AUGMLAGN</td>
<td>0.005</td>
<td>√</td>
<td>25</td>
<td>169</td>
<td>38</td>
<td>260</td>
<td>23</td>
<td>146</td>
<td>41</td>
<td>274</td>
</tr>
<tr>
<td>AUGMLAGN</td>
<td>0.0005</td>
<td>√</td>
<td>29</td>
<td>228</td>
<td>36</td>
<td>267</td>
<td>24</td>
<td>155</td>
<td>40</td>
<td>278</td>
</tr>
<tr>
<td>BROWN1</td>
<td>0.5</td>
<td></td>
<td>31</td>
<td>37</td>
<td>27</td>
<td>31</td>
<td>27</td>
<td>31</td>
<td>28</td>
<td>35</td>
</tr>
<tr>
<td>BROWN1</td>
<td>0.05</td>
<td></td>
<td>29</td>
<td>38</td>
<td>27</td>
<td>35</td>
<td>27</td>
<td>35</td>
<td>27</td>
<td>37</td>
</tr>
<tr>
<td>BROWN1</td>
<td>0.005</td>
<td></td>
<td>29</td>
<td>41</td>
<td>27</td>
<td>37</td>
<td>27</td>
<td>37</td>
<td>27</td>
<td>39</td>
</tr>
<tr>
<td>BROWN1</td>
<td>0.0005</td>
<td></td>
<td>29</td>
<td>43</td>
<td>27</td>
<td>39</td>
<td>27</td>
<td>39</td>
<td>27</td>
<td>41</td>
</tr>
<tr>
<td>BROWN3</td>
<td>0.5</td>
<td></td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>BROWN3</td>
<td>0.05</td>
<td></td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>BROWN3</td>
<td>0.005</td>
<td></td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>BROWN3</td>
<td>0.0005</td>
<td></td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>BROYDEN1A</td>
<td>0.5</td>
<td></td>
<td>13</td>
<td>24</td>
<td>15</td>
<td>26</td>
<td>15</td>
<td>26</td>
<td>13</td>
<td>24</td>
</tr>
<tr>
<td>BROYDEN1A</td>
<td>0.05</td>
<td></td>
<td>11</td>
<td>26</td>
<td>11</td>
<td>26</td>
<td>11</td>
<td>26</td>
<td>11</td>
<td>26</td>
</tr>
<tr>
<td>BROYDEN1A</td>
<td>0.005</td>
<td></td>
<td>11</td>
<td>52</td>
<td>11</td>
<td>52</td>
<td>11</td>
<td>52</td>
<td>11</td>
<td>52</td>
</tr>
<tr>
<td>BROYDEN1A</td>
<td>0.0005</td>
<td></td>
<td>11</td>
<td>81</td>
<td>11</td>
<td>81</td>
<td>11</td>
<td>81</td>
<td>11</td>
<td>81</td>
</tr>
<tr>
<td>BROYDEN1B</td>
<td>0.5</td>
<td></td>
<td>15</td>
<td>22</td>
<td>15</td>
<td>22</td>
<td>15</td>
<td>22</td>
<td>15</td>
<td>22</td>
</tr>
<tr>
<td>BROYDEN1B</td>
<td>0.05</td>
<td></td>
<td>7</td>
<td>21</td>
<td>7</td>
<td>21</td>
<td>7</td>
<td>21</td>
<td>7</td>
<td>21</td>
</tr>
<tr>
<td>BROYDEN1B</td>
<td>0.005</td>
<td></td>
<td>6</td>
<td>28</td>
<td>6</td>
<td>28</td>
<td>6</td>
<td>28</td>
<td>6</td>
<td>28</td>
</tr>
<tr>
<td>BROYDEN1B</td>
<td>0.0005</td>
<td></td>
<td>5</td>
<td>34</td>
<td>5</td>
<td>34</td>
<td>5</td>
<td>34</td>
<td>5</td>
<td>34</td>
</tr>
<tr>
<td>BROYDEN2A</td>
<td>0.5</td>
<td></td>
<td>17</td>
<td>39</td>
<td>17</td>
<td>37</td>
<td>17</td>
<td>37</td>
<td>17</td>
<td>39</td>
</tr>
<tr>
<td>BROYDEN2A</td>
<td>0.05</td>
<td></td>
<td>13</td>
<td>60</td>
<td>13</td>
<td>70</td>
<td>13</td>
<td>70</td>
<td>13</td>
<td>60</td>
</tr>
<tr>
<td>BROYDEN2A</td>
<td>0.005</td>
<td>√</td>
<td>19</td>
<td>147</td>
<td>22</td>
<td>190</td>
<td>23</td>
<td>190</td>
<td>22</td>
<td>212</td>
</tr>
<tr>
<td>BROYDEN2A</td>
<td>0.0005</td>
<td>√</td>
<td>19</td>
<td>196</td>
<td>22</td>
<td>247</td>
<td>22</td>
<td>251</td>
<td>22</td>
<td>290</td>
</tr>
<tr>
<td>BROYDEN2B</td>
<td>0.5</td>
<td></td>
<td>19</td>
<td>41</td>
<td>19</td>
<td>43</td>
<td>19</td>
<td>43</td>
<td>19</td>
<td>41</td>
</tr>
<tr>
<td>BROYDEN2B</td>
<td>0.05</td>
<td></td>
<td>10</td>
<td>50</td>
<td>10</td>
<td>52</td>
<td>10</td>
<td>52</td>
<td>10</td>
<td>50</td>
</tr>
<tr>
<td>BROYDEN2B</td>
<td>0.005</td>
<td></td>
<td>8</td>
<td>62</td>
<td>8</td>
<td>62</td>
<td>8</td>
<td>62</td>
<td>8</td>
<td>62</td>
</tr>
<tr>
<td>BROYDEN2B</td>
<td>0.0005</td>
<td></td>
<td>7</td>
<td>71</td>
<td>7</td>
<td>71</td>
<td>7</td>
<td>71</td>
<td>7</td>
<td>71</td>
</tr>
<tr>
<td>CHAINING</td>
<td>0.5</td>
<td></td>
<td>27</td>
<td>71</td>
<td>26</td>
<td>69</td>
<td>26</td>
<td>69</td>
<td>27</td>
<td>71</td>
</tr>
<tr>
<td>CHAINING</td>
<td>0.05</td>
<td></td>
<td>26</td>
<td>103</td>
<td>23</td>
<td>121</td>
<td>23</td>
<td>121</td>
<td>26</td>
<td>112</td>
</tr>
<tr>
<td>CHAINING</td>
<td>0.005</td>
<td></td>
<td>22</td>
<td>148</td>
<td>22</td>
<td>148</td>
<td>22</td>
<td>148</td>
<td>22</td>
<td>148</td>
</tr>
<tr>
<td>CHAINING</td>
<td>0.0005</td>
<td></td>
<td>22</td>
<td>188</td>
<td>22</td>
<td>188</td>
<td>22</td>
<td>188</td>
<td>22</td>
<td>188</td>
</tr>
<tr>
<td>CHAINWOOD</td>
<td>0.5</td>
<td>√</td>
<td>600</td>
<td>1202</td>
<td>600</td>
<td>2998</td>
<td>600</td>
<td>2372</td>
<td>600</td>
<td>3693</td>
</tr>
<tr>
<td>CHAINWOOD</td>
<td>0.05</td>
<td>√</td>
<td>600</td>
<td>1773</td>
<td>180</td>
<td>2763</td>
<td>316</td>
<td>3835</td>
<td>225</td>
<td>4792</td>
</tr>
<tr>
<td>CHAINWOOD</td>
<td>0.005</td>
<td>√</td>
<td>600</td>
<td>2218</td>
<td>178</td>
<td>3012</td>
<td>287</td>
<td>5018</td>
<td>161</td>
<td>4441</td>
</tr>
<tr>
<td>CHAINWOOD</td>
<td>0.0005</td>
<td>√</td>
<td>600</td>
<td>1675</td>
<td>160</td>
<td>4312</td>
<td>219</td>
<td>3815</td>
<td>186</td>
<td>5350</td>
</tr>
<tr>
<td>CRAGGLEVY</td>
<td>0.5</td>
<td></td>
<td>23</td>
<td>44</td>
<td>27</td>
<td>44</td>
<td>27</td>
<td>44</td>
<td>23</td>
<td>44</td>
</tr>
<tr>
<td>CRAGGLEVY</td>
<td>0.05</td>
<td></td>
<td>23</td>
<td>82</td>
<td>24</td>
<td>86</td>
<td>24</td>
<td>86</td>
<td>23</td>
<td>82</td>
</tr>
<tr>
<td>CRAGGLEVY</td>
<td>0.005</td>
<td></td>
<td>21</td>
<td>88</td>
<td>21</td>
<td>89</td>
<td>21</td>
<td>89</td>
<td>21</td>
<td>88</td>
</tr>
<tr>
<td>CRAGGLEVY</td>
<td>0.0005</td>
<td></td>
<td>21</td>
<td>125</td>
<td>21</td>
<td>125</td>
<td>21</td>
<td>125</td>
<td>21</td>
<td>125</td>
</tr>
</tbody>
</table>
Table 8.4: Comparison of iteration counts for four methods.

<table>
<thead>
<tr>
<th>Problem</th>
<th>cg tol</th>
<th>neg.c</th>
<th>STEH iter</th>
<th>STEH pcg</th>
<th>SUBSP2 iter</th>
<th>SUBSP2 pcg</th>
<th>SUBSP3 iter</th>
<th>SUBSP3 pcg</th>
<th>DOGLEG iter</th>
<th>DOGLEG pcg</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEGENSING</td>
<td>0.5</td>
<td></td>
<td>27</td>
<td>71</td>
<td>26</td>
<td>69</td>
<td>26</td>
<td>69</td>
<td>27</td>
<td>71</td>
</tr>
<tr>
<td>DEGENSING</td>
<td>0.05</td>
<td></td>
<td>26</td>
<td>103</td>
<td>23</td>
<td>46</td>
<td>23</td>
<td>46</td>
<td>26</td>
<td>112</td>
</tr>
<tr>
<td>DEGENSING</td>
<td>0.005</td>
<td></td>
<td>22</td>
<td>148</td>
<td>22</td>
<td>148</td>
<td>22</td>
<td>148</td>
<td>22</td>
<td>148</td>
</tr>
<tr>
<td>DEGENSING</td>
<td>0.0005</td>
<td></td>
<td>22</td>
<td>188</td>
<td>22</td>
<td>188</td>
<td>22</td>
<td>188</td>
<td>22</td>
<td>188</td>
</tr>
<tr>
<td>EPOWELL</td>
<td>0.5</td>
<td></td>
<td>23</td>
<td>47</td>
<td>21</td>
<td>42</td>
<td>21</td>
<td>42</td>
<td>23</td>
<td>47</td>
</tr>
<tr>
<td>EPOWELL</td>
<td>0.05</td>
<td></td>
<td>18</td>
<td>63</td>
<td>18</td>
<td>66</td>
<td>18</td>
<td>66</td>
<td>18</td>
<td>63</td>
</tr>
<tr>
<td>EPOWELL</td>
<td>0.005</td>
<td></td>
<td>18</td>
<td>72</td>
<td>18</td>
<td>72</td>
<td>18</td>
<td>72</td>
<td>18</td>
<td>72</td>
</tr>
<tr>
<td>EPOWELL</td>
<td>0.0005</td>
<td></td>
<td>18</td>
<td>72</td>
<td>18</td>
<td>72</td>
<td>18</td>
<td>72</td>
<td>18</td>
<td>72</td>
</tr>
<tr>
<td>EROSENBR</td>
<td>0.5</td>
<td>√</td>
<td>85</td>
<td>135</td>
<td>74</td>
<td>48</td>
<td>74</td>
<td>48</td>
<td>93</td>
<td>140</td>
</tr>
<tr>
<td>EROSENBR</td>
<td>0.05</td>
<td>√</td>
<td>36</td>
<td>62</td>
<td>72</td>
<td>72</td>
<td>76</td>
<td>75</td>
<td>45</td>
<td>81</td>
</tr>
<tr>
<td>EROSENBR</td>
<td>0.005</td>
<td>√</td>
<td>600</td>
<td>671</td>
<td>74</td>
<td>84</td>
<td>75</td>
<td>86</td>
<td>88</td>
<td>167</td>
</tr>
<tr>
<td>EROSENBR</td>
<td>0.0005</td>
<td>√</td>
<td>600</td>
<td>678</td>
<td>74</td>
<td>84</td>
<td>75</td>
<td>86</td>
<td>88</td>
<td>167</td>
</tr>
<tr>
<td>GENROSE</td>
<td>0.5</td>
<td>√</td>
<td>54</td>
<td>82</td>
<td>35</td>
<td>63</td>
<td>37</td>
<td>71</td>
<td>47</td>
<td>86</td>
</tr>
<tr>
<td>GENROSE</td>
<td>0.05</td>
<td>√</td>
<td>28</td>
<td>106</td>
<td>24</td>
<td>87</td>
<td>26</td>
<td>91</td>
<td>29</td>
<td>120</td>
</tr>
<tr>
<td>GENROSE</td>
<td>0.005</td>
<td>√</td>
<td>31</td>
<td>119</td>
<td>24</td>
<td>135</td>
<td>23</td>
<td>132</td>
<td>21</td>
<td>139</td>
</tr>
<tr>
<td>GENROSE</td>
<td>0.0005</td>
<td>√</td>
<td>33</td>
<td>165</td>
<td>23</td>
<td>166</td>
<td>22</td>
<td>168</td>
<td>21</td>
<td>184</td>
</tr>
<tr>
<td>GENSING</td>
<td>0.5</td>
<td></td>
<td>41</td>
<td>82</td>
<td>31</td>
<td>64</td>
<td>31</td>
<td>64</td>
<td>42</td>
<td>100</td>
</tr>
<tr>
<td>GENSING</td>
<td>0.05</td>
<td></td>
<td>21</td>
<td>63</td>
<td>21</td>
<td>61</td>
<td>21</td>
<td>61</td>
<td>21</td>
<td>63</td>
</tr>
<tr>
<td>GENSING</td>
<td>0.005</td>
<td></td>
<td>22</td>
<td>78</td>
<td>22</td>
<td>76</td>
<td>22</td>
<td>76</td>
<td>22</td>
<td>78</td>
</tr>
<tr>
<td>GENSING</td>
<td>0.0005</td>
<td></td>
<td>22</td>
<td>83</td>
<td>22</td>
<td>83</td>
<td>22</td>
<td>83</td>
<td>22</td>
<td>83</td>
</tr>
<tr>
<td>GENWOOD</td>
<td>0.5</td>
<td>√</td>
<td>150</td>
<td>285</td>
<td>113</td>
<td>236</td>
<td>121</td>
<td>243</td>
<td>122</td>
<td>332</td>
</tr>
<tr>
<td>GENWOOD</td>
<td>0.05</td>
<td>√</td>
<td>95</td>
<td>254</td>
<td>59</td>
<td>210</td>
<td>58</td>
<td>177</td>
<td>62</td>
<td>256</td>
</tr>
<tr>
<td>GENWOOD</td>
<td>0.005</td>
<td>√</td>
<td>69</td>
<td>278</td>
<td>66</td>
<td>326</td>
<td>52</td>
<td>253</td>
<td>63</td>
<td>390</td>
</tr>
<tr>
<td>GENWOOD</td>
<td>0.0005</td>
<td>√</td>
<td>63</td>
<td>275</td>
<td>61</td>
<td>292</td>
<td>53</td>
<td>282</td>
<td>74</td>
<td>478</td>
</tr>
<tr>
<td>MOLE1</td>
<td>0.5</td>
<td>√</td>
<td>138</td>
<td>281</td>
<td>70</td>
<td>245</td>
<td>65</td>
<td>222</td>
<td>76</td>
<td>292</td>
</tr>
<tr>
<td>MOLE1</td>
<td>0.05</td>
<td>√</td>
<td>120</td>
<td>341</td>
<td>60</td>
<td>435</td>
<td>56</td>
<td>269</td>
<td>60</td>
<td>407</td>
</tr>
<tr>
<td>MOLE1</td>
<td>0.005</td>
<td>√</td>
<td>119</td>
<td>348</td>
<td>48</td>
<td>423</td>
<td>63</td>
<td>546</td>
<td>74</td>
<td>758</td>
</tr>
<tr>
<td>MOLE1</td>
<td>0.0005</td>
<td>√</td>
<td>119</td>
<td>376</td>
<td>46</td>
<td>460</td>
<td>65</td>
<td>635</td>
<td>70</td>
<td>857</td>
</tr>
<tr>
<td>MOLE3</td>
<td>0.5</td>
<td>√</td>
<td>341</td>
<td>2313</td>
<td>245</td>
<td>3703</td>
<td>258</td>
<td>3594</td>
<td>155</td>
<td>2664</td>
</tr>
<tr>
<td>MOLE3</td>
<td>0.05</td>
<td>√</td>
<td>196</td>
<td>2416</td>
<td>133</td>
<td>3566</td>
<td>177</td>
<td>6231</td>
<td>103</td>
<td>3320</td>
</tr>
<tr>
<td>MOLE3</td>
<td>0.005</td>
<td>√</td>
<td>184</td>
<td>4244</td>
<td>129</td>
<td>5121</td>
<td>160</td>
<td>8647</td>
<td>101</td>
<td>4939</td>
</tr>
<tr>
<td>MOLE3</td>
<td>0.0005</td>
<td>√</td>
<td>186</td>
<td>5356</td>
<td>131</td>
<td>6661</td>
<td>159</td>
<td>10655</td>
<td>98</td>
<td>6130</td>
</tr>
<tr>
<td>TOINTBROY</td>
<td>0.5</td>
<td></td>
<td>19</td>
<td>35</td>
<td>17</td>
<td>25</td>
<td>17</td>
<td>25</td>
<td>19</td>
<td>35</td>
</tr>
<tr>
<td>TOINTBROY</td>
<td>0.05</td>
<td></td>
<td>8</td>
<td>30</td>
<td>8</td>
<td>29</td>
<td>8</td>
<td>29</td>
<td>8</td>
<td>30</td>
</tr>
<tr>
<td>TOINTBROY</td>
<td>0.005</td>
<td></td>
<td>7</td>
<td>39</td>
<td>7</td>
<td>39</td>
<td>7</td>
<td>39</td>
<td>7</td>
<td>39</td>
</tr>
<tr>
<td>TOINTBROY</td>
<td>0.0005</td>
<td></td>
<td>7</td>
<td>58</td>
<td>7</td>
<td>58</td>
<td>7</td>
<td>58</td>
<td>7</td>
<td>58</td>
</tr>
<tr>
<td>VAR</td>
<td>0.5</td>
<td></td>
<td>58</td>
<td>3813</td>
<td>39</td>
<td>2392</td>
<td>39</td>
<td>2392</td>
<td>58</td>
<td>3813</td>
</tr>
<tr>
<td>VAR</td>
<td>0.05</td>
<td></td>
<td>51</td>
<td>6519</td>
<td>51</td>
<td>6519</td>
<td>51</td>
<td>6519</td>
<td>51</td>
<td>6519</td>
</tr>
<tr>
<td>VAR</td>
<td>0.005</td>
<td></td>
<td>43</td>
<td>5590</td>
<td>43</td>
<td>5590</td>
<td>43</td>
<td>5590</td>
<td>43</td>
<td>5590</td>
</tr>
<tr>
<td>VAR</td>
<td>0.0005</td>
<td></td>
<td>43</td>
<td>5590</td>
<td>43</td>
<td>5590</td>
<td>43</td>
<td>5590</td>
<td>43</td>
<td>5590</td>
</tr>
</tbody>
</table>
Table 8.5: Results for the SUBSP2 method: n=260.

<table>
<thead>
<tr>
<th>Problem</th>
<th>cg tol</th>
<th>iter</th>
<th>neg.c</th>
<th>pcg</th>
<th>fun val</th>
<th>grad nrm</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUGMLAGN</td>
<td>0.5</td>
<td>63</td>
<td>7</td>
<td>198</td>
<td>2.25e+01</td>
<td>8.39e-07</td>
</tr>
<tr>
<td>AUGMLAGN</td>
<td>0.05</td>
<td>45</td>
<td>15</td>
<td>227</td>
<td>2.25e+01</td>
<td>4.02e-07</td>
</tr>
<tr>
<td>AUGMLAGN</td>
<td>0.005</td>
<td>38</td>
<td>12</td>
<td>260</td>
<td>2.25e+01</td>
<td>6.16e-08</td>
</tr>
<tr>
<td>AUGMLAGN</td>
<td>0.0005</td>
<td>36</td>
<td>12</td>
<td>267</td>
<td>2.25e+01</td>
<td>4.44e-09</td>
</tr>
<tr>
<td>BROWN1</td>
<td>0.5</td>
<td>27</td>
<td>0</td>
<td>31</td>
<td>2.60e+01</td>
<td>1.14e-10</td>
</tr>
<tr>
<td>BROWN1</td>
<td>0.05</td>
<td>27</td>
<td>0</td>
<td>35</td>
<td>2.60e+01</td>
<td>1.14e-10</td>
</tr>
<tr>
<td>BROWN1</td>
<td>0.005</td>
<td>27</td>
<td>0</td>
<td>37</td>
<td>2.60e+01</td>
<td>1.14e-10</td>
</tr>
<tr>
<td>BROWN1</td>
<td>0.0005</td>
<td>27</td>
<td>0</td>
<td>39</td>
<td>2.60e+01</td>
<td>1.14e-10</td>
</tr>
<tr>
<td>BROWN3</td>
<td>0.5</td>
<td>6</td>
<td>0</td>
<td>6</td>
<td>1.55e-11</td>
<td>6.93e-07</td>
</tr>
<tr>
<td>BROWN3</td>
<td>0.05</td>
<td>6</td>
<td>0</td>
<td>6</td>
<td>1.55e-11</td>
<td>6.93e-07</td>
</tr>
<tr>
<td>BROWN3</td>
<td>0.005</td>
<td>6</td>
<td>0</td>
<td>6</td>
<td>1.55e-11</td>
<td>6.93e-07</td>
</tr>
<tr>
<td>BROWN3</td>
<td>0.005</td>
<td>6</td>
<td>0</td>
<td>6</td>
<td>1.55e-11</td>
<td>6.93e-07</td>
</tr>
<tr>
<td>BROYDEN1A</td>
<td>0.5</td>
<td>15</td>
<td>0</td>
<td>26</td>
<td>1.00e+00</td>
<td>6.29e-07</td>
</tr>
<tr>
<td>BROYDEN1A</td>
<td>0.05</td>
<td>11</td>
<td>0</td>
<td>26</td>
<td>1.00e+00</td>
<td>4.41e-07</td>
</tr>
<tr>
<td>BROYDEN1A</td>
<td>0.005</td>
<td>11</td>
<td>0</td>
<td>52</td>
<td>1.00e+00</td>
<td>3.89e-07</td>
</tr>
<tr>
<td>BROYDEN1A</td>
<td>0.0005</td>
<td>11</td>
<td>0</td>
<td>81</td>
<td>1.00e+00</td>
<td>4.67e-07</td>
</tr>
<tr>
<td>BROYDEN1B</td>
<td>0.5</td>
<td>15</td>
<td>0</td>
<td>22</td>
<td>1.00e+00</td>
<td>4.36e-07</td>
</tr>
<tr>
<td>BROYDEN1B</td>
<td>0.05</td>
<td>7</td>
<td>0</td>
<td>21</td>
<td>1.00e+00</td>
<td>6.94e-07</td>
</tr>
<tr>
<td>BROYDEN1B</td>
<td>0.005</td>
<td>6</td>
<td>0</td>
<td>28</td>
<td>1.00e+00</td>
<td>7.21e-08</td>
</tr>
<tr>
<td>BROYDEN1B</td>
<td>0.005</td>
<td>5</td>
<td>0</td>
<td>34</td>
<td>1.00e+00</td>
<td>7.10e-07</td>
</tr>
<tr>
<td>BROYDEN2A</td>
<td>0.5</td>
<td>17</td>
<td>0</td>
<td>37</td>
<td>1.36e-11</td>
<td>6.14e-07</td>
</tr>
<tr>
<td>BROYDEN2A</td>
<td>0.05</td>
<td>13</td>
<td>0</td>
<td>70</td>
<td>1.21e-12</td>
<td>4.31e-07</td>
</tr>
<tr>
<td>BROYDEN2A</td>
<td>0.005</td>
<td>22</td>
<td>9</td>
<td>247</td>
<td>1.58e-12</td>
<td>9.79e-07</td>
</tr>
<tr>
<td>BROYDEN2A</td>
<td>0.0005</td>
<td>22</td>
<td>9</td>
<td>190</td>
<td>4.18e-12</td>
<td>5.18e-07</td>
</tr>
<tr>
<td>BROYDEN2B</td>
<td>0.5</td>
<td>19</td>
<td>0</td>
<td>43</td>
<td>1.56e-13</td>
<td>6.24e-07</td>
</tr>
<tr>
<td>BROYDEN2B</td>
<td>0.05</td>
<td>10</td>
<td>0</td>
<td>52</td>
<td>1.57e-13</td>
<td>5.28e-07</td>
</tr>
<tr>
<td>BROYDEN2B</td>
<td>0.005</td>
<td>8</td>
<td>0</td>
<td>62</td>
<td>6.59e-16</td>
<td>4.86e-08</td>
</tr>
<tr>
<td>BROYDEN2B</td>
<td>0.0005</td>
<td>7</td>
<td>0</td>
<td>71</td>
<td>1.83e-13</td>
<td>6.15e-07</td>
</tr>
<tr>
<td>CHAINING</td>
<td>0.5</td>
<td>26</td>
<td>0</td>
<td>69</td>
<td>1.38e-11</td>
<td>5.07e-07</td>
</tr>
<tr>
<td>CHAINING</td>
<td>0.05</td>
<td>23</td>
<td>0</td>
<td>121</td>
<td>1.27e-11</td>
<td>3.03e-07</td>
</tr>
<tr>
<td>CHAINING</td>
<td>0.005</td>
<td>22</td>
<td>0</td>
<td>148</td>
<td>1.46e-11</td>
<td>3.71e-07</td>
</tr>
<tr>
<td>CHAINING</td>
<td>0.0005</td>
<td>22</td>
<td>0</td>
<td>188</td>
<td>1.55e-11</td>
<td>3.32e-07</td>
</tr>
<tr>
<td>CHAINWOOD</td>
<td>0.5</td>
<td>600</td>
<td>316</td>
<td>2998</td>
<td>2.08e+02</td>
<td>2.84e+00</td>
</tr>
<tr>
<td>CHAINWOOD</td>
<td>0.05</td>
<td>180</td>
<td>85</td>
<td>2763</td>
<td>7.93e+01</td>
<td>3.04e-07</td>
</tr>
<tr>
<td>CHAINWOOD</td>
<td>0.005</td>
<td>178</td>
<td>132</td>
<td>3012</td>
<td>1.17e+01</td>
<td>9.37e-08</td>
</tr>
<tr>
<td>CHAINWOOD</td>
<td>0.0005</td>
<td>160</td>
<td>115</td>
<td>4312</td>
<td>7.43e+01</td>
<td>1.58e-08</td>
</tr>
<tr>
<td>CRAGGLEVY</td>
<td>0.5</td>
<td>27</td>
<td>0</td>
<td>44</td>
<td>3.33e-09</td>
<td>3.75e-07</td>
</tr>
<tr>
<td>CRAGGLEVY</td>
<td>0.05</td>
<td>24</td>
<td>0</td>
<td>86</td>
<td>4.56e-09</td>
<td>6.65e-07</td>
</tr>
<tr>
<td>CRAGGLEVY</td>
<td>0.005</td>
<td>21</td>
<td>0</td>
<td>89</td>
<td>2.84e-07</td>
<td>7.89e-07</td>
</tr>
<tr>
<td>CRAGGLEVY</td>
<td>0.0005</td>
<td>21</td>
<td>0</td>
<td>125</td>
<td>2.84e-07</td>
<td>7.88e-07</td>
</tr>
</tbody>
</table>
Table 8.6: Results for the SUBSP2 method: n=260.

<table>
<thead>
<tr>
<th>Problem</th>
<th>cg tol</th>
<th>iter</th>
<th>neg.c</th>
<th>pcg</th>
<th>fun val</th>
<th>grad nrm</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEGENSING</td>
<td>0.5</td>
<td>26</td>
<td>0</td>
<td>69</td>
<td>9.49e-07</td>
<td>5.07e-07</td>
</tr>
<tr>
<td>DEGENSING</td>
<td>0.05</td>
<td>23</td>
<td>0</td>
<td>46</td>
<td>1.76e-01</td>
<td>2.50e+00</td>
</tr>
<tr>
<td>DEGENSING</td>
<td>0.005</td>
<td>22</td>
<td>0</td>
<td>148</td>
<td>7.70e-07</td>
<td>3.71e-07</td>
</tr>
<tr>
<td>DEGENSING</td>
<td>0.0005</td>
<td>22</td>
<td>0</td>
<td>188</td>
<td>7.15e-07</td>
<td>3.32e-07</td>
</tr>
<tr>
<td>EPOWELL</td>
<td>0.5</td>
<td>21</td>
<td>0</td>
<td>42</td>
<td>3.66e-08</td>
<td>4.64e-07</td>
</tr>
<tr>
<td>EPOWELL</td>
<td>0.05</td>
<td>18</td>
<td>0</td>
<td>66</td>
<td>3.19e-08</td>
<td>8.29e-07</td>
</tr>
<tr>
<td>EPOWELL</td>
<td>0.005</td>
<td>18</td>
<td>0</td>
<td>72</td>
<td>3.29e-08</td>
<td>8.50e-07</td>
</tr>
<tr>
<td>EPOWELL</td>
<td>0.0005</td>
<td>18</td>
<td>0</td>
<td>72</td>
<td>3.29e-08</td>
<td>8.50e-07</td>
</tr>
<tr>
<td>EROSENBR</td>
<td>0.5</td>
<td>74</td>
<td>51</td>
<td>48</td>
<td>5.77e-29</td>
<td>1.33e-15</td>
</tr>
<tr>
<td>EROSENBR</td>
<td>0.05</td>
<td>72</td>
<td>49</td>
<td>72</td>
<td>9.71e-26</td>
<td>2.22e-14</td>
</tr>
<tr>
<td>EROSENBR</td>
<td>0.005</td>
<td>74</td>
<td>51</td>
<td>84</td>
<td>2.72e-27</td>
<td>3.55e-14</td>
</tr>
<tr>
<td>EROSENBR</td>
<td>0.0005</td>
<td>74</td>
<td>51</td>
<td>84</td>
<td>2.72e-27</td>
<td>3.55e-14</td>
</tr>
<tr>
<td>GENROSE</td>
<td>0.5</td>
<td>35</td>
<td>5</td>
<td>63</td>
<td>1.00e+00</td>
<td>9.48e-07</td>
</tr>
<tr>
<td>GENROSE</td>
<td>0.05</td>
<td>24</td>
<td>8</td>
<td>87</td>
<td>1.00e+00</td>
<td>9.62e-07</td>
</tr>
<tr>
<td>GENROSE</td>
<td>0.005</td>
<td>24</td>
<td>8</td>
<td>135</td>
<td>1.00e+00</td>
<td>1.99e-08</td>
</tr>
<tr>
<td>GENROSE</td>
<td>0.0005</td>
<td>23</td>
<td>8</td>
<td>166</td>
<td>1.00e+00</td>
<td>3.70e-07</td>
</tr>
<tr>
<td>GENSING</td>
<td>0.5</td>
<td>31</td>
<td>0</td>
<td>64</td>
<td>3.81e-07</td>
<td>7.60e-07</td>
</tr>
<tr>
<td>GENSING</td>
<td>0.05</td>
<td>21</td>
<td>0</td>
<td>61</td>
<td>1.89e-08</td>
<td>7.35e-07</td>
</tr>
<tr>
<td>GENSING</td>
<td>0.005</td>
<td>22</td>
<td>0</td>
<td>76</td>
<td>6.31e-10</td>
<td>3.19e-07</td>
</tr>
<tr>
<td>GENSING</td>
<td>0.0005</td>
<td>22</td>
<td>0</td>
<td>83</td>
<td>5.06e-10</td>
<td>3.27e-07</td>
</tr>
<tr>
<td>GENWOOD</td>
<td>0.5</td>
<td>113</td>
<td>35</td>
<td>236</td>
<td>1.00e+00</td>
<td>1.13e-07</td>
</tr>
<tr>
<td>GENWOOD</td>
<td>0.05</td>
<td>59</td>
<td>17</td>
<td>210</td>
<td>1.00e+00</td>
<td>2.06e-10</td>
</tr>
<tr>
<td>GENWOOD</td>
<td>0.005</td>
<td>66</td>
<td>20</td>
<td>326</td>
<td>1.00e+00</td>
<td>2.43e-07</td>
</tr>
<tr>
<td>GENWOOD</td>
<td>0.0005</td>
<td>61</td>
<td>22</td>
<td>292</td>
<td>1.00e+00</td>
<td>1.58e-09</td>
</tr>
<tr>
<td>MOLE1</td>
<td>0.5</td>
<td>70</td>
<td>38</td>
<td>245</td>
<td>1.13e+01</td>
<td>6.46e-07</td>
</tr>
<tr>
<td>MOLE1</td>
<td>0.05</td>
<td>60</td>
<td>38</td>
<td>435</td>
<td>1.14e+01</td>
<td>3.35e-07</td>
</tr>
<tr>
<td>MOLE1</td>
<td>0.005</td>
<td>48</td>
<td>32</td>
<td>423</td>
<td>1.14e+01</td>
<td>3.04e-09</td>
</tr>
<tr>
<td>MOLE1</td>
<td>0.0005</td>
<td>46</td>
<td>32</td>
<td>460</td>
<td>1.14e+01</td>
<td>6.82e-09</td>
</tr>
<tr>
<td>MOLE3</td>
<td>0.5</td>
<td>245</td>
<td>80</td>
<td>3703</td>
<td>7.26e+00</td>
<td>7.74e-07</td>
</tr>
<tr>
<td>MOLE3</td>
<td>0.05</td>
<td>133</td>
<td>33</td>
<td>3566</td>
<td>6.28e+00</td>
<td>7.10e-07</td>
</tr>
<tr>
<td>MOLE3</td>
<td>0.005</td>
<td>129</td>
<td>59</td>
<td>5121</td>
<td>4.48e+00</td>
<td>1.42e-07</td>
</tr>
<tr>
<td>MOLE3</td>
<td>0.0005</td>
<td>131</td>
<td>57</td>
<td>6661</td>
<td>4.48e+00</td>
<td>6.59e-09</td>
</tr>
<tr>
<td>TOINTBROY</td>
<td>0.5</td>
<td>17</td>
<td>0</td>
<td>25</td>
<td>8.83e+01</td>
<td>9.99e-07</td>
</tr>
<tr>
<td>TOINTBROY</td>
<td>0.05</td>
<td>8</td>
<td>0</td>
<td>29</td>
<td>8.83e+01</td>
<td>9.07e-07</td>
</tr>
<tr>
<td>TOINTBROY</td>
<td>0.005</td>
<td>7</td>
<td>0</td>
<td>39</td>
<td>8.83e+01</td>
<td>5.58e-08</td>
</tr>
<tr>
<td>TOINTBROY</td>
<td>0.0005</td>
<td>7</td>
<td>0</td>
<td>58</td>
<td>8.83e+01</td>
<td>2.65e-10</td>
</tr>
<tr>
<td>VAR</td>
<td>0.5</td>
<td>39</td>
<td>0</td>
<td>2392</td>
<td>-8.52e+00</td>
<td>8.06e-07</td>
</tr>
<tr>
<td>VAR</td>
<td>0.05</td>
<td>51</td>
<td>0</td>
<td>6519</td>
<td>-8.52e+00</td>
<td>8.88e-07</td>
</tr>
<tr>
<td>VAR</td>
<td>0.005</td>
<td>43</td>
<td>0</td>
<td>5590</td>
<td>-8.52e+00</td>
<td>8.67e-07</td>
</tr>
<tr>
<td>VAR</td>
<td>0.0005</td>
<td>43</td>
<td>0</td>
<td>5590</td>
<td>-8.52e+00</td>
<td>8.67e-07</td>
</tr>
</tbody>
</table>
Table 8.7: Results for the SUBSP3 method: n=260.

<table>
<thead>
<tr>
<th>Problem</th>
<th>cg tol</th>
<th>iter</th>
<th>neg.c</th>
<th>pcg</th>
<th>fun val</th>
<th>grad nrm</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUGMLAGN</td>
<td>0.5</td>
<td>60</td>
<td>9</td>
<td>196</td>
<td>2.25e+01</td>
<td>5.92e-07</td>
</tr>
<tr>
<td>AUGMLAGN</td>
<td>0.05</td>
<td>29</td>
<td>9</td>
<td>129</td>
<td>2.25e+01</td>
<td>2.13e-07</td>
</tr>
<tr>
<td>AUGMLAGN</td>
<td>0.005</td>
<td>23</td>
<td>9</td>
<td>146</td>
<td>2.25e+01</td>
<td>2.24e-07</td>
</tr>
<tr>
<td>AUGMLAGN</td>
<td>0.0005</td>
<td>24</td>
<td>9</td>
<td>155</td>
<td>2.25e+01</td>
<td>5.74e-11</td>
</tr>
<tr>
<td>BROWN1</td>
<td>0.5</td>
<td>27</td>
<td>0</td>
<td>31</td>
<td>2.60e+01</td>
<td>1.14e-10</td>
</tr>
<tr>
<td>BROWN1</td>
<td>0.05</td>
<td>27</td>
<td>0</td>
<td>35</td>
<td>2.60e+01</td>
<td>1.14e-10</td>
</tr>
<tr>
<td>BROWN1</td>
<td>0.005</td>
<td>27</td>
<td>0</td>
<td>37</td>
<td>2.60e+01</td>
<td>1.14e-10</td>
</tr>
<tr>
<td>BROWN1</td>
<td>0.0005</td>
<td>27</td>
<td>0</td>
<td>39</td>
<td>2.60e+01</td>
<td>1.14e-10</td>
</tr>
<tr>
<td>BROWN3</td>
<td>0.5</td>
<td>6</td>
<td>0</td>
<td>6</td>
<td>1.55e-11</td>
<td>6.93e-07</td>
</tr>
<tr>
<td>BROWN3</td>
<td>0.05</td>
<td>6</td>
<td>0</td>
<td>6</td>
<td>1.55e-11</td>
<td>6.93e-07</td>
</tr>
<tr>
<td>BROWN3</td>
<td>0.005</td>
<td>6</td>
<td>0</td>
<td>6</td>
<td>1.55e-11</td>
<td>6.93e-07</td>
</tr>
<tr>
<td>BROWN3</td>
<td>0.0005</td>
<td>6</td>
<td>0</td>
<td>6</td>
<td>1.55e-11</td>
<td>6.93e-07</td>
</tr>
<tr>
<td>BROYDEN1A</td>
<td>0.5</td>
<td>15</td>
<td>0</td>
<td>26</td>
<td>1.00e+00</td>
<td>6.29e-07</td>
</tr>
<tr>
<td>BROYDEN1A</td>
<td>0.05</td>
<td>11</td>
<td>0</td>
<td>26</td>
<td>1.00e+00</td>
<td>4.41e-07</td>
</tr>
<tr>
<td>BROYDEN1A</td>
<td>0.005</td>
<td>11</td>
<td>0</td>
<td>52</td>
<td>1.00e+00</td>
<td>3.89e-07</td>
</tr>
<tr>
<td>BROYDEN1A</td>
<td>0.0005</td>
<td>11</td>
<td>0</td>
<td>81</td>
<td>1.00e+00</td>
<td>4.67e-07</td>
</tr>
<tr>
<td>BROYDEN1B</td>
<td>0.5</td>
<td>15</td>
<td>0</td>
<td>22</td>
<td>1.00e+00</td>
<td>4.36e-07</td>
</tr>
<tr>
<td>BROYDEN1B</td>
<td>0.05</td>
<td>7</td>
<td>0</td>
<td>21</td>
<td>1.00e+00</td>
<td>6.94e-07</td>
</tr>
<tr>
<td>BROYDEN1B</td>
<td>0.005</td>
<td>6</td>
<td>0</td>
<td>28</td>
<td>1.00e+00</td>
<td>7.21e-08</td>
</tr>
<tr>
<td>BROYDEN1B</td>
<td>0.0005</td>
<td>5</td>
<td>0</td>
<td>34</td>
<td>1.00e+00</td>
<td>7.10e-07</td>
</tr>
<tr>
<td>BROYDEN2A</td>
<td>0.5</td>
<td>17</td>
<td>0</td>
<td>37</td>
<td>1.36e-11</td>
<td>6.14e-07</td>
</tr>
<tr>
<td>BROYDEN2A</td>
<td>0.05</td>
<td>13</td>
<td>0</td>
<td>70</td>
<td>1.21e-12</td>
<td>4.31e-07</td>
</tr>
<tr>
<td>BROYDEN2A</td>
<td>0.005</td>
<td>23</td>
<td>9</td>
<td>190</td>
<td>1.69e-13</td>
<td>2.17e-07</td>
</tr>
<tr>
<td>BROYDEN2A</td>
<td>0.0005</td>
<td>22</td>
<td>9</td>
<td>251</td>
<td>2.63e-12</td>
<td>8.89e-07</td>
</tr>
<tr>
<td>BROYDEN2B</td>
<td>0.5</td>
<td>19</td>
<td>0</td>
<td>43</td>
<td>1.56e-13</td>
<td>6.24e-07</td>
</tr>
<tr>
<td>BROYDEN2B</td>
<td>0.05</td>
<td>10</td>
<td>0</td>
<td>52</td>
<td>1.57e-13</td>
<td>5.28e-07</td>
</tr>
<tr>
<td>BROYDEN2B</td>
<td>0.005</td>
<td>8</td>
<td>0</td>
<td>62</td>
<td>6.59e-16</td>
<td>4.86e-08</td>
</tr>
<tr>
<td>BROYDEN2B</td>
<td>0.0005</td>
<td>7</td>
<td>0</td>
<td>71</td>
<td>1.38e-13</td>
<td>6.15e-07</td>
</tr>
<tr>
<td>CHAINSING</td>
<td>0.5</td>
<td>26</td>
<td>0</td>
<td>69</td>
<td>1.38e-11</td>
<td>5.07e-07</td>
</tr>
<tr>
<td>CHAINSING</td>
<td>0.05</td>
<td>23</td>
<td>0</td>
<td>121</td>
<td>1.27e-11</td>
<td>3.03e-07</td>
</tr>
<tr>
<td>CHAINSING</td>
<td>0.005</td>
<td>22</td>
<td>0</td>
<td>148</td>
<td>1.46e-11</td>
<td>3.71e-07</td>
</tr>
<tr>
<td>CHAINSING</td>
<td>0.0005</td>
<td>22</td>
<td>0</td>
<td>188</td>
<td>1.55e-11</td>
<td>3.32e-07</td>
</tr>
<tr>
<td>CHAINWOOD</td>
<td>0.5</td>
<td>600</td>
<td>329</td>
<td>2372</td>
<td>4.59e+02</td>
<td>1.37e+01</td>
</tr>
<tr>
<td>CHAINWOOD</td>
<td>0.05</td>
<td>316</td>
<td>214</td>
<td>3835</td>
<td>7.93e+01</td>
<td>4.95e-07</td>
</tr>
<tr>
<td>CHAINWOOD</td>
<td>0.005</td>
<td>287</td>
<td>218</td>
<td>5018</td>
<td>1.00e+00</td>
<td>7.55e-08</td>
</tr>
<tr>
<td>CHAINWOOD</td>
<td>0.0005</td>
<td>219</td>
<td>163</td>
<td>3815</td>
<td>1.53e+01</td>
<td>4.03e-08</td>
</tr>
<tr>
<td>Craggley</td>
<td>0.5</td>
<td>27</td>
<td>0</td>
<td>44</td>
<td>3.33e-09</td>
<td>3.75e-07</td>
</tr>
<tr>
<td>Craggley</td>
<td>0.05</td>
<td>24</td>
<td>0</td>
<td>86</td>
<td>4.56e-09</td>
<td>6.65e-07</td>
</tr>
<tr>
<td>Craggley</td>
<td>0.005</td>
<td>21</td>
<td>0</td>
<td>89</td>
<td>2.84e-07</td>
<td>7.89e-07</td>
</tr>
<tr>
<td>Craggley</td>
<td>0.0005</td>
<td>21</td>
<td>0</td>
<td>125</td>
<td>2.84e-07</td>
<td>7.88e-07</td>
</tr>
</tbody>
</table>
Table 8.8: Results for the SUBSP3 method: n=260.

<table>
<thead>
<tr>
<th>Problem</th>
<th>cg tol</th>
<th>iter</th>
<th>neg.c</th>
<th>pcg</th>
<th>fun val</th>
<th>grad nrm</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEGENSING</td>
<td>0.5</td>
<td>26</td>
<td>0</td>
<td>69</td>
<td>9.49e-07</td>
<td>5.07e-07</td>
</tr>
<tr>
<td>DEGENSING</td>
<td>0.05</td>
<td>23</td>
<td>0</td>
<td>46</td>
<td>1.76e-01</td>
<td>2.50e+00</td>
</tr>
<tr>
<td>DEGENSING</td>
<td>0.005</td>
<td>22</td>
<td>0</td>
<td>148</td>
<td>7.70e-07</td>
<td>3.71e-07</td>
</tr>
<tr>
<td>DEGENSING</td>
<td>0.0005</td>
<td>22</td>
<td>0</td>
<td>188</td>
<td>7.15e-07</td>
<td>3.32e-07</td>
</tr>
<tr>
<td>EPOWELL</td>
<td>0.5</td>
<td>21</td>
<td>0</td>
<td>42</td>
<td>3.66e-08</td>
<td>4.64e-07</td>
</tr>
<tr>
<td>EPOWELL</td>
<td>0.05</td>
<td>18</td>
<td>0</td>
<td>66</td>
<td>3.19e-08</td>
<td>8.29e-07</td>
</tr>
<tr>
<td>EPOWELL</td>
<td>0.005</td>
<td>18</td>
<td>0</td>
<td>72</td>
<td>3.29e-08</td>
<td>8.50e-07</td>
</tr>
<tr>
<td>EPOWELL</td>
<td>0.0005</td>
<td>18</td>
<td>0</td>
<td>72</td>
<td>3.29e-08</td>
<td>8.50e-07</td>
</tr>
<tr>
<td>EROSENBR</td>
<td>0.5</td>
<td>74</td>
<td>51</td>
<td>48</td>
<td>5.77e-29</td>
<td>1.33e-15</td>
</tr>
<tr>
<td>EROSENBR</td>
<td>0.05</td>
<td>76</td>
<td>53</td>
<td>75</td>
<td>1.94e-28</td>
<td>2.44e-15</td>
</tr>
<tr>
<td>EROSENBR</td>
<td>0.005</td>
<td>75</td>
<td>52</td>
<td>86</td>
<td>1.30e-28</td>
<td>2.00e-15</td>
</tr>
<tr>
<td>EROSENBR</td>
<td>0.0005</td>
<td>75</td>
<td>52</td>
<td>86</td>
<td>1.30e-28</td>
<td>2.00e-15</td>
</tr>
<tr>
<td>GENROSE</td>
<td>0.5</td>
<td>37</td>
<td>7</td>
<td>71</td>
<td>1.00e+00</td>
<td>5.79e-07</td>
</tr>
<tr>
<td>GENROSE</td>
<td>0.05</td>
<td>26</td>
<td>9</td>
<td>91</td>
<td>1.00e+00</td>
<td>3.96e-08</td>
</tr>
<tr>
<td>GENROSE</td>
<td>0.005</td>
<td>23</td>
<td>8</td>
<td>132</td>
<td>1.00e+00</td>
<td>5.26e-09</td>
</tr>
<tr>
<td>GENROSE</td>
<td>0.0005</td>
<td>22</td>
<td>8</td>
<td>168</td>
<td>1.00e+00</td>
<td>4.04e-09</td>
</tr>
<tr>
<td>GENROSE</td>
<td>0.5</td>
<td>31</td>
<td>0</td>
<td>64</td>
<td>3.81e-07</td>
<td>7.60e-07</td>
</tr>
<tr>
<td>GENROSE</td>
<td>0.05</td>
<td>21</td>
<td>0</td>
<td>61</td>
<td>1.89e-08</td>
<td>7.35e-07</td>
</tr>
<tr>
<td>GENROSE</td>
<td>0.005</td>
<td>22</td>
<td>0</td>
<td>76</td>
<td>6.31e-10</td>
<td>3.19e-07</td>
</tr>
<tr>
<td>GENROSE</td>
<td>0.0005</td>
<td>22</td>
<td>0</td>
<td>83</td>
<td>5.06e-10</td>
<td>3.27e-07</td>
</tr>
<tr>
<td>GENWOOD</td>
<td>0.5</td>
<td>121</td>
<td>30</td>
<td>243</td>
<td>1.00e+00</td>
<td>4.78e-07</td>
</tr>
<tr>
<td>GENWOOD</td>
<td>0.05</td>
<td>58</td>
<td>18</td>
<td>177</td>
<td>1.00e+00</td>
<td>4.57e-11</td>
</tr>
<tr>
<td>GENWOOD</td>
<td>0.005</td>
<td>52</td>
<td>9</td>
<td>253</td>
<td>1.00e+00</td>
<td>1.23e-11</td>
</tr>
<tr>
<td>GENWOOD</td>
<td>0.0005</td>
<td>53</td>
<td>21</td>
<td>282</td>
<td>1.00e+00</td>
<td>3.31e-07</td>
</tr>
<tr>
<td>MOLE1</td>
<td>0.5</td>
<td>65</td>
<td>45</td>
<td>222</td>
<td>1.13e+01</td>
<td>4.95e-07</td>
</tr>
<tr>
<td>MOLE1</td>
<td>0.05</td>
<td>56</td>
<td>47</td>
<td>269</td>
<td>1.13e+01</td>
<td>1.39e-07</td>
</tr>
<tr>
<td>MOLE1</td>
<td>0.005</td>
<td>63</td>
<td>49</td>
<td>546</td>
<td>1.13e+01</td>
<td>5.10e-09</td>
</tr>
<tr>
<td>MOLE1</td>
<td>0.0005</td>
<td>65</td>
<td>52</td>
<td>635</td>
<td>1.13e+01</td>
<td>9.92e-09</td>
</tr>
<tr>
<td>MOLE3</td>
<td>0.5</td>
<td>258</td>
<td>82</td>
<td>3594</td>
<td>7.26e+00</td>
<td>7.74e-07</td>
</tr>
<tr>
<td>MOLE3</td>
<td>0.05</td>
<td>177</td>
<td>53</td>
<td>6231</td>
<td>7.26e+00</td>
<td>1.95e-07</td>
</tr>
<tr>
<td>MOLE3</td>
<td>0.005</td>
<td>160</td>
<td>49</td>
<td>8647</td>
<td>7.26e+00</td>
<td>8.19e-09</td>
</tr>
<tr>
<td>MOLE3</td>
<td>0.0005</td>
<td>159</td>
<td>50</td>
<td>10655</td>
<td>7.26e+00</td>
<td>3.00e-07</td>
</tr>
<tr>
<td>TOINTBROY</td>
<td>0.5</td>
<td>17</td>
<td>0</td>
<td>25</td>
<td>8.83e+01</td>
<td>9.99e-07</td>
</tr>
<tr>
<td>TOINTBROY</td>
<td>0.05</td>
<td>8</td>
<td>0</td>
<td>29</td>
<td>8.83e+01</td>
<td>9.07e-07</td>
</tr>
<tr>
<td>TOINTBROY</td>
<td>0.005</td>
<td>7</td>
<td>0</td>
<td>39</td>
<td>8.83e+01</td>
<td>5.58e-08</td>
</tr>
<tr>
<td>TOINTBROY</td>
<td>0.0005</td>
<td>7</td>
<td>0</td>
<td>58</td>
<td>8.83e+01</td>
<td>2.65e-10</td>
</tr>
<tr>
<td>VAR</td>
<td>0.5</td>
<td>39</td>
<td>0</td>
<td>2392</td>
<td>-8.52e+0</td>
<td>8.06e-07</td>
</tr>
<tr>
<td>VAR</td>
<td>0.05</td>
<td>51</td>
<td>0</td>
<td>6519</td>
<td>-8.52e+0</td>
<td>8.88e-07</td>
</tr>
<tr>
<td>VAR</td>
<td>0.005</td>
<td>43</td>
<td>0</td>
<td>5590</td>
<td>-8.52e+0</td>
<td>8.67e-07</td>
</tr>
<tr>
<td>VAR</td>
<td>0.0005</td>
<td>43</td>
<td>0</td>
<td>5590</td>
<td>-8.52e+0</td>
<td>8.67e-07</td>
</tr>
</tbody>
</table>
Table 8.9: Results for the STEIH method: n=260.

<table>
<thead>
<tr>
<th>Problem</th>
<th>cg tol</th>
<th>iter</th>
<th>neg.c</th>
<th>pcg</th>
<th>fun val</th>
<th>grad nrm</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUGMLAGN</td>
<td>0.5</td>
<td>80</td>
<td>6</td>
<td>269</td>
<td>2.25e+01</td>
<td>9.94e-07</td>
</tr>
<tr>
<td>AUGMLAGN</td>
<td>0.05</td>
<td>34</td>
<td>3</td>
<td>182</td>
<td>2.25e+01</td>
<td>6.71e-09</td>
</tr>
<tr>
<td>AUGMLAGN</td>
<td>0.005</td>
<td>25</td>
<td>3</td>
<td>169</td>
<td>2.25e+01</td>
<td>5.17e-07</td>
</tr>
<tr>
<td>AUGMLAGN</td>
<td>0.0005</td>
<td>29</td>
<td>3</td>
<td>228</td>
<td>2.25e+01</td>
<td>2.37e-08</td>
</tr>
<tr>
<td>BROWN1</td>
<td>0.5</td>
<td>31</td>
<td>0</td>
<td>37</td>
<td>2.60e+01</td>
<td>4.03e-11</td>
</tr>
<tr>
<td>BROWN1</td>
<td>0.05</td>
<td>29</td>
<td>0</td>
<td>38</td>
<td>2.60e+01</td>
<td>4.26e-08</td>
</tr>
<tr>
<td>BROWN1</td>
<td>0.005</td>
<td>29</td>
<td>0</td>
<td>41</td>
<td>2.60e+01</td>
<td>1.05e-08</td>
</tr>
<tr>
<td>BROWN1</td>
<td>0.0005</td>
<td>29</td>
<td>0</td>
<td>43</td>
<td>2.60e+01</td>
<td>9.80e-09</td>
</tr>
<tr>
<td>BROWN3</td>
<td>0.5</td>
<td>6</td>
<td>0</td>
<td>6</td>
<td>1.55e-11</td>
<td>6.93e-07</td>
</tr>
<tr>
<td>BROWN3</td>
<td>0.05</td>
<td>6</td>
<td>0</td>
<td>6</td>
<td>1.55e-11</td>
<td>6.93e-07</td>
</tr>
<tr>
<td>BROWN3</td>
<td>0.005</td>
<td>6</td>
<td>0</td>
<td>6</td>
<td>1.55e-11</td>
<td>6.93e-07</td>
</tr>
<tr>
<td>BROWN3</td>
<td>0.0005</td>
<td>6</td>
<td>0</td>
<td>6</td>
<td>1.55e-11</td>
<td>6.93e-07</td>
</tr>
<tr>
<td>BROYDEN1A</td>
<td>0.5</td>
<td>13</td>
<td>0</td>
<td>24</td>
<td>1.00e+00</td>
<td>3.89e-07</td>
</tr>
<tr>
<td>BROYDEN1A</td>
<td>0.05</td>
<td>11</td>
<td>0</td>
<td>26</td>
<td>1.00e+00</td>
<td>4.70e-07</td>
</tr>
<tr>
<td>BROYDEN1A</td>
<td>0.005</td>
<td>11</td>
<td>0</td>
<td>52</td>
<td>1.00e+00</td>
<td>4.08e-07</td>
</tr>
<tr>
<td>BROYDEN1A</td>
<td>0.0005</td>
<td>11</td>
<td>0</td>
<td>81</td>
<td>1.00e+00</td>
<td>4.67e-07</td>
</tr>
<tr>
<td>BROYDEN1B</td>
<td>0.5</td>
<td>15</td>
<td>0</td>
<td>22</td>
<td>1.00e+00</td>
<td>9.54e-07</td>
</tr>
<tr>
<td>BROYDEN1B</td>
<td>0.05</td>
<td>7</td>
<td>0</td>
<td>21</td>
<td>1.00e+00</td>
<td>8.73e-07</td>
</tr>
<tr>
<td>BROYDEN1B</td>
<td>0.005</td>
<td>6</td>
<td>0</td>
<td>28</td>
<td>1.00e+00</td>
<td>6.75e-08</td>
</tr>
<tr>
<td>BROYDEN1B</td>
<td>0.0005</td>
<td>5</td>
<td>0</td>
<td>34</td>
<td>1.00e+00</td>
<td>7.92e-07</td>
</tr>
<tr>
<td>BROYDEN2A</td>
<td>0.5</td>
<td>17</td>
<td>0</td>
<td>39</td>
<td>8.64e-12</td>
<td>9.83e-07</td>
</tr>
<tr>
<td>BROYDEN2A</td>
<td>0.05</td>
<td>13</td>
<td>0</td>
<td>60</td>
<td>5.16e-13</td>
<td>1.86e-07</td>
</tr>
<tr>
<td>BROYDEN2A</td>
<td>0.005</td>
<td>19</td>
<td>6</td>
<td>147</td>
<td>4.22e-13</td>
<td>4.06e-07</td>
</tr>
<tr>
<td>BROYDEN2A</td>
<td>0.0005</td>
<td>19</td>
<td>6</td>
<td>196</td>
<td>4.03e-13</td>
<td>4.01e-07</td>
</tr>
<tr>
<td>BROYDEN2B</td>
<td>0.5</td>
<td>19</td>
<td>0</td>
<td>41</td>
<td>2.33e-13</td>
<td>5.82e-07</td>
</tr>
<tr>
<td>BROYDEN2B</td>
<td>0.05</td>
<td>10</td>
<td>0</td>
<td>50</td>
<td>2.32e-15</td>
<td>6.97e-08</td>
</tr>
<tr>
<td>BROYDEN2B</td>
<td>0.005</td>
<td>8</td>
<td>0</td>
<td>62</td>
<td>7.66e-16</td>
<td>5.27e-08</td>
</tr>
<tr>
<td>BROYDEN2B</td>
<td>0.0005</td>
<td>7</td>
<td>0</td>
<td>71</td>
<td>1.38e-13</td>
<td>6.13e-07</td>
</tr>
<tr>
<td>CHAINSING</td>
<td>0.5</td>
<td>27</td>
<td>0</td>
<td>71</td>
<td>1.04e-11</td>
<td>4.12e-07</td>
</tr>
<tr>
<td>CHAINSING</td>
<td>0.05</td>
<td>26</td>
<td>0</td>
<td>103</td>
<td>1.65e-11</td>
<td>5.82e-07</td>
</tr>
<tr>
<td>CHAINSING</td>
<td>0.005</td>
<td>22</td>
<td>0</td>
<td>148</td>
<td>1.46e-11</td>
<td>3.70e-07</td>
</tr>
<tr>
<td>CHAINSING</td>
<td>0.0005</td>
<td>22</td>
<td>0</td>
<td>188</td>
<td>1.55e-11</td>
<td>3.32e-07</td>
</tr>
<tr>
<td>CHAINWOOD</td>
<td>0.5</td>
<td>600</td>
<td>105</td>
<td>1202</td>
<td>7.13e+02</td>
<td>2.46e+01</td>
</tr>
<tr>
<td>CHAINWOOD</td>
<td>0.05</td>
<td>600</td>
<td>111</td>
<td>1773</td>
<td>3.91e+02</td>
<td>2.31e+01</td>
</tr>
<tr>
<td>CHAINWOOD</td>
<td>0.005</td>
<td>600</td>
<td>109</td>
<td>2218</td>
<td>4.07e+02</td>
<td>8.58e+00</td>
</tr>
<tr>
<td>CHAINWOOD</td>
<td>0.0005</td>
<td>600</td>
<td>135</td>
<td>1675</td>
<td>5.21e+02</td>
<td>1.43e+01</td>
</tr>
<tr>
<td>CRAGGLEVIY</td>
<td>0.5</td>
<td>23</td>
<td>0</td>
<td>44</td>
<td>9.97e-08</td>
<td>5.16e-07</td>
</tr>
<tr>
<td>CRAGGLEVIY</td>
<td>0.05</td>
<td>23</td>
<td>0</td>
<td>82</td>
<td>2.01e-08</td>
<td>4.99e-07</td>
</tr>
<tr>
<td>CRAGGLEVIY</td>
<td>0.005</td>
<td>21</td>
<td>0</td>
<td>88</td>
<td>2.84e-07</td>
<td>7.89e-07</td>
</tr>
<tr>
<td>CRAGGLEVIY</td>
<td>0.0005</td>
<td>21</td>
<td>0</td>
<td>125</td>
<td>2.84e-07</td>
<td>7.89e-07</td>
</tr>
</tbody>
</table>
Table 8.10: Results for the STEIH method: n=260.

<table>
<thead>
<tr>
<th>Problem</th>
<th>cg tol</th>
<th>iter</th>
<th>neg.c</th>
<th>pcg</th>
<th>fun val</th>
<th>grad nrm</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEGENSING</td>
<td>0.5</td>
<td>27</td>
<td>0</td>
<td>71</td>
<td>8.26e-07</td>
<td>4.12e-07</td>
</tr>
<tr>
<td>DEGENSING</td>
<td>0.05</td>
<td>26</td>
<td>0</td>
<td>103</td>
<td>1.04e-06</td>
<td>5.82e-07</td>
</tr>
<tr>
<td>DEGENSING</td>
<td>0.005</td>
<td>22</td>
<td>0</td>
<td>148</td>
<td>7.69e-07</td>
<td>3.70e-07</td>
</tr>
<tr>
<td>DEGENSING</td>
<td>0.0005</td>
<td>22</td>
<td>0</td>
<td>188</td>
<td>7.15e-07</td>
<td>3.32e-07</td>
</tr>
<tr>
<td>EPOWEll</td>
<td>0.5</td>
<td>23</td>
<td>0</td>
<td>47</td>
<td>8.03e-09</td>
<td>6.76e-07</td>
</tr>
<tr>
<td>EPOWEll</td>
<td>0.05</td>
<td>18</td>
<td>0</td>
<td>63</td>
<td>3.31e-08</td>
<td>8.55e-07</td>
</tr>
<tr>
<td>EPOWEll</td>
<td>0.005</td>
<td>18</td>
<td>0</td>
<td>72</td>
<td>3.29e-08</td>
<td>8.50e-07</td>
</tr>
<tr>
<td>EPOWEll</td>
<td>0.0005</td>
<td>18</td>
<td>0</td>
<td>72</td>
<td>3.29e-08</td>
<td>8.50e-07</td>
</tr>
<tr>
<td>EROSENBR</td>
<td>0.5</td>
<td>85</td>
<td>45</td>
<td>135</td>
<td>1.14e-10</td>
<td>1.00e-06</td>
</tr>
<tr>
<td>EROSENBR</td>
<td>0.05</td>
<td>36</td>
<td>18</td>
<td>62</td>
<td>2.08e-11</td>
<td>4.28e-07</td>
</tr>
<tr>
<td>EROSENBR</td>
<td>0.005</td>
<td>600</td>
<td>577</td>
<td>671</td>
<td>0.00e+00</td>
<td>0.00e+00</td>
</tr>
<tr>
<td>EROSENBR</td>
<td>0.0005</td>
<td>600</td>
<td>579</td>
<td>678</td>
<td>0.00e+00</td>
<td>0.00e+00</td>
</tr>
<tr>
<td>GENROSE</td>
<td>0.5</td>
<td>54</td>
<td>17</td>
<td>82</td>
<td>1.00e+00</td>
<td>1.38e-06</td>
</tr>
<tr>
<td>GENROSE</td>
<td>0.05</td>
<td>28</td>
<td>7</td>
<td>106</td>
<td>1.00e+00</td>
<td>5.50e-08</td>
</tr>
<tr>
<td>GENROSE</td>
<td>0.005</td>
<td>31</td>
<td>6</td>
<td>119</td>
<td>1.00e+00</td>
<td>6.32e-07</td>
</tr>
<tr>
<td>GENROSE</td>
<td>0.0005</td>
<td>33</td>
<td>6</td>
<td>165</td>
<td>1.00e+00</td>
<td>7.03e-10</td>
</tr>
<tr>
<td>GENSING</td>
<td>0.5</td>
<td>41</td>
<td>0</td>
<td>82</td>
<td>2.65e-08</td>
<td>7.09e-07</td>
</tr>
<tr>
<td>GENSING</td>
<td>0.05</td>
<td>21</td>
<td>0</td>
<td>63</td>
<td>2.90e-08</td>
<td>7.61e-07</td>
</tr>
<tr>
<td>GENSING</td>
<td>0.005</td>
<td>22</td>
<td>0</td>
<td>78</td>
<td>6.42e-10</td>
<td>3.21e-07</td>
</tr>
<tr>
<td>GENSING</td>
<td>0.0005</td>
<td>22</td>
<td>0</td>
<td>83</td>
<td>5.06e-10</td>
<td>3.27e-07</td>
</tr>
<tr>
<td>GENWOOD</td>
<td>0.5</td>
<td>150</td>
<td>26</td>
<td>285</td>
<td>1.00e+00</td>
<td>1.32e-07</td>
</tr>
<tr>
<td>GENWOOD</td>
<td>0.05</td>
<td>95</td>
<td>19</td>
<td>254</td>
<td>1.00e+00</td>
<td>8.37e-08</td>
</tr>
<tr>
<td>GENWOOD</td>
<td>0.005</td>
<td>69</td>
<td>12</td>
<td>278</td>
<td>1.00e+00</td>
<td>7.62e-12</td>
</tr>
<tr>
<td>GENWOOD</td>
<td>0.0005</td>
<td>63</td>
<td>13</td>
<td>275</td>
<td>1.00e+00</td>
<td>3.46e-08</td>
</tr>
<tr>
<td>MOLE1</td>
<td>0.5</td>
<td>138</td>
<td>27</td>
<td>281</td>
<td>1.10e+01</td>
<td>3.14e-07</td>
</tr>
<tr>
<td>MOLE1</td>
<td>0.05</td>
<td>120</td>
<td>24</td>
<td>341</td>
<td>1.10e+01</td>
<td>5.26e-07</td>
</tr>
<tr>
<td>MOLE1</td>
<td>0.005</td>
<td>119</td>
<td>24</td>
<td>348</td>
<td>1.10e+01</td>
<td>4.57e-07</td>
</tr>
<tr>
<td>MOLE1</td>
<td>0.0005</td>
<td>119</td>
<td>24</td>
<td>376</td>
<td>1.10e+01</td>
<td>3.21e-07</td>
</tr>
<tr>
<td>MOLE3</td>
<td>0.5</td>
<td>341</td>
<td>3</td>
<td>2313</td>
<td>6.71e+00</td>
<td>6.77e-07</td>
</tr>
<tr>
<td>MOLE3</td>
<td>0.05</td>
<td>196</td>
<td>3</td>
<td>2416</td>
<td>6.50e+00</td>
<td>5.24e-07</td>
</tr>
<tr>
<td>MOLE3</td>
<td>0.005</td>
<td>184</td>
<td>5</td>
<td>4244</td>
<td>6.50e+00</td>
<td>1.54e-08</td>
</tr>
<tr>
<td>MOLE3</td>
<td>0.0005</td>
<td>186</td>
<td>3</td>
<td>5356</td>
<td>6.50e+00</td>
<td>1.72e-09</td>
</tr>
<tr>
<td>Tointbroy</td>
<td>0.5</td>
<td>19</td>
<td>0</td>
<td>35</td>
<td>8.83e+01</td>
<td>4.82e-07</td>
</tr>
<tr>
<td>Tointbroy</td>
<td>0.05</td>
<td>8</td>
<td>0</td>
<td>30</td>
<td>8.83e+01</td>
<td>1.26e-07</td>
</tr>
<tr>
<td>Tointbroy</td>
<td>0.005</td>
<td>7</td>
<td>0</td>
<td>39</td>
<td>8.83e+01</td>
<td>5.38e-08</td>
</tr>
<tr>
<td>Tointbroy</td>
<td>0.0005</td>
<td>7</td>
<td>0</td>
<td>58</td>
<td>8.83e+01</td>
<td>2.69e-10</td>
</tr>
<tr>
<td>VAR</td>
<td>0.5</td>
<td>58</td>
<td>0</td>
<td>3813</td>
<td>-8.52e+00</td>
<td>8.14e-07</td>
</tr>
<tr>
<td>VAR</td>
<td>0.05</td>
<td>51</td>
<td>0</td>
<td>6519</td>
<td>-8.52e+00</td>
<td>8.90e-07</td>
</tr>
<tr>
<td>VAR</td>
<td>0.005</td>
<td>43</td>
<td>0</td>
<td>5590</td>
<td>-8.52e+00</td>
<td>9.66e-07</td>
</tr>
<tr>
<td>VAR</td>
<td>0.0005</td>
<td>43</td>
<td>0</td>
<td>5590</td>
<td>-8.52e+00</td>
<td>9.66e-07</td>
</tr>
</tbody>
</table>
Table 8.11: Results for the DOGLEG method: \( n=260 \).

<table>
<thead>
<tr>
<th>Problem</th>
<th>cg tol</th>
<th>iter</th>
<th>neg.c</th>
<th>pcg</th>
<th>fun val</th>
<th>grad nrm</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUGMLAGN</td>
<td>0.5</td>
<td>79</td>
<td>17</td>
<td>306</td>
<td>2.25e+01</td>
<td>8.61e-07</td>
</tr>
<tr>
<td>AUGMLAGN</td>
<td>0.05</td>
<td>46</td>
<td>17</td>
<td>276</td>
<td>2.25e+01</td>
<td>4.63e-07</td>
</tr>
<tr>
<td>AUGMLAGN</td>
<td>0.005</td>
<td>41</td>
<td>21</td>
<td>274</td>
<td>2.25e+01</td>
<td>2.27e-09</td>
</tr>
<tr>
<td>AUGMLAGN</td>
<td>0.0005</td>
<td>40</td>
<td>22</td>
<td>278</td>
<td>2.25e+01</td>
<td>2.63e-08</td>
</tr>
<tr>
<td>BROWN1</td>
<td>0.5</td>
<td>28</td>
<td>0</td>
<td>35</td>
<td>2.60e+01</td>
<td>1.78e-10</td>
</tr>
<tr>
<td>BROWN1</td>
<td>0.05</td>
<td>27</td>
<td>0</td>
<td>37</td>
<td>2.60e+01</td>
<td>2.97e-10</td>
</tr>
<tr>
<td>BROWN1</td>
<td>0.005</td>
<td>27</td>
<td>0</td>
<td>39</td>
<td>2.60e+01</td>
<td>1.30e-10</td>
</tr>
<tr>
<td>BROWN1</td>
<td>0.0005</td>
<td>27</td>
<td>0</td>
<td>41</td>
<td>2.60e+01</td>
<td>1.16e-10</td>
</tr>
<tr>
<td>BROWN3</td>
<td>0.5</td>
<td>6</td>
<td>0</td>
<td>6</td>
<td>1.55e-11</td>
<td>6.93e-07</td>
</tr>
<tr>
<td>BROWN3</td>
<td>0.05</td>
<td>6</td>
<td>0</td>
<td>6</td>
<td>1.55e-11</td>
<td>6.93e-07</td>
</tr>
<tr>
<td>BROWN3</td>
<td>0.005</td>
<td>6</td>
<td>0</td>
<td>6</td>
<td>1.55e-11</td>
<td>6.93e-07</td>
</tr>
<tr>
<td>BROWN3</td>
<td>0.0005</td>
<td>6</td>
<td>0</td>
<td>6</td>
<td>1.55e-11</td>
<td>6.93e-07</td>
</tr>
<tr>
<td>BROYDEN1A</td>
<td>0.5</td>
<td>13</td>
<td>0</td>
<td>24</td>
<td>1.00e+00</td>
<td>3.89e-07</td>
</tr>
<tr>
<td>BROYDEN1A</td>
<td>0.05</td>
<td>11</td>
<td>0</td>
<td>26</td>
<td>1.00e+00</td>
<td>4.70e-07</td>
</tr>
<tr>
<td>BROYDEN1A</td>
<td>0.005</td>
<td>11</td>
<td>0</td>
<td>52</td>
<td>1.00e+00</td>
<td>4.08e-07</td>
</tr>
<tr>
<td>BROYDEN1A</td>
<td>0.0005</td>
<td>11</td>
<td>0</td>
<td>81</td>
<td>1.00e+00</td>
<td>4.67e-07</td>
</tr>
<tr>
<td>BROYDEN1B</td>
<td>0.5</td>
<td>15</td>
<td>0</td>
<td>22</td>
<td>1.00e+00</td>
<td>9.54e-07</td>
</tr>
<tr>
<td>BROYDEN1B</td>
<td>0.05</td>
<td>7</td>
<td>0</td>
<td>21</td>
<td>1.00e+00</td>
<td>8.73e-07</td>
</tr>
<tr>
<td>BROYDEN1B</td>
<td>0.005</td>
<td>6</td>
<td>0</td>
<td>28</td>
<td>1.00e+00</td>
<td>6.75e-08</td>
</tr>
<tr>
<td>BROYDEN1B</td>
<td>0.0005</td>
<td>5</td>
<td>0</td>
<td>34</td>
<td>1.00e+00</td>
<td>7.92e-07</td>
</tr>
<tr>
<td>BROYDEN2A</td>
<td>0.5</td>
<td>17</td>
<td>0</td>
<td>39</td>
<td>8.64e-12</td>
<td>9.83e-07</td>
</tr>
<tr>
<td>BROYDEN2A</td>
<td>0.05</td>
<td>13</td>
<td>0</td>
<td>60</td>
<td>5.16e-13</td>
<td>1.86e-07</td>
</tr>
<tr>
<td>BROYDEN2A</td>
<td>0.005</td>
<td>22</td>
<td>8</td>
<td>212</td>
<td>3.52e-13</td>
<td>3.28e-07</td>
</tr>
<tr>
<td>BROYDEN2A</td>
<td>0.0005</td>
<td>22</td>
<td>8</td>
<td>290</td>
<td>4.26e-13</td>
<td>4.37e-07</td>
</tr>
<tr>
<td>BROYDEN2B</td>
<td>0.5</td>
<td>19</td>
<td>0</td>
<td>41</td>
<td>2.33e-13</td>
<td>5.82e-07</td>
</tr>
<tr>
<td>BROYDEN2B</td>
<td>0.05</td>
<td>10</td>
<td>0</td>
<td>50</td>
<td>2.32e-15</td>
<td>6.97e-08</td>
</tr>
<tr>
<td>BROYDEN2B</td>
<td>0.005</td>
<td>8</td>
<td>0</td>
<td>62</td>
<td>7.66e-16</td>
<td>5.27e-08</td>
</tr>
<tr>
<td>BROYDEN2B</td>
<td>0.0005</td>
<td>7</td>
<td>0</td>
<td>71</td>
<td>1.38e-13</td>
<td>6.13e-07</td>
</tr>
<tr>
<td>CHAINSTING</td>
<td>0.5</td>
<td>27</td>
<td>0</td>
<td>71</td>
<td>1.04e-11</td>
<td>4.12e-07</td>
</tr>
<tr>
<td>CHAINSTING</td>
<td>0.05</td>
<td>26</td>
<td>0</td>
<td>112</td>
<td>1.28e-11</td>
<td>4.81e-07</td>
</tr>
<tr>
<td>CHAINSTING</td>
<td>0.005</td>
<td>22</td>
<td>0</td>
<td>148</td>
<td>1.46e-11</td>
<td>3.70e-07</td>
</tr>
<tr>
<td>CHAINSTING</td>
<td>0.0005</td>
<td>22</td>
<td>0</td>
<td>188</td>
<td>1.55e-11</td>
<td>3.32e-07</td>
</tr>
<tr>
<td>CHAINWOOD</td>
<td>0.5</td>
<td>600</td>
<td>309</td>
<td>3693</td>
<td>3.35e+02</td>
<td>9.51e+00</td>
</tr>
<tr>
<td>CHAINWOOD</td>
<td>0.05</td>
<td>225</td>
<td>130</td>
<td>4792</td>
<td>1.11e+02</td>
<td>1.29e-07</td>
</tr>
<tr>
<td>CHAINWOOD</td>
<td>0.005</td>
<td>161</td>
<td>102</td>
<td>4441</td>
<td>2.22e+01</td>
<td>1.75e-07</td>
</tr>
<tr>
<td>CHAINWOOD</td>
<td>0.0005</td>
<td>186</td>
<td>126</td>
<td>5350</td>
<td>1.00e+00</td>
<td>4.79e-08</td>
</tr>
<tr>
<td>CRAGGLEVY</td>
<td>0.5</td>
<td>23</td>
<td>0</td>
<td>44</td>
<td>9.97e-08</td>
<td>5.16e-07</td>
</tr>
<tr>
<td>CRAGGLEVY</td>
<td>0.05</td>
<td>23</td>
<td>0</td>
<td>82</td>
<td>2.01e-08</td>
<td>4.99e-07</td>
</tr>
<tr>
<td>CRAGGLEVY</td>
<td>0.005</td>
<td>21</td>
<td>0</td>
<td>88</td>
<td>2.84e-07</td>
<td>7.89e-07</td>
</tr>
<tr>
<td>CRAGGLEVY</td>
<td>0.0005</td>
<td>21</td>
<td>0</td>
<td>125</td>
<td>2.84e-07</td>
<td>7.89e-07</td>
</tr>
</tbody>
</table>
Table 8.12: Results for the DOGLEG method: n=260.

<table>
<thead>
<tr>
<th>Problem</th>
<th>cg tol</th>
<th>iter</th>
<th>neg,c</th>
<th>pcg</th>
<th>fun val</th>
<th>grad nrm</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEGENSING</td>
<td>0.5</td>
<td>27</td>
<td>0</td>
<td>71</td>
<td>8.26e-07</td>
<td>4.12e-07</td>
</tr>
<tr>
<td>DEGENSING</td>
<td>0.05</td>
<td>26</td>
<td>0</td>
<td>112</td>
<td>9.16e-07</td>
<td>4.81e-07</td>
</tr>
<tr>
<td>DEGENSING</td>
<td>0.005</td>
<td>22</td>
<td>0</td>
<td>148</td>
<td>7.69e-07</td>
<td>3.70e-07</td>
</tr>
<tr>
<td>DEGENSING</td>
<td>0.0005</td>
<td>22</td>
<td>0</td>
<td>188</td>
<td>7.15e-07</td>
<td>3.32e-07</td>
</tr>
<tr>
<td>EPowell</td>
<td>0.5</td>
<td>23</td>
<td>0</td>
<td>47</td>
<td>8.03e-09</td>
<td>6.76e-07</td>
</tr>
<tr>
<td>EPowell</td>
<td>0.05</td>
<td>18</td>
<td>0</td>
<td>63</td>
<td>3.31e-08</td>
<td>8.55e-07</td>
</tr>
<tr>
<td>EPowell</td>
<td>0.005</td>
<td>18</td>
<td>0</td>
<td>72</td>
<td>3.29e-08</td>
<td>8.50e-07</td>
</tr>
<tr>
<td>EROSENBR</td>
<td>0.5</td>
<td>93</td>
<td>51</td>
<td>140</td>
<td>8.78e-12</td>
<td>2.90e-07</td>
</tr>
<tr>
<td>EROSENBR</td>
<td>0.05</td>
<td>45</td>
<td>22</td>
<td>81</td>
<td>3.17e-12</td>
<td>1.67e-07</td>
</tr>
<tr>
<td>EROSENBR</td>
<td>0.005</td>
<td>88</td>
<td>71</td>
<td>167</td>
<td>1.60e-30</td>
<td>2.22e-16</td>
</tr>
<tr>
<td>EROSENBR</td>
<td>0.0005</td>
<td>88</td>
<td>71</td>
<td>167</td>
<td>1.60e-30</td>
<td>2.22e-16</td>
</tr>
<tr>
<td>GENROSE</td>
<td>0.5</td>
<td>47</td>
<td>16</td>
<td>86</td>
<td>1.00e+00</td>
<td>2.98e-07</td>
</tr>
<tr>
<td>GENROSE</td>
<td>0.05</td>
<td>29</td>
<td>14</td>
<td>120</td>
<td>1.00e+00</td>
<td>6.20e-08</td>
</tr>
<tr>
<td>GENROSE</td>
<td>0.005</td>
<td>21</td>
<td>7</td>
<td>139</td>
<td>1.00e+00</td>
<td>8.89e-07</td>
</tr>
<tr>
<td>GENROSE</td>
<td>0.0005</td>
<td>21</td>
<td>7</td>
<td>184</td>
<td>1.00e+00</td>
<td>3.67e-09</td>
</tr>
<tr>
<td>GENSELING</td>
<td>0.5</td>
<td>42</td>
<td>0</td>
<td>100</td>
<td>1.01e-08</td>
<td>4.77e-07</td>
</tr>
<tr>
<td>GENSELING</td>
<td>0.05</td>
<td>21</td>
<td>0</td>
<td>63</td>
<td>2.90e-08</td>
<td>7.61e-07</td>
</tr>
<tr>
<td>GENSELING</td>
<td>0.005</td>
<td>22</td>
<td>0</td>
<td>78</td>
<td>6.42e-10</td>
<td>3.21e-07</td>
</tr>
<tr>
<td>GENSELING</td>
<td>0.0005</td>
<td>22</td>
<td>0</td>
<td>83</td>
<td>5.06e-10</td>
<td>3.27e-07</td>
</tr>
<tr>
<td>GENWOOD</td>
<td>0.5</td>
<td>122</td>
<td>33</td>
<td>332</td>
<td>1.00e+00</td>
<td>7.18e-07</td>
</tr>
<tr>
<td>GENWOOD</td>
<td>0.05</td>
<td>62</td>
<td>19</td>
<td>256</td>
<td>1.00e+00</td>
<td>4.74e-08</td>
</tr>
<tr>
<td>GENWOOD</td>
<td>0.005</td>
<td>63</td>
<td>21</td>
<td>390</td>
<td>1.00e+00</td>
<td>9.58e-07</td>
</tr>
<tr>
<td>GENWOOD</td>
<td>0.0005</td>
<td>74</td>
<td>32</td>
<td>478</td>
<td>1.00e+00</td>
<td>6.30e-10</td>
</tr>
<tr>
<td>MOLE1</td>
<td>0.5</td>
<td>76</td>
<td>38</td>
<td>292</td>
<td>1.11e+01</td>
<td>7.30e-07</td>
</tr>
<tr>
<td>MOLE1</td>
<td>0.05</td>
<td>60</td>
<td>36</td>
<td>407</td>
<td>1.11e+01</td>
<td>9.59e-08</td>
</tr>
<tr>
<td>MOLE1</td>
<td>0.005</td>
<td>74</td>
<td>44</td>
<td>758</td>
<td>1.11e+01</td>
<td>1.07e-08</td>
</tr>
<tr>
<td>MOLE1</td>
<td>0.0005</td>
<td>70</td>
<td>40</td>
<td>857</td>
<td>1.11e+01</td>
<td>6.33e-09</td>
</tr>
<tr>
<td>MOLE3</td>
<td>0.5</td>
<td>155</td>
<td>53</td>
<td>2664</td>
<td>6.02e+00</td>
<td>9.07e-07</td>
</tr>
<tr>
<td>MOLE3</td>
<td>0.05</td>
<td>103</td>
<td>40</td>
<td>3320</td>
<td>5.35e+00</td>
<td>7.31e-08</td>
</tr>
<tr>
<td>MOLE3</td>
<td>0.005</td>
<td>101</td>
<td>44</td>
<td>4939</td>
<td>5.35e+00</td>
<td>6.79e-08</td>
</tr>
<tr>
<td>MOLE3</td>
<td>0.0005</td>
<td>98</td>
<td>40</td>
<td>6130</td>
<td>5.36e+00</td>
<td>1.69e-08</td>
</tr>
<tr>
<td>TOINTBROY</td>
<td>0.5</td>
<td>19</td>
<td>0</td>
<td>35</td>
<td>8.83e+01</td>
<td>4.82e-07</td>
</tr>
<tr>
<td>TOINTBROY</td>
<td>0.05</td>
<td>8</td>
<td>0</td>
<td>30</td>
<td>8.83e+01</td>
<td>1.26e-07</td>
</tr>
<tr>
<td>TOINTBROY</td>
<td>0.005</td>
<td>7</td>
<td>0</td>
<td>39</td>
<td>8.83e+01</td>
<td>5.38e-08</td>
</tr>
<tr>
<td>TOINTBROY</td>
<td>0.0005</td>
<td>7</td>
<td>0</td>
<td>58</td>
<td>8.83e+01</td>
<td>2.69e-10</td>
</tr>
<tr>
<td>VAR</td>
<td>0.5</td>
<td>58</td>
<td>0</td>
<td>3813</td>
<td>-8.52e+00</td>
<td>8.14e-07</td>
</tr>
<tr>
<td>VAR</td>
<td>0.05</td>
<td>51</td>
<td>0</td>
<td>6519</td>
<td>-8.52e+00</td>
<td>8.90e-07</td>
</tr>
<tr>
<td>VAR</td>
<td>0.005</td>
<td>43</td>
<td>0</td>
<td>5590</td>
<td>-8.52e+00</td>
<td>9.66e-07</td>
</tr>
<tr>
<td>VAR</td>
<td>0.0005</td>
<td>43</td>
<td>0</td>
<td>5590</td>
<td>-8.52e+00</td>
<td>9.66e-07</td>
</tr>
</tbody>
</table>
Table 8.2). Furthermore, it is when the trust-region radius $\Delta_k$ is small that the Steihaug method is most likely to stop early and miss negative curvature. Thus it appears that the effectiveness of the Steihaug algorithm decreases as problem nonlinearity increases.

We can further support these claims by looking at all four algorithms. It appears that the Steihaug method suffers from two shortcomings when negative curvature exists. When negative curvature is not encountered, the algorithms behave similarly: they take similar size steps in similar directions. If the subspace or dogleg algorithms detect negative curvature, the Steihaug method may terminate before it finds negative curvature. This seems to cause it to take worse steps than the other methods. Is the negative curvature direction so important? Recall that SUBSP3 minimizes over the subspace that includes the current estimate to the inexact Newton direction, which is similar to the direction the STEIHIH method computes, and the direction of negative curvature when it exists. But when presented with a subspace containing both these directions, the 3-dimensional subspace method SUBSP3 often moves in a direction with a substantial component in the negative curvature direction $d$ at the iterations when the Steihaug method did not find the negative curvature direction $d$ (when, up to this iteration, the algorithms were moving in the same directions at about the same rate). Also, if not detecting the negative curvature direction is a problem with the STEIHIH method, then using a smaller $\eta$ (i.e. $cg\;tol$) should sometimes improve the Steihaug method and make it comparable to the other methods (as then the negative curvature directions are more likely to be found) – this indeed does happen (see problems AUGMLAGN, GENROSE, and GENWOOD in Tables 8.3 and 8.4).

The second problem is that even when the Steihaug method finds a direction of negative curvature, it chooses a step that may be longer or shorter than the other methods; and this stepsize is a less desirable choice than the steps selected by the other methods. At this time, it is not clear why the Steihaug method’s metric for step length is lacking. To verify that the metric causes difficulty, one more experiment was conducted. For this experiment, the dogleg algorithm was used with the stepsize chosen according to $\| \cdot \|_C$ instead of $\| \cdot \|_2$ (i.e., the same metric as the Steihaug algorithm; also $\Delta$ is initialized according to this norm like the Steihaug method). The results are shown in Tables 8.13 and 8.14. Note that this method, for problems with negative curvature, is usually worse than the dogleg method using the 2-norm, but better than the Steihaug method (it only has one of the shortcomings of the Steihaug method, not both).

We briefly comment on the SUBSP2 and SUBSP3 methods. In comparing the SUBSP2 and SUBSP3 methods, we can see that there is no clear “winner”. Sometimes SUBSP2 takes fewer iterations (e.g. CHAINWOOD), but then SUBSP3 may take fewer iterations on other problems (e.g. AUGMLAGN). Since the subspace
Table 8.13: Results for the DOGLEG method using $\| \cdot \|_C$: $n=260$.

<table>
<thead>
<tr>
<th>Problem</th>
<th>cg tol</th>
<th>iter</th>
<th>neg.c</th>
<th>pce</th>
<th>fun val</th>
<th>grad nrm</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUGMLAGN</td>
<td>0.5</td>
<td>83</td>
<td>15</td>
<td>252</td>
<td>2.25e+01</td>
<td>1.23e-06</td>
</tr>
<tr>
<td>AUGMLAGN</td>
<td>0.05</td>
<td>46</td>
<td>16</td>
<td>253</td>
<td>2.33e+01</td>
<td>6.74e-07</td>
</tr>
<tr>
<td>AUGMLAGN</td>
<td>0.005</td>
<td>39</td>
<td>16</td>
<td>248</td>
<td>2.33e+01</td>
<td>8.96e-07</td>
</tr>
<tr>
<td>AUGMLAGN</td>
<td>0.0005</td>
<td>46</td>
<td>19</td>
<td>339</td>
<td>2.33e+01</td>
<td>7.92e-08</td>
</tr>
<tr>
<td>BROWN1</td>
<td>0.5</td>
<td>31</td>
<td>0</td>
<td>34</td>
<td>2.60e+01</td>
<td>4.04e-11</td>
</tr>
<tr>
<td>BROWN1</td>
<td>0.05</td>
<td>29</td>
<td>0</td>
<td>35</td>
<td>2.60e+01</td>
<td>4.26e-08</td>
</tr>
<tr>
<td>BROWN1</td>
<td>0.005</td>
<td>29</td>
<td>0</td>
<td>38</td>
<td>2.60e+01</td>
<td>1.06e-08</td>
</tr>
<tr>
<td>BROWN1</td>
<td>0.0005</td>
<td>29</td>
<td>0</td>
<td>40</td>
<td>2.60e+01</td>
<td>9.80e-09</td>
</tr>
<tr>
<td>BROWN1</td>
<td>0.5</td>
<td>6</td>
<td>0</td>
<td>6</td>
<td>1.55e-11</td>
<td>6.93e-07</td>
</tr>
<tr>
<td>BROWN1</td>
<td>0.05</td>
<td>6</td>
<td>0</td>
<td>6</td>
<td>1.55e-11</td>
<td>6.93e-07</td>
</tr>
<tr>
<td>BROWN3</td>
<td>0.005</td>
<td>6</td>
<td>0</td>
<td>6</td>
<td>1.55e-11</td>
<td>6.93e-07</td>
</tr>
<tr>
<td>BROYDEN1A</td>
<td>0.5</td>
<td>13</td>
<td>0</td>
<td>24</td>
<td>1.00e+00</td>
<td>3.89e-07</td>
</tr>
<tr>
<td>BROYDEN1A</td>
<td>0.05</td>
<td>11</td>
<td>0</td>
<td>26</td>
<td>1.00e+00</td>
<td>4.70e-07</td>
</tr>
<tr>
<td>BROYDEN1A</td>
<td>0.005</td>
<td>11</td>
<td>0</td>
<td>52</td>
<td>1.00e+00</td>
<td>4.08e-07</td>
</tr>
<tr>
<td>BROYDEN1A</td>
<td>0.0005</td>
<td>11</td>
<td>0</td>
<td>81</td>
<td>1.00e+00</td>
<td>4.67e-07</td>
</tr>
<tr>
<td>BROYDEN1B</td>
<td>0.5</td>
<td>15</td>
<td>0</td>
<td>22</td>
<td>1.00e+00</td>
<td>9.54e-07</td>
</tr>
<tr>
<td>BROYDEN1B</td>
<td>0.05</td>
<td>7</td>
<td>0</td>
<td>21</td>
<td>1.00e+00</td>
<td>8.73e-07</td>
</tr>
<tr>
<td>BROYDEN1B</td>
<td>0.005</td>
<td>6</td>
<td>0</td>
<td>28</td>
<td>1.00e+00</td>
<td>6.74e-08</td>
</tr>
<tr>
<td>BROYDEN1B</td>
<td>0.0005</td>
<td>5</td>
<td>0</td>
<td>34</td>
<td>1.00e+00</td>
<td>7.92e-07</td>
</tr>
<tr>
<td>BROYDEN2A</td>
<td>0.5</td>
<td>17</td>
<td>0</td>
<td>39</td>
<td>8.64e-12</td>
<td>9.83e-07</td>
</tr>
<tr>
<td>BROYDEN2A</td>
<td>0.05</td>
<td>13</td>
<td>0</td>
<td>60</td>
<td>5.16e-13</td>
<td>1.86e-07</td>
</tr>
<tr>
<td>BROYDEN2A</td>
<td>0.005</td>
<td>19</td>
<td>6</td>
<td>147</td>
<td>2.47e-13</td>
<td>2.10e-07</td>
</tr>
<tr>
<td>BROYDEN2A</td>
<td>0.0005</td>
<td>19</td>
<td>6</td>
<td>190</td>
<td>2.31e-13</td>
<td>2.11e-07</td>
</tr>
<tr>
<td>BROYDEN2B</td>
<td>0.5</td>
<td>19</td>
<td>0</td>
<td>41</td>
<td>2.33e-13</td>
<td>5.82e-07</td>
</tr>
<tr>
<td>BROYDEN2B</td>
<td>0.05</td>
<td>10</td>
<td>0</td>
<td>50</td>
<td>2.32e-15</td>
<td>6.97e-08</td>
</tr>
<tr>
<td>BROYDEN2B</td>
<td>0.005</td>
<td>8</td>
<td>0</td>
<td>62</td>
<td>7.66e-16</td>
<td>5.27e-08</td>
</tr>
<tr>
<td>BROYDEN2B</td>
<td>0.0005</td>
<td>7</td>
<td>0</td>
<td>71</td>
<td>1.38e-13</td>
<td>6.13e-07</td>
</tr>
<tr>
<td>CHAINSING</td>
<td>0.5</td>
<td>27</td>
<td>0</td>
<td>71</td>
<td>1.04e-11</td>
<td>4.12e-07</td>
</tr>
<tr>
<td>CHAINSING</td>
<td>0.05</td>
<td>24</td>
<td>0</td>
<td>122</td>
<td>1.93e-11</td>
<td>4.59e-07</td>
</tr>
<tr>
<td>CHAINSING</td>
<td>0.005</td>
<td>22</td>
<td>0</td>
<td>148</td>
<td>1.46e-11</td>
<td>3.70e-07</td>
</tr>
<tr>
<td>CHAINSING</td>
<td>0.0005</td>
<td>22</td>
<td>0</td>
<td>188</td>
<td>1.55e-11</td>
<td>3.32e-07</td>
</tr>
<tr>
<td>CHAINWOOD</td>
<td>0.5</td>
<td>600</td>
<td>333</td>
<td>2913</td>
<td>4.41e+02</td>
<td>9.27e+00</td>
</tr>
<tr>
<td>CHAINWOOD</td>
<td>0.05</td>
<td>310</td>
<td>143</td>
<td>4126</td>
<td>1.00e+00</td>
<td>1.29e-07</td>
</tr>
<tr>
<td>CHAINWOOD</td>
<td>0.005</td>
<td>436</td>
<td>235</td>
<td>4158</td>
<td>1.00e+00</td>
<td>2.49e-07</td>
</tr>
<tr>
<td>CHAINWOOD</td>
<td>0.0005</td>
<td>448</td>
<td>212</td>
<td>4791</td>
<td>1.00e+00</td>
<td>1.34e-09</td>
</tr>
<tr>
<td>CRAGGLEYV</td>
<td>0.5</td>
<td>23</td>
<td>0</td>
<td>44</td>
<td>9.97e-08</td>
<td>5.16e-07</td>
</tr>
<tr>
<td>CRAGGLEYV</td>
<td>0.05</td>
<td>23</td>
<td>0</td>
<td>82</td>
<td>2.01e-08</td>
<td>4.99e-07</td>
</tr>
<tr>
<td>CRAGGLEYV</td>
<td>0.005</td>
<td>21</td>
<td>0</td>
<td>88</td>
<td>2.84e-07</td>
<td>7.89e-07</td>
</tr>
<tr>
<td>CRAGGLEYV</td>
<td>0.0005</td>
<td>21</td>
<td>0</td>
<td>125</td>
<td>2.84e-07</td>
<td>7.89e-07</td>
</tr>
</tbody>
</table>
Table 8.14: Results for the DOGLEG method using $\| \cdot \|_C$: $n=260.$

<table>
<thead>
<tr>
<th>Problem</th>
<th>cg tol</th>
<th>iter</th>
<th>neg.c</th>
<th>pcg</th>
<th>fun val</th>
<th>grad nrm</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEGENSING</td>
<td>0.5</td>
<td>27</td>
<td>0</td>
<td>71</td>
<td>8.26e-07</td>
<td>4.12e-07</td>
</tr>
<tr>
<td>DEGENSING</td>
<td>0.05</td>
<td>24</td>
<td>0</td>
<td>47</td>
<td>1.99e-01</td>
<td>2.58e+00</td>
</tr>
<tr>
<td>DEGENSING</td>
<td>0.005</td>
<td>22</td>
<td>0</td>
<td>148</td>
<td>7.69e-07</td>
<td>3.70e-07</td>
</tr>
<tr>
<td>DEGENSING</td>
<td>0.0005</td>
<td>22</td>
<td>0</td>
<td>188</td>
<td>7.15e-07</td>
<td>3.32e-07</td>
</tr>
<tr>
<td>EPowell</td>
<td>0.5</td>
<td>23</td>
<td>0</td>
<td>47</td>
<td>8.03e-09</td>
<td>6.76e-07</td>
</tr>
<tr>
<td>EPowell</td>
<td>0.05</td>
<td>18</td>
<td>0</td>
<td>63</td>
<td>3.31e-08</td>
<td>8.55e-07</td>
</tr>
<tr>
<td>EPowell</td>
<td>0.005</td>
<td>18</td>
<td>0</td>
<td>72</td>
<td>3.29e-08</td>
<td>8.50e-07</td>
</tr>
<tr>
<td>EPowell</td>
<td>0.0005</td>
<td>18</td>
<td>0</td>
<td>72</td>
<td>3.29e-08</td>
<td>8.50e-07</td>
</tr>
<tr>
<td>EROSENBR</td>
<td>0.5</td>
<td>67</td>
<td>37</td>
<td>95</td>
<td>3.77e-11</td>
<td>5.76e-07</td>
</tr>
<tr>
<td>EROSENBR</td>
<td>0.05</td>
<td>48</td>
<td>28</td>
<td>82</td>
<td>3.38e-12</td>
<td>1.72e-07</td>
</tr>
<tr>
<td>EROSENBR</td>
<td>0.005</td>
<td>600</td>
<td>579</td>
<td>159</td>
<td>0.00e+00</td>
<td>0.00e+00</td>
</tr>
<tr>
<td>EROSENBR</td>
<td>0.0005</td>
<td>600</td>
<td>579</td>
<td>159</td>
<td>0.00e+00</td>
<td>0.00e+00</td>
</tr>
<tr>
<td>GENROSE</td>
<td>0.5</td>
<td>64</td>
<td>22</td>
<td>88</td>
<td>1.00e+00</td>
<td>4.16e-07</td>
</tr>
<tr>
<td>GENROSE</td>
<td>0.05</td>
<td>26</td>
<td>9</td>
<td>129</td>
<td>1.00e+00</td>
<td>3.32e-07</td>
</tr>
<tr>
<td>GENROSE</td>
<td>0.005</td>
<td>25</td>
<td>9</td>
<td>149</td>
<td>1.00e+00</td>
<td>7.88e-08</td>
</tr>
<tr>
<td>GENROSE</td>
<td>0.0005</td>
<td>24</td>
<td>7</td>
<td>205</td>
<td>1.00e+00</td>
<td>5.02e-10</td>
</tr>
<tr>
<td>GENSING</td>
<td>0.5</td>
<td>37</td>
<td>0</td>
<td>84</td>
<td>3.38e-08</td>
<td>7.32e-07</td>
</tr>
<tr>
<td>GENSING</td>
<td>0.05</td>
<td>21</td>
<td>0</td>
<td>63</td>
<td>2.90e-08</td>
<td>7.61e-07</td>
</tr>
<tr>
<td>GENSING</td>
<td>0.005</td>
<td>22</td>
<td>0</td>
<td>78</td>
<td>6.42e-10</td>
<td>3.21e-07</td>
</tr>
<tr>
<td>GENSING</td>
<td>0.0005</td>
<td>22</td>
<td>0</td>
<td>83</td>
<td>5.06e-10</td>
<td>3.27e-07</td>
</tr>
<tr>
<td>GENWOOD</td>
<td>0.5</td>
<td>140</td>
<td>56</td>
<td>371</td>
<td>1.00e+00</td>
<td>8.91e-10</td>
</tr>
<tr>
<td>GENWOOD</td>
<td>0.05</td>
<td>76</td>
<td>26</td>
<td>362</td>
<td>1.00e+00</td>
<td>6.99e-07</td>
</tr>
<tr>
<td>GENWOOD</td>
<td>0.005</td>
<td>68</td>
<td>16</td>
<td>430</td>
<td>1.00e+00</td>
<td>1.79e-09</td>
</tr>
<tr>
<td>GENWOOD</td>
<td>0.0005</td>
<td>71</td>
<td>26</td>
<td>433</td>
<td>1.00e+00</td>
<td>4.71e-13</td>
</tr>
<tr>
<td>MOLE1</td>
<td>0.5</td>
<td>97</td>
<td>34</td>
<td>294</td>
<td>1.12e+01</td>
<td>8.03e-07</td>
</tr>
<tr>
<td>MOLE1</td>
<td>0.05</td>
<td>88</td>
<td>40</td>
<td>452</td>
<td>1.12e+01</td>
<td>6.32e-07</td>
</tr>
<tr>
<td>MOLE1</td>
<td>0.005</td>
<td>97</td>
<td>48</td>
<td>572</td>
<td>1.12e+01</td>
<td>6.90e-08</td>
</tr>
<tr>
<td>MOLE1</td>
<td>0.0005</td>
<td>97</td>
<td>48</td>
<td>647</td>
<td>1.12e+01</td>
<td>4.81e-09</td>
</tr>
<tr>
<td>MOLE3</td>
<td>0.5</td>
<td>164</td>
<td>46</td>
<td>2180</td>
<td>5.40e+00</td>
<td>4.46e-07</td>
</tr>
<tr>
<td>MOLE3</td>
<td>0.05</td>
<td>112</td>
<td>41</td>
<td>2958</td>
<td>5.40e+00</td>
<td>5.55e-07</td>
</tr>
<tr>
<td>MOLE3</td>
<td>0.005</td>
<td>107</td>
<td>42</td>
<td>4180</td>
<td>5.40e+00</td>
<td>2.71e-07</td>
</tr>
<tr>
<td>MOLE3</td>
<td>0.0005</td>
<td>103</td>
<td>39</td>
<td>5132</td>
<td>5.40e+00</td>
<td>1.69e-07</td>
</tr>
<tr>
<td>TOINTBROY</td>
<td>0.5</td>
<td>19</td>
<td>0</td>
<td>35</td>
<td>8.83e+01</td>
<td>4.82e-07</td>
</tr>
<tr>
<td>TOINTBROY</td>
<td>0.05</td>
<td>8</td>
<td>0</td>
<td>30</td>
<td>8.83e+01</td>
<td>1.26e-07</td>
</tr>
<tr>
<td>TOINTBROY</td>
<td>0.005</td>
<td>7</td>
<td>0</td>
<td>39</td>
<td>8.83e+01</td>
<td>5.38e-08</td>
</tr>
<tr>
<td>TOINTBROY</td>
<td>0.0005</td>
<td>7</td>
<td>0</td>
<td>58</td>
<td>8.83e+01</td>
<td>2.69e-10</td>
</tr>
<tr>
<td>VAR</td>
<td>0.5</td>
<td>50</td>
<td>0</td>
<td>3320</td>
<td>-8.52e+00</td>
<td>9.49e-07</td>
</tr>
<tr>
<td>VAR</td>
<td>0.05</td>
<td>51</td>
<td>0</td>
<td>6519</td>
<td>-8.52e+00</td>
<td>8.79e-07</td>
</tr>
<tr>
<td>VAR</td>
<td>0.005</td>
<td>45</td>
<td>0</td>
<td>5850</td>
<td>-8.52e+00</td>
<td>5.17e-07</td>
</tr>
<tr>
<td>VAR</td>
<td>0.0005</td>
<td>45</td>
<td>0</td>
<td>5850</td>
<td>-8.52e+00</td>
<td>5.17e-07</td>
</tr>
</tbody>
</table>
of SUBSP2 is contained in the one used by SUBSP3, it would seem reasonable that SUBSP3 would converge in fewer iterations. However, sometimes SUBSP3 appears to encounter more nonlinearity with its choice of steps, and so shrinks the trust-region bound $\Delta_k$ more than SUBSP2. This appears to allow SUBSP2 to take larger steps as a minimizer is approached, since its $\Delta_k$ is larger, and so converge quicker.

We are left with the following questions. First, is it possible to prove that these methods, particularly the STEIH and SUBSP2 algorithms, are “equivalent” when only positive curvature is encountered? Certainly when the conditions in Lemma 5.2.1 hold, that is if the trust-region bound is large enough and our Hessian is positive definite, then the trust-region step computed by the SUBSP2 method is exactly the inexact Newton step, which is also the step computed by the Steihaug method (assuming again that the trust-region bound is large enough). Also, what causes the Steihaug method to take undesirable step sizes when negative curvature is found, that is, why is the norm it uses a bad metric for negative curvature? The norm is based on the preconditioning matrix; would a different preconditioner result in better step sizes? Finally, can we more precisely explain why SUBSP3 is sometimes deficient compared to SUBSP2? And can this deficiency be rectified in a way that using more directions in our subspace trust-region algorithm is always an advantage?
Chapter 9
Parallel STIR

We investigate a parallel implementation (PSTIR) of the STIR algorithm. The algorithm behavior, in terms of speed, scalability and efficiency, depends mainly on the parallel matrix-vector multiplication code. Given good behavior in the multiplication code, we can expect good overall behavior of PSTIR.

To demonstrate this claim, we shall present an efficient matrix-vector multiply code for a Hessian of specific form. We shall see that this code is both efficient and scalable. We also consider the efficiency and scalability of a distributed dot product computation. Since the matrix-vector and dot products are the bulk of the computation in our conjugate gradient routine MPCG, our parallel MPCG code has scalability and efficiency in accordance with these two operations. Also, because the MPCG code dominates the optimization (PSTIR) code, we expect our overall optimization algorithm to also have speedup and efficiency proportional to the matrix-vector and dot product timings.

The PSTIR algorithm is equivalent to STIR in that it finds the same minimizer given the same stopping conditions. Also, the implementation is straightforward; unlike active-set or projected gradient methods, there is no need to load-balance the processors as the working set changes. Furthermore, the characteristic low number of optimization iterations for STIR (PSTIR) ensures scalable performance even as the number of variables and constraints increases. In other words, as long as the matrix-vector multiply and dot products scale well, we can expect PSTIR to scale well since the number of optimization iterations is unlikely to increase substantially with problem size.

Finally we will compare PSTIR as implemented on the IBM SP2 to competing algorithms on the CM-2, Intel iPSC/860 and the IBM 3090, as reported in [MMZ95].
9.1 Computational issues

The main computation time for PSTIR is spent in the conjugate gradient iterations. These iterations are composed mainly of dot products, SAXPY’s, and matrix-vector multiplies. (A SAXPY operation computes \( z = \alpha x + y \) where \( z, x, \) and \( y \) are vectors and \( \alpha \) is a scalar.) Only the dot products and matrix-vector multiplies require communication when distributed among different processors, so we focus our attention on these operations.

The rest of the PSTIR code is made up of either “embarrassingly parallel” operations, such as SAXPY’s, or more dot products and matrix-vector multiplies. Although less dominant in the overall computation time, we briefly review the computation needed in the non-MPCG part of PSTIR.

Once a direction is determined from the MPCG algorithm, we solve the two-dimensional subspace problem. We choose to solve this problem sequentially due to its trivial size and time requirements; in fact, we actually call a Matlab M-file that solves this subspace trust-region problem within a background Matlab process running under control of the root process.

The next step is to determine the minimizer along the reflected-dogleg path (see Section 3.3.2). This requires evaluating the quadratic model once for each segment of this path. Thus we compute several dot products and matrix-vector multiplies to evaluate the quadratic model.

The other communication necessary is the broadcasting or “reduction” of various scalar quantities needed to determine the next step in the algorithm.

9.2 Parallel architecture and software specifications

The code is written in XLF fortran version 3.2, compiled with the optimization flags -O2 and -qarch=pwr2. Whenever possible we use the ESSL (Engineering and Scientific Subroutine Library [IBM92]) routines provided by IBM. For the parallel communication, we use the Message Passing Interface library MPI-F [Fra95, Mes93] version 1.41. As discussed above, we call Matlab 4.2c in the background by the root process.

The IBM SP2 used in our experimental runs consists of 512 nodes that are standard POWER2 architecture RS/6000 processors. These processors have superscalar pipelined chips capable of executing 4 floating point operations per cycle. The processors run at 66.7 MHz, giving a peak performance per processor of 266 MFLOPS. The SP2 configuration includes two types of nodes, known as thin nodes and wide nodes. Thin nodes, roughly equivalent to an RS/6000 Model 390, have 128 MBytes memory (a few have 256 MBytes) and 64 KBytes data cache, with 2
GBytes disk space each. Wide nodes have memories that range from 256 MBytes to 2GBytes, 256 KBytes data cache, and up to 18 GBytes of disk space. Although the clock speeds for the two types of nodes are the same, the differences in cache and bus sizes result in slower performance on thin nodes than on wide nodes for computationally intensive applications. For our experiments, we note that we use the thin nodes (mainly due to greater availability).

9.3 Data distribution and computation

We discuss how the data is distributed and how the two main computations are implemented.

Our communication model is that the processors are laid out in a linear array, with each processor having a left and right neighbor. Our Hessian-vector multiply is implemented without forming the Hessian, so this matrix distribution is avoided. For all vector operations, including dot product, each vector is distributed so that each section of \( n/p \) elements is local to a given processor. That is, if vector \( x \) has \( n \) elements and the processors are numbered from 0 to \( p-1 \), then processor \( k \) has elements \( k \cdot \frac{n}{p} + 1 \) through \( (k+1) \cdot \frac{n}{p} \).

9.3.1 Dot product

To compute the dot product \( x^Ty \) we first compute the dot product of \( x \) and \( y \) of the elements local to processor \( p \). Then we compute a global sum (using MPI\_REDUCE) of each local dot product to give the full dot product \( x^Ty \). Each local dot product is computed using the IBM ESSL routine DDOT.

9.3.2 Matrix-vector multiply

Each of the problems we test is a quadratic problem and so has a constant Hessian matrix. These problems have a Hessian matrix \( H \) with a special structured block tridiagonal form. The superdiagonal and subdiagonal blocks of \( H \) are the identity matrix \( I \in \mathbb{R}^{m \times m} \). The diagonal blocks are tridiagonal matrices with each diagonal element equal to 4, and each superdiagonal and subdiagonal element equal to \(-1\). All blocks of \( H \) are \( m \) by \( m \) where \( n = m^2 \). The bandwidth of the matrix \( H \) is \( m \).

Since this Hessian matrix has a small number of nonzeros per row (at most five), a general matrix-vector multiplication routine does not give the full scalability available if this structure is exploited. We choose not to form this Hessian matrix due to its regular structure (it is derived from a finite element approximation using a 5-point grid), but provide instead a subroutine which computes the product of the Hessian with a given vector. For each element of the product \( (Hx)_i \), we need at most five elements of \( x \): \( x_i, x_{i-1}, x_{i+1}, x_{i-m}, \) and \( x_{i+m} \).
Thus the communication needed to compute the Hessian vector product is \( m \) elements of \( x \) from the right neighbor and \( m \) elements from the left neighbor processors, where \( m \) is the bandwidth of the matrix. Note that no matter how many processors we have, each processor only communicates with its two neighbors. And the size of data to be exchanged with each neighbor is always \( m \). This allows our Hessian-vector multiplication routine good scalability and efficiency.

### 9.4 Obstacle problem

We test one of the obstacle problems as described in [MT89a]. These problems are quadratic

\[
q(x) = \frac{1}{2} x^T H x + c^T x
\]

where \( H \) is as described in Section 9.3.2 and \( c = \left( \frac{1}{m+1} \right)^2 \), where \( m^2 = n \).

For obstacle problem I the bounds are

\[
l_i = (\sin(9.2\alpha_i) \cdot \sin(9.3\gamma_i))^3
\]

\[
u_i = (\sin(9.2\alpha_i) \cdot \sin(9.3\gamma_i))^2 + 0.02.
\]

These are based on the coefficients defined by

\[
\alpha_i = (i - \left\lfloor \frac{i-1}{m} \right\rfloor \cdot m) \cdot \left( \frac{1}{m + 1} \right)
\]

\[
\gamma_i = \left\lfloor \frac{i}{m} \right\rfloor \cdot \left( \frac{1}{m + 1} \right)
\]

for \( i = 1, 2, \ldots, n \).

Our starting point \( x_0 \) is the midpoint of \( l \) and \( u \):

\[
(x_0)_i = (l_i + u_i)/2.
\]

### 9.5 Computational results

For all timings we give wallclock time. The observed speedup is defined as

\[
speedup = \frac{\text{time for serial program}}{\text{time for parallel program}}
\]

and we also define efficiency as

\[
efficiency = \frac{\text{speedup}}{\text{number of processors}}.
\]
First we show the scalability of the dot product and matrix-vector product for problems of size \( n = 160000 \) and \( n = 2560000 \). We note that the dot product requires \( 2n \) floating point operations (flops). (We count adds and multiplications separately.)

For the matrix-vector multiply, the number of flops is \( nnz \) where \( nnz \) is the number of nonzeros in our Hessian matrix. Since each row of \( H \) consists of one 4 and three or four -1's, a way to view this flop count is that to compute each element \((Hx)_i\), we do one multiplication followed by three or four subtractions, depending on if \( H \) has 4 or 5 elements in that row. Thus the number of flops “per row” of \( H \) is the number of nonzeros in that row. Then the total number of flops is \( nnz \).

Table 9.1 gives the expected scalability of the dot product: the megaflop rate, speedup and efficiency are shown for two problem sizes. The flop rate is given in megaflops per second. We see that the performance is much better for the larger problem since more computation is done for each communication (global sum). Also, the efficiency deteriorates as the number of processors goes up due to the global sum.

### Table 9.1: Dot product: wallclock timings on IBM SP2.

<table>
<thead>
<tr>
<th>( n )</th>
<th>( p )</th>
<th>Mflops</th>
<th>speedup</th>
<th>efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>160000</td>
<td>1</td>
<td>27</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>47</td>
<td>1.74</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>93</td>
<td>3.44</td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>155</td>
<td>5.74</td>
<td>0.72</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>230</td>
<td>8.51</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>355</td>
<td>13.15</td>
<td>0.41</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>422</td>
<td>15.63</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>223</td>
<td>8.26</td>
<td>0.06</td>
</tr>
<tr>
<td>256000</td>
<td>1</td>
<td>26</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>49</td>
<td>1.88</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>102</td>
<td>3.92</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>194</td>
<td>7.46</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>400</td>
<td>15.38</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>694</td>
<td>26.69</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>796</td>
<td>18.30</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>1380</td>
<td>53.08</td>
<td>0.41</td>
</tr>
</tbody>
</table>

Table 9.2 gives the expected scalability of the matrix-vector product. Again, the megaflop rate, speedup and efficiency are shown for two problem sizes. The
overall efficiency is better than for the dot product, and it deteriorates less as processor number grows. Note for the larger problem, we get efficiency greater than unity for all processor counts greater than one. It is likely that once we go to two or more processors, the local data fits into cache and performance improves for each local processor computation.

Table 9.2: Hessian-vector product: wallclock timings on IBM SP2 for obstacle problem I Hessian.

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>Mflops</th>
<th>speedup</th>
<th>efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>160000</td>
<td>1</td>
<td>14</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>27</td>
<td>1.93</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>54</td>
<td>3.86</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>102</td>
<td>7.29</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>178</td>
<td>12.71</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>310</td>
<td>22.14</td>
<td>0.69</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>478</td>
<td>34.14</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>545</td>
<td>38.93</td>
<td>0.30</td>
</tr>
<tr>
<td>256000</td>
<td>1</td>
<td>9</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>29</td>
<td>3.22</td>
<td>1.61</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>59</td>
<td>6.56</td>
<td>1.64</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>112</td>
<td>12.44</td>
<td>1.56</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>244</td>
<td>27.11</td>
<td>1.69</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>398</td>
<td>44.22</td>
<td>1.38</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>713</td>
<td>79.22</td>
<td>1.24</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>1204</td>
<td>133.78</td>
<td>1.05</td>
</tr>
</tbody>
</table>

Next we give some timings for the MPCG parallel code and the PSTIR algorithm. To make comparisons against several other implementations, we use the following stopping condition for PSTIR:

\[ \|D_k g(x_k)\|_\infty \leq \tau_1 \cdot \|D_0 g(x_0)\|_\infty, \]

where \( \tau_1 = 10^{-5} \) and \( g(x_k) \) is the gradient of our quadratic \( g(x_k) = H_k x_k + c \), and \( x_0 \) is our starting point. Also, for the stopping criteria for MPCG (see (4.4) in Figure 4.1) we use \( \eta = 0.5 \).

Table 9.3 shows the scalability of the conjugate gradient routine. This table gives the total (wallclock) time in seconds for PSTIR, total speedup, the average time for one MPCG iteration and speedup, and the percentage of the total time of PSTIR spent in the MPCG routine. (Speedup is not given for the larger problem as it exceeded memory requirements when run on one processor.) Here we can see
the correlation between speedup of the total PSTIR algorithm and the speedup of the average time for one MPCG iteration.

Table 9.3: Parallel MPCG: wallclock timings on IBM SP2 for obstacle problem I. For \( n = 160000 \), solved in 14 iterations and 254 CG iterations; for \( n = 256000 \), solve in 19 iterations and 1007 CG iterations.

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>total time</th>
<th>total speedup</th>
<th>avg time 1 MPCG iter</th>
<th>speedup</th>
<th>% time in MPCG</th>
</tr>
</thead>
<tbody>
<tr>
<td>160000</td>
<td>1</td>
<td>245.731</td>
<td>1.00</td>
<td>.278</td>
<td>1.00</td>
<td>72.447%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>128.304</td>
<td>1.92</td>
<td>.146</td>
<td>1.90</td>
<td>72.577%</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>66.576</td>
<td>3.69</td>
<td>.074</td>
<td>3.76</td>
<td>71.271%</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>34.713</td>
<td>7.08</td>
<td>.038</td>
<td>7.31</td>
<td>69.418%</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>19.358</td>
<td>12.69</td>
<td>.020</td>
<td>13.90</td>
<td>66.370%</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>12.238</td>
<td>20.08</td>
<td>.012</td>
<td>23.17</td>
<td>63.149%</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>8.116</td>
<td>30.28</td>
<td>.007</td>
<td>39.71</td>
<td>56.581%</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>19.315</td>
<td>12.72</td>
<td>.020</td>
<td>13.90</td>
<td>65.729%</td>
</tr>
<tr>
<td>256000</td>
<td>8</td>
<td>3722.260</td>
<td></td>
<td>1.214</td>
<td></td>
<td>32.834%</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>354.077</td>
<td></td>
<td>.294</td>
<td></td>
<td>83.509%</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>189.293</td>
<td></td>
<td>.157</td>
<td></td>
<td>83.677%</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>105.405</td>
<td></td>
<td>.086</td>
<td></td>
<td>81.748%</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>62.168</td>
<td></td>
<td>.051</td>
<td></td>
<td>82.323%</td>
</tr>
</tbody>
</table>

We further explore the relationship between the scalability of PSTIR, MPCG, the matrix-vector product routine and the dot product routine in Figures 9.1 and 9.2. For both speedup and efficiency, the correlation between PSTIR and MPCG is clear. And the combined behavior of the dot and matrix-vector products corresponds to MPCG's behavior; that is as the dot product speedup decreases but the matrix-vector product speedup improves, MPCG is dominated by the dot-product behavior for problems in this size range of \( n = 160000 \). For larger problems since the dot-product efficiency is better, we would expect better efficiency for MPCG and thus PSTIR.

Next in Table 9.4, we give the timings in wallclock seconds for various size problems all run with 16 processors. We also include the number of PSTIR iterations and the number of MPCG iterations required. For the two largest problems, the number of processors was increased to 32 and 64 respectively to allow enough memory for the problem to be solved. Note that from the last three lines in the table we can see that if processor number grows with problem size, the total execution time remains fairly close.

We now compare our method to results in the paper [MMZ95] for this obstacle problem solved by other box-constrained quadratic (BQP) algorithms on
Figure 9.1: Comparison of speedup for n = 160000.

Figure 9.2: Comparison of efficiency for n = 160000.
various other architectures. The first algorithm is a parallel implementation of GPCG [MMZ95] based on the GPCG (projected gradient) algorithm by Moré and Toraldo [MT89a]. The second is a specialized iterative successive over-relaxation (SOR) method for BQP developed by R. De Leone [MMZ95] implemented on an Intel iPSC/860. The last algorithm is an primal-dual interior point method for BQP by Han, Pardalos, and Ye [HPY90] run on an IBM 3090-600S vector supercomputer.

We first give the performance characteristics of each machine in terms of (approximate) cycle time and peak computing rate. The IBM SP2 has a clock cycle time of 15 nsec, and each node has a peak computing rate of 266 MFLOPS. The CM-2 has a cycle time of 140 nsec and a peak computing rate of 14 MFLOPS per node. The IBM 3090 with vector units has a cycle time of 15 nsec. Each of its six processors has a peak computing rate of 116 MFLOPS. A single node of the Intel iPSC/860 has a peak computing rate of 40 MFLOPS.

It is difficult to compare different algorithms across different architectures. Certainly, we have the advantage since the SP2 would be considered the more powerful of the four architectures. We choose to include this comparison to first confirm that PSTIR on the SP2 is faster, as would be expected if the implementation is good, and also to display the relative speedup of the various algorithms and architectures. We do note, however, that the 8K CM-2 has 256 floating point processors, while in this comparison we use only 16 nodes of the SP2, each with exactly one floating point processor.

The results are given in Table 9.5. It is important to note that while the IBM SP2 timings are given in wallclock time, the other timings are given in CM or CPU seconds, which is usually less than the actual elapsed (wallclock) time. Despite this, the IBM SP2 timings for only 16 processors are consistently better than for the other architectures and algorithms. Clearly, we could have chosen a higher number of processors such as 64 and come out further ahead.

### 9.6 Discussion

The core of the PSTIR algorithm is the parallel MPCG algorithm, whose performance is guided by the matrix-vector and dot product computation performance. We have seen that the scalability of PSTIR depends on these sub-computations. Also, though difficult to compare across different architectures, we can see that we are quite competitive with other existing algorithms and their parallel/vector implementations even with just 16 processors.

Furthermore, the PSTIR algorithm implementation is straightforward. Only the matrix-vector multiply requires careful programming design to ensure scalability.
Table 9.4: PSTIR: wallclock timings on IBM SP2 with 16 processors for obstacle problem 1.

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>iter</th>
<th>total time</th>
<th>avg time 1 MPCG iter</th>
<th>iter in MPCG</th>
</tr>
</thead>
<tbody>
<tr>
<td>10000</td>
<td>16</td>
<td>15</td>
<td>1.672</td>
<td>.510</td>
<td>26.667 %</td>
</tr>
<tr>
<td>40000</td>
<td>16</td>
<td>16</td>
<td>2.990</td>
<td>.006</td>
<td>51.951 %</td>
</tr>
<tr>
<td>90000</td>
<td>16</td>
<td>22</td>
<td>9.022</td>
<td>.013</td>
<td>62.395 %</td>
</tr>
<tr>
<td>115600</td>
<td>16</td>
<td>19</td>
<td>9.783</td>
<td>.016</td>
<td>66.373 %</td>
</tr>
<tr>
<td>160000</td>
<td>16</td>
<td>26</td>
<td>19.358</td>
<td>.020</td>
<td>70.209 %</td>
</tr>
<tr>
<td>250000</td>
<td>16</td>
<td>29</td>
<td>34.334</td>
<td>.031</td>
<td>74.204 %</td>
</tr>
<tr>
<td>360000</td>
<td>16</td>
<td>27</td>
<td>49.479</td>
<td>.044</td>
<td>76.970 %</td>
</tr>
<tr>
<td>2890000</td>
<td>16</td>
<td>18</td>
<td>357.349</td>
<td>.313</td>
<td>84.263 %</td>
</tr>
<tr>
<td>8000000</td>
<td>16</td>
<td>17</td>
<td>9124.672</td>
<td>2.685</td>
<td>30.602 %</td>
</tr>
<tr>
<td>16000000</td>
<td>32</td>
<td>17</td>
<td>8759.070</td>
<td>2.468</td>
<td>33.018 %</td>
</tr>
<tr>
<td>32000000</td>
<td>64</td>
<td>17</td>
<td>9450.211</td>
<td>2.585</td>
<td>34.523 %</td>
</tr>
</tbody>
</table>

Table 9.5: Solving the obstacle problem I with PSTIR on the IBM SP2 with 16 processors, with the massively parallel implementation of GPCG on the CM-2, with the parallel successive over-relaxation of De Leone on the Intel iPSC/860, and the vector implementation of interior point algorithms of Han et al. on the IBM 3090-600S. Times are in wallclock seconds for the SP2, CM seconds for the CM-2, and CPU seconds for the iPSC and IBM 3090. * was solved on a 32K CM-2. NA: not available.

<table>
<thead>
<tr>
<th>n</th>
<th>IBM SP2 (p=16) wallclock secs</th>
<th>CM-2 (8K) CM secs</th>
<th>Intel iPSC CPU secs</th>
<th>IBM 3090 CPU secs</th>
</tr>
</thead>
<tbody>
<tr>
<td>10000</td>
<td>1.672</td>
<td>2.39</td>
<td>10.5</td>
<td>16.3</td>
</tr>
<tr>
<td>40000</td>
<td>2.990</td>
<td>5.03</td>
<td>49.1</td>
<td>131.1</td>
</tr>
<tr>
<td>90000</td>
<td>9.022</td>
<td>11.12</td>
<td>112.8</td>
<td>437.6</td>
</tr>
<tr>
<td>115600</td>
<td>9.783</td>
<td>15.34</td>
<td>156.7</td>
<td>700.3</td>
</tr>
<tr>
<td>160000</td>
<td>18.405</td>
<td>22.97</td>
<td>245.9</td>
<td>1035.8</td>
</tr>
<tr>
<td>250000</td>
<td>34.334</td>
<td>39.86</td>
<td>518.9</td>
<td>2110.5</td>
</tr>
<tr>
<td>360000</td>
<td>49.479</td>
<td>59.87</td>
<td>1047.6</td>
<td>4090.3</td>
</tr>
<tr>
<td>2890000</td>
<td>357.349</td>
<td>*482.00</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>
We implemented a matrix-vector multiply that was specific to a particular Hessian matrix. However, even if the matrix-vector multiply was more general, and thus less scalable, the PSTIR performance would still be dependent on the performance of the multiply code. In fact, it would be more dependent since the extra communication necessary for a more general multiply would dominate the time as problem size grows.

The scalability is possible because our iteration count stays low. In other words, since the iteration count does not grow with problem size, it does not interfere with the scalability of the algorithm. Furthermore, since we have consistent, low iteration counts, if the processor count is increased with problem size, we can keep approximately the same execution time.

Finally, we note that had we implemented SLIR instead of STIR, we believe that due to the similar computation required in the reflective line search for SLIR (again, dot products and matrix-vector multiplies) the performance results, i.e. scalability, would be quite similar to that shown here for STIR.
Chapter 10

Conclusion

The inexact reflective Newton methods are computationally strong. These methods compare very well to their “exact” counterparts. For both the exact and the inexact methods, our experimental evidence shows

- the number of iterations is typically uncorrelated with the problem size,
- the number of iterations stays low when the starting point is varied.

Also, in comparing the inexact to the exact methods

- the speedup in floating point operations can be quite high, depending on the structure and size of the Hessian.

Furthermore, the nature of the computation in these methods permits porting to a parallel architecture such as the IBM SP2 with good results: the speedup is favorable assuming a good parallel matrix-vector multiply is available. Moreover, the inexact reflective Newton methods compare well to gradient projection (active-set) methods that use inexact Newton ideas. In this arena, one of the strengths of the reflective Newton methods is exposed: their ability to discover and take advantage of negative curvature.

For problems where negative curvature is encountered, the inexact reflective Newton method STIR often has lower iteration counts than a comparable gradient projection method, e.g. LANCELOT [CGT92]. This behavior is certainly due in part to the subspace trust-region method used by STIR. On unconstrained problems with negative curvature, it is clear that the subspace method performs more favorably than the Steihaug inexact trust-region method [Ste83] used by LANCELOT. Furthermore, since active-set type methods carry bound constraints into their subproblems, it is not clear how they could use the subspace method instead.

It is important to note that the results in Chapter 8 were for unconstrained problems. For the Steihaug method, recall that the trust-region bound causes
the conjugate gradient iteration to quit early and miss negative curvature. For subproblems of gradient projection (active-set) methods, not only will the trust-region bound reduce the chance of finding negative curvature, the presence of the bound constraints is also likely to interrupt the conjugate gradient computation early. That is, when bound constraints are also present in the subproblem, the behavior of the Steihaug method is likely to be even worse than for unconstrained problems, where only the trust-region bound is present.

Why do these inexact reflective Newton algorithms preserve so well the properties of the exact reflective Newton methods? Consider the convergence results. First, we proved first-order convergence to a local minimizer for both inexact SLIR and STIR. We showed that the steps computed by the algorithm have large-step-size and (for the SLIR method) consistency. That these properties hold is independent of the residual bound on the inexact Newton step; that is, these properties are no less true for the inexact methods than for the exact methods. And it is the large-step-size property that keeps our iterates centered and progressing in every dimension towards the correct bounds and a local minimizer.

For the STIR method, we only needed “sufficient Cauchy decrease” to prove first-order convergence. It may seem odd that large-step-size was not explicitly required. Certainly the Cauchy step has large-step-size. If we compute steps that are as good if not better than the (possibly truncated) Cauchy step, we are doing as well as steps that do have large-step-size and this is sufficient.

We did not show convergence to a second-order point for either method. However, for both methods, the only missing ingredient is that the computed steps have “sufficient” negative curvature when the Hessian is indefinite. We chose not to expend the computation to find such steps beyond what the conjugate gradient algorithm provides. But the conjugate gradient negative curvature directions do compare to what is found using a modified Cholesky decomposition (since our inexact and exact methods are comparable experimentally).

One surprising result is that despite using a weak bound on the inexact Newton step residual, a bound that theoretically only gives linear convergence, we still have iteration counts comparable to the quadratically convergent exact method.

10.1 Future work

The computational performance of the reflective Newton methods, both exact and inexact, may be improved in the case of problems with degenerate and near-degenerate solutions. For these problems, the scaling by the $D_k^{-1}$ matrices may introduce ill-conditioning in the Hessian matrix $\tilde{M}_k$ since both $v_i$ and $g_i$ may be going to zero (near zero) for some index $i$. In such cases, how do we re-scale the problem to improve conditioning without adversely changing the properties of
the algorithm? And how do we tell when to introduce the re-scaling since “near
degenerate” is not precisely defined?

Our inexact technique does not give us second-order convergence because our
negative curvature directions are not guaranteed to be negative enough. How can
we find sufficient negative curvature cheaply? A method such as Lanczos [GVL89]
will compute directions of sufficient negative curvature. But this computation can
be quite expensive for large problems. Some recent work by Arioli, et al. [ACD+93]
discusses ways of efficiently modifying the conjugate gradient iteration to find such
negative curvature directions. Do these modifications preserve the large-step-size
property? And if they do, is the extra computation required worthwhile, that is,
does it computationally improve the convergence speed?

We also have some unresolved questions in regard to the subspace trust-region
method. In comparing various trust-region methods in Chapter 8, we noted that
using an additional (third) vector in the subspace had mixed results. Sometimes
it was an improvement. However for other problems it seemed to affect the trust-
region size adversely and slow the convergence. This is interesting since theoretical-
ly the solution to this three-dimensional subspace problem will always be as
good, if not better, than the two-dimensional subspace solution if the trust-region
size is the same. First, what can be done so that using a larger subspace is always
an improvement? Do we need to change the way we decide to update the trust-
region size? Also, if we do choose to use more directions, what should we use?
Certainly we have vectors with large-step-size available. These include the steps
taken in previous iterations of the optimization method.

Kaporin and Axelsson [KA95] propose coupling inexact Newton techniques
with nonlinear minimization over low-dimensional subspaces, where the subspaces
include previous minimization steps, to improve convergence. Their results suggest
that such a combination reduces the preconditioning operations; that is, a new
preconditioner needs to be recomputed less often. Certainly, this would make more
sophisticated preconditioners, which are more expensive to compute, more viable
for large problems. This would benefit the inexact reflective Newton methods
since better preconditioners would likely improve computation on ill-conditioned
problems (recall in Chapter 6 that some loss of accuracy was observed on ill-
conditioned problems). Improved preconditioning would also improve the results
on the VAR C problem in Chapter 7 where the maximum number of conjugate
gradient iterations was taken at each iteration, and so the number of minimization
iterations was higher than typically observed for similar sized problems.

Besides the conclusions we have made about the inexact reflective Newton
methods, the results in this thesis underline the important role that negative cur-
vature can play in large-scale optimization. This role supports the subspace trust-
region method as a way to approximate the full-space trust-region solution. Thus,
any improvement to efficiently find sufficient negative curvature, or to use subspace methods to reduce preconditioning requirements, is not only an improvement for the inexact reflective Newton methods, but an improvement that is likely to have an impact on many large-scale optimization methods.
Appendix A

Reflective line search

The following description of the reflective line search follows that found in [CL94].

The piecewise reflection path can be described, recursively, as follows. Given any descent direction $s_k \in \mathbb{R}^n$, define the vector\(^1\)

$$BR_k = \max\{[(l - x_k) \cdot s_k], (u - x_k) \cdot s_k]\},$$  \hspace{1cm} (A.1)

where the notation “\(\cdot\)” indicates componentwise division. Component \(i\) of vector \(BR_k\) records the positive stepsize from \(x_k\) to the breakpoint corresponding to variable \(x_{k_i}\) in the direction \(s_k\). The piecewise linear (reflective) path is defined by the reflective path described in Figure A.1. Since only a single outer iteration is considered, we do not include the subscript \(k\) with the variables in our description of the reflective path below - dependence on \(k\) is assumed.

Let \(p_k(\alpha)\) denote the reflective path as defined in Figure A.1: For \(\beta_k^{i-1} \leq \alpha < \beta_k^i\),

$$p_k(\alpha) = \beta_k^{i-1} + (\alpha - \beta_k^{i-1})p_k^i.$$

(A.2)

Note that the reflective path \(p_k(\alpha)\) is defined with respect to the current point and direction under consideration. This dependence is understood and is not explicitly denoted.

\(^1\)For the purpose of computing \(BR\) we assume the following rules regarding arithmetic with infinities. If \(a\) is a finite scalar then \(a + \infty = \infty\), \(a - \infty = -\infty\), \(\frac{\infty}{a} = \infty \cdot \text{sgn}(a)\), \(\frac{-\infty}{a} = -\infty \cdot \text{sgn}(a)\), \(\frac{a}{\infty} = \text{sgn}(a) \cdot \infty\), \(\frac{a}{-\infty} = \infty\), and \(\frac{-\infty}{-\infty} = -\infty\), where \(\text{sgn}(a) = +1\) if \(a \geq 0\), \(\text{sgn}(a) < 0\) if \(a < 0\).
The Reflective Path: [Let $\beta^0 = 0, p^1 = s$, set $b^0 = x_k$.]

For $i = 1 : \infty$

1. Let $\beta^i$ be the distance to the nearest breakpoint along $p^i$:

$$\beta^i = \min\{BR : BR > 0\}$$

2. Define the $i^{th}$ breakpoint: $b^i = b^{i-1} + (\beta^i - \beta^{i-1})p^i$.

3. Reflect to get the new direction and update BR:

   (a) $p^{i+1} = p^i$

   (b) For each $j$ such that $(b^i)_j = u_j$ or $(b^i)_j = l_j$
       
       - $BR(j) = BR(j) + |\frac{u_j - l_j}{\beta^i_j}|$
       - $(p^{i+1})_j = -(p^i)_j$.

Figure A.1: Determine the linear reflective path $p$. 
Appendix B

Preconditioners for MPCG

Recall the assumption required in Section 4.2 regarding preconditioners and the large-step-size property,

(MPCG.4) If \( \{D_k^{-2}w_k\} \) has large-step-size then \( \{D_k^{-1}P_k^{-1}D_k^{-1}w_k\} \) has large-step-size. Equivalently, we may say if \( \{w_k\} \) is bounded then \( \{D_kP_k^{-1}D_k^{-1}w_k\} \) is bounded.

In Section 4.2, we showed this condition holds for diagonal preconditioners. In this section, we show how this assumption holds for more sophisticated preconditioners.

In unconstrained minimization, the preconditioner is constructed from the Hessian matrix \( H_k \). Assume that we have some such preconditioner \( \tilde{P}_k \) constructed from \( H_k \) such that \( \tilde{P}_k \) is positive definite, \( \|\tilde{P}_k\| \leq \chi_P \), and \( \|\tilde{P}_k^{-1}\| \leq \chi_{\tilde{P}} \) (recall we need to satisfy assumption (MPCG.2)).

This preconditioner, for example, might be an incomplete Cholesky preconditioner (see [GVL89], page 530).

Recall that \( M_k = D_k^{-1}H_kD_k^{-1} + J^v_kD^+_k \). Then a reasonable way to construct a preconditioner \( P_k \), based on \( \tilde{P}_k \), to use in MPCG is

\[
P_k = D_k^{-1}\tilde{P}_kD_k^{-1} + J^v_kD^+_k.
\]

For example, the diagonal preconditioner discussed in Section 4.2 has this form.

We show that preconditioners of this type satisfy the assumption (MPCG.4). First we need the following technical lemma from [CL94].

Lemma B.0.1 Let \( \{s_k\} \) be a sequence of vectors and assume \( \{s_k\} \) is bounded. Assume that for each iteration \( k \) and each index \( i \) such that \( 0 < |v_{ki}| < 1 \),

\[
e_{ki}s_k = |v_{ki}|z_{ki},
\]

where \( e_{ki} \) satisfies \( |e_{ki}| \geq g_{ki}^+ \). Assume \( \{z_k\} \) is bounded. Then \( \{s_k\} \) has large-step-size.
We also need a second technical lemma.

**Lemma B.0.2** If \(\{w_k\}\) is bounded, then \(\{s_k\}\) is bounded where

\[
s_k = D_k^{-1}P_k^{-1}D_k^{-1}w_k
\]

and \(P_k\) is of the form

\[
P_k = D_k^{-1}\tilde{P}_k D_k^{-1} + J_k^v D_k^g^+
\]

for some positive definite matrix \(\tilde{P}_k\) such that \(\|\tilde{P}_k\| \leq \chi_{\tilde{P}}\) and \(\|\tilde{P}^{-1}_k\| \leq \chi_{\tilde{P}}\).

**Proof.** Using the definition of \(s_k\) and \(P_k\) we have that

\[
s_k = D_k^{-1}P_k^{-1}D_k^{-1}w_k = D_k^{-1}(D_k^{-1}\tilde{P}_k D_k^{-1} + J_k^v D_k^g^+)^{-1}D_k^{-1}w_k = (D_kD_k^{-1}\tilde{P}_k D_k^{-1}1D_k + D_kJ_k^v D_k^g^+ D_k)\)^{-1}w_k = (\tilde{P}_k + J_k^v D_k^g^+ D_k^2)^{-1}w_k.
\]

We claim that \(\|\tilde{P}_k + J_k^v D_k^g^+ D_k^2\|^{-1}\) is bounded above. Let \(C = A + B\) where \(A = \tilde{P}_k\) and \(B = J_k^v D_k^g^+ D_k^2\). Then \(C\) is positive definite and by Theorem 5.10 in [Ste73], if \(\alpha_1 \leq \alpha_2 \leq ... \leq \alpha_n, \beta_1 \leq \beta_2 \leq ... \leq \beta_n, \gamma_1 \leq \gamma_2 \leq ... \leq \gamma_n\), are the eigenvalues of \(A, B,\) and \(C\) respectively, then

\[
\gamma_i \geq \alpha_i + \beta_i
\]

for \(i = 1, 2, ..., n\). Thus \(\gamma_1 \geq \alpha_1\), and \(\alpha_1\) is bounded away from zero since \(\|\tilde{P}^{-1}_k\| \leq \chi_{\tilde{P}}\). Thus \(\|\tilde{P}_k + J_k^v D_k^g^+ D_k^2\|^{-1}\) \(\leq \frac{1}{\alpha_1}\) \(\leq \chi_{\tilde{P}}\). Then since we assumed \(\{w_k\}\) is bounded, we have the desired result. \(\square\)

**Theorem B.0.3** If \(\{w_k\}\) is bounded and \(P_k\) is of the form

\[
P_k = D_k^{-1}\tilde{P}_k D_k^{-1} + J_k^v D_k^g^+,
\]

for some positive definite matrix \(\tilde{P}_k\) such that \(\|\tilde{P}_k\| \leq \chi_{\tilde{P}}\) and \(\|\tilde{P}^{-1}_k\| \leq \chi_{\tilde{P}}\), then \(\{D_k P_k^{-1}D_k^{-1}w_k\}\) is bounded.

**Proof.** Let \(s_k = D_k^{-1}P_k^{-1}D_k^{-1}w_k\). Then

\[
D_k^2s_k = D_k P_k^{-1}D_k^{-1}w_k
\]

and so

\[
P_k(D_k s_k) = D_k^{-1}w_k
\]
which implies
\[ D^{-1}_k \tilde{P}_k D^{-1}_k D_k s_k + J^v_k D^q_k D_k s_k = D^{-1}_k w_k \]
and so
\[ J^v_k D^q_k D_k s_k = D^{-1}_k (-\tilde{P}_k s_k + w_k). \]
Then
\[ J^v_k D^q_k s_k = D^{-2}_k (-\tilde{P}_k s_k + w_k). \]

Now we use Lemma B.0.1. For each index \( i \) with \( |v_{ki}| < 1 \), \( |J^v_k| = 1 \) and so
\[ |J^v_k D^q_k| \geq g^+_k. \]
Also, we know that \( \| \tilde{P}_k \| \leq \chi P \), and that \( \{w_k\} \) is bounded. Furthermore \( \{s_k\} \) is bounded by Lemma B.0.2. Thus, we have that \( s_k \) has large-step-size, that is, \( \{D^2_k s_k\} = \{D_k P^{-1}_k D^{-1}_k w_k\} \) is bounded. \( \square \)
Appendix C

STIR: Trust region update

We give our trust-region updating strategy for the STIR method. We assume that the ratio $\rho_k$ has been computed (see Figure 3.6). Also recall that the step is updated only if $\rho_k > \mu$.

**Updating Trust Region Size $\Delta_k$**

[Let $0 < \mu < \eta < 1$, $0 < \Lambda_L \leq \Lambda_U$ and $\gamma_1 < 1 < \gamma_2$ be given. Let $\Delta_1 \leq \Lambda_U$.]

1. If $\rho_k \leq \mu$ then set $\Delta_{k+1} \in (0, \gamma_1 \Delta_k]$.
2. If $\rho_k \in (\mu, \eta)$ then set $\Delta_{k+1} \in [\gamma_1 \Delta_k, \Delta_k]$.
3. If $\rho_k \geq \eta$ then
   
   - if $\Delta_k > \Lambda_L$, then set $\Delta_{k+1} \in \min([\gamma_1 \Delta_k, \Delta_k] \text{ or } [\Delta_k, \gamma_2 \Delta_k])$,
   - otherwise, set $\Delta_{k+1} \in [\Delta_k, \min(\gamma_2 \Delta_k, \Lambda_U)]$.

*Figure C.1: STIR: updating $\Delta_k$.***
Bibliography


