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Preface

I think that everyone who runs a lab should write a "thesis proposal" every couple of years. I enlisted the help of my students to write this one. We write about our progress on robotics research, and about our vision of what we should do in the robotics lab over the next few years.

In an appendix, we give a report on some of the specific robotics research in progress. We hope this document will be read by anyone who is interested in progress on robotics at Cornell, and by those who are asking, What future directions do we see in robotics research?

This paper is based largely on the foundational work on which Jim Jennings and I have been collaborating, represented in the papers [DJ, DJ2-4]. It also contains ideas from my work with Russell Brown [BD] and Jonathan Rees [RD]. Other members of the Computer Science Robotics and Vision Laboratory also have helped us with their ideas and by building robots. We thank them all, and we are particularly grateful to Dan Huttenlocher, Pat Xavier, Amy Briggs, Craig Becker, and Mark Lee.

While hefty, this report is far from comprehensive. Here, we foreground our work on autonomous agents and manipulation. There is great deal more to be said on Machine Vision (as supervised by Dan Huttenlocher and Carlo Tomasi), and also on assembly, design, active sensing, computational topology, and compensatory technologies. Some of the later are mentioned in appendix G.

Bruce Randall Donald

Ithaca, 1991
Abstract

The primary goal of our research is task-level planning. We approach this goal by utilizing a blend of theory, implementation, and experimentation. We propose to investigate task-level planning for autonomous agents, such as mobile robots, that function in an uncertain environment. These robots typically have very approximate, inaccurate, or minimal models of the environment. For example, although the geometry of its environment is crucial to determining its performance, a mobile robot might only have a partial, or local “map” of the world. Similarly, the expected effects of a robot’s actuators critically influence its selection of actions to accomplish a goal, but a robot may have only a very approximate, or local predictive ability with regard to forward-simulation of a control strategy. While mobile robots are typically equipped with sensors in order to gain information about the world, and to compensate for errors in actuation and prediction, these sensors are noisy, and in turn provide inaccurate information. We propose to investigate an approach whereby the robot attempts to acquire the necessary information about the world by planning a series of experiments using the robot’s sensors and actuators, and building data-structures based on the robot’s observations of these experiments. A key feature of this approach is that the experiments the robot performs should be driven by the information demands of the task. That is, in performing some task, the robot may enter a state in which making progress towards a goal requires more information about the world (or its own state). In this case, the robot should plan experiments which can disambiguate the situation. When this process is driven by the information demands of the task, we believe it is an important algorithmic technique to effect task-directed sensing. Planned projects focus on:

1. A theory of sensor interpretation and task-directed planning using perceptual equivalence classes, intended to be applicable in highly uncertain or unmodelled environments, such as for a mobile robot.

2. Algorithmic techniques for modeling geometric constraints on recognizability, and the building of internal representations (such as maps) using these constraints.

3. Explicit encoding of the information requirements of a task using a lattice (information hierarchy) of recognizable sets, which allows the robot to perform experiments to recognize a situation or a landmark.

4. The synthesis of robust mobot programs using the geometric constraints, constructive recognizability experiments, and uncertainty models imposed by the task.

We propose to (a) continue our research and develop the theory fully, (b) use tools and concepts from the geometric theory of planning where appropriate, and (c) extend our theory and the geometric theory of planning where necessary to overcome challenges of the autonomous mobile robot domain. One of our most important goals is to show how our theory can be made constructive and algorithmic. We propose a framework for mobot programming based on constructive recognizability, and discuss why it should be robust in uncertain environments. Our objective is to demonstrate the following: When recognizability
is thusly constructive, we naturally obtain task-directed sensing strategies, driven by the information demands encoded in the structure of the recognizable sets.

A principled theory of sensing and action is crucial in developing task-level programming for autonomous mobile robots. We propose a framework for such a theory, providing both a precise vocabulary and also appropriate computational machinery for working with issues of information flow in and through a robot system equipped with various types of sensors and operating in a dynamic, unstructured environment. We will implement the theory and test it on mobile robots in our laboratory.
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1 Overview

The possibilities engendered by the concept of “robot” are almost limitless. However, unless major scientific advances are achieved to make robots more useful, flexible, and practical these visions will never become realities. If the present course is maintained, robots will continue to be utilized far below their capacity, limited to such tasks as spray painting, spot welding, and palletizing.

Our research in robotics focuses on more than the mechanical aspects of the field. We view robotics as the science of representing, reasoning about, and manipulating physical objects. We believe that basic research in robotics science can infuse new techniques into mainstream robotics, and greatly enhance the usefulness and practicality of robots.

The primary goal of our research is task-level planning. We approach this goal by utilizing a blend of theory, implementation, and experimentation. We propose to investigate task-level planning for autonomous agents, such as mobile robots, that function in an uncertain environment. These robots typically have very approximate, inaccurate, or minimal models of the environment. For example, although the geometry of its environment is crucial to determining its performance, a mobile robot might only have a partial, or local “map” of the world. Similarly, the expected effects of a robot’s actuators critically influence its selection of actions to accomplish a goal, but a robot may have only a very approximate, or local predictive ability with regard to forward-simulation of a control strategy. While mobile robots are typically equipped with sensors in order to gain information about the world, and to compensate for errors in actuation and prediction, these sensors are noisy, and in turn provide inaccurate information. In our previous and current work, we have considered task-level planning in what might best be called semi-structured environments. These environments—for example, one typically thinks of a factory, where one might control some of the uncertain factors—are also fraught with modelling, sensing, and actuation uncertainty. However, it is often reasonable to assume a parametric form of uncertainty—for example, that the geometry of the world is known to some tolerance, or up to some parameters, which must in turn be estimated (see, e.g., [Don90]). For example, the robot might know the number and position of parts in an assembly, up to some tolerance in configuration, and it might know the shape of each part, up to some tolerances in a parametric design space. In the domain of mobile robotics, this kind assumption is far less valid; we might say there is structural uncertainty about the world. One solution is to consider open-loop or sensorless strategies (e.g., [EM, EMV]). Another is to attempt to acquire the necessary information about the world by planning a series of experiments using the robot’s sensors and actuators, and building data-structures based on the robot’s observations of these experiments. This is the approach we hope to investigate. A key feature of this approach is that the experiments the robot performs should be driven by the information demands of the task. That is, in performing some task, the robot may enter a state in which making progress towards a goal requires more information about the world (or its own state). A typical example would involve recognition: Does this history of sensor and control values indicate the robot been following the correct wall on my map, or has it reached an unanticipated dead-end? In this case, the robot should plan experiments which can disambiguate the situation. When process is driven by the information demands of the task, we believe it is an important algorithmic technique to
effect task-directed sensing.

As a key step towards task-directed sensing, we are developing a theory of perceptual aliasing. This theory is intended to help us cope with the way that distinct features in the world may be perceptually indistinguishable to the robot. The basic idea is that the robot observes the world through its sensors, and information about the world is in effect viewed as through a projection. Hence, two features in the world may project to the same sensor readings, and be perceptually indistinguishable (at that time). So, we may say that locally, these two features are perceptually equivalent. Landmarks—that is, recognizable places in the environment—arise as a kind of perceptual equivalence class. Now, naturally, by moving, retaining history (state), and filtering or processing information over time, the robot may be able to disambiguate two features which were initially (locally) perceptual equivalent. However, it turns out that, even taking history, motion, and computation into account, one obtains a constructive “calculus of the observable” that characterizes the recognizable landmarks in the world. Our theory of perceptual aliasing is based on this calculus. The basic building blocks of this theory should be the “recognizable sets” (cf. [Can, LMT, Erd])—that is, the places in the world the robot can recognize. We have recently begun to work on this theory; we propose to (a) continue our research and develop the theory fully, (b) use tools and concepts from the geometric theory of planning where appropriate, and (c) extend our theory and the geometric theory of planning where necessary to overcome challenges of the autonomous mobile robot domain. One of our most important goals is to show how our theory can be made constructive and algorithmic. This has immediate applications: for example, a map of landmarks is a constructive representation of the history of recognizable sets the robot has encountered. Our goal is to demonstrate the following: When recognizability is thusly constructive, we naturally obtain task-directed sensing strategies, driven by the information demands encoded in the structure of the recognizable sets.

1.1 Summary

The heart of this research is three-pronged. We will use a geometric theory of manipulation and planning where appropriate, to synthesize robot strategies based on approximate models of the world, and explicit modeling of sensor and control error [Erd, Don90]. However, we believe the window of direct applicability for this theory may be rather narrow in the mobile robot domain: we look to this theory primarily for insight, tools, algorithms, and for a mathematical framework in which to analyze our systems and predict their behavior and performance. In particular, there are many facets of the mobile robot domain in which our models of the world’s geometry, or our predictive ability for the robot’s actions, are too weak to apply this theory. In this case, the robot’s ability to predict its behavior and thereby select actions to make progress towards the goal, is cast into doubt. For this situation believe we can sometimes employ techniques from our theory of Error Detection and Recovery (EDR) [Don90], which is essentially a computational method for synthesizing sensor-based strategies that achieve the goal when it is recognizably reachable, and signal failure otherwise. However, this family of EDR techniques is also dependent on an essentially “parametric” model of error than may be unobtainable for a mobile robot in an uncertain domain. Hence, again, the (direct) applicability of the EDR theory is also
circumscribed, although clearly some constructive and algorithmic form of EDR is essential to our approach. One of our goals is to explore practical and theoretical issues in developing Error Detection and Recovery (as a discipline) for autonomous mobile robots in uncertain environments. For all of these reasons, we are developing a theory of sensor interpretation and task-directed planning using perceptual equivalence classes, intended to be applicable in highly uncertain or unmodelled environments, such as for a mobile robot. We propose to combine these techniques into a theory for synthesizing robot strategies and for reasoning about and manipulating physical objects in highly uncertain environments. The goal of this research is to build autonomous mobile robots and to program them at the task-level. To implement our theories, we are performing basic research that impacts the geometric theory of manipulation, task-level planning, task-directed sensing, computational geometry, embedded systems, and a number of technologies for building robust autonomous robot vehicles. We want to develop the underlying theory of task-directed sensing and planning, build up a base of scientific principles for mobile robotics, implement and test the theory in four autonomous mobile robots that we are currently building and programming in our lab, conduct laboratory experiments to evaluate how our theory enhances our ability to program autonomous agents at the task-level, and to measure the robustness of the task-directed sensing and planning systems we engineer (See sec. 9).

2 Project Description

A principled theory of sensing and action is crucial in developing task-level programming for autonomous mobile robots. We propose a framework for such a theory, providing both a precise vocabulary and also appropriate computational machinery for working with issues of information flow in and through a robot system equipped with various types of sensors and operating in a dynamic, unstructured environment.

Structured environments, such as those found around industrial robots, contribute towards simplifying the robot’s task because a great amount of information is encoded, often implicitly, into the robot’s control program. There remains considerable structure, however, in human-occupied environs, including offices and laboratories. Unfortunately, much of the corresponding useful information is lost when the world is projected through imprecise sensors. Furthermore, acquiring information is often mediated by imperfect controls. The key issue, then, is coping with uncertainty.

In recent years, robotics researchers have focused considerable attention on the problem of uncertainty (at many levels): for example, error or noise in modeling, actuation, and sensing [LMT, Mason, DW, Brooks, Mat, Brost, Buc, Caine, Can, Erd, Don, LLS]. The domain of applicability for strategies for reducing uncertainty, gaining information, and directing actions to accomplish manipulation tasks is very broad. It includes (for example) (a) Manipulation and Mechanical Assembly, (b) Mobile robot navigation and planning, and (c) Design and Layout. In assembly, we may have sensing and control uncertainty, and sparse or incomplete environmental models. Work on synthesizing assembly strategies is particularly applicable during fine-motion and tight assemblies. Mobile robots may have

\footnote{See app. C and also [DJ, DJ2, DJ3] for a detailed discussion of previous work.}
noisy sensors and operate in dynamic, uncertain environments. In design for assembly, we
wish to develop a physical device that will be functional in a variety of physical situations;
this “variety” may be viewed as a parametric form of uncertainty.

A central theme to previous work has been to determine what information is required
to solve a task, and to direct a robot’s actions to acquire that information. In this paper,
we expand on this theme, with particular emphasis on strategies that tolerate (and recover
from) failure. In addition, one of our goals is to develop our framework such that we can
measure the sensitivity of plans to particular assumptions about the world, and in fact to
minimize those assumptions where possible.

Briefly stated, our goals include:

- development of a theory of task-level programming of autonomous agents in unstruc-
tured environments,

- construction of theoretical tools for answering such information-related questions as,
e.g.:

1. What information is needed by a particular robot to accomplish a particular task?
2. How may the robot acquire such information?
3. What properties of the world have a great effect on the fragility of a robot
   plan/program?
4. What are the capabilities of a given robot (in a given environment or class of
   environments)?

- Development of algorithms to implement this theory, and experiments using physical
  robots to develop, refine, and test the theory.

A key issue, given these goals, is to characterize the kinds of representations and data
structures a mobile robot can build in an uncertain and dynamic world—based on its ob-
servations of this world though noisy sensors. One key question is how the robot should
use a priori information about, or “models” of the world, and concomitantly, what are the
kinds of errors and mistakes it might make by basing inferences on “matches” between noisy
sensor data and (possibly faulty) “expectations” about the world (i.e., models). One way
to explore this issue is to investigate how the robot can function with “minimal” models
of the world. We often take this route, not so much because we believe this will result in
better robots, but rather, because determining what initial state a robot needs to perform a
task, and analyzing how the robot should use this a priori information are both exceedingly
difficult. Indeed, this difficulty drives our investigation. Finally, we may not even have a
choice of whether or not to give the robots models of the world: they may be unavailable or
highly inaccurate (for example, a mobile robot in an unknown environment), or extremely
expensive to use (for example, see [CR, Can]).
3 A Calculus of the Observable

We wish to construct a theory of mobile robotics from a "calculus of the observable." The advantages of such a theory would be that, first, any representations or data structures that the theory requires will a priori be only things that it can construct from its observations. We call this property a constructive theory of recognizability. Second, if there is a correspondence between (parts of) the robot's data structures, and features or parts of the world, then the resolution of this correspondence will be no finer than the perceptual limit of the robot. Third, all the "places" in the world that the robot can "address" or "plan for" would be a priori recognizable.

We attack the research programme above as a principled exercise in spatial reasoning and experimentation. For example, one of our first tasks is to suggest precise definitions of the terms "resolution" and "perceptual limit" used in the paragraph above. We believe the benefits of our approach should be a framework for mobile robotic planning and reasoning which features task-directed sensing: that is, the sensing and actions that the robot undertakes are driven by the quantity and quality of its needs for information about the world. This paper concentrates on the basic concepts and constructions in our theory. In [DJ, DJ2-3] we also discuss algorithms for computing these representations, both incrementally (from the world), and off-line (given a model).

4 An Architecture for Constructing Recognizability

The methods we propose for achieving our goals may be described in terms of three layers, each building on the next. The first, definitional, layer consists mainly of the consequences of a principled, functional approach to examining robotic sensing. We begin with a functional definition of the action of a sensor. That is, a sensor is a projection from the world (and the robot's configuration) onto a sensor space. Issues of perceptual equivalence, perceptual aliasing, recognizability, sensor uncertainty (noise), and robot system capabilities arise here. An important feature of this approach is its close connection with a theory of Error Detection and Recovery (EDR) [Don, Don90]. In fact, robot programs developed within our framework exhibit "natural" EDR properties. For example, the goal (and subgoal) states of a mobile robot control program, when developed within our framework, are a priori recognizable. Thus, error detection is built-in.

When sensors are modeled functionally, one might think of ways to make use of various compositions of sensing functions. In fact, one may define "virtual sensors" in terms of existing "concrete sensors". We will describe a method of task-directed construction of such "virtual sensors". Virtual sensors are queried in robot programs much as their concrete counterparts are. In allowing the task to direct the composition of virtual sensors, we derive robot programs which are organized in such a way as to guide the robot toward acquiring the information it needs to accomplish the task; i.e. many information-acquisition and representational issues are made explicit. For example, consider a manipulation task: the task of pushing a box stably along a wall. The mobot needs a way to sense the relative position of the wall and box, and also the dynamic relationship of the mobot to the box. Now, the motivation for constructing a "wall sensor" is simply that the task might have been
described (i.e., specified) in human-oriented terms such as walls, boxes, etc. These perceptual categories may be indistinguishable to the robot with noisy sensors. In actuality, the robot will sense features of the world that are perceptually equivalent to some human-programmed notion of a wall. We can provide the robot with a virtual wall sensor, that is, a sensing and computation tree that combines current sensory information, history (retained state), and computation, and outputs a parameterized “inference” about recognizing an object in the same perceptual category as “wall.” This “inference”, then has two parts: a symbolic part, that identifies the inference with the task-level specification of a “wall”, and a parametric part, that represents the parameters that can vary with respect to how the robot perceives a wall—eg, relative distance, orientation, extent, etc. Now we ask, how might this wall sensor work, and how would it be used in constructing a virtual sensor appropriate to this task?

First, a time-indexed history of the robot’s controls may be integrated into an odometry sensor, and when odometry is in turn combined with the output of various range sensors, the robot may sense “wall($\alpha_1, \ldots, \alpha_n$).” For example, suppose the robot senses a range contact dead ahead. It can verify the hypothesis that this range contact represents a (piece of a) wall by attempting to move parallel to the hypothesized wall, and observing whether the range sensor returns the same (or nearly the same) orientation and distance readings. This is the sensing strategy that the virtual sensor for wall($\alpha_1, \ldots, \alpha_n$) encodes, and the output of the sensor would be (in the case of success), the hypothesis of the existence of a wall, and an estimate as to its parameters. The key point is that this process of sensing, computation, retention of state, and the recursive construction and conditioning of virtual and concrete sensors can be viewed as a general geometric exercise in task-directed sensing. Our goal here is to elaborate that mechanism.

Hence, in particular, the intended “meaning” of wall($\alpha_1, \ldots, \alpha_n$) is that the robot is near a wall with parameters ($\alpha_1, \ldots, \alpha_n$), which describe the location, extent, and possibly other parameters of a wall. We have force and torque sensors attached to a “manipulation bumper” (for pushing) on the robot. Next, the output these force sensors is combined with contact sensor information to report on the experimental dynamics of the robot’s interaction with the environment. Suppose that a virtual box sensor has been defined in a similar manner to the wall sensor described above. A contact sensor can then detect contact with the box, and force and torque sensors report on the robot’s interaction with the box. While translating along the wall in a stable way, the box stays in the same relative position to the robot. In addition, some nominal force and torque is required to continue moving the box; a large required force may mean that the box is stuck. The sensing strategy encoded by a box-pushing virtual sensor would output the relative location of the box, and also the dynamical properties associated with pushing it, such as point of contact, and applied force and torque. This sensor may also output the relative “drift” of the center of friction of the box relative to the robot. Such information could be used to alter the robot’s controls such that it would continue to push the box without rotating it.

Finally, we may construct a task-directed virtual sensor that incorporates the wall sensor and the experimental dynamics of the robot’s interaction with the box. This sensor is built such that it reports that the robot has achieved a goal state, has entered a terminal non-goal (failure) state, or that the robot should continue. Note the intrinsic EDR character of the resulting “program”, in which goal and failure states are recognized when they are reached.
Information from physical sensors, previous state, and computation results combine as task-directed virtual sensors are constructed. The flow of information through the hierarchy of such virtual sensors is quite explicit. Methods of construction of virtual sensors comprises the second layer of our approach.

The third layer describes how the tools we have built, such as virtual sensors, may be used to do task-level programming. The emphasis here is on how to make use of multiple internal representations of the world. We propose to support different representations using a version-space-like technique [Mit] to maintain data structures with respect to current and past observations.

Finally, in this research, we intend to build and program several mobile robots to test, develop, refine, and demonstrate our theory. This work would be impossible without a strong experimental component, and in appendix F we describe our experimental infrastructure for conducting this research.

5 On Perceptual Equivalence

We introduced our ideas in a research programme outlined in [DJ, DJ2-3]. We present in this section some of the main ideas. The presentation here is simplified to emphasize the main points. Key additional components include (a) how to model more complicated sensors and (b) the impact of sensor noise. Some of the theory behind our treatment of control and sensing uncertainty can be found in [Don90, Erd, E89]; for the interested reader, we have provided examples illustrating these issues and our approach in appendices A and B. Here is the idea behind how we model sensors:

Definition 5.1 (DJ) For a world $M$, a point $x$ in configuration space $C$, and a sensor space $B$, the world sensing map $p_x$ is given by $p_x : M \rightarrow B$. It may be globalized into a world-sensing bundle $p : C \times M \rightarrow B$ by the rule $p(x, y) = p_x(y)$.

The mapping $p_x$ induces a partition of the world into equivalence classes of points that will appear the same under the sensor. For example, consider a range sensor (without noise).\textsuperscript{2}

We can represent the sensor "value" $b$ for $y \in M$ as being one of the following:

1. An integer $[d]$, if there is an obstacle at $y$ and there are no obstacles on the line segment $[x, y]$.

2. The value $0$ if there are no obstacles on the line segment $[x, y]$.

3. The value $\infty$ if there is another obstacle on the line segment $[x, y]$.

So, if $Z^+$ denotes the non-negative integers, we can view the space $B$ of sensor values as $B = Z^+ \cup \{0, \infty\}$.

Sensors are modeled, then, as functions which project the world, $M$, (and the robot's configuration, $C$) onto a sensor space, $B$. Note that for this example, we do not choose to model the range finder as a simple mapping from controls to (say) integers representing, eg.,

\textsuperscript{2}The simplified framework we describe here can be augmented to handle noise. See appendix B.
time-of-flight for a sonar ping. That is because we wish to define a sensing map that encodes the information obtained in the return ping. The information contained in a (non-infinite) return ping is not simply “There exists an obstacle at distance $d.$” It is considerably more:

(*) “There exist no obstacles up to distance $d$; there exists an obstacle at distance $d$; and beyond $d$ we have no information.”

Hence, we developed this sensor map as follows. We began by asking the question:

(Q1) Given a point $y$ in the world $M$, what effect does $y$ have on the values we sense?

We call the answer to this question the pointwise definition of the sensing map: it gives us the rule $p_x(y) = b$. In app. A we present more details of how more complex physical sensors may be modeled in this way.

5.1 Perceptual Limits

Now, a natural question to ask is: for a given sensing map $p_x$, what are the finest possible perceptual equivalence classes? In this case, the answer is clear: the finest possible perceptual equivalence classes the robot could distinguish are the unit annuli centered on $x$ with integral inner and outer radii. See fig. 3. Now, call this partition (into unit annuli) $\bar{U}$. We notice that $\bar{U}$ is at least as fine as any partition of the world into perceptual equivalence classes that we will encounter given some particular geometry. For example, $\bar{U}$ is finer than the partition induced by the geometry in fig 3 and which is induced by sweeping the line in fig. 4 about $x$ into annuli. Here is how one may formalize this notion. Let $G_\alpha$ represent a world geometry, such as the walls and so forth in fig. 3. Now let $\mathcal{U}_\alpha$ denote the resulting partition of the world into perceptual equivalence classes, for example, the annuli swept out by the linear arrangement in fig. 4. For another geometry $G_\beta$ we obtain a different partition $\mathcal{U}_\beta$ and so on. For any two partitions $\mathcal{U}_\alpha$ and $\mathcal{U}_\beta$, one (say, $\mathcal{U}_\beta$) may be finer than the other ($\mathcal{U}_\alpha$), or else they will be incomparable. When $\mathcal{U}_\beta$ is finer than $\mathcal{U}_\alpha$, we write $\mathcal{U}_\alpha \rightarrow \mathcal{U}_\beta$. To say that $\bar{U}$ is the finest partition possible for $p_x$ is to say that for any geometry $G_\alpha, \mathcal{U}_\alpha \rightarrow \bar{U}$.

Of course, there always exists some such $\bar{U}$ trivially (e.g., consider the 1-point sets) but the interesting case is where the sets have finite extent (as in this example with $p_x$). Let $G_\alpha$ range over the set of all geometries. The “finer” relation structures the resulting perceptual equivalence class partitions into a lattice. This lattice is dominated by its direct limit, which is $\bar{U}$. The map we are considering, $p_x$, is interesting in that despite the existence of an uncountable infinity of possible world geometries $G_\alpha$, only a finite number of partitions into perceptual equivalence classes $\mathcal{U}_\alpha$ are possible. The lattice in this case simply reduces to a finite directed graph whose nodes are the $\{\mathcal{U}_\alpha\}$ and whose edges are the $\rightarrow$ relationships. The graph has one “sink” which is the “minimal” partition $\bar{U}$ into unit annuli. This direct limit $\bar{U}$ precisely quantifies the capabilities of the sensing map $p_x$, and hence we call the partition $\bar{U}$ the perceptual limit of the sensing map $p_x$.

The perceptual limit has the following constructive significance. For a finite lattice, any obtainable partition $\mathcal{U}_\alpha$ of the world into perceptual equivalence classes can be constructed by finite unions of the classes in the perceptual limit $\bar{U}$. Hence, we think of a geometry $G_\alpha$ as “controlling” how the classes in $\bar{U}$ are unioned to obtain $\mathcal{U}_\alpha$. 
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5.2 Robot Capabilities

In sec. 5.1, we sketched how, once we fixed a sensing map (like $p_x$), different environments can generate different partitions into perceptual equivalence classes. We suggested that all these partitions can be partially ordered on fineness. The resulting structure is a lattice, and it is dominated by its direct limit, which we termed the perceptual limit of $p_x$. The perceptual limit represents the “smallest features” the robot can interdifferntiate, in the best case. So, the perceptual limit is obtained by fixing the sensing map $p_x$ and varying the environment.\textsuperscript{3}

We now consider fixing the environment (world geometry), and varying the sensing map. That is, we consider varying: (a) the sensing modalities, (b) the computation used to interpret the sensors, and (c) the amount of “state” or history the computation in (b) can retain. It is important to realize that history (b) and computational power (c) are distinct concepts. Computational power (b) is characterized by the time and space complexity of the computation that the robot can perform. History (c) is characterized by storage requirements or information complexity. (Compare [E89]). To see this distinction, imagine two extremes:

1. A robot with the power to perform any polynomial-time computation, but which remembers no state.

2. A robot which can remember lots of state but can only perform $O(1)$ work using that state.

Hence robot 1 can be booted or have its storage erased each time-step, without impeding its performance.

We call a sensing map $p_x$ that uses no history a raw sensing map. Now suppose that we choose to use history in addition to interrogating the world through $p_x$. We will see this is equivalent to using a finer raw sensing map $p'_x$ (i.e., one that results in a finer partition of the world). That is, loosely speaking, we have that

$$p_x + \text{history} \cong p'_x.$$

We call the finer map $p'_x$ the effective sensing map, hoping that this term resonates with Erdmann’s “effective set of sensor interpretations” [E], which he obtained by combining history with sensing. Each change in sensing, computational power, and state can result in a new (effective) sensing map, and hence a new partition of (a particular) world into perceptual equivalence classes. As before, in sec. 5.1, all these partitions (now for a fixed geometry!) can be arrayed in a lattice, and partially ordered on fineness. In [DJ2] we discuss these ideas in some detail and develop applications, an implementation, and experiments. The model is augmented by considering the effect of sensor noise and error. We identify global landmarks, which are the recognizable sets in configuration space, called the C-perceptual equivalence classes.\textsuperscript{4} We can compute them, given a world model, and we can give efficient

\textsuperscript{3}In our discussion, this is tantamount to varying the world geometry. However, more generally, one could vary other properties—e.g., color, motion, or texture.

\textsuperscript{4}From definition 5.1, they are the cells in the arrangement generated by sets of the form $\pi_C p^{-1}(b)$ for $b \in B$, where $\pi_C$ is the natural projection of $C \times M$ onto $C$. 
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algorithms for doing so. In the absence of a model, these "landmarks" can be acquired incrementally, through exploration. A graph of these explorations, called the \textit{RR-graph}, encodes the reachability relationships between the recognizable sets. Again, it may be computed from a model, but in the absence of a model we can "encode" it using the sensor values and history alone. For a sensor space $B$, we call this a "$B$-encoding" of an RR-graph. This representation seems useful for mobots with minimal models.

RR-graphs and C-perceptual equivalence classes are simple concepts; these recognizable sets form the basic building blocks for our theory. These landmarks, or recognizable sets—that is, the places in the world that the robot can recognize and distinguish between—have structure we can exploit in developing sensor-based planning algorithms. In particular, the interaction of the lattice and history is subtle and can be used to plan or program sophisticated strategies for achieving goals and accomplishing tasks.

6 Building Virtual Sensors

Consider the general problem of how new sensing maps can be built out of old ones. We can show that the key constructive tools are integration (of sensor histories) and union (of equivalence classes), composed with procedural abstractions similar to \texttt{map} and \texttt{Accumulate} (see app. A). The motivating reasons for building new sensing maps out of old ones are as follows:

1. It shows how the robot can use information we are confident it can obtain (e.g., raw sensor data), to make sound inferences about the existence and geometry of objects in the world that are relevant to its task.
2. If the construction is algorithmic, then we can implement sophisticated sensors using simple ones plus some computation, and be assured that the construction is principled and has some predictive power.

In addition, there is hope we can define quite general "virtual sensors." The idea is as follows. Suppose we wish to specify a robot task in terms of landmarks (perceptual equivalence classes) recognizable to humans. Examples include: the hallways, doors, corners, the atrium, and Hopcroft's office. How can we know if these features in the environment are recognizable to the robot? The key issue here is that if a task is specified in terms of "landmarks" that are not recognizable sets to the robot, then the robot may not be able to achieve the goal—in this case we say the task specification is not robust. This notion of robustness is analogous to the stronger notion of a guaranteed strategy in the [LMT] framework. Thus we ask, "How can a task be robustly specified to a robot when the robot's perceptual equivalence classes and the human's perceptual equivalence classes are different?"

Next, given the robot's "concrete" on-board sensors (eg, sonar, vision, etc), there will exist landmarks (perceptual equivalence classes) that are recognizable to the robot. But what are they, and how can humans understand them? One possibility is to let the robot rove around and then "dump" its map of perceptual equivalence classes in some human-readable form. Then, the human programmer could correlate (match) these landmarks with the features in the environment with respect to which he can specify the task. This may be a difficult matching problem; we note that tools from model-based recognition in machine vision might be used here. In this vein, we pause to note that, throughout our discussion, the term "human programmer" could be replaced by "task-level planner"—in effect, an automatic programmer. We will say more about this later.

Another approach to robust task specification is as follows. The human defines "virtual sensors"—effectively "oracles" that can recognize the features in the environment (walls, etc)
Figure 3: If we disregard $\theta$, two obstacles at roughly distance $d$ will appear the same, even if they are at different angular locations. Hence, since $p_x(y_2) = p_x(y_4)$, $y_2$ and $y_4$ are in the same perceptual equivalence class. The perceptual limit of this sensing map is given by the concentric annular sets shown here.

that are critical to task specification. Thus, these virtual sensors are defined to return "symbolic" information like "There is a wall of length $l$ at coordinates $(\theta, d)$." The programmer then specifies the task in terms of these recognizable places. Next, the programmer tells the robot how to build or approximate these "virtual sensors" using a combination of raw sensors, computation, and retained state. This is the process we term "building new sensing maps out of old ones." Corresponding to the available effective sensing maps are what we will call the concrete perceptual equivalence classes. Our job is to show how to build the virtual perceptual equivalence classes corresponding to a virtual sensor out of the concrete perceptual equivalence classes on hand.

We believe that this process is quite general: namely that a new sensing map can be constructed by integration and union (or map and Accumulate) of existing sensor maps. Roughly speaking, the process involves first passing to the perceptual equivalence classes for the existing sensor maps. Then these classes are unioned, and the union is "controlled" by the values of some computation or other sensing maps. This corresponds to constrained integration (boundary or contour integration) of the sensing "signals." As an example, see fig. 8 and sec. A.2 below. This line of inquiry is quite general: it concerns how we can combine differential information relationships using computation to build structures with more information. That is, our research asks what are the differential relationships our sensors measure in the world, and how, over time, can we aggregate them to gain information? We hope that our answer, while still partial, can shed some light on this key robotics problem.
7 Task-Directed Sensing and Planning

When virtual sensors can be defined constructively using concrete sensors, computation, and retained state, we enable a robot using these sensors to perform task-directed sensing. That is, if a task is specified in terms of the virtual sensors—more precisely, if the task is specified in terms of the "landmarks" recognizable using these sensors—then the robot may perform experiments to determine which "landmarks" it is near. This is because (i) the landmarks recognizable with the virtual sensors are virtual perceptual equivalence classes, (ii) the virtual perceptual equivalence classes are defined (for the robot) by a data structure that specifies how the concrete sensors should change, with respect to controls, over time. The notion of change here is captured in our framework using the recognizability gradient.

We must assume that the "lowest level" concrete perceptual equivalence classes may be reconstructed from sensor values using, for example, built-in sections of the associated sensing map (call this map $p$). That is, the robot must have some means of hypothesizing the existence and geometry of a perceptual equivalence class such as $\pi_c p^{-1}(b_i)$ given only a history of sensor values $\{b_i\}$. This capability may be encoded in the form of local sections\(^5\) of the map $p$. But, once the robot can reconstruct some concrete perceptual equivalence classes, then it can begin composing these classes to form virtual classes. The definition of a virtual perceptual equivalence class (say, $S$, from section A), suggests, via the recognizabilit-

---

\(^5\)Given a bundle $p : E \rightarrow B$ we call a map $s : B \rightarrow E$ a section of $p$ if $p \circ s$ is the identity on $B$. A section is called "local" if it is only defined on a neighborhood $U$ of $B$. Suppose we have a partial or incomplete model of the geometry of the world, and a partial or incomplete characterization of the sensor map $p$. In our view, a "small number" of remembered sensor values and control values defines a kind of local section of the world sensing bundle $p : C \times M \rightarrow B$. It is possible that a "family" of these sections $\{s_t\}$, parameterized by time, may be used to construct an approximation to the inverse map $p^{-1}$.
Figure 5: Suppose the robot uses $\theta$, the direction in which the sensor is pointing, to distinguish between obstacles at the same distance, but at a different relative orientation. Then the world (around $x$) is divided into a finer partition than in fig. 3. Here is an example of a world with three walls. The resulting perceptual equivalence classes are 3 disconnected sets with value $\infty$, two disconnected linear sets with value $[d_1]$, another linear set with value $[d_2]$, and a large star-shaped non-convex region with value $\emptyset$. (In this example the resolution of angular $\theta$ sensing is assumed to be quite coarse).

ity gradient, experiments (control changes and corresponding expected sensor readings) to identify $S$.

But once a virtual sensor $p^*$ and its perceptual equivalence class are defined, we may then repeat the process, and in turn treat $p^*$ as a concrete perceptual map. Using this concrete sensing map we may go on to construct another virtual sensing map $\varphi$ and its perceptual equivalence classes, and so forth. The terms concrete and virtual are relative, and in fact, all sensing maps are partially ordered on constructibility. This order defines a hierarchy of virtual perceptual equivalence classes; from this point of view it seems clear that the job of an (offline) task-level planner is to make up a hierarchy of virtual perceptual equivalence classes. We contrast this with the job of an (online) "motion planner" whose job is

1. Using local sections, construct concrete perceptual equivalence classes.

2. Perform experiments to match the concrete perceptual equivalence classes against the virtual perceptual equivalence classes.

3. Plan (concrete) perceptual equivalence class-wise controls to accomplish (attain) the virtual perceptual equivalence classes required by the task.
Figure 6: Consider a sensing map $p^*_x$ that takes $\theta$ into account. The perceptual limit $U^*$ of $p^*_x$ is shown. The perceptual limit is the partition into the finest possible perceptual equivalence classes under this sensing map. Each equivalence class lies on a line through $x$, has unit length, and starts and ends at an integral distance from $x$.

8 Observations and Expectations

We now consider some key problems we must overcome. Our discussion here is considerably abbreviated. Suppose we wish to design and program a mobile robot using our framework.\textsuperscript{6} Then, we need to determine:

1. What initial state should the robot have?

2. How can the robot support multiple representations (eg, of perceptual equivalence classes from different sensors) of the same object?

3. What “program” is running on the robot? Is this just 1, above? (That is, is the initial state of the robot just the contents of its memory, both data and executable?)

4. How can we encode “expectations” about the world, in the form of 1 and 3?

These questions highlight the difference between expectations about the world and observations of the world. Observations are constructed solely from sensor and control history. Expectations are a mechanism for using initial state (1 and 3) plus history to match pre-existing data structures against the world, and constructing more state that will in turn be matched against future observations. Grasping the distinction between expectations and observations is crucial to understanding our framework. Compare the work of Cox, Durrant-Whyte, and Leonard [CL,LDWC], who make a similar distinction.

\textsuperscript{6}This section owes much to discussions with Tomas Lozano-Pérez, Matt Mason, and Mike Erdmann, and we are grateful to them for their insight and suggestions.
Let us illustrate why resolving these questions is somewhat tricky. Suppose we wish to write a robot program that uses or addresses entities in the world such as walls, doors, junctions, corridors, etc. If we pre-encode these features into the initial state (1 and 3, above), then the mobot will attempt to "match" the environment against these templates, and will hallucinate these features even when they are inappropriate. For example, an office robot in the open desert might still build up a "map" with walls, corridors, etc.

First of all, this might not be all bad—for example, an arroyo is a bit like a corridor, and a cliff like a wall. But let us address the undesirable characteristics of matching the world's projection through our sensors, against pre-encoded expectations. How, then, shall we reconcile the two fundamentally different data structures:

A. "Maps", constructed by a program, that consist of "expected" features matched against observations from the world.

VERSUS

B. RR-graphs of perceptual equivalence classes, and Lattices of RR-graphs.

Clearly, both are useful: for example, (A) has addressable entities such as walls, corridors, etc, that can be used a "primitives" in pre-existing robot programs. However, these "features" crucially depend on the assumptions, encoded in the form of 1 and 3, above. This dependence makes the entities (e.g. landmarks) in (A) fragile. On the other hand, how can a human programmer know what the entities (the recognizable sets) in (B) look like? For example, we'd like to be able to tell the mobot, Go down the hall and to the left without first "microcoding" this high-level instruction in terms of concrete perceptual equivalence classes.
Figure 8: An illustration of how controls and time are integrated to build an odometry sensor \( p^o \). Odometry classes may be further integrated with range sensor data, and unioned to form a sensing map \( p^* \), whose perceptual equivalence classes are strips parallel to walls. One may follow the recognizability gradient of these classes, and even define a virtual wall sensor \( \rho \). Note that the odometry perceptual equivalence classes correspond to forward projections of the previous classes under the given robot controls and control uncertainties. See app. A and A.2.

### 8.1 Multiple Representations

When asked how to reconcile (A) and (B), our answer, in a sense is, “why compromise?” We propose to support both representations. The idea is to keep both representations around and to use a version-space like technique [Mit] to maintain the data structures with respect to current and past observations. Structures like (A) would be “higher” in the lattice, since they are more “optimistic” —they rely on the accuracy of the pre-encoded expectations, and the accuracy of the matching algorithms. If correct, however, they also contain more information, since they encode not only sensor and control history, but also a correlation of that history with landmarks in the environment. On the other hand, structures like (B) are “safe” or “conservative”—they are based only on the fundamental laws of the calculus of the observable. While conservative, they contain less information since they do not match the history to the world. In between (A) and (B), we can imagine various other possible worlds, which form “partial” matches of RR-graphs to expectations. Indeed, one can imagine a partial order of such interpretations. The order is induced by the size of the domain of the matching function, and a measure of its monomorphism (i.e., how “one to one” it is).

Each entry in the lattice is a partition of the world, together with connectivity information. In general, the entries in the lattice correspond to possible worlds, and they are ordered
from most optimistic (most information) to least. That is, instead of maintaining just one interpretation, we propose to keep a set, or range of interpretations, from safe to optimistic. This set is represented by an intermediate range—a connected subgraph—in the lattice—of partitions. The top of the lattice is a complete, global world model. The connectivity information at the top corresponds to the ability to perform predictions (e.g., physical simulation), with perfect accuracy. The bottom represents knowing nothing about the world. In between is a blob of feasible interpretations. As new observations are made, the mobot prunes interpretations that are inconsistent. For example, our feasible set of interpretations might contain both an RR-graph based solely on the history and concrete perceptual equivalence classes experienced by the robot, and also a “match” (or several possible matches) of this history to expected landmarks like walls, doorways, and corridors. We wish to build a system that functions as follows: In the office environment, over time, the evidence for the second interpretation (walls, etc.) would increase. In the desert, however, the weight of observation would eventually cause this interpretation to appear more unlikely, and eventually it would be pruned altogether.

To develop such a system, we must be able to show how to encode expectations about the world as perceptual equivalence class-like structures within our framework. We propose that virtual sensors provide such an encoding.

8.2 Encoding Expectations

To encode expectations, we define a set of virtual perceptual equivalence classes. When matched against observations, these encode “symbolic” information about the world, for example, “There is a wall of length $l$ at coordinates $(\theta, d)$.” The precise definition is somewhat complex, but we can imagine that it consists of two parts: a “symbolic” predicate like wall, and a set of parameters, for example, $(\theta, l, d)$ in this case. Examples of predicates for an office robot might reference features in the world such as walls, corridors, or junctures; we may write them as, for example, wall, corridor, juncture, etc. The parameters for these predicates would specify the size, orientation, and so forth, of the feature in the world. Hence, we can imagine that the robot matches its observations against a set of templates (wall, etc) and instantiates the parameters of the template in the match. To make this notion precise we also need an interpretation function. In logic frameworks for AI, the interpretation function maps these predicates to possible worlds containing the features. Compare, for example, [R]. One may view our framework as specifying a geometric interpretation function. When discussing a general predicate we will imagine it has the general form wall$(\theta, l, d)$. We’ll write a typical predicate like this: wall$(\alpha_1, \ldots, \alpha_n)$. So wall is the predicate and $(\alpha_1, \ldots, \alpha_n)$ are the parameters. We say that wall$(\alpha_1, \ldots, \alpha_n)$ defines a (parameterized) virtual perceptual equivalence class; the precise relationship will become clear below.

Our thesis is that the parameterized virtual perceptual equivalence classes encode local sections of the world sensing bundle $p : C \times M \rightarrow B$. Consider the following constructions:

**History.** We have sensor history, which may be represented by a map $b^*$ from time $T$ to sensed values $B$; hence $b^* : T \rightarrow B$. We have control history, which we might represent (for example) as a map $v^*$ from time to commanded controls (e.g., commanded velocity): $v^* : T \rightarrow TC$. 
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Figure 9: Shows how the perceptual equivalence class for \texttt{wall}(\alpha_1, \ldots, \alpha_n) is encoded using local sections of the world sensing bundle $p$, which is a concrete sensor.

**Local Sections.** Given a bundle $p : E \to B$ we call a map $s : B \to E$ a section of $p$ if $p \circ s$ is the identity on $B$. A section $s_t : U_t \to C \times M$ is called "local" if it is only defined on a neighborhood $U_t$ of $B$. If there is a local section $s_t$ for each time $t$ in some interval of $T$, then we have a parametric family of local sections.

**Expectations and Inference.** History can define a family of local sections. The map $s_t$ encodes our hypotheses or expectations about what features in the world correspond to the "current" sensor values.

**Virtual Perceptual Equivalence Classes.** The virtual perceptual equivalence classes encode local sections of $p$. See fig. 9.

To see the last point, consider the predicate \texttt{wall}(\alpha_1, \ldots, \alpha_n) (here, we don’t care about the semantics of the parameters $(\alpha_1, \ldots, \alpha_n)$). Here is how we define the virtual perceptual equivalence classes associated with \texttt{wall}. For discussion, we fix a set of parameters $(\alpha_1, \ldots, \alpha_n)$ for \texttt{wall}. Now, the information encoded in the predicate \texttt{wall}(\alpha_1, \ldots, \alpha_n) is, essentially, "There is a wall with parameters $(\alpha_1, \ldots, \alpha_n)$." Now, we imagine the robot as comprising some collection of communicating subsystems. If one subsystem passes another a "message" saying \texttt{wall}(\alpha_1, \ldots, \alpha_n), we can imagine that this message encodes either the "absolute" information "There is a wall with parameters $(\alpha_1, \ldots, \alpha_n)$," or, if it is from a sensing subsystem, we may say (somewhat anthropomorphically) it connotes the sensory information "I see a wall with parameters $(\alpha_1, \ldots, \alpha_n)$." (This difference highlights the need for an "interpretation function" in AI logical frameworks for sensory systems). The former interpretation we will call \texttt{absolute}; the latter we will call the \texttt{sensory} interpretation.\footnote{This distinction is temporary; in our geometric framework there is no difference.} Note that we are not talking about the feasibility of building such a "perfect" sensing subsystem; we are discussing the meaning of the symbolic information passed between robot systems.
In light of the sensory interpretation above, consider the following. The sensory interpretation presumes some mechanism controlled by the robot, whose input is the world, and whose output is the symbolic piece of information \( \text{wall}(\alpha_1, \ldots, \alpha_n) \). Hence we may model this mechanism by some sensing map \( \varphi : C \times M \rightarrow \mathcal{B} \). We see that \( \text{wall}(\alpha_1, \ldots, \alpha_n) \in \mathcal{B} \), and that if \( \varphi(x, y) = \text{wall}(\alpha_1, \ldots, \alpha_n) \), this means that when the robot is at configuration \( x \in C \), then there is a wall with parameters \( (\alpha_1, \ldots, \alpha_n) \) containing point \( y \) in the world \( M \). The sensor space \( \mathcal{B} \) then contains predicates such as \( \text{wall}(\alpha_1, \ldots, \alpha_n) \), and also some symbols like \( \emptyset \) (meaning, “there is no wall at \( y \) visible from \( x \)”, etc).

Now, the map \( \varphi \) defines a perfect virtual sensor—this sensor is analogous to an “oracle” in the theory of computation—it is a perfect information source that gives accurate “symbolic” information about the world. That is, \( \varphi \) takes \( (x, y) \in C \times M \) as input, and returns perfect information about the existence of a wall at \( y \). An alternative, equivalent interpretation is to say that \( \varphi \) accesses a perfectly accurate geometric model, and “looks up” whether or not there is a wall at \( y \) visible from \( x \). Again, we are not claiming that we can build such a sensor or a model; this discussion of oracle-like sensors is only for illustration. Once we understand what it means for a perfect sensor to output “symbolic” information about the world, then we can generalize this notion to an imperfect computational process that interrogates the world, and matches its (imperfect) observations to pre-encoded expectations about the structure of the world.

Now, consider the following alternative semantics for the statement

\[ \varphi(x, y) = \text{wall}(\alpha_1, \ldots, \alpha_n). \]  

We will stipulate that this statement encodes the following: the sensor subsystem \( \varphi \) hypothesizes the existence of a wall containing \( y \), with parameters \( (\alpha_1, \ldots, \alpha_n) \). That is, the subsystem has made observations of the world (through imperfect sensors), (possibly) retained state, and performed some computation. This computation relies on initial state, both in the form of a pre-existing robot program, and also in the form of pre-existing data-structures. Together, this initial state encodes expectations about the local fine-structure of the world—landmarks such as walls, corridors, hallways, etc. Let \( \pi_C \) be the natural projection of \( C \times M \) onto \( C \). The perceptual equivalence classes induced by \( \varphi \) (which we call virtual perceptual equivalence classes), are as follows: consider the inverse image of \( \text{wall}(\alpha_1, \ldots, \alpha_n) \), projected onto \( C \)—this is

\[ \pi_C \varphi^{-1}(\text{wall}(\alpha_1, \ldots, \alpha_n)). \]

It consists of the set of configurations from which the existence of a wall with parameters \( (\alpha_1, \ldots, \alpha_n) \) can be hypothesized. (Intuitively, the region from which such a wall can be “seen”). The boundary of this set contains the set of configurations touching the wall—this set is what we think of intuitively as the the “perceptual equivalence class wall.”

Hence it is now clear how virtual sensors such as \( \varphi \) pre-encode expectations about the world. We model this pre-encoding as local sections of the world sensing bundle \( p \) (\( p \) corresponds to the “concrete” or actual sensors available to the robot). That is, corresponding to the value \( \text{wall}(\alpha_1, \ldots, \alpha_n) \in \mathcal{B} \), there is neighborhood \( U_t \) of \( B \), and a local section \( s_t : U \rightarrow C \times M \). This local section encodes how the sensor history (the image of \( b^* \)) is
mapped into $C \times M$, to form the virtual perceptual equivalence classes of $\varphi$. See fig. 9. Note that all such sections (e.g., $s_t$) require choices, they are not canonical. These choices precisely encode our expectations about the local structure of the world. In mechanistic terms: “using” the sensor map $p$, we sense a series of values $b_1, b_2, \ldots \in B$. We find a subset $U_t$ of $B$ (or a series of subsets), containing these sensed values. We ask, what “features” in the environment could have caused these sensor values? This question is underdetermined, and, in any case, we usually do not have access to the inverse map $p^{-1}$. However, suppose we have some computer program—a computational process—that “matches” $b_1, b_2, \ldots$ against “expectations” about the world—in short, it produces a set $S$ in $C \times M$. This set $S$ represents a hypotheses—pairs $(x, y) \in C \times M$—that could have generated the sensor history $b_1, b_2, \ldots$ The process be be viewed as a local section of $p$ with domain $U_t$. When projected onto $C$, the hypothesis $S$ represents a virtual perceptual equivalence class. Note that it may be necessary for the computational process to have initial state, and to retain state (e.g., previous sensor and control values) over time.

Hence, a key research challenge is to show how to construct virtual perceptual equivalence classes out of concrete perceptual equivalence classes. When recognizability is thusly constructive, we naturally obtain task-directed sensing strategies, driven by the information demands encoded in the structure of the recognizable sets. We have begun research to demonstrate this constructive program. For the interested reader, we sketch some of these constructions in appendix A.2.

9 Impact

We propose to develop and evaluate our theory by using it to perform manipulation experiments with mobile robots. These experiments will concentrate on planning and executing sensor-based manipulation strategies using our mobots. To accomplish this goal, we are using the theory above (secs. 2-8) in building mobile robotic systems (see app. F) to explore issues of robotic navigation, task-directed sensing, and active segmentation. We view robotic navigation as the science of building representations of the world inhabited by a mobile robot, in such a way as to allow the robot to move about its world reliably and to know its location in the world. Task-directed sensing allows the information demand for a particular task to drive the robot’s sensing actions, thereby reducing the amount of sensing performed in the process of performing that task. Segmentation in vision and robotics is the separation of the world into discrete objects; in active segmentation, the robot segments its surroundings by physical interaction, e.g. possibly moving them, rather than passively looking at them.

Our mobot systems comprise a number of different techniques. We are developing algorithmic tactics to exploit sensory information, as described above. In addition to using previously developed sensors, we are designing new sensors which provide the robot with more appropriate sensory data (i.e., data which is in a form to be directly useful to the algorithms in use) [BD]. We are integrating hardware and software together to provide a stable platforms for experimentation on navigation, task-directed sensing, and active segmentation [RD]. Prototypes have been built for many of the subsystems of this platform, with integration into a full system ongoing [BD,RD]. We will continue work on these algorithmic and sensory subsystems, integrate them, and perform manipulation experiments [DJ4,BD].
We expect our work to impact the principles and practice of map-making for mobile robots. We view a map as a representation of a part of the world. In the context of robotics, a map is a representation which can be used to accomplish tasks. We view maps as and build them to be data structures which contain information about each part of the environment. A map is first treated as encoding geometric information. Maps can also store other kinds of information about the environment. For example, we annotate our maps with segmentation information (“this feature is part of object X; that other feature is part of object Y”). We can also annotate our maps with dynamical information by adding information about the differential equations governing the movement of objects in the environment. The first experiments to perform will investigate the impact of our framework—particularly of perceptual equivalence classes, the lattice of recognizable sets, and the reachability graph of recognizable sets—on building, maintaining, and using these sorts of maps.

The next set of experiments will explore issues in task-directed sensing. We propose to use our framework of virtual perceptual equivalence classes (above) to design and build mobile robotic systems which will gather information about their environment in a task-directed fashion, as well as to perform active segmentation of the environment into separate features. We believe our framework will allow the robot to formulate experiments that it can perform on its environment to gain more information about the world; experiments can either be exploratory (“run and find out”) or dynamical (“push something and see what happens”).

Navigation for its own sake is a somewhat unsatisfying task for a mobile robot. In order for a mobile robot to be useful, it must be able to affect its work environment, through such actions as pushing, pulling, and grasping. We propose to use our framework for task-level planning and task-directed sensing, to identify and segment movable objects, and to guide plans that acquire, manipulate, and release objects. A scientific reason for examining tasks other than “pure” navigation concerns evaluation the robot’s performance. It is often difficult to tell exactly why a navigation system exactly does what it does; “Navigate the environment” is a somewhat unsatisfactory goal in terms of evaluating success. If a robot navigates successfully from office A to office B, there exists the possibility that (for example) it got lucky with respect to its control uncertainty, and never wandered far enough from its originally planned path to need to use the more sophisticated parts of its navigation system. Often, even random actions may seem purposeful (see [E89]). By comparison, it is extremely unlikely that, for example, a robot will accidentally grasp five boxes in sequence and stack\(^8\) them neatly down the hall, in a corner of Hopcroft’s office. If a robot is given such an assignment and performs it successfully, then it is possible to say that the experiment was a success. For manipulation tasks, the goal is (often) a set of measure zero, and achieving it reduces entropy.

One of the chief difficulties in mobile robot manipulation is determining what parts of a sensed environment are part of the same object. A robot whose task is to find canisters and remove them from a room, may not be able to perform segmentation using passive sensing (e.g., passive vision) alone. However, it can easily tell that a canister and (say) a desk are separate objects, if it pushes on the desk or the can and finds that it can push the one away from the other. This idea of acting on the environment to obtain information about it is akin to active sensing [WB]. In this particular instance, we are acting on the environment to determine

\(^8\)We will explore planar stacking.
connectivity of parts of the world—walls don’t move when you push on them; boxes do; if the robot encounters four posts arranged in a square which move independently, then it probably has not found a chair; if they move rigidly together, then it is probably looking at the bottom part of a chair. This is more than simply analyzing connectivity; it is annotating the geometric map with information obtained through experimental dynamics. We believe our framework provides a theory for how to drive the experiments in active segmentation and experimental dynamics using task-directed sensing (as described in secs. 2-8). Furthermore, we feel that we can develop this theory and use it to perform experiments on sensor-based manipulation strategies for mobile robots in uncertain environments. Manipulation strategies seem a good domain because they exercise many aspects of our framework for task-level planning and task-directed sensing. Second, there are concrete intermediate goals along the way, such as map-making, active segmentation, and experimental dynamics. Finally, we believe it is relatively easy to evaluate the success of such sensor-based manipulation strategies, and hence it is possible to have objective performance criteria by which to judge progress.

9.1 Conclusion

We wish to consider how a robot may interpret its noisy, sparse sensors, and direct its actions so as to gain sufficient information about the world to achieve a task. Sensing forces us to view the world as a projection, and this projection divides the world into perceptual equivalence classes. We will investigate how to model various sensors, including range-finders, cameras, and odometry. We build new sensing maps from old ones, creating a hierarchy of virtual sensors. These constructions are guided by the information needs of the task.

We will develop tools, including virtual sensors, the recognizability gradient, and the perceptual limit, which permit a precise characterization of the information flow into and through the robot. The robot’s capabilities may be explored, as well as fragilities in robot plans or programs, due to problems in matching expectations against observations.

A critical property of our framework is that the data structures and representations employed are a priori recognizable features, or landmarks, in the world. Our theory is derived from a “calculus of the observable”, and when recognizability is thusly constructive, we naturally obtain task-directed sensing strategies, driven by the information demands encoded in the structure of the recognizable sets.

One advantage of this formulation may be that it defines a set of experiments that the robot may perform to try to recognize a virtual perceptual equivalence class. That is, this construction of virtual perceptual equivalence classes explains how the observed sensor values should change with respect to strategies the robot can perform. By performing these actions and observing its sensors, the robot may verify hypotheses about the existence and geometry of the virtual perceptual equivalence classes it must recognize in order to perform a task. Specifically, we may regard certain sensors as “concrete” sensors, relative to a high-level “virtual” sensor. The resulting “concrete” perceptual equivalence classes are not likely to be human-readable in general. More likely, a robot task might be specified in terms of walls, corridors, and hallways (for example: “Go down the hall, take the second right, and follow the wall as it curves around until you reach the atrium.”) These are the virtual perceptual
equivalence classes with respect to which a human might wish to express a task. But how can the robot recognize these classes, using the sensors and computation it carries on-board? Instead of trying to provide the robot with "perfect sensors" such as a "wall oracle", a "hallway oracle", etc., instead, we can tell it how to recognize virtual perceptual equivalence classes from concrete ones. Using this method, the robot can then perform experiments to verify which virtual perceptual equivalence classes it is in. This is the process we call task-directed sensing.
APPENDICES

The research agenda in secs. 2-8 is self-contained, in that the basic ideas behind our paper are accessible without reading the appendices. However, experienced readers may have questions that we remain unanswered, for example, How would a more complicated example work? and Can you say more on how sensor noise and uncertainty are to be handled? While the answers are implicit in our previous work, for the interested reader we elaborate on the two lacunae above, in appendices A and B.

A Example: Modeling Sensors

We now proceed to explore just how physical sensors are modeled, and we introduce the concept of "virtual sensors".

Consider a range-finding sensor such as an ultrasonic sonar transducer (this discussion would also apply to a laser range finder). The hardware that supports these transducers has been designed to provide time-of-flight information necessary to determine how long it took a sonar ping to travel to an object and back again. If we make an assumption about the speed of sound in air, we obtain approximate distance information given the time of flight.

Hence the physical range-finding sensor returns a value $b_p$ which is an integer—say, the time of flight measurement to the resolution permitted by the hardware timer on a mobile robot. It is also possible to get no return. Hence, we can model the hardware as returning a value $b_p$ in a physical sensor space $B_p$, where $B_p = Z \cup \{ \infty \}$, where $\infty$ means "no return."

We do not, however, choose to model the range finder as a mapping from controls to $B_p$. That is because we wish to define a sensing map that encodes the information obtained in the return ping. The information contained in a (non-infinite) return ping is not simply "There exists an obstacle at distance $d$." It is much more:

(*) "There exist no obstacles up to distance $d$; there exists an obstacle at distance $d$; and beyond $d$ we have no information."

Consider our simplified model of a range finder, $p : C \times M \to B$. Let us include the sensor controls $\theta \in S_1$ as a factor of $C$ so that the local sensor map is simply $p_x : M \to B$. We developed this sensor as follows. First we asked the question:

(Q1) Given a point $y$ in the world $M$, what effect does $y$ have on the values we sense?

We call the answer to this question the pointwise definition of the sensing map: it gives us the rule $p_x(y) = b$. Now, using direct sums it is easy to say what sets of values we get when we apply $p_x$ to a set $S$ of points in the world:

$$p_x(S) = \bigcup_{y \in S} \{ p_x(y) \}. \quad (2)$$

For example, suppose we apply $p_x$ to a ray $S_x,\theta$ originating at $x$ and pointing in direction $\theta$. Suppose the first object that the ray intersects is at distance $d$ from $x$. Then clearly we have
Note that eq. (3) precisely encodes the information in statement (*) above. To summarize: we have a physical sensor whose domain is $B_p$. It encodes the actual values returned as signals or symbols from the hardware. We model the information contained in these signals by a pointwise map such as $p_x$ (the range sensor) whose domain is $B$. The behavior of this map on sets defines the information content of the sensor. Note that this information is captured by (a) the set-valued map $p_x : 2^M \rightarrow 2^B$, (b), an "accumulation" or "interpretation" function on sets of values, that tells us that eq. (3) means the paragraph (*). It may be useful to think in terms of programming language concepts: (a) corresponds to a map\footnote{\texttt{map} in \textsc{Scheme} and \textsc{ML}; \texttt{mapcar} in \textsc{CommonLisp}.} of $p_x$ over $S$; (b) corresponds to \texttt{accumulate} applied to the result of \texttt{map}.

Finally, we note that $B_p$ may be viewed as a \textit{projection} of $B$. In essence, the sensor map $p_x$ may be viewed as an \textit{virtual} sensor that encodes the information available in the physical sensor whose range is $B_p$. The process of interpreting the physical sensor may be viewed then as a lifting of the physical sensor to $p_x$:

\[
\begin{array}{c}
\text{B} \\
\downarrow_{p_x} \\
\text{M} \rightarrow B_p.
\end{array}
\]

We present models for other types of sensors, such as cameras, in section A.1. In that section we also explore odometry as a sensor, and work through a more detailed virtual sensor example.

\section*{A.1 Example: Modeling Complex Sensors}

In this section we discuss how to model some types of sensors, particularly, a camera, odometry, and "virtual sensors". The last can be useful in the high-level programming of autonomous agents.

\subsection*{A.1.1 Example: Modeling a Camera}

Suppose we have a 1 pixel greylevel camera. Suppose there are 8 bits of greylevel and so we may imagine the “value” of this sensor as lying in $Z_7$, the integers 0 through 7. Suppose the camera is situated and pointed as determined by its configuration $x$ in sensor configuration space $C$, we now ask question (Q1) above. The answer to (Q1) is: the camera essentially measures luminosity, and hence a point $y$ in the world can cause the camera to “read” between 0 and 7. ("Transparent" and occluded points, of course, will read zero also).

We now set about to model the information available in this sensor. First we define the following function on any set $S$ in the world $M$:

\footnote{This example arose in discussions with Matt Mason, and we are very grateful to him for his suggestions and insight in developing it.}
\[ \text{map}(p_x)(S) = \bigcup_{y \in S} \{ y \} \times \{ p_x(y) \}. \] (5)

Thus, the result of (5) on a set is a "table" of what luminosity values are assigned to each point \( y \) in \( S \). A little thought shows that this "table" is exactly a \textit{function}, namely the restriction of \( p_x \) to \( S \):

\[ \text{map}(p_x)(S) = p_x|_S. \] (6)

Next, we have to add up all these luminosity values to obtain the value representing the camera signal. That is, the value of the sensor on a set \( S \) is not \( p_x|_S \), but rather the sum\(^{10}\) \( \sum_{y \in S} p_x(y) \). More generally the sum is infinite and of course we write this as an integral:

\[ \text{Accumulate}(p_x|_S) = \int_S p_x|_S. \] (7)

We summarize as follows. To define the sensor map \( p_x \) that models the information content of a 1-pixel camera sensor, we first define \( p_x \) pointwise, as in (Q1) above. In this case, the physical sensor is identical to the virtual sensor corresponding to the information content of the camera "signal." Next, we wish to define the behavior of the virtual sensor on sets \( S \) in the world. To model the information obtained in "applying" \( p_x \) to a set, we define a sensor map \( P_x \) on sets of \( M \). \( P_x \) is the composition of map and Accumulate. More precisely:

\[ P_x = \text{map}(p_x) \circ \text{Accumulate}. \]

We observe that map is essentially the restriction map, that restricts \( p_x \) to a subset \( S \). The set \( S \) is analogous to the notion of \textit{support} that is common in mathematics and computer vision. Accumulate, we have seen, is simply integration, and hence \( P_x(S) \) is simply integration of the function \( p_x \) over its region of support:

\[ P_x(S) = \int_S p_x. \]

If we restrict the sets \( S \) to be open, then all the open sets of \( M \) form a lattice. In mathematics, a function such as \( \text{map}(p_x) \) that assigns, to each open set \( S \), the restriction map \( p_x|_S \), is called a \textit{sheaf}. The Accumulate function is a kind of \textit{evaluation} on the sheaf. Hence, cameras and similar sensors are naturally modeled as sheaves on manifolds. There is a wealth of literature and results on sheaves.

Finally, note that a multi-pixel camera can be modeled as product of many \( p_x \)-type maps, i.e., as a product of sheaves.

A.1.2 Example: Odometry Sensor

As a further example, we explore how to model an odometry sensor. Formalizing this example appears somewhat technical, and we present the details in sec. A.1.2. Now, we just give the basic idea. Consider the notion of \textit{forward-projection} as formalized in, for example, [Erd].

---

\(^{10}\)One technical point is that this sum saturates and \( Z_7 \) is not really the ring of integers mod 7.
In a configuration space $C$, let $R$ be a set of initial conditions; that is, the initial state of the robot system is known to be some point in $R$. Let us say this initial state takes place at time $t = 0$. A choice of actions, or controls, which we will call $\theta$, determines the evolution of the system for times $t > 0$. $\theta$ is a quite arbitrary index and could range over feedback loops and complex strategies (for example); in [LMT, Erd] it is intended to index the “angular direction” of a commanded generalized damper motion (which of course, is a feedback loop). Erdmann defines the forward projection $F_{\theta}(R, t)$ to be the subset of configuration space that is reachable at time $t$ from initial conditions $R$ and under controls $\theta$ [Erd]. That is, the forward projection is a bound on the predictive forward-simulation accuracy of the robot planner; it encodes the robot’s knowledge of the effect of executing action $\theta$ from initial conditions $R$. If we view the robot as a dynamical system subject to uncertainty, then the forward projection is the set resulting from integrating the differential inclusion that models the system; see [AC] for example.

It is clear that the forward projection (and its suitable restrictions) model the information available in an odometry sensor or by dead-reckoning computation on control history (integration of commanded controls with error bounds). The way a forward projection is “constructed” via the operations of integration and union is fairly clear: first, we integrate for all valid controls in the differential inclusion to obtain a family of trajectories. Next, we take the union of the states in the image of these trajectories. Indeed, this integration and union construction is explicit in [Erd]. As above (Sec. A.1.1), it is possible to represent this operation as a map operation composed with an Accumulate operation. See below, sec. A.1.2.

We now describe briefly how the odometry sensor may be viewed in our framework. The knowledge available to the system consists in knowing $R$, $t$, and $\theta$. Hence, we may view the tuple $(R, t, \theta)$ as a “value” $b^\circ$ in a sensor space $B^\circ$. $B^\circ$ in turn is the domain of a sensing map $p^\circ$, and we define

$$\pi_c p^\circ^{-1}(b^\circ) = \pi_c p^\circ^{-1}((R, t, \theta)) = F_{\theta}(R, t).$$

(8)

Details of the Odometry Sensor

Suppose we have a robot with perfect velocity control, and we have perfect knowledge of the commanded velocity $\dot{x}(t)$ as a function of time. In short, our system is described by a differential equation

$$\dot{x} = f(x, t);$$

(9)

the state $x$ can be found by integrating this system. Now, we suppose that “knowing” our controls can be modeled by a “sensor” $v_x^*$ whose value is $\dot{x}$. Then, a perfect odometry sensor $x^*$ can be constructed by integration. That is, we have

$$p_x(t) = \int_0^t v_x^* = \int_0^t \dot{x}(t) dt.$$  

More formally: let $T$ denote time (the non-negative real numbers), and $\Phi : C \times T \to C$ be the flow on $C$ generated by $f$, i.e., by eq. (9). Let $\phi_{x_0} : T \to C$ be an integral curve of $f$ with initial conditions $x_0$, so $\phi_{x_0}(t) = \Phi(x_0, t)$. We define $x^*(t) = \phi_{x_0}(t)$.  
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If we have imperfect control we must replace the differential equation \( \dot{x} = f(x, t) \) by a differential inclusion \( \dot{x} \in V_\theta(x) \), where \( V_\theta(x, t) \) is a set of tangent vectors; for example, it might be a cone of vectors in direction \( \theta \). In general, \( V_\theta \) is the set-valued map that associates to the state \( x \) of the system the set of feasible velocities (see [AC]). In this case we can define an approximate odometry sensor by integration and union:

\[
x^*(t) \in F_\theta(t) = \bigcup_{v^* \in V_\theta} \int_0^t v^*(t) dt.
\]

More generally, following [Erd], we define the forward projection \( F_\theta(R, t) \) as above (sec. A.1.2). Then we parameterize the flow \( \Phi \) by the controls \( v^* \) to obtain \( \Phi_{v^*} : C \times T \rightarrow C \). Then the construction of the forward projection via integration and union is clear:

\[
F_\theta(R, t) = \bigcup_{v^* \in V_\theta} \Phi_{v^*}(x_0, t).
\]

Using eq. (8) to define the sensing map \( p^\circ \) for odometry or dead-reckoning, it is then clear how the sensing map \( p^\circ \) can be constructed via an appropriate map and Accumulate of the control and position sensor maps \( v^* \) and \( x^* \).

### A.2 Example: Virtual Sensors

We now work a brief example on the construction of virtual sensors. See fig. 8. We consider three sensing maps: the first, \( p^\circ \), is the sensing map for odometry described above (eq. (8)). The second is the range-finder sensing map \( p_x \) from section 5 above. As usual we globalize \( p_x \). Let us call the resulting globalization \( p^\circ \) (instead of \( p \)), which is defined as follows:

**Construction A.1** We construct the map \( p^\circ_x \). Let \( B^* \) be the larger sensor space \( B^* = S^1 \times B \) where \( B \) is as in section 5. Then we define \( p^\circ_x \) to be \( \text{id}_{S^1} \times p_x \)" where \( \text{id} \) is the identity on \( S^1 \). That is

\[
p^\circ_x : S^1 \times M \rightarrow B^*
\]

\[
(\theta, y) \mapsto (\theta, p_x(\theta, y)).
\]

(11)

It is easy to see that each perceptual equivalence class in fig. 6 is of the form \( \pi_b p^\circ_x^{-1}(b) \) for \( b \in B^* \).

\[\text{Do not be disturbed that the robot both controls and "senses"} \ \theta \text{ in example A.1 (above). We could modify the example to model a "rotating range-finder" like a sweep sonar. Such a device consists of a linear range-finder on a constantly rotating platform. In such a device, \( \theta \) is not servicable, but it may be sensed. The device returns a value of the form \((\theta, p_x(\theta, y))\). Hence, it can be modeled by a sensor map of the form}\]

\[
p^\circ_z : M \rightarrow B^*
\]

\[
y \mapsto (\theta, p_x(\theta, y)).
\]

(10)

An alternative to a "sweep" model is to assume a ring of sensors giving nearly continuous coverage, as often sported by mobile robots.

In addition, the sensor controls (in the case of \( p_x, S^1 \)) may be incorporated into the configuration \( x \) of the robot. In that case, the sensor "aiming" can be viewed as a kind of control parameter that we command and sense. In this case, control and sensing of \( \theta \) are perfect, but this need not be the case.
We demonstrate how the perceptual equivalence classes for $p^*$ may be constructed using

1. The raw sensor values of the odometry sensor $p^o,$
2. The raw sensor values of the range sensor $p^r,$ and
3. Integration and union of the perceptual equivalence classes from $p^o.$

That is, without knowing an explicit inverse for $p^*$, but knowing (i) the perceptual equivalence classes induced by $p^o,$ and (ii) the values of both $p^o$ and $p^*$, how can we hypothesize the existence and geometry of the perceptual equivalence classes induced by $p^*$? Here is our general method of attack. Since we know the perceptual equivalence classes induced by $p^o,$ let is call it a concrete sensor, and its perceptual equivalence classes concrete perceptual equivalence classes. Since we do not know (a priori) the perceptual equivalence classes induced by $p^r,$ let us call $p^r$ a virtual sensor, and the perceptual equivalence classes induced by $p^r$ virtual perceptual equivalence classes. Our question may then be concisely phrased as:

How can we hypothesize the existence and geometry of the virtual perceptual equivalence classes from the concrete perceptual equivalence classes we know?

In general, this problem, which is key to constructing one sensing map from another, can be rather difficult. It is necessary to specify how virtual perceptual equivalence classes are constructed out of (or from) concrete perceptual equivalence classes. That is, it seems necessary for us to tell the robot “What would virtual class $\pi_c p^r(b^r)$ ‘look like’ through $p^o$?” There is a general answer:

\[ p^o(p^{r-1}(b^r)) ; \]

however, this characterization does not directly suggest a computational solution.

However, here are some operational ways of defining virtual perceptual equivalence classes. These techniques require the ability to measure change in the sensing map $p^r,$ and to union “according” to that change. It helps to think of this “controlled union” as a kind of “integration.”

Now, for any sensing map, we define its “recognizability gradient.”

**Definition A.2** Let $p : C \times M \to B$ be a differentiable sensing map. Define $\nabla_c p$, the recognizability gradient of $p$ to be the projection of the gradient $\nabla p$ of $p$ onto $TC$. Consider the natural tangent space projection $T\pi_c : T(C \times M) \to TC$. Then we have

\[ \nabla_c p = T\pi_c \nabla p. \]

In the case where $p$ is discrete or non-smooth, we will approximate the recognizability gradient by finite differences; we assume this is possible for the maps $p^o$ and $p^r$. Now, consider the following definitions for virtual perceptual equivalence classes:

1. A virtual perceptual equivalence class can be defined as the union of a set of contiguous concrete perceptual equivalence classes (of $p^o$) with the same recognizability gradient $\nabla_c p^r$. 
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(a) More specifically, a virtual perceptual equivalence class can be defined as the union of a set of contiguous concrete perceptual equivalence classes (of $\pi^*$) with the zero recognizability gradient ($\nabla_c p^* = 0$). This implies that all these (concrete) classes have the same value with respect to $p^*$.

This construction allows us to "trace out" regions of constant range-finder values. These regions will be (eg) strips parallel to linear walls at a constant distance. The width of the strips will be determined by the resolution of the range-finder's distance measurement.

2. Consider a "sequence" of concrete perceptual equivalence classes (of $p^*$)—eg, a linear ordering along some path in $C$. Suppose as we traverse this sequence, we move in the direction of the recognizability gradient $\nabla_c p^*$. We can define a virtual perceptual equivalence class that is the limit of this process.

(a) More specifically, we have:

**Construction A.3 (\star) Given a sequence of concrete perceptual equivalence classes $S = \{ S_i, \ldots, S_i, \ldots \}$ where $S_i = \pi_c p^{s-1}(b_i^*)$ for some $b_i^* \in B^*$. Let $I^-$ denote the half-open unit interval $[0, 1)$, and consider any smooth path $\phi : I^- \to C$ such that $p^*(\phi(I^-)) = S$. Suppose further that at all times $t$ in $I^-$ we have the path $\phi$ pointing in the direction of the recognizability gradient $\nabla_c p^*$:

$$\nabla_c p^* (\phi(t)) = \dot{\phi}(t).$$

Then we may define a virtual perceptual equivalence class $\overline{S}$ which is the limit of the sequence $S$:

$$\overline{S} = \lim_{\nabla_c p^*} S_i,$$

and $\overline{S}$ contains $\phi(1)$.

Now, let $b^* \in B^*$, the sensor space of $p^*$ (recall section 5 and construction A.1, above). It is now clear that the perceptual equivalence classes of $p^*$ can be defined using the "zero recognizability gradient" construction (1a, above). Specifically:

- A virtual perceptual equivalence class $\pi_c p^*(b^*)$ can be defined as the union of a set of contiguous concrete perceptual equivalence classes $\{ \pi_c p^{s-1}(b_i^*) \}$ of $p^*$, such that all these (concrete) classes have the same value $b^*$ under $p^*$.

Perhaps the most interesting virtual sensors we can construct entail no additional raw sensors, but only computation and history. Consider a "virtual wall sensor." Suppose that $x$ is a configuration in $C$, and a point $y$ on $M$ lies on a wall that has absolute\textsuperscript{12} orientation $\theta$, length $l$, and distance $d$. It might be convenient to have a "wall recognition sensor" that would tell us about the wall at $y$ when we are at $x$. We imagine this special virtual sensor as

\textsuperscript{12}We could also define the orientation and distance to be relative to $x$, but the construction is a bit more complicated.
a new sensing function \( \varphi \). In the case of the particular \( x \) and \( y \) above, we want \( \varphi \) to return the “value” \( \text{wall}(\theta, l, d) \). Think of this “value” as a “symbolic expression” whose “meaning” is that there is a wall, containing \( y \), with absolute orientation \( \theta \), length \( l \), and distance \( d \). We might imagine defining \( \varphi \) as follows.

\[
\varphi : \ C \times M \rightarrow B_w \\
(x, y) \rightarrow \begin{cases} 
\text{wall}(\theta, l, d) & \text{if there is a wall at } y, \text{ and } y \text{ is visible from } x; \\
\emptyset & \text{otherwise}. 
\end{cases}
\] (14)

Note that all we have done is specify what \( \varphi \) should do; that is, we have written down a specification for a sensor we might like to have. Eq. (14) gives us no clue how to implement this specification using computations on our other sensors. What to do in general with such a specification eludes us. In this case, however, the answer is clear:

Consider \( p^* \), the range sensor, as a concrete sensor, and view the perceptual equivalence classes induced by \( p^* \) as the concrete perceptual equivalence classes. We will define the virtual sensor \( \varphi \) relative to the concrete sensor \( p^* \).

The non-trivial perceptual equivalence classes induced by \( \varphi \) are generated by sets of pairs \((x, y) \) in \( C \times M \), such that there is a wall at \( y \) and it is visible from \( x \). Each of these virtual perceptual equivalence classes is simply constructed as the union of a set of contiguous concrete perceptual equivalence classes (of \( p^* \)) with the same recognizability gradient \( \nabla_c p^* \). That is, each concrete perceptual equivalence class \( \pi_c p^*-1(b^*) \) may be envisioned as a “strip” parallel to a linear wall. A set of these strips with the same recognizability gradient is a set of perceptual equivalence classes all “caused” by sensing the same wall. These strips have the same recognizability gradient \( \nabla_c p^* = \text{const} \), since, in any one strip, moving along, away, or toward the wall will cause the same changes (respectively) in the sensing map \( p^* \). This is just a way of saying that making incremental motions in \( C \) results in the same observed changes in the sensing map \( p^* \); i.e., these “strips” \( \pi_c p^*-1(b^*) \) have the same recognizability gradient. Hence, they may be unioned into a larger set, namely the class of configurations that can “see” the same wall. For \( b_w \in B_w \), this set \( \pi_c p^*-1(b_w) \) is defined to be the union of all contiguous strips of the form \( \pi_c p^*-1(b^*_1) \) with a fixed, constant recognizability gradient \( \nabla_c p^* \).

One advantage of this formulation may be that it defines a set of experiments—incremental motions in \( C \) that the robot may perform to try to recognize a virtual perceptual equivalence class such as \( \pi_c p^*-1(b_w) \). That is, this construction of virtual perceptual equivalence classes explains how the observed sensor values should change with respect to incremental motions the robot can perform. By performing these actions and observing its sensors, the robot may verify hypotheses about the existence and geometry of the virtual perceptual equivalence classes it need recognize in order to perform a task. Specifically, we may regard the sensors \( p^0 \) and \( p^* \) as “concrete” sensors, relative to the wall sensor \( \varphi \). The resulting “concrete” perceptual equivalence classes are not likely to be human-readable in general. More likely, a robot task might be specified in terms of walls, corridors, and hallways (for example: “Go down the hall, take the second right, and follow the wall as it curves around until you reach the atrium.”) These are the virtual perceptual equivalence classes with respect to which a human might wish to express a task. But how can the robot recognize these classes, using the sensors and computation it carries on-board? Instead of trying to
provide the robot with "perfect sensors" such as a "wall oracle", a "hallway oracle", etc., instead, we can tell it how to recognize virtual perceptual equivalence classes from concrete ones. Using this method, the robot can then perform experiments to verify which virtual perceptual equivalence classes it is in. This is the process we call **task-directed sensing**.

The construction above defines a somewhat peculiar virtual perceptual equivalence class—the set of configurations that can see a wall. Note that we can also define the more intuitive set, the class of configurations that are "against the wall." This may be done as follows. We use construction A.3 above. We define the virtual perceptual equivalence class

$$\mathcal{S} = \pi_c \varphi^{-1}(\text{on-wall}(\theta, l, d))$$  \hspace{1cm} (15)

as the limit of a sequence of strips $\pi_c p^{*^{-1}}(b^*_i)$, such that the recognizability gradient $\nabla_c p^*$ decreases as the sequence is traversed. This decrease, of course, corresponds to the range-finder's distance readings going down as we get close to the wall. We simply mimic the construction A.3 above. The basic idea of this construction is easy. Recall that, for $b_w \in B_w$, the set $\pi_c \varphi^{-1}(b_w)$ is defined to be the union of all contiguous strips $\pi_c p^{*^{-1}}(b^*_i)$ with constant recognizability gradient $\nabla_c p^*$. $\pi_c \varphi^{-1}(b_w)$ is the set of configurations that can see the wall specified by $b_w = \text{wall}(\theta, l, d)$. This entire region has a non-zero constant recognizability gradient $\nabla_c p^*$. We imagine this constant gradient inducing a flow on the concrete perceptual equivalence classes $\{\pi_c p^{*^{-1}}(b^*_i)\}$ constituting the virtual perceptual equivalence class $\pi_c \varphi^{-1}(b_w)$. We follow this flow to its limit, and that limit is the set of configurations that touch the wall $b_w$.

We now give the formal construction. One minor point is we must flip the sign of the recognizability gradient, since we want to converge to the wall, not away from it, and the distance values, of course, decrease to zero as we approach the wall.

**Construction A.4** Suppose we are given a sequence of concrete perceptual equivalence classes $S = \{S_1, \ldots, S_i, \ldots\}$ where $S_i = \pi_c p^{*^{-1}}(b^*_i)$ for some $b^*_i \in B^*$. Let $I^-$ denote the half-open unit interval $[0,1)$, and consider any smooth path $\phi : I^- \to C$ such that $p^*(\phi(I^-)) = S$. Suppose further that at all times $t$ in $I^-$ we have the path $\phi$ pointing in the direction of the recognizability gradient $-\nabla_c p^*$:

$$-\nabla_c p^*(\phi(t)) = \dot{\phi}(t).$$  \hspace{1cm} (16)

Then we may define a virtual perceptual equivalence class $\mathcal{S}$, corresponding to eq. (15) which is the limit of the sequence $S$:

$$\mathcal{S} = \lim_{-\nabla_c p^*} S_i,$$  \hspace{1cm} (17)

and $\mathcal{S}$ contains $\phi(1)$.

Finally, we note that if we replace our range sensor with the sensing map described above in construction A.1, that our analysis and definitions may be suitably generalized. For reasons of space, we feel we must leave details to the interested reader.
B Discussion: Effects of Sensor Noise

We now take a step back, and address a concern that arose in section 5 when we declared our example range sensor to be a perfect one; i.e. no noise or uncertainty was modeled. It is clear that coping with uncertainty is critical, and in fact all of the constructions we describe work for sensor models with uncertainty. We explore how this is done here.

Sensor noise can be modeled by passing to set-valued functions. That is, we consider $p_\phi(y)$ to be a subset of $B$, representing a bound on all possible sensor values. In general, this can destroy the transitivity of perceptual equivalence classes which are defined in terms of inverse images of points in the sensor space $B$ under sensing maps as in, for example, def. 5.1 (above). However, the reflexivity and symmetry are retained. Hence a definition of a perceptual equivalence class becomes analogous to an "adjacency" relation, and its transitive closure analogous to "connectedness". This issue is subtle. We now investigate it carefully.

B.1 Noise as a Set-valued World-Sensing Map

First, we show how sensor noise can destroy transitivity. To do so we develop a world-sensing bundle which models an LMT-like position sensor (with noise) (see [LMT]).\textsuperscript{13} Most of the points in this section (B.1) are either definitional or quite clear from the development in [LMT,E], but since they are important, we include the discussion for completeness.

Let $C$, and $M$ both be the plane $\mathbb{R}^2$. Define a perfect position sensor to be the raw sensing map $p^*: C \times M \to \mathbb{R}^2$ that sends $(\phi, y)$ to $\phi$. We think of this map as "sensing" the configuration $\phi$ of the system.

Now, let us introduce noise into the model. Under an LMT-like model of error, we are only guaranteed that the image of $\phi$ under $p^*$ will lie "nearby", eg in some ball of radius $\varepsilon$ about $\phi$. Hence we have $p^*(\phi) \in B_\varepsilon(\phi)$. We can chose to model the noise sensor $p^*$ as a nondeterministic sensor, or as a set-valued function. Let us choose the latter. We make the image of $p^*$ be the powerset of $\mathbb{R}^2$. The value of $p^*$ represents a bound on all possible sensor values. We know by inspection that the value of $p^*$ will in fact always be a disc in the plane. Suppose we try to generalize our notion of perceptual equivalence to set-valued maps. Consider the following

**Idea B.1** (*) We could define the two configurations $\phi$ and $\phi' \in C$ to be perceptually equivalent if there exist $y$ and $y' \in M$ such that

$$p_\phi^*(y) = p_{\phi'}^*(y').$$

(18)

This definition is clearly inadequate, since the value of $p^*$ is always a disc of radius $\varepsilon$, and these two discs are identical only when $\phi = \phi'$. Suppose we try:

**Idea B.2** (*) Modify eq. (18) in idea B.1 to be:

$$p_\phi^*(y) \cap p_{\phi'}^*(y') \neq \emptyset.$$ 

(19)

\textsuperscript{13}This example arose in discussions with M. Erdmann, and we are grateful to him for his suggestions.
This is better, since it means that $\phi$ can “look like” $\phi'$ when they are confusable\textsuperscript{14}—that is, when there is some possibility that the sensor $p^*$ will return the same position value from $\phi$ as from $\phi'$. The problem with declaring $\phi$ and $\phi'$ to be “perceptually equivalent” is that the relationship we have defined is not an equivalence relation, because it it not transitive: see fig. 10.

The relationship we obtain is reflexive and symmetric, but not transitive. Hence it is analogous to the “adjacency” relationship in (eg) graph theory or topology. One idea is to construct an equivalence relation by taking the transitive closure. The motivation for this is that the transitive closure of “adjacent” is “connected,” which is a useful notion. However, in our example of $p^*$, this results in identifying the entire plane into one equivalence class.

One could try to get around this problem by modeling sensor noise by a non-deterministic sensing map. However, the two constructions are basically equivalent. We can see this as follows. We notice that we can restrict to domain of $p^*$ to obtain

$$p^*: C \times M \rightarrow \{ \epsilon\text{-balls in the plane} \}.$$ 

The set of all $\epsilon$-balls is parameterized by their centers, hence we can use $\mathbb{R}^2$ as the domain of $p^*$. Now, there are two interpretations possible for $p^*$. The first is the same as the perfect sensor, since it sends $\phi$ to the ball centered on $\phi$. A second interpretation is as a non-deterministic map that takes $\phi$ to some sensed value $s \in B_\epsilon(\phi)$. Now, the set of configurations consistent with $s$ (i.e., that could have given rise to the sensed value $s$) is the ball $B_\epsilon(s)$ about $s$. Hence a non-deterministic sensor is a map $\phi \mapsto s$; but the set of consistent interpretations of $s$ is a $\epsilon$-ball about $s$. Hence the non-deterministic sensor may be naturally viewed as a set-valued map $\phi \mapsto B_\epsilon(s)$.

\textsuperscript{14}See [Buc, LMT, E, Don], where the concept of “confusability” was formalized in an LMT context.
Figure 11: The robot is at point \( x \), with the range-finder aimed in direction \( \theta \). A wall at point \( y \) is at distance \( d \) from the robot; due to uncertainty in range-finding sensor, the range value sensed is only guaranteed to be inside \( (d - \epsilon, d + \epsilon) \).

### B.2 Perceptual Aliases

Given the discussion above, the situation may look a bit grim for a calculus of the observable based on perceptual equivalence. However, there is a solution, which we give now. We show how noise can be modeled within our framework, while preserving the structure and flavor of all we have developed. The basic idea behind this construction is to turn a weakness into an advantage, and exploit the ability of our sensor model to encode non-determinism (via hidden state) within a deterministic model. Once again, a more detailed study can be found in [DJ2].

As an example, consider once more our range finding sensor, as described in section 5 above. A “picture” of this sensor model is shown in fig. 11. The sensor configuration is the point \( \phi \in C \). In particular, \( \phi = (x, \theta) \) as shown. The point \( y \in M \) is on a wall. For a perfect sensor, we have \( p(\phi, y) = \lfloor d \rfloor \) where \( d \) is the distance from \( x \) to \( y \). However, for a noisy sensor, we might have the following sensor model. There is some error, say \( \epsilon \), which lies in an interval \( U \). This error varies non-deterministically. The error causes the sensor to return only approximate information, and sometimes to return \( \emptyset \). We can think of this error “signal” \( \epsilon \) as fluctuating non-deterministically, and “corrupting” the perfect sensor’s readings. This results in an imperfect, or noisy sensor, which we might call \( p^* \). See fig. 11. The effect of \( p^* \), when applied to the point \( y \) shown, is to return some distance in the interval \( [d - \epsilon_{max}, d + \epsilon_{max}] \) (or \( \emptyset \)). Now, for a sensor with infinite resolution (no discretization), we would have \( p(\phi, y) = d \) and

\[
p^*(\phi, y) = p(\phi, y) + e(\epsilon) = d + e(\epsilon).
\]

However, for a sensor with limited resolution, the situation is more complicated. For such a sensor \( p^* \), (for the same point \( y \) as above):
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\[ p^*(\phi, y) = \begin{cases} \emptyset & \text{if } |\epsilon| > \epsilon_{\text{max}}; \\ [d + \epsilon(\epsilon)] & \text{otherwise.} \end{cases} \]  

(20)

In eq. (20), we assume that \( \epsilon(\epsilon) \) is some simple function of the error \( \epsilon \). In this example, we will assume \( \epsilon \) is the identity. All our results go through when \( \epsilon \) is merely injective.

Our idea is to model the "error space" \( U \) as part of the world. We regard the "new world" \( M' \) as incorporating both \( M \) and the error space \( U \), so \( M' = M \times U \). We define a new sensing map \( p : C \times M' \to B \), that is,

\[ p : C \times M \times U \to B \]  

(21)

where \( p(\phi, y, \epsilon) \) is given by eq. (20). That is, the state of the world contains \( U \), which determines the error in the sensor. This process is quite general, and extends to almost any sensor and any model of noise. We justify it as follows. In the real world, the sensor values are subject to a host of unmodeled effects. Imagine we now choose to model all these effects. For example, in our range-finder example, we now choose to model the color of the surface at \( y \), the material, the temperature of the air, and so forth. All of these parameters form a state space which we may term \( U \). To model them, we extend our state space from \( C \times M \) to \( C \times M \times U \)—to include all the error parameters. Hence, a geometric point \( y \in M \) together with the "physical" parameter \( \epsilon \in U \)—which encodes the physical characteristics of the world that cause variation in the sensor—together, \( y \) and \( \epsilon \) determine the effect of the world at point \( y \) on the sensor value. This simply says that we regard \( \epsilon \) as part of the state of the world. That is, we construct the sensing map \( p \) to answer question (Q1) (sec. A), with \( M' \) substituted for \( M \). By viewing \( U \) as "hidden state," we can hence hide a non-deterministic sensing model inside a deterministic sensor map.

Now of course, in general, this kind of modeling of "physical" error parameters will not be possible—we do not, in general, have adequate knowledge of the error characteristics to construct an accurate model of \( p \) and \( U \). But, in these cases, we can make a worst-case assumption about the error. We note that for a purely non-deterministic, adversarial error model (see [E90] for a characterization of different error types, including non-deterministic, adversarial, probabilistic, etc), it suffices to have the dimension of \( U \) and \( B \) be the same. We call \( U \) the hidden state of the world. We assume that the error parameter \( \epsilon \in U \) varies in some uncontrolled manner, and perturbs the sensor readings we obtain. We now see the following:

**Claim B.3** Sensor noise that can be modeled by a non-deterministic sensor map \( p^* : C \times M \to B \) with geometric error bounds, can be converted into a deterministic sensor map \( p \) with hidden state \( U \). It suffices to have \( \dim U = \dim B \).

Now let us return to our example of \( p^* \) and \( p \) in eqs. (21) and (20).

**Definition B.4** Suppose we curry a sensing map with hidden state \( p \) (eq. (21)) with \( \phi \in C \), to obtain

\[ p_\phi : M \times U \to B \]

so that \( p_\phi(y, \epsilon) = p(\phi, y, \epsilon) \). Then at the fixed configuration \( \phi \), the \( \epsilon \)-perceptual equivalence classes are classified by sets of the form
Figure 12: Uncertainty, \( U \), is graphed against the world, \( M \), and the \( \epsilon \)-perceptual equivalence classes for a simple range-finder are shown.

\[
P^{-1}_\phi(b),
\]
for a sensor value \( b \) in \( B \). That is, each \( \epsilon \)-perceptual equivalence class is a cell in the arrangement generated by sets of the form (22).

Once we introduce sensor noise, we obtain an augmented framework in which the sensing maps have hidden state. This hidden state models the non-determinism of sensor noise and error. Essentially the \( \epsilon \)-perceptual equivalence classes now serve in place of the perceptual equivalence classes we had before. To get some intuition for the structure of an \( \epsilon \)-perceptual equivalence class, consider our simple example of a range-finder. Here, \( U \) would simply be some real interval. Suppose \( y \) is a point at distance \( d \) from \( x \), as shown in fig. 11. The \( \epsilon \)-perceptual equivalence class for sensor value \( [d] \) would contain the point \( (y,0) \in M \times U \). This is simply because \( p_\phi(y,0) = [d+\epsilon(0)] = [d] \). But the \( \epsilon \)-perceptual equivalence class \( p^{-1}_\phi([d]) \) would also contain all points \( (y',\epsilon) \), such that \( p_\phi(y',\epsilon) = [d] \), i.e., \( [\|y' - x\| + \epsilon] = [d] \).

Now, in our new model, the world is \( M \times U \), i.e., it contains the hidden state \( U \). The \( \epsilon \)-perceptual equivalence class \( p^{-1}_\phi(b) \) consists of all “points” \( (y,\epsilon) \) in the world that can result in the sensor value \( b \). For example, see fig. 12. In this case, the \( \epsilon \)-perceptual equivalence class \( p^{-1}_\phi(b) \) (for an integer \( b \)) is a diagonal strip in \( M \times U \). The width of the strip is the sensor resolution.

On the other hand, given a point \( y \) in \( M \) (or more generally, a feature at \( y \)), we may wish to ask, What sensor values can \( y \) generate? The answer is as follows; see fig. 12. We define the perceptual alias set of \( y \) to be all \( \epsilon \)-perceptual equivalence classes that “project to cover \( y \)” in \( M \). These are the \( (y',\epsilon) \)-“points” in the world that are “confusable” with \( y \). We define the semblance of a point \( y \) in \( M \) to be all the ways that \( y \) can appear as projected through the sensor, when noise is taken into account. More formally: we begin with the “local” definitions (for a fixed configuration in \( C \). By a slight abuse of notation,
we overload the projection operator \( \pi_M \) to denote projection from any product of \( M \) onto \( M \): below, \( \pi_M : M \times U \to M \).

**Definition B.5** For a sensing function \( p \), a configuration \( \phi \) in \( C \), and a point \( y \) in \( M \), the semblance of \( y \) is the set of the sensor values whose \( \epsilon \)-perceptual equivalence classes project to cover \( y \). The semblance of \( y \) is denoted \( \text{sem}(y) \), and

\[
\text{sem}(y) = \{ b \in B \mid p^{-1}_\phi(b) \cap \pi^{-1}_M(y) \neq \emptyset \}.
\]

Next, we can give a rigorous characterization of perceptual aliasing:

**Definition B.6** For a sensing function \( p \), a configuration \( \phi \) in \( C \), and a point \( y \) in \( M \), the perceptual alias set of \( y \) consists of all \( \epsilon \)-perceptual equivalence classes whose projection onto \( M \) covers \( y \). That is:

\[
\{ p^{-1}_\phi(b) \mid b \in \text{sem}(y) \}.
\]

Hence, the perceptual alias set of \( y \) consists of the \( \epsilon \)-perceptual equivalence classes of the semblance of \( y \).

The characterization of \( \epsilon \)-perceptual equivalence classes in fig. 12 is in fact representative for higher dimensions as well. Thus, the \( \epsilon \)-perceptual equivalence class are "well-behaved." More specifically, It is simple to show:

**Claim B.7** Suppose the error function \( e \) is injective. Then for two sensor values \( b_1 \) and \( b_2 \) in \( B \), \( p^{-1}_\phi(b_1) \cap p^{-1}_\phi(b_2) \neq \emptyset \) if, and only if, \( b_1 = b_2 \). \( \square \)

**Corollary B.8** The \( \epsilon \)-perceptual equivalence classes are disjoint if the error function is injective.

To give some intuition about the structure of the \( \epsilon \)-perceptual equivalence classes, consider the following. Imagine an LMT-style position sensor, with error. We convert this sensor to a deterministic sensor (such as \( p \)) with hidden state; in this case, \( U \) will be a ball (representing an error ball). The error value \( \epsilon \in U \) is used to perturb the position \( \phi \in C \) to obtain the sensor value \( \phi + e(\epsilon) \). Let us assume for a moment that \( M = C = B = \mathbb{R}^n \), so of course, \( U \) is the \( n \)-dimensional ball, and the error function is injective. Then, the \( \epsilon \)-perceptual equivalence classes are disjoint, each \( \epsilon \)-perceptual equivalence class is an \( n \)-dimensional sheet in \( M \times U \). (If \( e \) is linear, the sheets are planes, etc).

Semblances and perceptual aliases may be globalized in a straightforward manner to a world sensing bundle, \( p \), with domain \( C \times M \times U \). See [DJ2] for details.
B.3 Discussion on Noise, Error, and Perceptual Aliasing

What we have essentially done in our construction is graph the state space \( (M, \text{above}) \) against the error \( U \). We then proceeded to reason about the resulting enlarged state space \( M \times U \). It is not surprising that perceptual equivalence classes formed in the product state space were the natural generalizations of perceptual equivalence to the case with noise. Our construction, of course is not new. In particular, we recall the work by Brooks [Brooks 82], in which the uncertainty is graphed against state. Recall also the work by Donald [Don, D, Don90] on compliant motion planning in the presence of model error. In this work, we introduced an “error” space like \( U \) and formed a “generalized configuration space” which was the product of the state space and the error space. Many others have used this construction.

Here are some significant aspects of our use of the construction:

1. In most previous work, the uncertainty space \( U \) is known ahead of time. In our case it is completely unknown.

2. Suppose we let \( U \) represent the actual unknown parameters in the world that corrupt and influence our sensor values (see sec. B.2). We will call this the “concrete” error space in that parameters in this space will determine adumbrations of the sensors’ interaction with the physical world, and thereby the sensor values that result from interrogating features in that world. So, for a sonar sensor, \( U \) might include temperature, surface material, windspeed, etc. As another example, consider a flux-gate compass. Suppose the robot trusts its odometry,\(^\text{15}\) and detects the presence of some magnetic disturbance in the room. But, the disturbance might vary in intensity and direction as the robot moves. In this case \( U \) could encode the flux of an unknown, interfering magnetic field. This field would vary spatially. As the robot moved, it could, perhaps, deduce the characteristics of the interfering field—that is, the structure of \( U \). For example, the field might be stronger near the Lisp-Machine in the corner of the lab. By discovering the correlation in field intensity change with spatial locality through experiments (varying its controls) the robot could determine the sensor flow\(^\text{16}\) on \( C \times U \). At any rate, in the same way that the robots in sec. 8 could reconstruct to infer the structure of \( C \times M \), a robot could \( B \)-encode the RR-graph of the world sensing bundle, and then use or hypothesize local sections to reconstruct the structure of \( U \) or the structure of \( C \times U \).

3. The “concrete” physical error space may be hard to model or estimate. But for the purposes of this framework, we can approximate it by using an error space that merely has the same dimension as \( B \). This models a pure, non-deterministic sensor noise, with geometric bounds. We call it the “non-deterministic error space \( U \).”

Note however, that the “concrete” error space will typically have a much higher dimension that the non-deterministic error space. However, the non-deterministic error space is always a projection of the concrete error space. By this, we mean that every

\(^{15}\)Of course, this might just be one of a number of multiple hypotheses. For more on support of multiple hypotheses, see sec. 8.

\(^{16}\)Sensor flow is defined to be the integral of the recognizability gradient. See sec. A.2.
point in the concrete error space determines a point in the non-deterministic error space, and that it is possible to calculate the sensor value (with noise) using only the latter.

The problem of reconstructing the concrete error space from the non-deterministic error space is very similar to the problem of reconstructing $C \times M$ from values in $B$.

For situations where the intransitivity of perceptual equivalence without $U$ makes working in $C$ too difficult, the problem can always be lifted to the enlarged state space $C \times U$, as described in previous sections. However there exists a cost to this solution—the higher dimensional state space—and so, where possible, we prefer to work in $C$. The research directions highlighted in this section deserve further study.

C Literature Review

Many of the issues in this paper have been encountered or have precursors in earlier work. The constructive theory of recognizability—a calculus of the observable—and the idea of directing experiments based on information needs—these ideas are important themes in the classical physical sciences and in robotics. Our enterprise is not new! For example, in the context of human experimenters in quantum mechanics, see (eg) R. Sorenson on Ernst Mach’s *Contribution to the Analysis of Sensations*. Sorenson concludes that Mach believed: "... there is no such thing as a purely physical event or connection, but only physical events and connections filtered through our senses (our skin)." However, in our problem, the entities performing and analyzing the observations are machines. In robotics, strategies for coping with uncertainty, and reasoning about reachable and recognizable sets has been a theme in robotics research for many years. See, for example: [LMT, Erd, E89, Don, Brost, Can, Bri, DW]. Early work on planning in the presence of uncertainty investigated using skeleton strategies. [Lozano-Pérez 76] proposed a task-level planner called LAMA which used geometric simulation to predict the outcomes of plans, and is one of the earliest systems to address EDR planning. [Taylor] used symbolic reasoning to restrict the values of variables in skeleton plans to guarantee success. [Brooks 82] later extended this technique using a symbolic algebra system. [Dufay and Latombe] implemented a system which addresses learning in the domain of robot motion planning with uncertainty.

[LMT] proposed a formal framework for automatically synthesizing fine-motion strategies in the presence of sensing and control uncertainty. Their method is called the *preimage* framework. [Mason, 83] further developed the preimage termination predicates, addressing completeness and correctness of the resulting plans. [E] continued work on the preimage framework, and demonstrated how to separate the problem into questions of *reachability* and *recognizability*. He also showed how to compute preimages using backprojections, which address reachability alone, and designed and implemented the first algorithms for computing backprojections. [Erdmann and Mason] developed a planner which could perform sensorless manipulation of polygonal objects in a tray. Their planner makes extensive use of a representation of friction in configuration space [E]. [Buckley] implemented a multi-step planner for planning compliant motions with uncertainty in 3D without rotations. He also developed a variety of new theoretical tools, including a combined spring-damper dynamic model, 3D
backprojection and forward projection algorithms, and a finitization technique which makes searching the space of commanded motions more tractable. Donald [Don89, Don90] proposes error detection and recovery (EDR) strategies for planning and executing robot strategies in the presence of uncertainty. Canny [Can] showed the following: when the geometric world models and also the solution trajectories to the differential inclusion governing the control system are semi-algebraic, then general LMT motion strategies can be computed using the theory of real closed fields. These assumptions cover (for example) motion planning with uncertainty under pure translation. Probabilistic planning and execution strategies are developed by [GM89, E89], and greatly enhance the LMT-family framework. [Lumelsky] considers navigation problems for 2DOF robots with perfect dead reckoning but no model of the world. Other planners, and techniques for coping with uncertainty are discussed by [Brost; Caine; Cutkosky; LLS; Laugier; PTP; Briggs; FHS].

Notions of recognizability developed in the LMT family tree are important to us even without world models and the ability to forward- and back-simulate. Erdmann formalized the "effective set of sensor interpretations" using history and sensing [E]. Canny called these the recognizable sets, and demonstrated a semi-algebraic parameterization for them [Can]. This allowed him to apply very general tools from computational algebra in order to obtain planning algorithms when one has geometric world models and algebraic forward projections. Canny's planner is based on the recognizable sets. Erdmann also made extensive use of these "sensor interpretations sets" in his work on probabilistic strategies [E89].

In this paper, we develop a family of concepts useful in mobile robotics. These include (for example): perceptual equivalence classes, the lattice of recognizable sets, the reachability graph of recognizable sets, the reconstruction problem, and a "measure" of the reactivity of a system. These ideas are connected with previous work. Reactive systems, behavior-based robots, and the subsumption architecture are discussed by Brooks [Brooks 1985], Mataric [Mat], and Mahadevan and Connell [MC]. The last describe the use of reinforcement learning in the mobile robot domain. In work on learning manipulation strategies, Christiansen, Mason, and Mitchell [CMM] identify perceptual equivalence classes as consequences of imperfect sensing, which may be viewed as a projection [C]. Whitehead and Ballard [WB] and also Shafer [S] discuss perceptual and model aliasing. Shafer [S] describes how model aliasing can partition the set of world states into equivalence classes with the same representation. We believe that [MC, CMM, C, WB, S, Erd, Can] understand and exploit notions of perceptual equivalence classes in a fundamental way. Hager and Mintz [HM] demonstrate methods for sensor fusion and sensor planning based on probabilistic models of uncertainty. Rosenschein [R], in work parallel to ours, considers a logic framework in which one can synthesize automata that build data structures from sensor data that "correlate" accurately with the external world. Such data structures are related to our RR-graphs. Reachability graphs have many ancestors; see even [Min]. Our lattice is reminiscent of Mitchell's version space [Mit]. Leonard, Cox, and Durrant-Whyte [LDWC, CL] use notions of observation and expectation that we find significant and these notions anticipate some of our constructions. In [Don90] we suggested the following approach, called "weak error detection and recovery (EDR)." Suppose we are given a collection of subgoals that are closed under intersection. Then by considering all unions of subcollections of these subgoals we can obtain a measure of weakest recognizability. This idea anticipates the lattice of recognizable sets, whose roots also reach
to Erdmann’s work on preimages [Erd]. Finally, we believe the ideas of Rosenschein [R] to be of considerable relevance. See also [Su] for work on integrated architectures.

For reasons of algorithmic tractability, much of our previous work has concentrated on planning (and execution) that emphasized reachability (the places a robot can reach during an action) while using very simple models of recognizability (the places a robot can distinguish using sensors). Erdmann first introduced this mathematical distinction in his thesis. Indeed, some foundational work has indeed assumed that recognizability (e.g., recognizing attainment of a goal during a continuous control regime) was given by some “oracle” and that only reachability need be considered [Don90,Erd89,Bri,FHS]. This effectively reduces planning to a backwards simulation (under control uncertainty), which is an easier (although important) problem.

However, due to the sensitivity of simulation to modeling errors, this focus on reachability tightly coupled the planning process to relatively accurate models of the environment. To consider sparse or incomplete models of the environment, or mobile robots operating in very uncertain and dynamic domains, we take a different tack. In very uncertain domains, reachability computations (i.e., forward- and back-simulations) are essentially valid only locally, since they can only rely on local models of the world. We are trying to develop a framework for sensing and action in which recognizability is the “senior” partner. To say this precisely: in previous work, we attempted in effect to “reduce” recognizability computations to reachability computations. Hence, the fundamental geometric building blocks for this theory were the reachable sets (from some initial conditions, under particular controls). Since these sets had considerable algebraic and geometric structure, geometric algorithms could be obtained to generate control and sensing strategies—plans, if you will.

In this paper we described a theory of planning, sensing and action in which the fundamental building blocks are, in effect, the “recognizable sets”—that is, the places in the world that the robot can recognize and distinguish between. To this end we observed that viewing the world through sensors partitions the world (locally) into “perceptual equivalence classes.”\textsuperscript{17} The more information the sensors provide, the “finer” this partition is. Various possible partitions of the world fit into a lattice structure (where one partition is “higher” than another if it is finer). This lattice structure captures the information or knowledge state about the world; the lattice is related to the “version space” of Mitchell [Mit]. Recognizability is a key theme in the preimage framework of [LMT]; see [LMT,Erd,Don,Can]. Canny [Can] described a planner for LMT strategies based on the recognizable sets. The recognizable sets are related to the “preimages” of [LMT], the “effective sensor interpretation sets” of Erdmann [Erd], the “recognizable sets”\textsuperscript{18} of Canny [Can], and the “signature neighborhoods” of Mahadevan and Connell [MC]. They are called “sensor equivalence classes” by Christiansen, Mason, and Mitchell [CMM], “perceptual aliases” by Whitehead and Ballard [WB], and “model aliases” by Shafer [S].

\textsuperscript{17}This term was suggested to us by Dan Huttenlocher.
\textsuperscript{18}We are grateful to J. Canny for pointing out the similarity.
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D  Progress Report

In the appendices below, we give a progress report on the robotics research in the Computer Science Robotics and Vision laboratory.

E  Collaboration

In our research, we seek active collaboration with researchers, at Cornell and elsewhere, whose interests coincide with ours. At Cornell, we intend to pursue working relationships with John Hopcroft, Dexter Kozen, Dan Huttenlocher, and Carlo Tomasi in the Computer Science Department, Jeff Koechling in the Mechanical Engineering, with Jim Davis at Xerox DRI (Ithaca), and with Geoff Brown in the Electrical Engineering department. We also intend to continue our collaboration with Tomás Lozano-Pérez at MIT, Matt Mason and Mike Erdmann at CMU, John Canny at Berkeley, and John Reif at Duke.

F  The Laboratory

We are in the process of acquiring and constructing four autonomous mobile robots, so that we may investigate problems of robotic sensing, planning, and control in unstructured environments. Two of the robots are already running. A typical robot will have an onboard drive-system, processors for navigation and control, sensors, and embedded controllers for processing and integrating sensory information. We are interested in a rich array of sensing modalities; hence, each robot will be equipped with a variety of sensors, including ultrasonic sonar sensing, pyroelectric motion sensors, touch sensors, low-cost vision and optical sensors, etc. In particular, at least one mobile robot will be equipped with stereo cameras, framegrabbers, DSP hardware, and processing capability for experimentation in machine vision on an autonomous mobile platform. We are particularly interested in using the autonomous vision system to explore the issues connecting perception and action in unstructured, dynamic, and changing environments. In this work we intend to collaborate with Prof. Dan Huttenlocher, and Prof. Carlo Tomasi, who just arrived at Cornell from CMU, and is an expert in structure from motion.

The Computer Science Robotics and Vision Laboratory (CSRVL) is the research home of three computer science faculty members: Bruce Donald, Dan Huttenlocher and Carlo Tomasi. Donald and Huttenlocher founded CSRVL in 1990 with funds from NSF, the Computer Science Department, the College of Engineering, the Mathematical Sciences Institute and donations from AT&T Bell Laboratories and INTEL Corporation. In 1990-91 2 postdocs, 10 PhD students, 5 Master of Engineering students, and 11 undergraduates worked on research projects in CSRVL.

The CSRVL and the adjacent Computer Science Robotics and Vision Teaching Laboratory (CSRVTL) house a variety of experimental equipment. Currently, in both laboratories, we have 10 color SPARC IPC's, one SPARC 2, three Symbolics 3620 Lispmachines, one DEC 3100 workstation, one Sparc 1+, two SUN-3 class machines with backplanes and DATACUBE DSP/IP hardware, and One MAC-II. Eight of the SPARC IPC's have framegrabbers, and we
acquired acquire 6 more SPARC IPX's this fall, and borrowed two more from Xerox PARC. The CSRVL and CSRVTI have an optical bench, cameras, lasers, and an array of sensors, electronics, and embedded controllers for rapidly prototyping experimental devices.

The laboratories also house a Unimation PUMA 560 and a ZEBRA ZERO robot arm and real-time controllers for these arms. The arm system architecture is a real-time heterogeneous distributed system for hand-eye, force-, and position-control; it involves hierarchical control of a Puma and a Zebra Zero by a Symbolics 3620, a Sun or SPARC, a real-time 68020-based controller, a gripper-computer, and the Unimate controller. We have exported this architecture to Ken Salisbury's hand group at the MIT AI Lab, where they will use it to control two Pumas mounted with Salisbury (JPL/Stanford) hands. We are designing, constructing, controlling, and programming three mobile autonomous robotic platforms to investigate planning, sensing, and execution in unstructured environments populated by humans and other robots. In collaboration with Grinell More of Real-World Interfaces, we have designed and manufactured a unique modular robot construction system for experimental mobile robotics; this enclosure is now being marketed by RWI, and we have the first two systems in our lab. This year, we also designed and built version 3.0 of the Cornell Generic Controller (CGC), which is our generic distributed control architecture for mobile robotics error detection and recovery applications. The generic controller is the backbone of our real-time distributed system for controlling our mobile robots. We use one generic controller for each sensory-motor cluster. INTEL, our industry partner in the CGC, will fabricate several hundred of the boards for us (perhaps next year). With programming languages expert Jonathan Rees (visiting from MIT), we are developing a distributed SCHEME 4.0 compiler and development environment for this architecture.

G Research in the Laboratory

We outline our research, give specific examples, and describe some of our contributions to the geometric theory of manipulation and planning. We then discuss the importance of this theory to a science base for robotics, and autonomous agents, and close with a list of publications by researchers in the laboratory.

G.1 What is the Theme of our Research In Robotics?

Our research interests include robotics, computational geometry, spatial reasoning, artificial intelligence and, recently, building compensatory aids for the disabled, particularly the visually impaired. Robotics is the science which attempts to forge an intelligent connection between perception and action. In order to perceive and manipulate objects in the world, robots must be able to reason about geometry and physics and to plan and execute tasks in the presence of uncertainty in sensing, control, and the geometry of the environment. We are particularly interested in the theory of manipulation and geometrical planning. Projects we are involved in now focus on: motion planning, task-level planning, a theory of planning compliant motions and assemblies in the presence of uncertainty, Error Detection and Recovery (EDR) for robotics, kinodynamics, mobile robots in uncertain environments, and the
mathematical foundations of robotics. To attain our goal of task-level planning, our research program is a blend of theory, implementation, and experimentation.

The robotics group’s progress over the last few years is marked by four events. The first is the publication of our book *Robotics*, which derives from lectures given at the American Mathematical Society winter meeting last year. This book outlines the geometric theory of planning, manipulation, and control that we and our collaborators have been developing. The second is the Saratoga Workshop on the Integration of Symbolic and Numerical Methods, which documents the novel computational and conceptual tools that robotics and allied disciplines have injected into computer science. Our forthcoming special issue of *Algorithmica* will highlight some new computational directions on which our group has concentrated its research: Motion planning and manipulation under uncertainty, Representations for computational mechanics, Kinodynamics, and Combinatorially precise simulation and differential inclusions. Finally, our new robotics and vision research and teaching laboratories opened in April. Our intent is to buy or build a robot for every student working in the lab.

Last year, working with graduate students Mark Reichert and Jed Lengyel, and with Professor Don Greenberg, we developed find-path algorithms that run in real-time on specialized hardware. Our idea brings the state of the art in motion planning to a state analogous to hidden-surface removal in computer graphics. While precise combinatorial algorithms exist, specialized computer graphics hardware can make provably good approximation algorithms run extremely fast. The algorithm is based on our earlier theoretical work on motion planning. Initial implementations in the early 80’s were slow, but when we recast the task as a provably-good approximation algorithm using standard computer graphics hardware, the algorithm runs extremely fast, is complete to a resolution, and guaranteed to find safe paths. In order to obtain these results, we required several years of theory and experimentation on a heterogeneous collection of machines. The final reduction to practice is very simple, but the route to obtain it required considerable theoretical work and experimentation.

This methodology is applicable to a wide class of problems: one candidate that we have targeted is *kinodynamics*. Robots must be able to plan quickly and to execute their plans fast; to address this need, we have introduced powerful new mathematical methods that link complexity theory and control theory. With graduate student Pat Xavier, and John Canny of Berkeley and John Reif at Duke, we have developed a new algorithm for optimal kinodynamic planning. This algorithm may be applied in robotics to generate minimal time, collision-avoiding trajectories, that respect dynamics bounds. While exact solutions to this problem are unknown, we have developed the first provably good approximation algorithms for optimal kinodynamic planning. Our bounds on solution accuracy and running time are the first that have been obtained for optimal kinodynamic planning, which has been an open problem in computational robotics for over ten years. The experimental state of kinodynamic planning mirrors that of our configuration-space motion planning in the early 80’s: While the algorithm (in practice) is still slow, we have already built real-time hardware to implement it in a development lab.

Uncertainty in sensing, control, and modeling is perhaps the most fundamental problem in robotics today. To develop and explore new approaches to planning and sensing under uncertainty, we are building and programming new experimental robotic devices. With Pro-
fessor Dan Huttenlocher, we are working on a two-arm hand-eye system for manipulation planning and execution. To test our theory of task-level assembly, graduate students Jim Jennings and Mark Lee are implementing fine-motion synthesis algorithms, and building an experimental force-control system for the Cornell robot arms (see sec. F). Together with Jim Jennings and graduate student Russell Brown, we are designing, constructing, controlling, and programming three mobile autonomous robotic platforms to investigate planning, sensing, and execution in unstructured environments populated by humans and other robots. Our work the Cornell Generic Controllers is described above (sec. F). With programming languages expert Jonathan Rees (visiting from MIT), we are developing a distributed Scheme compiler and development environment. With Rees we are exploring issues in development environments for distributed mobile robot systems, and issues of state and history for robots in uncertain environments with minimal models. Rees is also exploring biologically-inspired solutions. With Jim Jennings, we are working on an algorithmic framework for task-directed mobot planning and sensor interpretation. This theory is applicable to mobile robots operating in uncertain, dynamic, and changing environments, using minimal models of the world. The algorithms are targeted for our real-time distributed architecture. With graduate student Amy Briggs and Professor Dan Huttenlocher, we are exploring algorithmic issues in task-directed active vision.

With post-doctoral associate Dinesh Pai, we are developing a new, algorithmic theory of assembly for passively-compliant (flexible) objects. Whereas most approaches to robot motion planning deal only with rigid objects, our algorithms apply to devices such as snap-fasteners and ratchet-and-pawl mechanisms, which are slightly flexible and snap together when assembled. We developed a new, fast simulation algorithm for these devices using techniques from computational geometry. This work has implications in design for assembly.

Robotics challenges our ability to compute the mathematical properties of constructive objects in the geometric theory of planning. We have discovered that some important computations in computational topology previously dismissed as inconceivably complex (combinatorially), in fact have efficient, practical solutions. With graduate student David Chang, we are working on computational mathematics problems such as computing the homology type of topological spaces. We have developed a randomized algorithm for homology and cohomology computation that is very fast in practice. This algorithm is a key subroutine in the Postnikov construction, which is used in our work on computational homotopy invariants. This work has applications in computational algebra, the theory of arrangements, invariant theory, and in robotics and vision.

Finally, we view robotics very broadly, as including the science which constructs exotic intelligent interfaces between humans and computers. With graduate student T. V. Raman, we are using robotic technologies to build a new kind of reading machine for the visually-impaired. The idea is that this machine will be able to read mathematical documents as well TeX can typeset them. This research is in collaboration with Dr. Dennis Arnon of Xerox PARC.

### G.2 Specific results

More specifically: we made progress in the following areas:
1. Compliant Motion Planning Under Uncertainty

2. Planning Under Uncertainty

3. Real-Time Motion Planning


5. Design for assembly.


7. Task-Directed Sensing and Perceptual Aliasing


G.3 Selected Examples

Most of our progress in these areas is documented in the publications below; however, we give some guidance here. More specifically: we made considerable progress in the following selected areas:

1. Compliant Motion Planning Under Uncertainty

   We have developed new algorithms for compliant motion planning—the first efficient, exact algorithms of this kind. Our latest algorithm should be fast in practice, and reveals new insights about the mathematical structure of compliant motion planning under uncertainty. With graduate student Amy Briggs, we developed a fast, combinatorially precise algorithm for choosing the controls for compliant motion planning in the plane. We are working on a theory of error detection and recovery for unstructured environments populated by humans. We are developing a new theory of history and recognizability that will be useful in dynamic, uncertain environments.

2. Planning Under Uncertainty

   The fundamental question that impedes progress in robotics is error or noise in sensing, actuation, and modeling. There is a tremendous need for basic research on planning and executing robotic strategies in the presence of uncertainty. We have begun a broad, general, and principled approach to planning robotic strategies for assembly and other tasks in uncertain domains. The research goal is to (among other things), develop this theory, extend it to new domains, and to explore the role of rich sensor domains, active sensing, and “rich” history in theory and experiments. We feel that such basic work is absolutely vital to a program of research on planning in uncertain domains.


   We implemented our kinodynamic algorithm, and performed experiments. We explored parallel speedup. We extended the algorithm to cover arbitrary, d-DOF 3D robots with prismatic and revolute joints, obeying full lagrangian mechanics, torque-, and velocity-limits. We are exploring the mathematical foundations of approximation theory that
this work touches on. Graduate student Pat Xavier improved the running time of our initial implementation from 32 hours to several minutes (both on a SPARC-II class machine).

4. Design for assembly.

The design of mechanical devices and the planning to assemble them should not be independent activities. We are pursuing an algorithmic theory of design for assembly. To this end we are developing and implementing algorithms that can analyze and generate designs for objects so that they will be easy to assemble. In particular, we observe that real objects that robots might assemble are typically not rigid. For example, a Sony Walkman is made of plastic parts that snap together. Significant advances were made in the design of the IBM ProPrinter, by replacing traditional fasteners such as screws with plastic parts that simply snap together. The reason these plastic parts snap together is that they are flexible: more precisely, they are passively compliant. This means that when the parts are brought together and an external force applied, the parts deform in a prescribed way. More interestingly, the force required to mate two parts may be much less than the force required to take them apart.

We developed a first-order theory of the physics of snap fasteners, and implemented a simulator that employs principles from computer algebra and dynamical systems to compute an “exact” simulation of an assembly plan. Our work focuses on these intrinsically interesting and useful devices so often used in assembly. We use the notions of algebraic attractors and algebraic flows to reduce the simulation problem (in this case) to a very fast plane-sweep computation. We implemented our algorithm, performed experiments, and manufactured the devices to verify the experiments.

5. Using the development environment Jonathan Rees has built, together with a distributed collection of Cornell Generic Controllers (G.1, above), we are building mobile robots that can manipulate objects (such as cannisters and boxes) that have similar dynamical properties to the mobot manipulator itself. We call this scientific problem Large Scale Planar Manipulation; we are developing a theory of this kind of manipulation, and have a draft report on it. There is a wealth of scientific manipulation problems to be solved here: manipulation is an important component of human and machine knowledge; our theory could lead to automation of (for example) robot construction vehicles such as bulldozers for operation in hazardous environments.


In geometric design, we often construct triangulations (either by machine or by hand), and then modify them incrementally in the design process. These modifications can involve adding new triangles and tetrahedra, identifying edges and vertices, etc. We wish to ask, when are two triangulations “topologically equivalent?” For example, we may wish to compute whether two designs have the same “topological type.” Alternatively, after modifying a design, we wish to know whether its “topology” has been altered. Indeed, the topological type of a design may be taken as a design specification, or as
an invariant, which no modeling operation should violate. Finally, we are interested in the physical realizability of a geometric design. One basic question we may ask is, "Can the design be embedded in Euclidean Space?"

We can take as input two triangulations and compute whether they have the same homology groups. While isomorphism of all the homology groups does not imply homeomorphism, it does mean that their "topologies" are "similar." For example, the triangulations could represent solid finite-element meshes in mechanical design, or curved surfaces (e.g., Bézier systems). Thus, for example, we could compute whether a series of modification to a design preserved its connectivity, number of holes, etc. There is a wealth of information in the homology groups of a topological space $K$. Because the homology groups carry so much information about the space, we could indeed imagine a CAD system where the homology type of the design was part of the design specification, or where designs were classified by homology type. While this work may sound theoretical, in fact, only the underlying mathematics is complicated, and the algorithms are simple and fast in practice as well.

G.4 Research Contributions to the Geometric Theory of Manipulation

Our research has contributed to the geometric theory of planning and manipulation. In order to understand this work, we outline the theory briefly and set our work in context.

Suppose one wishes to build a robot planning system that can function at the task-level. A task-level specification of a robot plan might have the form *Put together this disk rotor assembly.* The planner is given geometric models of the parts, and geometric or analytic models of the robot dynamics. Beyond this, the specification, or input to the planner may not mention the specific kinematic or dynamic constraints that the robot must obey; these are determined by the planner using geometric computation. Typically, there are additional constraints that the planner must also obey, for example, *Construct a robot plan that is robust in the face of uncertainty.* Use compliant motion where appropriate to reduce uncertainty. The goal of a task-level planner is to take a task-level specification and to produce a runnable robot program—one which is fully specified in terms of force-control, sensing, conditional branches, kinematics, and dynamics—that can accomplish the task.

Robot assembly programs are very sensitive to the details of geometry, and reprogramming a general-purpose robot for a new assembly task can take time on the order of months. For these reasons, a considerable effort has been brought to bear on the automatic synthesis of motion strategies for robots. Research in task-level planning is often characterized as theoretical robotics. There are several reasons for this; the first is that much of this work has been concerned with constructing a theory of planning. In other words, the computational problem "task-level planning" is not well-specified. Much of our work lies in specifying the computation precisely. Second, given some sort of decomposition of task-level planning into "planning problems", one is immediately driven to ask, *What are algorithms for these problems? Can plans, in general, be computed? How efficiently can planning algorithms run?* Historically, the nature of these questions has led researchers to apply tools from theoretical computer science, computational geometry, control theory, dynamical systems,
algebra, and mechanics.

This brings us to the geometric theory of manipulation, which is the science robotics has created to engineer task-level planning systems. Recently a number of books have appeared on this research [Don, BBD+, Lat], and I believe they mark a watershed in geometric planning theory. Much of the foundational research on configuration space and the geometric theory of planning was done in Tomás Lozano-Pérez's group at MIT, and in Matt Mason's group at CMU. Here is how I view the development of the theory, and its relevance to task-level robotics.

Recently, a great deal of attention has been focused on a particular task-level robotics problem, called the Findpath, or generalized movers’ problem. In this problem, we ask the purely kinematic question, can a robot system be moved from one configuration to another, without colliding with obstacles?

In [Donald 84,85,87] we designed and implemented a motion planning algorithm for a six degree of freedom (DOF) robot. While at the time there were theoretical algorithms for this problem, this was the first program that could solve planning problems with more than two or three degrees of freedom in environments of complexity comparable to real-world situations. The algorithm required developing a number of new theoretical tools in computational robotics; these tools have had an impact in motion-planning [Lozano-Pérez 85, 86], qualitative reasoning [Faltings 87], and have been used for path-planning in a hand-eye system developed at MIT [Lozano-Pérez et al., 87]. The implemented planner was also of practical interest: for example, it provided a provably good approximate algorithm directly applicable to navigation planning for a spacecraft with six degrees of freedom.

Last year, working with graduate students Mark Reichert and Jed Lengyel, and with Professor Don Greenberg, we developed find-path algorithms that run in real-time on specialized hardware. See sec. G.1 above. Research on the Findpath problem also led to joint theoretical work [CD] with John Canny of MIT and Berkeley: Using tools from differential topology and homotopy theory, we demonstrated theoretical results on “simplified” Voronoi diagrams (of low algebraic degree) for motion planning, and the first implementation of a Voronoi-based motion-planning algorithm. After obtaining combinatorial bounds on the size of the diagram, we applied Canny’s results on stratifications to show that in addition to having lower algebraic complexity, the geometric complexity of the algorithm exhibited an improvement of two orders of magnitude in the exponent [CD]. For example, the worst-case performance in the six-degree of freedom case is $O(n^7 \log n)$ (within a quadratic factor of optimal) whereas the best previous bound was $O(n^{4096})$. The new algorithm has actually been implemented and appears quite fast in practice. The motivation behind this work is that, as observed by many researchers, the paths produced by the algorithm lie along the diagram, and hence are “robust” in the sense that they are maximally clear of obstacles, and therefore could be executed reliably even given some uncertainty in sensing and control. In short, Findpath is a nicely-defined mathematical problem, and, after much research, at this point its computational complexity is precisely known. Moreover, practical implementations of our Findpath algorithms exist and run quite quickly.

---

19Although only for two- and three-degree of freedom systems.

20See the textbook of [Schwartz and Yap 86] for an introduction and review of the use of Voronoi diagrams in motion planning.
However, the neatness of the Findpath problem is deceptive, so much so that this formal problem has even been called "the" motion planning problem. From a task-level viewpoint, there is much hidden in the question "Can the robot system be moved...?" Specifically, the Findpath problem assumes that the robot has a perfect control system that can exactly execute the plan, and that the geometric and analytic models of the robot and obstacles are exact.

In reality, of course, robot control systems are subject to significant uncertainty and error. Typical robots are also equipped with sensors—force sensors, kinesthetic position sensors, tactile sensors, vision, and so forth. While the reason for installing these sensors is to compensate for model and actuation error, these sensors themselves are also subject to significant uncertainty. Finally, the geometrical models of the robot and the environment (parts, obstacles, etc.) cannot be exact—they are accurate only to manufacturing tolerances, or to the accuracy of the sensors used to acquire the models. Uncertainty is not a mere engineering detail; in particular, it is characteristically impossible to "patch" these perfect plans in such a way that they will function once uncertainty comes into play. Uncertainty is an absolutely fundamental problem in robotics, and plans produced under the assumption of no uncertainty are often meaningless. What is needed is a principled theory of planning in the presence of uncertainty. Such a theory must not only be computational, but must also take uncertainty into account a priori. The overlap with exact Findpath algorithms can be stated roughly as follows: exact kinematic planning algorithms provide a computational-geometric theory of holonomic constraints. That is: in motion planning with uncertainty, we can exploit compliant motion—sliding on surfaces—in order to effect a "structural" reduction in uncertainty. Such compliant motion plans can be synthesized from a computational analysis of the geometry of the holonomic constraints.

Building on configuration space tools for motion planning, we can develop a geometric theory of motion planning under uncertainty. From a mathematical point of view, this theory constructs a dynamical system on the configuration space. Uncertainty in control is incorporated by passing to a differential inclusion. This is called "reachability theory." Uncertainty in sensing and state are dealt with by passing to a set-valued state-space and using an algebraic and computational-geometric information theory that is called "recognizability theory." Indeed, as is clear from Erdmann's work, one may view the recognizability theory as a kind of generalized information theory or generalized Kalman filter [E89]. Together, these tools make up a geometric theory of planning. It is one of the only rigorous Systems-Theories in robotics. What is rather remarkable about the theory is that it is possible to develop precise algorithmic and information-theoretic characterizations of its power, and of the computational processes required to generate and execute plans. Unfortunately, the theory is viewed by the community as somewhat hermetic and difficult to understand—and as I have found from personal experience, it is also difficult to write about well. Hence, in the context of this paper, it is worth giving some detail the theory and its scope.

The geometric theory of planning assumes robots are subject to the following kinds of uncertainty:

1. Inaccuracy and errors in sensing,
2. Inaccuracy and errors in control,
3. Uncertainty about the geometry of the environment.

The last (3) is called "model error", and has received relatively little attention. Model error arises because, in general, a robot can have only approximate knowledge of the shape and position of objects in the environment.

We now ask the question:

- How can robots plan and execute tasks (for example, a mechanical assembly using compliant motion) in the presence of these three kinds of uncertainty?

This is perhaps the most fundamental problem in robotics today. We call it the problem of motion planning with uncertainty.

In motion planning with uncertainty, the objective is to find a plan which is guaranteed to succeed even when the robot cannot execute it perfectly due to control and sensing uncertainty. With control uncertainty, it is often impossible to perform assembly tasks which involve sliding motions using position control alone. To successfully perform assembly tasks, uncertainty must be taken into account, and we propose to use other types of control which allow compliant motion.

Compliant motion occurs when a robot is commanded to move into an obstacle, but rather than stubbornly obeying its motion command, it complies to the surface of the obstacle. Work on compliant motion\(^{21}\) attempts to utilize the task geometry to plan motions that reduce the uncertainty in position by maintaining sliding contact with a surface. Plans consisting of such motions can be designed to exploit the geometry of surfaces around the goal to guide the robot. By computing "preimages"\(^{22}\) of a geometrical goal in configuration space, guaranteed strategies can be synthesized geometrically: in 1987 I called this a geometrical theory of planning [Don]. The first results in this theory begin with Lozano-Pérez, Mason, and Taylor [LMT], with subsequent contributions by Mason [Ma2], Erdmann [Erd], Donald [Don], and others. This research has led to a theoretical computational framework for motion planning with uncertainty, which we eponymously denote LMT. The framework also travels under the names "FMP" [LMT], LMTED (!) [Don], and "Preimage Backchaining" (in [Lat]). Personally, I view the geometric theory of planning as a category and FMP, LMT, Preimages, etc. as frameworks, or instances of particular theories. See [Buc, EM, Bro, CR, Can, FHS, LLS, Bri, GM89, GME] for other important work on the geometric theory of manipulation.

At any rate, the LMT framework begins as follows. Lozano-Pérez, Mason, and Taylor observed that the use of active compliance enables robots to carry out tasks in the presence of significant sensing and control errors (see [LMT]). Compliant motion meets external constraints by specifying how the robot's motion should be modified in response to the forces generated when the constraints are violated. For example, contact with a surface can be guaranteed by maintaining a small force normal to the surface. The remaining degrees of freedom— the orthogonal complement of the normal-space— can then be position-controlled [Ma, RC]. Using this technique, the robot can achieve and retain contact with a surface.

\(^{21}\)See [Ma] for an introduction and survey.

\(^{22}\)The preimage of a goal [LMT] is the set of configurations from which a particular commanded compliant motion is guaranteed to succeed.
that may vary significantly in shape and orientation from the programmer's expectations. Generalizations of this principle can be used to accomplish a wide variety of tasks involving constrained motion, e.g., inserting a peg in a hole, or following a weld seam. The specification of particular compliant motions to achieve a task requires knowledge of the geometric constraints imposed by the task. Given a description of the constraints, choices can be made for the compliant motion parameters, e.g., the motion freedoms to be force controlled and those to be position controlled. It is common, however, for position uncertainty to be large enough so that the programmer cannot unambiguously determine which geometric constraints hold at any instant in time. For example, the possible initial configurations for a peg in hole strategy may be "topologically" very different, in that different surfaces of the peg and hole are in contact. Under these circumstances, the programmer may employ a combined strategy of force and position control that guarantees reaching the desired final configuration from all the likely initial configurations. We call such a strategy a motion strategy.

These motion strategies are quite difficult for humans to specify. Furthermore, such robot programs are very sensitive to the details of geometry. These key problems motivate much of our work on the automatic synthesis of motion strategies for robots. To be rigorous about the difficulty, first note that compliant motion planning with uncertainty is significantly different from motion planning with perfect sensing and control along completely-known configuration space obstacle boundaries [Kou, HW, BK]. The first difference is physical:

- From a practical point of view, the motion-in-contact plans generated under the assumption of perfect control cannot ever be executed by a stiff physical robot using position control alone.

The second difference is combinatorial:

- The planning of motions in contact with perfect control has the same time-complexity as planning free-space motions; that is, it can be done in time $O(n^r \log n)$ for $r$ degrees of freedom and $n$ faces or surfaces in the environment [Can]; the exponent is worst-case optimal. However, for $r$ fixed at 3, the problem of motion planning with uncertainty is hard for non-deterministic exponential time [Nat, CR]. More specific cases (for example, planar and sensorless manipulation) are known to be more tractable [EM, Don, Can]

Geometric reasoning and algorithms are sine qua non for understanding the LMT theory. Overall, this body of research is a most interesting study in how the computational viewpoint can be decisive in revealing the structure of robotics problems. Our own work on this theory includes Findpath algorithms [Don87, CD, LRDG], planners for motion planning under uncertainty [Don88, Don, Don90], error detection and recovery [Don88, Don, Don90], kinodynamics [CDRX, DX1-2], geometric design and design for assembly [DP], and mobile robotics [DJ1-4]. In addition to the growing scientific literature on this theory, there are a number of interesting systems that have been built, and experiments that have been performed, within the broad umbrella of this theory; see, for example, [JDC, EM, DP, GM, Brost, GME, Hut.]
G.5 Why can’t we simply apply the theory of geometric planning?

The highly uncertain domain of mobile autonomous robots has several characteristics that force us to develop new research paradigms instead of applying the geometric theory of manipulation directly. Again, perhaps the critical difference in domains is in the kinds and quality of the models available to the robot: in the assembly domain, these models are typically more more accurate, more static, and more complete. Moreover, they may often be assumed to be parametric. In the mobile robot domain, we do not have the luxury of relatively accurate parametric models, and hence the issue of minimal models is a central research challenge. An ancillary challenge is how to utilize some partial models if they are available, and how to acquire information from the environment in order to make progress toward the goal. We have detailed some of these challenges in the project description, but these are the basic research issues in a nutshell.

G.6 Towards a Science Base

In order to make robots more useful and flexible, we can envision many kinds of advances. The necessary advances we propose can be broadly characterized as research in a science of mobile robotics. By this we mean a family of scientific principles, results, and systems theories that tell us how to engineer task-level systems that function in uncertain, dynamic, and changing environments. The robotics community now has the capacity to create one-of-a-kind mobile robots, which demonstrate the potential for autonomous robot devices and highlight innovative technical solutions to specific tasks and domains. But the principles behind the construction and programming of these devices are poorly understood. In this paper, we have tried to discuss the key issues in developing a science base for research in autonomous agents such as mobile robots.

Hand-crafting particular robot artifacts and developing architectures for autonomous agents should go hand in hand with developing a principled science of autonomy, information, and reasoning about sensing and action. At many universities, there are now laboratories in which graduate students can become trained as apprentices in the construction of autonomous agents. Yet, we notice: there is not a single textbook [23] on mobile robotics or any consensus on a set of scientific principles that underlies the engineering of such systems. We feel that filling this gap by building up a “science base” for autonomous agents is of vital importance. One measure of progress for the field will be when we can write such a text.

G.7 Publications by Laboratory Members

(Publications are by or co-authored by Bruce Donald except for as noted by the symbol “*”).

We wrote and published the following books:


[23] There are some excellent monographs, but no textbook comparable to, say, Robot Motion Planning, by J.-C. Latombe (Kluwer: 1991), a text on the geometric theory of planning.


We published these journal papers:


We presented the following refereed conference papers, with coauthors as shown:


We have published the following articles in multiply-authored Books:


We gave the following workshops and short courses:

