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Abstract

Network proof systems based on first-order specifications over channel traces are incomplete unless reasoning over the interleaving of communication events is permitted. Relatively complete trace-based proof systems using temporal logic have been described, but full temporal logic is more powerful than necessary. Using the interleaving approach, we isolate the expressiveness required of a relatively complete trace logic. A hierarchy of temporal logic subsets is then defined; a certain subset is shown to have necessary and sufficient expressive power for relative completeness.

1 Introduction

Proof systems for networks in which the specification of a network can be completely deduced from specifications for its constituent processes are generally trace-based. In them, one specifies and reasons about traces (histories) of the values transmitted along the communication channels of the network. Formalisms based on first-order predicates over channel traces are defined in [CH81,Hoa85,MC81, WGS87], but unfortunately these proof systems are incomplete [BA81,Ngu85, WGS87]. Relative completeness can be achieved by permitting reasoning over the interleaving of communication events in addition to the individual channel traces [Bro84,HH83,ZdRvEB85], but an explicit interleaving introduces more information than necessary.

In [NDGO86], a network proof system is described in which specifications are temporal-logic formulas over channel traces. The interleaving of communication events is implicitly present in the semantics of temporal logic, and relative completeness is therefore achieved. In [WGS87], two properties of network computation are described and it is shown that axiomatization of these properties is sufficient for achieving relative completeness in a trace-based proof system. These properties can be expressed in a subset of temporal logic, indicating that the full power of temporal logic is not needed.

*This work was supported in part by the National Science Foundation under grants DCR-8320274 and DCR-8602072.
This paper explores the exact expressiveness required of a logic if it is to be used for a relatively complete trace-based proof system. Although first-order trace logic is not expressive enough, full temporal logic is more powerful than necessary. We introduce a hierarchy of subsets of temporal logic and show that a subset consisting of first-order trace logic with a version of the linear-time temporal Always operator has necessary and sufficient expressive power for relative completeness.

Section 2 defines the class of synchronous process networks used in the remainder of the paper. Sections 3–5 describe first-order trace logic as a specification language for processes and networks, illustrating the incompleteness of network proof systems built entirely on such logics. In Section 6, we show that, for relative completeness, a logic must be just expressive enough to distinguish those states reachable by legal network computation from those not. By considering the interleaving of communication events, a formula $F$ (say) can be defined that recognizes all and only states reachable by legal computation. This formula, developed in Section 7, exactly characterizes the expressiveness required of a logic if it is to be used for a relatively complete trace-based proof system.

In Section 8, a hierarchy of temporal logic subsets is introduced. A mapping is defined from temporal logic formulas to formulas over event interleavings (as in formula $F$). In Section 9, this mapping is used to isolate a subset of temporal logic that is necessary and sufficient to express a formula equivalent to $F$. This subset thus has the exact expressive power required of a relatively complete trace logic. Finally, in Section 10, we draw conclusions and explain how our results relate to previous research.

2 Process Networks

Consider networks of processes that communicate and synchronize solely by message passing. Processes and communication channels are uniquely named. Each channel is either internal or external with respect to a network. An internal channel connects two processes of the network; an external channel is connected to only one, permitting communication with the environment of the network. Channels are unidirectional, and communication along them is synchronous\(^1\), so both processes incident to an internal channel must be prepared to communicate before a value is actually transmitted. Without loss of generality, we assume:

- Input or output on an external channel occurs whenever the single incident process is ready.

\(^1\)Extension to asynchronous message-passing is straightforward and does not affect our results [Wid87].
Each message transmission occurs instantaneously.

Two message transmissions cannot occur simultaneously. Thus, there is a total order on the communication events of a given computation.

There is a fixed domain of values that can be transmitted on communication channels. Processes send and receive values in this domain only.

A network made up of processes $P_1, P_2, \ldots, P_n$ is denoted by $P_1 \parallel P_2 \parallel \cdots \parallel P_n$, indicating the parallel execution of the component processes. Fig. 1 illustrates a network of three processes and six communication channels.

3 First-Order Trace Logic

In simple trace-based proof systems, specifications for processes and networks are formulas of first-order trace logic—first-order predicates over the sequences of values transmitted on communication channels during execution [CH81,Hoa85,MC81,WGS87]. Such specifications are intended to be satisfied throughout every execution of the process or network they specify.\(^2\) (Thus we are considering only safety properties [AS85].)

Let $c$ be a channel. In a formula of first-order trace logic, $c$ denotes a finite sequence, $(c.0, c.1, \ldots, c.k)$, indicating the values transmitted along channel $c$, in order. Sequence $(c.0, c.1, \ldots, c.k)$ is called the channel trace of $c$. We use $|c|$ to denote the length of sequence $c$ and $()$ to denote the empty sequence.

\(^2\)In [MC81], specifications consist of predicate pairs, but for our purposes it is adequate to consider only single predicates that remain invariant throughout a computation [Wid87].
A specification for a process or network $N$ is a first-order formula $f$ over the traces of $N$'s communication channels. We say that $f$ is a valid specification for $N$ if, at every point during any computation of $N$, the traces of the values transmitted on $N$'s channels satisfy $f$. For example, a specification for a process (or network) that repeatedly reads an integer from incoming channel $c_1$ and sends its successor to outgoing channel $c_2$ can be formulated as

$$(|c_1| - 1 \leq |c_2| \leq |c_1|) \land (\forall i: 0 \leq i < |c_2|: c_2.i = c_1.i + 1).$$

4 Proof Systems Based on First-Order Trace Logic

A network proof system based on first-order trace logic includes

(a) a system of axioms and inference rules for verifying valid formulas of first-order trace logic, and

(b) a system of axioms and inference rules for verifying formulas of first-order trace logic as valid specifications for given processes and networks.

Since first-order trace logic is a variant of predicate logic, the existence of item (a) is generally assumed.

Some trace-based network proof systems provide facilities for specifying and verifying sequential process programs [CH81,Hoa85,ZdRvEB85] while in others it is assumed that existing logics for sequential programs can be used for this and that process specifications are given [Jon85,MC81,NDGO86]. Without loss of generality, we adopt the latter approach and are simply interested in systems for deducing network specifications from specifications for the network's constituent processes. Typically, such systems are based on

(i) a network composition rule for deducing some valid network specification from valid specifications for the network's constituent processes, and

(ii) a consequence rule for deducing valid specifications for a network from other valid specifications for that network (since several valid specifications may exist for a given network).

For item (i), the given inference rule usually states that a specification for a network is the logical conjunction of specifications for the network’s constituent processes:

**Rule 4.1** (Network Composition Rule) If $f_1$, $f_2$, ..., $f_n$ are valid specifications for processes $P_1$, $P_2$, ..., $P_n$, respectively, then $\wedge_i f_i$ is a valid specification for network $N = P_1 \parallel P_2 \parallel \cdots \parallel P_n$. 

4
Conjoining process specifications using the Network Composition Rule results in "linking" any shared channels in network $\mathcal{N}$ because in $\bigwedge_i f_i$ all $c$'s (say) refer to the same channel trace. Formalisms for reasoning over the interleaving of communication events require more complicated network composition rules [Bro84,HH83], although such rules are also built on the conjunction of process specifications.

The inference rule for item (ii) usually relies on theorems of the underlying logic, as follows.

**Rule 4.2 (Consequence Rule)** If $f_1$ is a valid specification for network $\mathcal{N}$ and $f_1 \Rightarrow f_2$ is a theorem of first-order trace logic, then $f_2$ is a valid specification for $\mathcal{N}$.

These two rules, or variants thereof, form the basis of all trace-based systems we know of, including [CH81,Hoa85,MC81,NDGO86].

## 5 Completeness and Incompleteness

A network proof system is *complete* if whenever some specification $f$ is valid for network $\mathcal{N}$, then the validity of $f$ can be proven using the axioms and inference rules of the proof system. In a compositional proof system, a network specification is derived from specifications for its component processes (as in Rule 4.1). If the given process specifications are valid, but too weak, then a valid network specification may not be provable. Thus, what we are really interested in is the provability of network specifications when the specifications given for the primitive processes comprising the network are as "strong" as possible [Jon85,NDGO86, WGS87].

**Definition 5.1 (Precise Specifications)** A specification $f$ is *precise* for a process or network $\mathcal{N}$ iff:

1. $f$ is valid for $\mathcal{N}$, and
2. any computation always satisfying $f$ is a possible computation of $\mathcal{N}$.

A precise specification for a process or network characterizes its possible computations. Hence, for completeness, we are interested in the provability of valid specifications for a network given precise specifications for its constituent processes.

Since first-order trace logic includes arithmetic, which itself is incomplete [Sch67], a valid assertion might not be provable in any system. When designing a programming logic, one aims for relative completeness (as in [Coo78]): Assuming that any valid statement of first-order trace logic can be proven, is the proof system complete? Proof systems based entirely on first-order trace logic are not relatively complete, as we now illustrate.
Consider a simple example network consisting of one process $P$ and one incoming communication channel $c$ (see Fig. 2).\footnote{Other examples—both one- and multi-process—are given in [WGS87] and [Wid87].} Let the data domain for this network be $\{a\}$. Suppose, as an informal description of process $P$, we know that at all times $P$ has read either no values on channel $c$ or has read two values on $c$. A valid specification for process $P$ is thus

$$c = \langle \rangle \vee c = \langle a, a \rangle. \quad (1)$$

However, $P$ can reach a state in which $c = \langle a, a \rangle$ only by passing through a state in which $c = \langle a \rangle$, which is prohibited by specification (1).\footnote{We use the term state here and subsequently to denote a correspondence between channel trace variables and sequences of transmitted values—a point in network computation.} Therefore, a second valid specification is

$$c = \langle \rangle, \quad (2)$$

i.e. $P$ never reads from channel $c$.

Both specifications are valid and, in fact, precise. Any computation always satisfying (1) or (2) is a computation of $P$. However, consider an attempt at proving valid specification (2) given precise specification (1). Since there is only a single process, the network composition rule is irrelevant—the only inference we can use is the consequence rule. But

$$(c = \langle \rangle \vee c = \langle a, a \rangle) \Rightarrow (c = \langle \rangle) \quad (3)$$

is not a theorem of first-order trace logic. Hence specification (2) is unprovable, even though it is valid.

Since incompleteness is exhibited here in a single-process network, we know that network composition is not a necessary ingredient of incompleteness. In fact, the following theorem tells us that the network specification deduced from precise process specifications using Rule 4.1 is itself precise [NDGO86,WGS87].

**Theorem 5.2 (Preciseness-Preservation)** If $f_i$ is a precise specification for process $P_i$, $1 \leq i \leq n$, then $\Lambda_i f_i$ is a precise specification for network $N = P_1 \parallel P_2 \parallel \cdots \parallel P_n$. 
Proof: See [WGS87] or [Wid87].

Therefore, a trace-based proof system is relatively complete iff every valid specification for a network can be deduced from a precise specification for that network. Our example has shown, however, that if specifications \( f_1 \) and \( f_2 \) are precise and valid, respectively, for a given network, it is not necessarily the case that \( f_1 \Rightarrow f_2 \). Thus, Consequence Rule 4.2 is not strong enough to conclude every valid specification. To obtain a relatively complete system, this rule must be strengthened to characterize the exact relationship between precise and valid specifications.\(^5\)

6 Strengthening the Proof System

In the example network of Section 5, disjunct \( c = \langle a, a \rangle \) cannot be eliminated from specification \( c = \langle \rangle \lor c = \langle a, a \rangle \) using the consequence rule even though a state satisfying \( c = \langle a, a \rangle \) is not reachable by any legal network computation always satisfying \( c = \langle \rangle \lor c = \langle a, a \rangle \). The \( \Rightarrow \) relationship of first-order trace logic does not capture the notion of "states reachable by legal network computation", yet it is exactly this that must be expressed in any relatively complete system.

Suppose \( f_1 \) is a precise specification for a network \( N \). Then, by Definition 5.1, a state is reachable by \( N \) iff it is reachable by a computation always satisfying \( f_1 \). Now, by the definition of validity, a specification \( f_2 \) is valid for \( N \) iff it is satisfied by every state reachable by \( N \). By transitivity, then, \( f_2 \) is valid iff it is satisfied by every state reachable by a computation always satisfying \( f_1 \). That is:

Observation 6.1 A specification is valid for a network iff it is satisfied by every state reachable by a computation always satisfying a precise specification for that network.

By formalizing this observation, we obtain a relatively complete system. Unfortunately, the observation cannot be expressed in first-order trace logic. (This is rigorously proven in Section 9.) We are interested, then, in the power required of a logic to formally express Observation 6.1.

Let \( f \) be a variable representing an arbitrary formula of first-order trace logic. Suppose \( C(f) \) is a formula in some logic \( L \) such that a state satisfies \( C(f) \) iff the state is reachable by a legal network computation always satisfying \( f \). Consider the following modified consequence rule.

\(^5\)Actually, a similar effect can be obtained by strengthening the network composition rule or adding an additional consequence rule for deriving stronger precise specifications, but all such changes are equivalent [Wid87]. Without loss of generality, we only consider modification of the consequence rule.
Rule 6.2 (Modified Consequence Rule) If \( f_1 \) is a valid specification for network \( N \) and \( C(f_1) \Rightarrow f_2 \) is a theorem of logic \( L \), then \( f_2 \) is a valid specification for \( N \).

Now suppose \( f_1 \) is a precise specification for \( N \). By Observation 6.1 and the definition of \( C(f) \), \( f_2 \) is valid for \( N \) iff \( C(f_1) \Rightarrow f_2 \). Therefore, an inference rule based on Rule 6.2 yields a proof system that is complete relative to logic \( L \). Our goal is thus to isolate the power required of a logic to express formula \( C(f) \)—a formula satisfied by all and only those states reachable by a computation always satisfying \( f \).

7 Extending First-Order Trace Logic

Under the assumptions of Section 2, a legal network computation is modeled by a finite or infinite sequence of states satisfying

1. all channel traces in the initial state are empty, and

2. each subsequent state extends at most one trace of the preceding state by at most one element.$^6$

Let the communication channels of all networks under consideration be \( c_1, c_2, \ldots, c_k \), and let the domain of transmittable values be a set \( V \). A state can be represented by a tuple \( \bar{t} = [t_1, \ldots, t_k] \) of channel traces, where \( t_j \) is the trace of \( c_j \), \( 1 \leq j \leq k \). We extend first-order trace logic to allow reasoning over state-sequences—arbitrarily long sequences \( \langle \bar{t}^0, \bar{t}^1, \ldots, \bar{t}^n \rangle \) of such tuples. State-sequences model network computation and permit reasoning over the interleaving of communication events.

Formula \( C(f) \) is expressible in the extended logic. Let

- \( f[\bar{t}/\bar{\bar{c}}] \) denote formula \( f \) with channel trace variable \( c_j \) replaced by trace \( t_j^i \), \( 1 \leq j \leq k; \)^7
- \( \bar{t}[\bar{t}_j^i \cdot (v)/t_j^i] \) denote tuple \( \bar{t} \) with trace \( t_j^i \) extended by value \( v \in V \);

We then define \( C(f) \) as follows.

---

$^6$Strictly speaking, one needs second-order logic to limit computations to such sequences. Our results are relative to the assumption that we can restrict sequences in this way.

$^7$In general, we use \( X[new/old] \) to denote entity \( X \) with all occurrences of item \( old \) replaced by item \( new \).
Definition 7.1 (Formula C(f) in Extended Trace Logic)

\[ C_{ETL}(f) \equiv \]
\[ (\exists (\overline{t^0}, \overline{t^1}, \ldots, \overline{t^n}) : \]
\[ \overline{t^0} = [()] \land \]
\[ \overline{t^n} = [c_1, \ldots, c_k] \land \]
\[ (\forall i: 0 \leq i \leq n: f[\overline{t^i} / \overline{c}]) \land \]
\[ (\forall i: 0 \leq i < n: \overline{t^{i+1}} = \overline{t^i} \lor \]
\[ (\exists j, v: 1 \leq j \leq k, v \in V: \]
\[ \overline{t^{i+1}} = \overline{t^i} [t^i_j(v) / t^i_j(v))] \]}

There exists a sequence of states such that:
- in the initial state all traces are empty,
- \( f \) is satisfied in every state,
- and in every pair of adjacent states:
  - either the states are identical or
  - the second state extends exactly one trace
  - of the first state by exactly one element.

The free variables of \( C_{ETL}(f) \) are channel trace variables \( c_1, \ldots, c_k \). As illustrated by the annotation, \( C_{ETL}(f) \) is satisfied by exactly those states reachable by a legal network computation always satisfying \( f \). Therefore, Definition 7.1 allows us to formalize Consequence Rule 6.2 and attain relative completeness.

It would be unwise, however, to use \( C_{ETL}(f) \) explicitly in a proof system. Verifying \( C_{ETL}(f1) \Rightarrow f2 \) for application of the consequence rule could require construction of arbitrarily long sequences drawn from a large pool of possibilities—i.e. the enumeration of all possible computations.

8 Using Temporal Logic

Linear-Time Temporal Logic (TL) is a formalism for reasoning over an implicit sequence of states [MP82,RU71]. Therefore, for expressing and reasoning with formulas such as \( C(f) \), TL is more appropriate than the extended first-order trace logic of Section 7. However, the full power of temporal logic is more than is needed to express \( C(f) \). We want to isolate a subset of TL that is necessary and sufficient to express \( C(f) \) and is thus appropriate for use as the basis of a relatively complete trace-based proof system.

We begin with a version of TL consisting of first-order trace logic and three (standard) temporal operators:

1. The \( \text{Always} \) operator, \( \square \). Informally, \( \square f \) is valid iff TL formula \( f \) is valid at the current point in time and at every point in the future.

2. The \( \text{Next} \) operator, \( \circ \). Informally, \( \circ f \) is valid iff TL formula \( f \) is valid at the next point in time.
3. The *Until* operator, $\mathcal{U}$. Informally, $f_1 \mathcal{U} f_2$ is valid for TL formulas $f_1$ and $f_2$ iff $f_2$ is valid either at the current point in time or at some point in the future, and $f_1$ is valid at all points from the current point to the point at which $f_2$ becomes valid.$^8$

(We omit the *Eventually* operator, $\Diamond$, since $\Diamond$ is the dual of $\Box$: for any TL formula $f$, $\Box f \Leftrightarrow \neg \Diamond \neg f$ and $\Diamond f \Leftrightarrow \neg \Box \neg f$.)

TL formulas can be defined over network computation by considering a sequence of states as a description of successive points in time. The temporal operators are then formalized with respect to state-sequences (in the obvious way) according to their informal descriptions above [MP81, MP82].

When we assert that a (first-order) specification $f$ is valid for some network $N$, by definition we are asserting that $\Box f$ holds for every computation of $N$. The *Always* operator used in this context—over first-order formulas only—is a restricted version of $\Box$ as defined above. Permitting nested temporal operators yields significantly more expressive power than restricting temporal operators to operate over non-temporal formulas.$^9$ Since we are interested in finding a TL subset to express a formula $C(f)$ in which all $f$'s under consideration are non-temporal, we consider an additional set of temporal operators that operate over first-order formulas only:

1. the *Restricted Always* operator, $\overline{\Box}$

2. the *Restricted Next* operator, $\overline{\circ}$

3. the *Restricted Until* operator, $\overline{\mathcal{U}}$

These operators are strictly weaker than their fully temporal counterparts—which we refer to as *Unrestricted* operators—and thus enrich the subset structure of TL.

A subset of TL is constructed by choosing any subset of the six temporal operators; for example, trace logic with $\Box$ and $\circ$ is a (strict) subset of TL. We want to isolate the TL subset that is both necessary and sufficient to express formula $C(f)$. If we define a mapping from TL to the extended trace logic (ETL) of Section 7, then we can establish expressiveness bounds by proving that a certain set of temporal operators is required in any TL formula that is equivalent (through the mapping) to Definition 7.1 of $C_{ETL}(f)$.

---

$^8$Some definitions of TL instead use a *Weak Until* operator, in which $f_2$ need not ever become valid as long as $f_1$ is always valid. In the context of TL, the two versions of $\mathcal{U}$ are expressively equivalent [Wol81].

$^9$For example, consider TL formula $\Box (f_1 \Rightarrow (\Box f_2 \lor \circ f_3))$, which asserts that whenever $f_1$ is valid, either $f_2$ is valid thereafter or $f_3$ is valid at the next point in time. This property cannot be expressed using temporal operators only over first-order formulas.
Although the free variables of a TL formula may be identical to the free variables of an ETL formula—some set of channel trace variables—TL formulas are interpreted over a sequence of states while ETL formulas are interpreted over a single state. Note, however, that the ETL formula under consideration, $C_{ETL}(f)$, is based on quantification over a variable representing a sequence of states. We redefine $C_{ETL}(f)$ so that its state-sequence is represented by a free variable—this requires an adjustment to the modified consequence rule—and we define a mapping $\mathcal{M}$ from arbitrary TL formulas to ETL formulas with a free state-sequence variable. (As seen below, $\mathcal{M}$ is straightforward and derived directly from the definitions of the temporal operators.) This mapping can then be used to establish equivalence between TL formulas and the modified version of $C_{ETL}(f)$.

Let $\sigma$ represent an infinite sequence of tuples.\(^{10}\) Define $C_\sigma(f)$ as follows.

**Definition 8.1 (Modified C(f) in Extended Trace Logic)**

$$
C_\sigma(f) \equiv \\
\sigma.0 = [(\), \ldots, (\)] \land \\
(\forall i: i \geq 0: f[\sigma.i/\bar{c}]) \land \\
(\forall i: i \geq 0: \\
\sigma.(i + 1) = \sigma.i \lor \\
(\exists j, v: 1 \leq j \leq k, v \in V: \\
\sigma.(i + 1) = \sigma.i((\sigma.i)_{j}\cdot\langle v/(\sigma.i)_{j}\rangle)))
$$

There is a clear correspondence between $C_\sigma(f)$ and Definition 7.1 of $C_{ETL}(f)$. It is easily verifiable [Wid87] that for any specifications $f_1$ and $f_2$,

$$
C_{ETL}(f_1) \Rightarrow f_2 \text{ iff } C_\sigma(f_1) \Rightarrow (\forall i: i \geq 0: f_2[\sigma.i/\bar{c}] ).
$$

By the definition of $C_\sigma(f)$, we see that any TL subset that can express $C_\sigma(f)$ can also express $(\forall i: i \geq 0: f[\sigma.i/\bar{c}])$. Therefore, we can revise the modified consequence rule (Rule 6.2) to use the equivalent implication $C_\sigma(f_1) \Rightarrow (\forall i: i \geq 0: f_2[\sigma.i/\bar{c}])$, adopting Definition 8.1 of $C_\sigma(f)$ as our measure of required expressiveness.

Next, we must define the mapping $\mathcal{M}$ from TL formulas to ETL formulas. $\mathcal{M}$ is defined such that if $f_{TL}$ is a formula of temporal logic, then $\mathcal{M}[f_{TL}]$ is an ETL formula containing a single free state-sequence variable $\sigma$. The mapping is *semantics-preserving*, in that a

\(^{10}\)We switch from finite to infinite sequences at this point to eliminate tedious details in proofs. In our context, any finite state-sequence can be converted to an equivalent infinite state-sequence by indefinitely repeating the final state [MP81,Wid87].
state-sequence \( \sigma' \) satisfies formula \( f_{TL} \) iff substitution \([\sigma'/\sigma]\) satisfies formula \( \mathcal{M}[f_{TL}] \).\footnote{A rigorous proof of semantics-preservation requires formal semantics for TL and ETL. We have avoided giving such here, referring the interested reader to [MP82, Wid87].} Using such a mapping, TL formula \( f_{TL} \) is said to be equivalent to ETL formula \( f_{ETL} \) iff \( \mathcal{M}[f_{TL}] \models f_{ETL} \).

We define \( \mathcal{M} \) inductively on the structure of TL formulas [MP82]; the mapping parallels the usual semantics of temporal logic [MP82, RU71]. Note that a mapping \( T \) from TL terms to ETL terms is also needed.

- \( \mathcal{M}[p(t_1, \ldots, t_n)] = p(T[t_1], \ldots, T[t_n]), \) \( p \) a predicate, \( t_1, \ldots, t_n \) TL terms
- \( \mathcal{M}[f_1 \lor f_2] = \mathcal{M}[f_1] \lor \mathcal{M}[f_2], \) \( f_1 \) and \( f_2 \) TL formulas
- \( \mathcal{M}[\neg f] = \neg \mathcal{M}[f], \) \( f \) a TL formula
- \( \mathcal{M}[(\exists x: f)] = (\exists k: \mathcal{M}[f[k/x]]), \) \( f \) a TL formula, \( k \) a constant in \( V \)
- \( \mathcal{M}[\Box f] = \mathcal{M}[(\Box f)] = (\forall i: i \geq 0: \mathcal{M}[f[[\sigma[i..]/\sigma]], \) \( f \) a TL formula
- \( \mathcal{M}[\circ f] = \mathcal{M}[(\circ f)] = \mathcal{M}[f[[\sigma[1..]/\sigma]], \) \( f \) a TL formula
- \( \mathcal{M}[f_1 \cup f_2] = \mathcal{M}[f_1 \cup [f_2]] = (\exists i: i \geq 0: (\mathcal{M}[f_2[[\sigma[i..]/\sigma]]) \land (\forall j: 0 \leq j < i: \mathcal{M}[f_1[[\sigma[j..]/\sigma]])], \) \( f_1 \) and \( f_2 \) TL formulas
- \( T[k] = k, \) \( k \) a constant in \( V \)
- \( T[c_i] = (\sigma.0)_i, \) \( c_i \) a variable in \( \{c_1, \ldots, c_k\} \)
- \( T[fn(t_1, \ldots, t_n)] = fn(T[t_1], \ldots, T[t_n]), \) \( fn \) a function, \( t_1, \ldots, t_n \) TL terms

**Theorem 8.2 (Correctness of the Mapping)** For any TL formula \( f_{TL} \) and state-sequence \( \sigma' \), \( \sigma' \) satisfies \( f_{TL} \) iff \( \mathcal{M}[f_{TL}][\sigma'/\sigma] \).

**Proof:** See [Wid87].

### 9 Expressiveness Bounds for Relative Completeness

We want to isolate the subset of temporal logic needed to express a formula equivalent to Definition 8.1 of \( C_\sigma(f) \). That is, we want to determine which combination of the six temporal operators defined in Section 8 is necessary and sufficient in any formula \( C_{TL}(f) \) such that \( \mathcal{M}[C_{TL}(f)] \models C_\sigma(f) \).
Figure 3: Temporal logic subsets and expressiveness bounds

By the definition of mapping $\mathcal{M}$ on formulas of the form $f_1 \cup f_2$ (Section 8) and the fact that $C_\beta(f)$ contains no eventuality components of the form $(\exists i: i \geq 0: fn(\sigma.i))$, we see that operator $\cup$ is not needed in any TL formula $C_{TL}(f)$ such that $\mathcal{M}[C_{TL}(f)] \Rightarrow C_\beta(f)$. Similarly, there is no need to consider operator $\cap$. Therefore, the TL subsets of interest correspond to the subsets of $\{\square, o, \square, \circ\}$. The partial ordering of these subsets is illustrated in Figure 3.

For each non-empty subset $S$ in Figure 3, let $TL_S$ denote first-order trace logic extended to include the operators in $S$. For example, subset 4 of Figure 3 is denoted by $TL_{\square}$ and subset 8 by $TL_{\circ}$. We prove that $TL_{\square}$ has the necessary and sufficient expressive power to encode $C_\beta(f)$. We show that $TL_{\square}$ is sufficient by using trace logic with Unrestricted Always operators (only) to write a formula equivalent to $C_\beta(f)$. We then prove that the subset is an absolute lower bound: each subset lower than or incomparable to subset 4 in the hierarchy of Figure 3 is not expressive enough to encode $C_\beta(f)$. This is proven by showing that no formula equivalent to $C_\beta(f)$ can be expressed in $TL_{\circ}$, subset 8. Consequently, all subsets except 4, 7 and 9 are insufficient. The resulting division of the subset hierarchy is shown in Figure 3.
9.1 Sufficiency

We give a formula $C_{\Box}(f)$ in $\text{TL}_{\Box}$ such that $\mathcal{M}[C_{\Box}(f)] \Rightarrow C_{\sigma}(f)$:

**Definition 9.1 (C(f) in $\text{TL}_{\Box}$)**

$$C_{\Box}(f) \equiv 
\Box f \land 
(\forall m, n, x, y: 1 \leq m \leq k, 1 \leq n \leq k, x \geq 1, y \geq 0, m \neq n \lor x \neq y:
\Box(|c_m| \geq x \Rightarrow |c_n| \geq y)) \land 
(\forall m, x, v: 1 \leq m \leq k, x > 0, v \in V:
\Box((c_m.x = v) \Rightarrow \Box(c_m.x = v)))$$

Informally, the first conjunct of $C_{\Box}(f)$ restricts state-sequences satisfying $C_{\Box}(f)$ to always satisfy $f$. The second and third conjuncts are derived from the temporal ordering and prefix axioms of [WGS87], restricting state-sequences satisfying $C_{\Box}(f)$ to represent legal network computations. Formally, then:

**Theorem 9.2** $\mathcal{M}[C_{\Box}(f)] \Rightarrow C_{\sigma}(f)$.

**Proof:** See appendix.

Thus, the expressive power of $\text{TL}_{\Box}$ is sufficient to encode a formula equivalent to $C_{\sigma}(f)$.

9.2 Necessity

We now show that, with respect to our hierarchy of $\text{TL}$ subsets, $\text{TL}_{\Box}$ is necessary to encode $C_{\sigma}(f)$: any $\text{TL}$ subset weaker than or incomparable to $\text{TL}_{\Box}$ cannot be used to express a formula equivalent to $C_{\sigma}(f)$. By the hierarchy of Figure 3, proving the necessity of $\text{TL}_{\Box}$ only requires proving that no formula equivalent to $C_{\sigma}(f)$ can be expressed in $\text{TL}_{\Box}$.0.

First, we will prove a key lemma: there is no formula $f_{\text{TL}}$ in $\text{TL}_{\Box}$ such that $\mathcal{M}[f_{\text{TL}}]$ and $C_{\sigma}(\text{true})$ are satisfied by the same set of substitutions for free variable $\sigma$. The final result—that there is no formula $C_{\Box_{\sigma}}(f)$ in $\text{TL}_{\Box}$ such that $\mathcal{M}[C_{\Box_{\sigma}}(f)] \Rightarrow C_{\sigma}(f)$—then follows directly. Let $C_{\sigma}$ be an abbreviation for $C_{\sigma}(\text{true})$. (Recall that true is a legal specification of first-order trace logic.) To prove that there is no formula $f_{\text{TL}}$ in $\text{TL}_{\Box}$ such that $\mathcal{M}[f_{\text{TL}}]$ and $C_{\sigma}$ are satisfied by the same set of substitutions, we show, for every potential $f_{\text{TL}}$, that there is some state-sequence $\sigma'$ such that either $\mathcal{M}[f_{\text{TL}}]([\sigma'/\sigma])$ but not $C_{\sigma}([\sigma'/\sigma])$, or $C_{\sigma}([\sigma'/\sigma])$ but not $\mathcal{M}[f_{\text{TL}}]([\sigma'/\sigma])$.

Informally, the argument proceeds as follows. For every $f_{\text{TL}}$ in $\text{TL}_{\Box}$ there is some $n \geq 0$ ($n$ is the nesting depth of Next operators in $f_{\text{TL}}$) such that $\mathcal{M}[f_{\text{TL}}]$ can refer to states of $\sigma$
beyond \( \sigma.n \) only by universal quantification (resulting from Restricted Always operators in \( f_{TL} \)). If no state-sequences \( \sigma' \) satisfy \( \mathcal{M}[f_{TL}][\sigma'/\sigma] \), or the only satisfying sequences have all repeated states beyond \( \sigma'.n \), then it is straightforward to construct a sequence \( \sigma'' \) such that \( \mathcal{C}_\sigma[\sigma''/\sigma] \) but not \( \mathcal{M}[f_{TL}][\sigma''/\sigma] \). Otherwise, we construct a sequence \( \sigma'' \) that represents an illegal computation due to an irregularity beyond state \( \sigma'.n \) (e.g. the length of a trace decreases from one state to the next). \( \mathcal{C}_\sigma[\sigma''/\sigma] \) does not hold; however, \( \mathcal{M}[f_{TL}][\sigma''/\sigma] \) does hold, as long as \( \sigma'' \) is constructed by rearranging states from a sequence \( \sigma' \) known to satisfy \( \mathcal{M}[f_{TL}][\sigma'/\sigma] \).

**Lemma 9.3** For any formula \( f_{TL} \) in \( TL_{\square_0} \), there exists a state-sequence \( \sigma' \) such that either

\[
\mathcal{M}[f_{TL}][\sigma'/\sigma] \quad \text{and not} \quad \mathcal{C}_\sigma[\sigma'/\sigma],
\]

or

\[
\mathcal{C}_\sigma[\sigma'/\sigma] \quad \text{and not} \quad \mathcal{M}[f_{TL}][\sigma'/\sigma].
\]

**Proof:** See appendix.

**Theorem 9.4** There is no formula \( C_{\square_0}(f) \) in \( TL_{\square_0} \) such that \( \mathcal{M}[C_{\square_0}(f)] \Rightarrow C_\sigma(f) \).

**Proof:** Consider an arbitrary formula \( C_{\square_0}(f) \) in \( TL_{\square_0} \). \( \mathcal{M}[C_{\square_0}(f)] \Rightarrow C_\sigma(f) \) iff for all trace formulas \( f \) and state-sequences \( \sigma' \): \( \mathcal{M}[C_{\square_0}(f)][\sigma'/\sigma] \) iff \( C_\sigma(f)[\sigma'/\sigma] \). Consider the case in which \( f \equiv \text{true} \). By Lemma 9.3, there exists a state-sequence \( \sigma' \) such that either \( \mathcal{M}[C_{\square_0}(\text{true})][\sigma'/\sigma] \) and not \( \mathcal{C}_\sigma(\text{true})[\sigma'/\sigma] \), or \( C_\sigma(\text{true})[\sigma'/\sigma] \) and not \( \mathcal{M}[C_{\square_0}(\text{true})][\sigma'/\sigma] \). Hence \( \mathcal{M}[C_{\square_0}(\text{true})] \not\Rightarrow C_\sigma(\text{true}) \) and consequently \( \mathcal{M}[C_{\square_0}(f)] \not\Rightarrow C_\sigma(f) \). QED

10 Conclusions

We have proven that a formula equivalent to Definition 8.1 of \( C_\sigma(f) \) cannot be written in \( TL_{\square_0} \). Since we have also shown that a formula equivalent to \( C_\sigma(f) \) must be expressible in any relatively complete trace-based proof system (Sections 6–8), we conclude that \( TL_{\square_0} \), as well as any weaker logic, is not expressive enough for relative completeness. In Section 9.1, a formula equivalent to \( C_\sigma(f) \) is defined using \( TL_{\Box} \). Therefore, with respect to the hierarchy of TL subsets pictured in Figure 3, first-order trace logic with an Unrestricted Always operator is both an upper and a lower bound on the expressive power required for relative completeness in a trace-based network proof system.

The result can be strengthened slightly by refining the TL subset hierarchy. Rather than distinguishing only between Restricted and Unrestricted temporal operators—operators that may be nested zero and arbitrarily many times, respectively—consider an infinite set of temporal operators based on allowable nesting depth. For any \( z, 0 \leq z \leq \infty \), let \( \Box_z \) denote
a version of □ restricted to operate over formulas with at most \( x \) nested □’s; similarly define operator \( \triangleleft x \). From these infinite sets of temporal operators we obtain an infinite hierarchy of TL subsets. Given the results of Section 9, it is easy to show that, with respect to this refined subset hierarchy, TL_{□i} is necessary and sufficient to express a formula equivalent to \( C_\sigma(f) \) [Wid87].

In [WGS87], two properties of network computation are axiomatized and it is shown that incorporating these axioms into a proof system is sufficient for achieving relative completeness. It is not surprising, then, that we were able to derive Definition 9.1 of \( C_\boxdot(f) \) from the axioms in [WGS87]. The axioms are given in [WGS87] using temporal operators □ and ◦, however. In this work, we prove that although the use of Next operators can be eliminated, the use of nested Always operators cannot.

**Appendix**

**Theorem 9.2** \( \mathcal{M}[C_\boxdot(f)] \models C_\sigma(f) \).

**Proof:** Proving \( \mathcal{M}[C_\boxdot(f)] \models C_\sigma(f) \) requires showing that for all trace formulas \( f \) and state-sequences \( \sigma' \), \( \mathcal{M}[C_\boxdot(f)][\sigma'/\sigma] \) iff \( C_\sigma(f)[\sigma'/\sigma] \).\(^{12}\) First, applying the definition of \( \mathcal{M} \), we obtain:

\[
\begin{align*}
\mathcal{M}[C_\boxdot(f)] & \equiv \\
& (\forall i \geq 0: f[\sigma.i/\Box])^{13} \land \\
& (\forall m, n, x, y: 1 \leq m \leq k, 1 \leq n \leq k, x \geq 1, y \geq 0, m \neq n \lor x \neq y: \\
& (\forall i \geq 0: |(\sigma)i_m| \geq z \Rightarrow |(\sigma)i_n| \geq y) \Rightarrow \\
& (\forall i \geq 0: |(\sigma)i_m| < x \land |(\sigma)i_n| < y) \land \\
& (\forall m, x, v: 1 \leq m \leq k, x \geq 0, v \in V: \\
& (\forall i \geq 0: ((\sigma)i_m.x = v) \Rightarrow (\forall j \geq 0: (\sigma.(i+j))_m.x = v))).
\end{align*}
\]

Now consider an arbitrary trace formula \( f \) and state-sequence \( \sigma' \).

[\( \Rightarrow \)] If \( \mathcal{M}[C_\boxdot(f)][\sigma'/\sigma] \) then \( C_\sigma(f)[\sigma'/\sigma] \):

We prove the equivalent contrapositive: the falsity of \( C_\sigma(f)[\sigma'/\sigma] \) implies the falsity of \( \mathcal{M}[C_\boxdot(f)][\sigma'/\sigma] \). Suppose \( C_\sigma(f)[\sigma'/\sigma] \) is false, and consider the three conjuncts of \( C_\sigma(f) \). The second conjunct of \( C_\sigma(f) \) is identical to the first conjunct of \( \mathcal{M}[C_\boxdot(f)] \). Therefore, if the second conjunct of \( C_\sigma(f)[\sigma'/\sigma] \) is false then \( \mathcal{M}[C_\boxdot(f)][\sigma'/\sigma] \) is also false. Suppose the third conjunct of \( C_\sigma(f)[\sigma'/\sigma] \) is false. This can happen in four ways:

\(^{12}\)This proof parallels the proof of Lemma 6.3.1 in [WGS87].

\(^{13}\)Note that for any non-temporal formula \( f \), \( \mathcal{M}[f] = f[(\sigma.0)_1, \ldots, (\sigma.0)_n/c_1, \ldots, c_k] = f[\sigma.0/\Box] \).
1. There is some \( j \geq 0 \) and \( m, 1 \leq m \leq k \), such that \( |(\sigma'.j)_m| > |(\sigma.(j+1))_m| \). In this case, the third conjunct of \( \mathcal{M}[C_\Box(f)][\sigma'/\sigma] \) is false.

2. There is some \( j \geq 0 \) and \( m, 1 \leq m \leq k \), such that \( |(\sigma'.j)_m| = x, |(\sigma.(j+1))_m| = x + y \), and \( y > 1 \). If \( \sigma' \) does not satisfy case 1 as well, then \( (\forall i: i \geq 0: |(\sigma'.i)_m| \geq x + 1 \Rightarrow |(\sigma'.i)_m| \geq x + y) \). But it is not the case that \( (\forall i: i \geq 0: |(\sigma'.i)_m| < x + 1 \land |(\sigma'.i)_m| < x + y) \), so the second conjunct of \( \mathcal{M}[C_\Box(f)][\sigma'/\sigma] \) is false.

3. There is some \( j \geq 0 \), \( m, 1 \leq m \leq k \), and \( n \neq m, 1 \leq n \leq k \), such that \( |(\sigma'.j)_m| < |(\sigma'.(j+1))_m| \) and \( |(\sigma'.j)_n| < |(\sigma'.(j+1))_n| \). Let \( x = |(\sigma'.i)_m| \) and \( y = |(\sigma'.i)_n| \). If \( \sigma' \) does not satisfy case 1 as well, then \( (\forall i: i \geq 0: |(\sigma'.i)_m| \geq x + 1 \Rightarrow |(\sigma'.i)_n| \geq y + 1) \). However \( (\forall i: i \geq 0: |(\sigma'.i)_m| < x + 1 \land |(\sigma'.i)_n| < y + 1) \) does not hold. Hence the second conjunct of \( \mathcal{M}[C_\Box(f)][\sigma'/\sigma] \) is false.

4. There is some \( j \geq 0 \), \( x \geq 0 \) and \( m, 1 \leq m \leq k \), such that \( (\sigma'.j)_m, x = v, (\sigma'.(j+1))_m, x = w \), and \( v \neq w \). In this case, the third conjunct of \( \mathcal{M}[C_\Box(f)][\sigma'/\sigma] \) is false.

These are the only possibilities, so if the third conjunct of \( C_\sigma(f)[\sigma'/\sigma] \) is false, then \( \mathcal{M}[C_\Box(f)][\sigma'/\sigma] \) is also false. Finally, suppose the first conjunct of \( C_\sigma(f)[\sigma'/\sigma] \) is false, i.e. \( \sigma'.0 \neq [(), \ldots, ()] \). If \( \sigma' \) does not satisfy case 1 above as well, then there must be some \( z \geq 1 \) and \( m, 1 \leq m \leq k \), such that \( |(\sigma'.i)_m| \geq z \) for all \( i \geq 0 \). Therefore \( (\forall i: i \geq 0: |(\sigma'.i)_m| \geq z \Rightarrow |(\sigma'.i)_m| \geq 0) \). But it is not the case that \( (\forall i: i \geq 0: |(\sigma'.i)_m| < x \land |(\sigma'.i)_m| < 0) \). Hence the second conjunct of \( \mathcal{M}[C_\Box(f)][\sigma'/\sigma] \) is false. We have considered all three conjuncts of \( C_\sigma(f) \), so we conclude that \( \mathcal{M}[C_\Box(f)][\sigma'/\sigma] \) implies \( C_\sigma(f)[\sigma'/\sigma] \).

\[ \Rightarrow \] If \( C_\sigma(f)[\sigma'/\sigma] \) then \( \mathcal{M}[C_\Box(f)][\sigma'/\sigma] \):

We must show that each of the three conjuncts of \( \mathcal{M}[C_\Box(f)][\sigma'/\sigma] \) follows from \( C_\sigma(f)[\sigma'/\sigma] \). The first conjunct of \( \mathcal{M}[C_\Box(f)][\sigma'/\sigma] \) is identical to the second conjunct of \( C_\sigma(f)[\sigma'/\sigma] \), and therefore follows directly. The third conjunct of \( \mathcal{M}[C_\Box(f)][\sigma'/\sigma] \) is a straightforward consequence of the third conjunct of \( C_\sigma(f)[\sigma'/\sigma] \). Now consider the second conjunct of \( \mathcal{M}[C_\Box(f)][\sigma'/\sigma] \). Suppose that this conjunct is false—that there is some \( m, n, x, y \) such that \( (\forall i: i \geq 0: |(\sigma'.i)_m| \geq z \Leftrightarrow |(\sigma'.i)_n| \geq y) \) but not \( (\forall i: i \geq 0: |(\sigma'.i)_m| < z \land |(\sigma'.i)_n| < y) \). Consider three cases:

1. \( y = 0 \). Then \( (\forall i: i \geq 0: |(\sigma'.i)_m| \geq z) \) and consequently \( \sigma'.0 \neq [(), \ldots, ()] \).

2. \( y > 0 \) and \( m = n \). Then there must be some \( j \geq 0 \) such that

\[ |(\sigma'.j)_m| - |(\sigma'.j)_m| \geq 2. \]
3. $y > 0$ and $m \neq n$. Then there must be some $j \geq 0$ such that $|\langle \sigma', j \rangle_m | < |\langle \sigma', (j+1) \rangle_m |$ and $|\langle \sigma', j \rangle_n | < |\langle \sigma', (j+1) \rangle_n |$.

In each case, at least one conjunct of $C_\sigma(f)[\sigma'/\sigma]$ is false. Hence the second conjunct of $M[C_\sigma(f)][\sigma'/\sigma]$ must hold, and $M[C_\sigma(f)][\sigma'/\sigma]$ follows from $C_\sigma(f)[\sigma'/\sigma]$. QED

**Lemma 9.3** For any formula $f_{TL}$ in $TL_{\exists \sigma}$, there exists a state-sequence $\sigma'$ such that either $M[f_{TL}][\sigma'/\sigma]$ and not $C_\sigma[\sigma'/\sigma]$, or $C_\sigma[\sigma'/\sigma]$ and not $M[f_{TL}][\sigma'/\sigma]$.

**Proof:** To prove this, we will need to consider the nesting depth of $\text{Next}$ operators in formulas of $TL_{\exists \sigma}$. For any formula $f_{TL}$ in $TL_{\exists \sigma}$, let $\circ \text{-nesting}(f_{TL})$ denote the maximum nesting of $\text{Next}$ operators in $f_{TL}$. (For example, $\circ \text{-nesting}(\circ(f1 \lor \circ f2)) = 2$.) Since every formula $f_{TL}$ has only a finite number of $\circ$'s, $\circ \text{-nesting}(f_{TL})$ is a well-defined nonnegative integer.

Now, consider an arbitrary $f_{TL}$ in $TL_{\exists \sigma}$, and let $n = \circ \text{-nesting}(f_{TL})$. Three cases must be considered. Case 3 is the general case, in which we use a $\sigma'$ known to satisfy $M[f_{TL}][\sigma'/\sigma]$ to construct a $\sigma''$ such that $M[f_{TL}][\sigma''/\sigma]$ holds but $C_\sigma[\sigma''/\sigma]$ does not. $\sigma''$ is constructed by rearranging states of $\sigma'$ beyond state $\sigma'.n$ so that $C_\sigma[\sigma''/\sigma]$ is false. However, $M[f_{TL}][\sigma''/\sigma]$ follows from $M[f_{TL}][\sigma'/\sigma]$ since $M[f_{TL}]$ can refer to states beyond $\sigma.n$ only by universal quantification. Cases 1 and 2 cover the situations in which there is no $\sigma'$ such that $M[f_{TL}][\sigma'/\sigma]$ or every such $\sigma'$ has only repeating states after state $\sigma'.n$.

**Case 1.** There is no $\sigma'$ such that $M[f_{TL}][\sigma'/\sigma]$:

We must then show that there is some $\sigma'$ such that $C_\sigma[\sigma'/\sigma]$. One such $\sigma'$ is the state-sequence in which every channel trace is always empty:

$$\sigma' = \langle \langle \rangle, \ldots, \langle \rangle, \langle \rangle, \ldots \rangle$$

$M[f_{TL}][\sigma'/\sigma]$ is false, since there is no $\sigma'$ such that $M[f_{TL}][\sigma'/\sigma]$, but, by Definition 8.1 of $C_\sigma(f)$, $C_\sigma[\sigma'/\sigma]$ is true.

**Case 2.** There exists a $\sigma'$ such that $M[f_{TL}][\sigma'/\sigma]$ and every such $\sigma'$ has only repeating states after state $\sigma'.n$. (Recall that $n = \circ \text{-nesting}(f_{TL})$, so $n \geq 0$.) That is, for every $\sigma'$ such that $M[f_{TL}][\sigma'/\sigma]$ and every $m > n$, $\sigma'.m = \sigma'.(m-1)$:

Consider an arbitrary $\sigma'$ such that $M[f_{TL}][\sigma'/\sigma]$. If $C_\sigma[\sigma'/\sigma]$ is false, we are done. Suppose, then, that $C_\sigma[\sigma'/\sigma]$ holds. Construct $\sigma''$ from $\sigma'$ by extending one trace by one element between states $\sigma'.n$ and $\sigma'.(n+1)$:
\[ \sigma'' = \langle \sigma'^{0}, \sigma'^{1}, \ldots, \sigma'^{n}, \sigma''(\sigma'^{n})_{1}(v)/(\sigma'^{n})_{1}, \sigma''(\sigma'^{n})_{1}(v)/(\sigma'^{n})_{1}, \ldots \rangle, \]

for an arbitrary \( v \in V \). Then \( M[f_{TL}][\sigma''/\sigma] \) is false, since \( \sigma''(n-1) \neq \sigma''(n) \). But, by \( C_{\sigma'} \), \( \sigma''/\sigma \) and the definition of \( C_{\sigma}(f) \), \( C_{\sigma}(\sigma''/\sigma) \) is true.

**Case 3.** There exists a \( \sigma' \) such that \( M[f_{TL}][\sigma'/\sigma] \) and \( \sigma' \) has a non-repeating state after \( \sigma'.n \) (i.e. \( \sigma'.m \neq \sigma'.(m-1) \) for some \( m > n \)).

Consider such a \( \sigma' \), and consider the smallest \( m > n \) satisfying \( \sigma'.m \neq \sigma'.(m-1) \). By definition,

\[ \sigma' = \langle \sigma'^{0}, \sigma'^{1}, \ldots, \sigma'^{n}, \sigma'.(n-1), \sigma'.(m-1), \sigma'.m, \ldots \rangle \]

such that for all \( z, n \leq z < m, \sigma'.z = \sigma'.n \), but \( \sigma'.m \neq \sigma'.n \). If \( C_{\sigma}[\sigma'/\sigma] \) is false, we are done. Suppose, then, that \( C_{\sigma}[\sigma'/\sigma] \) holds. Since \( \sigma'.m \neq \sigma'.n \), there must exist a \( j \) and a \( v \), \( 1 \leq j \leq k, v \in V \), such that \( \sigma'.m = \sigma'.n(\sigma'.n)_{1}(v)/(\sigma'.n)_{j} \). Let \( \sigma'' \) be constructed from \( \sigma' \) by repeating state \( \sigma'.n \) and inserting a copy of state \( \sigma'.m \) between the repetition:

\[ \sigma'' = \langle \sigma'^{0}, \sigma'^{1}, \ldots, \sigma'.n, \sigma'.m, \sigma'.n, \sigma'.(n+1), \sigma'.(n+2), \ldots \rangle. \]

Note that \( \sigma''.(n+1) = \sigma'.m \) and \( \sigma''.(n+2) = \sigma'.n \). Let \( z \) be the index of the last element in \( \sigma''.(n+1) \). (We know \( \sigma''.(n+1) \) is non-empty, since \( \sigma''.(n+1) = \sigma'.m = \sigma'.n((\sigma'.n)_{1}(v)/(\sigma'.n)_{j}) \). \( C_{\sigma}[\sigma''/\sigma] \) is false because its third conjunct is contradicted (recall Definition 8.1): \( \sigma''.(n+1)_{j}z = (\sigma'.m)_{j}z = v \), but \( \sigma''.(n+2)_{j}z = (\sigma'.n)_{j}z \) is undefined. Therefore, by showing \( M[f_{TL}][\sigma''/\sigma] \), the proof is complete.

Recall that we are assuming \( M[f_{TL}][\sigma'/\sigma] \). We prove \( M[f_{TL}][\sigma''/\sigma] \) by structural induction on \( f_{TL} \).

**Base Case:**

- \( f_{TL} = p(t_{1}, \ldots, t_{n}) \): No temporal operators can appear in \( p(t_{1}, \ldots, t_{n}) \), so, by the definition of \( M \), the only references to \( \sigma \) in \( M[p(t_{1}, \ldots, t_{n})] \) are references to \( \sigma.0 \). Since \( \sigma''.0 = \sigma'.0 \), \( M[f_{TL}][\sigma''/\sigma] \) follows from \( M[f_{TL}][\sigma'/\sigma] \).

**Induction:**

- \( f_{TL} = f_{1} \lor f_{2} \): By \( M[f_{1}][\sigma'/\sigma] \) and the definition of \( M \), \( M[f_{1}][\sigma'/\sigma] \) or \( M[f_{2}][\sigma'/\sigma]. \) If \( M[f_{1}][\sigma'/\sigma] \), then by the induction hypothesis, \( M[f_{1}][\sigma''/\sigma] \). If \( M[f_{2}][\sigma'/\sigma] \), then by the induction hypothesis, \( M[f_{2}][\sigma''/\sigma] \). Therefore \( M[f_{1}][\sigma''/\sigma] \) or \( M[f_{2}][\sigma''/\sigma] \) and consequently \( M[f_{1} \lor f_{2}][\sigma''/\sigma] \).

- \( f_{TL} = \neg f \): By \( M[f_{TL}][\sigma'/\sigma] \) and the definition of \( M \), \( M[f][\sigma'/\sigma] \) is false. Then by the induction hypothesis, \( M[f][\sigma''/\sigma] \) is false. Therefore \( M[\neg f][\sigma''/\sigma] \).
• $f_{TL} = (\exists x:: f)$: By $\mathcal{M}[f_{TL}][\sigma'/\sigma]$ and the definition of $\mathcal{M}$, there exists a $k$ such that $\mathcal{M}[f_{k/x}][\sigma'/\sigma]$. Then by the induction hypothesis, there exists a $k$ such that $\mathcal{M}[f_{k/x}][\sigma''/\sigma]$. Therefore $\mathcal{M}[(\exists x:: f)][\sigma''/\sigma]$.

• $f_{TL} = \Box f$: We know $\mathcal{M}[\Box f][\sigma'/\sigma]$. Therefore, by the definition of $\mathcal{M}$ and substitution, $\mathcal{M}[f][\sigma'[i..]/\sigma]$ for all $i \geq 0$. Since $\Box$ is the restricted version of Always, $f$ contains no temporal operators. Thus the only references to $\sigma$ in $\mathcal{M}[f]$ are references to $\sigma.0$, and consequently $\mathcal{M}[f][\sigma'[i..]/\sigma]$ is equivalent to $\mathcal{M}[f][\sigma'.i/\sigma.0]$. Now, for all $\sigma'', j, j \geq 0$, there exists some $\sigma'.i, i \geq 0$, such that $\sigma''.j = \sigma'.i$ (by the definition of $\sigma''$). Therefore, $\mathcal{M}[f][\sigma''/\sigma.0]$, for all $j \geq 0$, follows from $\mathcal{M}[f][\sigma'.i/\sigma.0]$, for all $i \geq 0$. Hence $\mathcal{M}[f][\sigma''/\sigma]$ for all $j \geq 0$ and $\mathcal{M}[\Box f][\sigma''/\sigma]$.

• $f_{TL} = \circ f$: We know $\mathcal{M}[\circ f][\sigma'/\sigma]$. Since $\circ$-nesting($\circ f$) $\leq n$, by the definition of $\mathcal{M}$ every occurrence of $\sigma$ in $\mathcal{M}[\circ f]$ is either

1. $\sigma.z$, for some $0 \leq z \leq n$, resulting from at most $n$ nested $\circ$ operators, or
2. $\sigma.(z+i)$, for some universally quantified $i$ and $0 \leq z \leq n$, resulting from a $\Box$ operator nested within at most $n \circ$ operators. (No temporal operators can be nested within $\Box$, since $\Box$ operates only over non-temporal formulas).

We need to show $\mathcal{M}[\circ f][\sigma''/\sigma]$. Since $\mathcal{M}[\circ f][\sigma'/\sigma]$, we can prove $\mathcal{M}[\circ f][\sigma''/\sigma]$ by showing that substitutions $[\sigma'/\sigma]$ and $[\sigma''/\sigma]$ yield the same values for all occurrences of $\sigma$ in $\mathcal{M}[\circ f]$. Consider the two types of occurrences of $\sigma$, as defined above:

1. $\sigma.x$, $0 \leq x \leq n$. By the definition of $\sigma''$, $\sigma''.x = \sigma'.x$ for all $0 \leq x \leq n$.
2. $\sigma.(z+i)$, $i$ universally quantified and $0 \leq z \leq n$. Under substitution $[\sigma'/\sigma]$, the $\sigma.(z+i)$'s range over $S_{\sigma'} = \{\sigma'.x, \sigma'.(x+1), \sigma'.(x+2), \ldots\}$. Under substitution $[\sigma''/\sigma]$, the $\sigma.(z+i)$'s range over $S_{\sigma''} = \{\sigma''.x, \sigma''.(x+1), \sigma''.(x+2), \ldots\}$. By the definition of $\sigma''$, $S_{\sigma''} = S_{\sigma''}$ for every possible $z, 0 \leq z \leq n$.

Therefore, from $\mathcal{M}[\circ f][\sigma'/\sigma]$ we conclude $\mathcal{M}[\circ f][\sigma''/\sigma]$. QED
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