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Most trace-based proof systems for networks of processes are known to be incomplete. Extensions to achieve completeness are generally complicated and cumbersome. In this thesis, we isolate the components of a trace-based network proof system that are necessary and sufficient to achieve relative completeness. We then consider the expressiveness required of any trace logic that encodes these components.

A simple trace-based proof system is defined and several examples are presented to show its inherent incompleteness. Surprisingly, two examples consist of only one process, indicating that network composition is not required for incompleteness. Two computational properties are then identified that must be axiomatized within a relatively complete proof system. We show that axiomatization of these properties is also sufficient for achieving relative completeness.

We consider the expressiveness required of a trace logic if it is to axiomatize those properties necessary for relative completeness. We prove that first-order trace logic is not strong enough for this. The necessary properties can be expressed in temporal logic, but temporal logic is more powerful and complex than needed. A hierarchy of temporal logic subsets is defined; a subset consisting of first-order trace logic with a version of the temporal Always operator is shown to be necessary and sufficient for expressing the required properties.
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Chapter 1

Introduction

A program proof system is a formalism for the specification and verification of computer programs. A program specification is typically a formula or set of formulas in some specification language. To verify that a program meets its specification, a logic—axioms and inference rules for reasoning about programs and specifications—is defined. A programming logic provides its user with a formal technique for developing correct programs.

Proof systems have been developed for sequential programs [11,12,16,19,40], for concurrent programs [14,27,28,29,32,34,35,36,43,44,45], and for distributed programs, or process networks [2,8,10,20,22,25,30,39,42,48,50,56]. We consider the class of compositional proof systems for process networks. A proof system is compositional if the specification for a network can be completely deduced from specifications for its component processes. Most compositional network proof systems are trace-based: in them, one specifies and reasons about traces (histories) of the values transmitted along the communication channels of the network.

We are interested in the completeness or incompleteness of trace-based network proof systems. A proof system is complete if every valid specification for every network can be verified using the given logic. Trace-based proof systems
are defined in [10,20,22,39], but they are incomplete [7,41]. Simple trace logics are modified to increase expressiveness in [25,46] and to obtain completeness in [7,17,42,56]. The modifications tend to be extensive and cumbersome; the simplicity of the underlying logic is lost.

Our goal is to isolate the components of a trace-based network proof system that are necessary and sufficient to achieve relative completeness\(^1\). Incompleteness in simple trace-based proof systems is explored, and behavioral properties that must be axiomatized in any relatively complete trace logic are identified. These properties are not expressible in a simple trace-based logic; we therefore examine the expressiveness required of a logic if it is to be used for a relatively complete proof system.

1.1 Organization and Summary of the Thesis

In this introductory chapter, we give a short history and description of proof systems for sequential programs. Proof systems for concurrent (shared memory) programs are then described, followed by the presentation of several existing proof systems for networks of processes. Expressiveness and completeness in existing trace-based network proof systems is briefly discussed, as an introduction to the remainder of the thesis.

Chapter 2 defines the class of synchronous process networks used in our work and presents a formal model of process and network computation. The model is an abstraction of computation used to describe process and network behavior and to reason about properties of network proof systems. We base our model on the computation tree, which captures all possible behaviors of a given process or

\(^1\)Program proof systems are usually based on first-order predicate logic, which itself is incomplete [13,49]. A proof system is relatively complete if, under the assumption that predicate logic is complete, every valid specification is provable.
network. We show that the computation-tree model can, if desired, be extended to accommodate asynchronous communication and hierarchically structured networks.

In Chapter 3, we describe Simple Trace Logic (STL), a formalism and proof system for network specification and verification that captures the essence of most trace-based systems. The syntax and semantics of STL's specification language are defined, and a set of axioms and inference rules are given. We show that STL can also be extended for asynchronous communication and hierarchical networks.

The incompleteness of STL is illustrated by several example networks. Two examples consist of only a single process; these networks demonstrate that, while compositionality is an important feature of trace-based logics, incompleteness is caused not by network composition but by the inability to reason about certain inherent properties of network computation.

In Chapter 4, the single-process incompleteness examples of Chapter 3 are used to identify two extensions to simple trace logics that are necessary and sufficient to achieve relative completeness. The first source of incompleteness is the inability to state and reason about constraints on the temporal ordering of network events. The second source is the inability to assert that the sequence of values transmitted along a communication channel is always a prefix of that channel's sequence at some later point. We formally prove that these two properties—the temporal ordering and prefix properties—must be available as reasoning tools in any relatively complete proof system. We also prove that adding temporal ordering and prefix axioms to a trace logic suffices for achieving relative completeness.

The temporal ordering and prefix axioms of Chapter 4 are not expressible in STL. Consequently, in Chapter 5, we consider the expressiveness required of a trace logic if it is to axiomatize properties that must be encoded in a complete proof system. This expressiveness requirement is formally characterized using
standard models of first-order formulas—the models correspond to single states of network computation. We show that a logic must be just expressive enough to distinguish those states that are reachable by a legal network computation from those that are not. Using an extended predicate logic (EPL), a formula is defined that recognizes all and only states reachable by legal computation. This formula, therefore, exactly characterizes the expressiveness required of a language if it is to be used for a relatively complete trace logic.

Formal reasoning using the extended predicate logic of Chapter 5 can involve the enumeration of an exponential number of sequences of network states, corresponding to all possible network computations. Therefore, although sufficiently expressive, EPL is unsuitable for use in an actual proof system. Temporal Logic (TL) is an existing logic for reasoning over sequences of states [37,47] and is appropriate for expressing properties of network computation. Chapter 6 describes TL and develops the necessary tools for applying TL to the expressiveness requirement characterized in Chapter 5.

TL turns out to be far more powerful—and thus more complex—than is needed for the computational properties we are interested in encoding. In Chapter 7, we introduce a hierarchy of weaker versions of TL; we then use the tools of Chapter 6 to isolate a subset of TL that is necessary and sufficient to express a formula equivalent to the EPL formula of Chapter 5. This subset thus has the exact expressive power required of a relatively complete trace logic. The result is applied in the description of a trace-based proof system that is minimally complete with respect to our hierarchy of TL subsets—any weaker logic results in an incomplete proof system.

In Chapter 8, we summarize our results and discuss implications of the work. Potential extensions are considered, and we describe how changes in the assumptions can affect the methods and results. We conclude by proposing future directions of research.
1.2 Proof Systems for Sequential Programs

The importance of formal program correctness proofs was initially discussed by Naur in 1966 [40], although only informal specification techniques were introduced. In 1967, Floyd suggested associating logical assertions with the edges of a program flow-chart and showing that whenever program execution reaches an edge, the corresponding assertion is true [15]. In 1969, Hoare expanded and formalized Floyd's idea by defining a logical system of axioms and inference rules for proving correctness of sequential programs [19].

Hoare's logical system provided both an axiomatic definition of a programming language and a proof system for program correctness; the work founded a school of research in this area. A number of subsequent achievements in the field are listed in [16]; further historical notes, extensive axiomatic proof systems, and the use of this approach as a programming methodology can be found in [12,16].

Axiomatic program proof systems like those in [12,16,19] are based on formulas of the form \( \{P\} \ S \ {Q}\), called triples (or Hoare triples). \( S\) is a simple or compound program statement; \( P\) and \( Q\) are assertions—formulas of first-order predicate logic [13,16] in which the free variables correspond to program variables in \( S\). Formula \( \{P\} \ S \ {Q}\) asserts that if statement \( S\) begins execution in a state satisfying \( P\),\(^2\) and if \( S\) terminates, then \( S\) terminates in a state satisfying \( Q\).\(^3\)

Since \( S\) can be any compound statement—including an entire program—a triple \( \{P\} \ Pgm \ {Q}\) is used to specify and verify program \( Pgm\). Axioms are provided for proving correctness of triples for simple statements; inference rules are applied to build proofs of entire programs. Such correctness proofs usually

\(^2\)A program state satisfies an assertion if replacing the assertion's free (program) variables by the corresponding values in the program state renders the assertion true.

\(^3\)We have defined partial correctness. For total correctness, \( \{P\} \ S \ {Q}\) requires the termination of \( S\).
take the form of proof outlines, in which the program is given with (provable) assertions inserted at appropriate points [12,16,19].

1.3 Proof Systems for Concurrent Programs

Axiomatic proof systems for shared-memory concurrent programming languages emerged several years after the introduction of sequential program verification. Initial work on concurrent program verification was done by Owicki and Gries [43,44]. In [43], a proof system is defined in which the individual processes of a concurrent program are first considered in isolation—existing methods for sequential program verification can be used for this. The process proofs are then shown to be interference-free: execution of any process cannot invalidate assertions in the proof of another process. Finally, the interference-free process proofs are combined into a proof for the entire concurrent program. In [44], the non-interference proof is eliminated by guaranteeing that only one process at a time has access to shared resources. As a result, however, the language is considerably more restrictive.

A different approach is taken by Flon and Suzuki in [14], where a proof system is devised based on the fact that shared-memory concurrent programs executing on conventional machines have equivalent non-deterministic sequential counterparts. Thus, to prove correctness of a concurrent program, the program is first expressed in an equivalent non-deterministic form. The desired properties can then be verified using a proof system for non-deterministic sequential programs. Unfortunately, the authors do not demonstrate their system on any real examples.

The proof systems of [43,44] turn out to be inadequate for many simple programs: to obtain correctness proofs, auxiliary variables must be added to the programs. Auxiliary variables do not affect the flow of control or the values of program variables, but are necessary for assertional reasoning about control
locations of concurrently executing processes. Lamport eliminates the need for auxiliary variables by introducing a logic in which assertions use special control location predicates (at, in, and after) as well as program variables [29,28,27]. The proof systems consist of Hoare-style axioms and inference rules, along with axiom schemata to describe the effect of language constructs on control predicates.

In [45], Owicki and Lamport present a method for proving liveness properties of concurrent programs using temporal logic [47]. The application of temporal logic to the specification and verification of concurrent programs is also discussed in a series of reports by Manna and Pnueli [32,33,34,35,36,37]. Both approaches incorporate control predicates as in [27], using temporal logic for formal reasoning about the behavior of the program state—control points as well as variable values—over time.

A thorough history and survey of verification techniques for concurrent and distributed programs is given by Barringer in [3].

1.4 Proof Systems for Networks

A network (or distributed system) is a group of concurrently executing processes that communicate and synchronize not through shared memory, but by transmitting messages along communication channels. Theoretical work on process networks is often based on Hoare’s Communicating Sequential Processes (CSP), a simple language for message-based concurrent programming [21,22,23]. When proof systems for concurrent programs were initially being developed, CSP was an established language capturing the important features of distributed programming. Consequently, a number of proof systems for CSP have been developed [2,8,10,17,20,22,30,48,50]; a representative sample are discussed below.

Misra and Chandy present a network proof system in [39] based on a language-independent view of process networks: processes are unspecified entities that read
and write values on their incoming and outgoing communication channels. Process specifications are assumed to be given in the form of assertions over histories of the values transmitted on the process's communication channels. Specifications for networks are built compositionally from specifications for the network's component processes.

An extension to this simple trace-based approach is discussed by Jonsson in [25]. In [42], Nguyen et. al. use temporal logic to develop a proof system similar to but stronger than [39]. The CSP proof systems described in [8,10,20,22], although language-dependent, also are based on specifications over channel traces. Most recently, an axiomatic trace-based proof system for a CSP-like language has been presented by Zwiers et. al. in [56].

We now describe, in somewhat more depth, several existing network proof systems. These formalisms are subsequently used as examples and in comparison with our Simple Trace Logic, defined in Chapter 3.

1.4.1 Levin and Gries's Proof System for CSP

An axiomatic proof system for Hoare's CSP is described by Levin and Gries in [30]; similar CSP proof systems are presented in [2,50]. The approach used in these systems is close to the shared-variable approach of Owicki/Gries [43] (recall Section 1.3). Sequential proofs for each process are first considered in isolation; to obtain the sequential proofs, however, assumptions about communication behavior must be made. This is done by allowing any assertion to appear after a send or a receive command. Axioms for the communication statements are thus \( \{P\} \text{send}(\text{exp}) \{Q\} \) and \( \{P\} \text{receive}(v) \{Q\} \).

A *satisfaction proof* must be performed to ensure that the postulated assertions are valid when the processes run concurrently and communication actually takes place. For every potentially

\[4\text{Rather than introduce the notation of CSP, we use a language that is comparable and self-explanatory.}\]
matching pair of communication statements

\( \{P_1\} \text{send}(\text{exp}) \{Q_1\} \text{ and } \{P_2\} \text{receive}(\text{v}) \{Q_2\}, \)

the satisfaction proof requires showing

\( \{P_1 \land P_2\} \ v := e x p \ \{Q_1 \land Q_2\}. \)

CSP processes do not share program variables, so it appears that a proof of non-interference like that in [43] is not required. As in [43], however, obtaining correctness proofs often requires (shared) auxiliary variables to be added to a program. In such cases, a non-interference proof must then be performed. The inference rule for deducing network specifications from sequential process specifications is thus:

\[
\begin{array}{c}
\{P_1\} \ S_1 \ {Q_1}, \ \{P_2\} \ S_2 \ {Q_2}, \ldots, \{P_n\} \ S_n \ {Q_n}\ \\
\text{satisfied and interference-free}
\end{array}
\]

\[
\{\land_i P_i\} \ S_1 || S_2 || \ldots || S_n \ {\land_i Q_i}\]

where \(S_1 || S_2 || \ldots || S_n\) denotes concurrent execution of processes \(S_1, \ldots, S_n\).

Recall that compositionality in a network proof system requires that the specification for a network is completely deduced from specifications for its component processes. The above inference rule for deducing network specifications is not compositional: proving \(\{\land_i P_i\} \ S_1 || S_2 || \ldots || S_n \ {\land_i Q_i}\) does involve reasoning over process specifications, but it also requires considering the process programs themselves, since satisfaction and non-interference proofs use individual program statements. Next, we present a compositional proof system for CSP.

### 1.4.2 Hoare’s Formalism and Proof System for CSP

After introducing CSP, Hoare (and his students) developed models and proof systems for the language [8,10,17,20,22,23]. The proof system presented in [10] captures the essence of the work. In this formalism, communication is assumed
to take place along named channels; the channel names are then used to represent the sequences of values that have been transmitted along the corresponding communication links. A process specification is an assertion over these channel traces, with the assertion’s free variables corresponding to the process's incident channels. An assertion is satisfied by a process if it is invariant—that is, if every possible computation up to any point in time yields channel traces satisfying the assertion. Formula $P \text{ sat } A$ is used to denote the fact that process $P$ satisfies assertion $A$.

Axioms and inference rules are given to describe formally how values of channel trace variables in specifications are affected by execution of CSP language constructs. As an example, the rule for the receive statement is:

$$P[v/x] \text{ sat } A[c\cdot v/c], \text{ for all } v$$

$$(c.\text{receive}(x) \rightarrow P) \text{ sat } A$$

where

- $P[v/x]$ denotes program $P$ with all (non-defining) occurrences of variable $x$ replaced by value $v$;
- $A[c \cdot v/c]$ denotes assertion $A$ with value $v$ appended to channel trace $c$;
- $S \rightarrow P$ denotes the program consisting of statement $S$ followed by program $P$.

The inference rule for deducing network specifications from process specifications is straightforward—the specification for a network is simply the conjunction of specifications for its component processes:

$$P_1 \text{ sat } A_1, \ P_2 \text{ sat } A_2, \ldots, \ P_n \text{ sat } A_n$$

$$P_1 \| P_2 \| \ldots \| P_n \text{ sat } \Lambda_i A_i$$
This rule clearly results in a compositional proof system. Unfortunately, however, the logic is incomplete: there exist networks with valid specifications that cannot be verified using the given axioms and inference rules [7]. (We do not provide examples here; several incompleteness examples for a similar logic are given in Chapter 3.)

1.4.3 Misra and Chandy’s Proof System for Networks of Processes

Misra and Chandy define a trace-based proof system for networks of processes similar to [10], but the formalism is concerned only with proofs of network specifications; process specifications are assumed to be given. As a result, the proof system is both compositional and language-independent. Unlike [10], in this formalism a trace is taken to be a single sequence describing all communication events up to a given point in time—an interleaving of the single-channel traces of [10]. Formal reasoning does not take place over this compound sequence, however. Process and network specifications are built from assertions in which only projections of the trace onto single channels—equivalent to Hoare’s single-channel traces—actually appear. (A similar approach is used in some of Hoare’s work, e.g. [22].)

A process $h$ is specified by a pair of assertions $r$ and $s$ on the trace of $h$’s incident channels.\(^5\) This specification is denoted by $r|h|s$, indicating

1. $s$ holds initially in $h$, and

2. if $r$ holds up to point $k$ in any trace of $h$, then $s$ holds up to point $k + 1$ in

\(^5\)To facilitate specification and verification of hierarchical networks, Misra and Chandy actually distinguish between external channels—those visible to the environment of the process or network—and internal channels—those not. For simplicity and brevity, we omit this distinction in our description of the proof system.
that trace, for all \( k \geq 0 \).

The rule for deducing network specifications is based on conjunctions of process specifications:

\[
\frac{r_1|h_1|s_1, r_2|h_2|s_2, \ldots, r_n|h_n|s_n}{(\Lambda_i r_i) \mid (h_1|| \cdots ||h_n) \mid (\Lambda_i s_i)}
\]

This inference rule clearly results in a compositional proof system.

The proof system also includes a pair of consequence rules for verifying weak specifications from stronger ones:

\[
\frac{s \wedge r \Rightarrow r', r'|h|s}{r|h|s} \quad \frac{r|h|s', s' = s}{r|h|s}
\]

Like \([10,22]\), this proof system incomplete \([41]\). We next describe a trace-based proof system that achieves relative completeness.

1.4.4 Hehner and Hoare’s Model of Communicating Processes

A relatively complete trace-based formalism is presented by Hehner and Hoare in \([17]\). In this system, primitive processes are directly defined as predicates (corresponding to the process specifications of Misra/Chandy \([39]\)), and these are assumed to be given. A process predicate has two free variables: past and present. At any given time, past is the sequence representing all communications that have taken place so far, while present is the set of messages that can be communicated in the next step. Variable present is used for reasoning about liveness, an issue not addressed in \([10,39]\). Variable past corresponds to the communication-event trace of \([39]\). Here, however, the compound trace can be explicitly used in formal reasoning. Projections of the trace onto individual channels are allowed as well.
Every process predicate $P$ is required to satisfy

1. $(\forall past, present, msg:\ P \land msg \in present \Rightarrow \exists \text{newpresent}: P[past \cdot msg/past][\text{newpresent}/\text{present}])^6$, and

2. $(\forall past, present, msg:\ P[past \cdot msg/past] \Rightarrow \exists \text{oldpresent}: P[\text{oldpresent}/\text{present}] \land msg \in \text{oldpresent})$.

Item 1 asserts that $P$ is always satisfied when $past$ is extended by a message in $present$. Item 2 asserts that a nonempty $past$ can be shortened by removing its final message, i.e. predicate $P$ is prefix-closed with respect to sequence variable $past$. Since a given process $P$ can be described by many predicates satisfying the above criteria (for example, all processes can be described by the predicate $true$), $P$ must be given an explicit definition: a strongest describing predicate, equivalent to the conjunction of all possible descriptions of $P$.

Several rules are provided for constructing compound processes from simpler ones. (These rules correspond closely to the language constructs of CSP as defined in [10,20,22].) In particular, a network is considered to be the compound process that concurrently executes some given set of processes. The given processes are assumed to have disjoint channel names; when concurrent composition takes place, channels are renamed to establish communication links. The formula for composing two processes $P_1$ and $P_2$ into a network $N$, linking channels $c_1$ and $c_2$ into a shared channel $c$, is

\[
N \equiv P_1 \land P_2 \land \\
\text{present}(c) = \text{present}(c_1) \cap \text{present}(c_2) \land \\
past(c) = \text{past}(c_1) = \text{past}(c_2),
\]

$^6$Recall, from Section 1.4.2, the meaning of this notation: $X[a/b]$ denotes entity $X$ with all occurrences of identifier $b$ replaced by item $a$. 
where \( \text{present}(x) \) and \( \text{past}(x) \) denote the restriction of \( \text{present} \) and \( \text{past} \) to communication events on channel \( x \). This rule can be generalized (or used iteratively) for any number of concurrent processes and shared channels.

Although this system is compositional, deducing network specifications can be considerably more complicated than in [10] and [39]. The complexity results from allowing explicit reasoning over a single trace of all communication events. However, it is exactly this reasoning power that renders the logic relatively complete. These and related issues are discussed further in Section 1.5.

### 1.4.5 Nguyen's Model and Temporal Proof System for Networks of Processes

In [42], Nguyen et. al. define a relatively complete trace-based proof system based on temporal logic [37,47]. (Temporal logic is not defined here; a detailed description is given in Chapter 6.) The model of network computation is based on observations and behaviors. An observation on a set \( C \) of channels is defined as a quadruple \( (t, \text{In}, \text{Out}, \text{Rd}) \) where

- \( t \) is a single trace of all communication events on the channels in \( C \);
- \( \text{In} \) is the subset of \( C \) corresponding to the channels that are ready to be read from;
- \( \text{Out} \) is the subset of \( C \) corresponding to the channels that are ready to be written to;
- \( \text{Rd} \) is a function from the channels in \( C \) to natural numbers, indicating the number of messages read from each channel.

A behavior is defined as an infinite sequence of observations. Behaviors correspond to the interleaved traces of Misra/Chandy [39] and to the \text{past} and \text{present} variables of Hehner/Hoare [17].
In this formalism, a process or network is specified by an assertion of temporal logic in which the free variables are channel names. As in [39], a channel name in a specification refers to the projection of an interleaved trace onto that channel. Specifications refer to the behavior sequence of the specified process or network only through function variables \( \text{In}, \text{Out}, \text{and Rd} \). (Note that references to trace \( t \) are not allowed.) Because temporal logic is designed for reasoning over sequences, the behavior sequence is implicitly present in the semantics of the language. A specification \( S \) is satisfied by a process or network \( N \), denoted by \( \langle N \rangle S \), if every possible computation of \( N \), up to any point in time, is modeled by a behavior satisfying \( S \).

Several axioms for behaviors are given. These are assertions satisfied by every behavior of every process or network. The axioms can be used as reasoning tools and to strengthen given specifications. We provide informal descriptions of the axioms here;\(^7\) in [42] they are formally defined as assertions of temporal logic.

1. The initial trace is empty.

2. At all points in time, the next trace extends the current trace by at most one element.

3. At all points in time, the event that extends a trace occurs after all existing events in that trace.

4. The ordering among the elements of a trace is preserved as the trace is extended.

As in [17,39], specifications for primitive processes are assumed to be given. Three inference rules are provided: a rule for channel renaming (used for verification of parameterized and hierarchical networks), a simple consequence rule:

\(^7\)Axioms irrelevant to this discussion have been omitted.
\( \langle N \rangle R, R \Rightarrow S \)
\( \langle N \rangle S \)

and a network composition rule identical to that in [10]: the specification for a network is the conjunction of specifications for its component processes.

1.4.6 Milner's Calculus of Communicating Systems

Milner's *Calculus of Communicating Systems (CCS)* [38] is intended for use as a formal model for describing and reasoning about concurrent systems, rather than as a practical proof system. We include a brief description of CCS here, however, due to its importance as a breakthrough in the mathematical modeling of concurrency [22] and because it is commonly used as a reasoning tool in theoretical work on concurrent systems. A network in CCS is defined as a single process executing some number of subordinate processes in parallel (as in Hehner/Hoare [17]). Therefore, throughout this discussion, references to processes indicate simple sequential processes as well as concurrent networks.

In CCS, a syntax of expressions is inductively defined and used to denote processes; the notation is close to that of [8,17,20,22]. A set of equational laws for these expressions is then given; the laws form the basis of a formal system for proving equivalence of process behavior. An important contribution of CCS is that three distinct types of equivalence are formalized: *strong equivalence*, *observational equivalence*, and *observational congruence*. (We do not define these here.) The ability to reason over different types of behavioral equivalence permits CCS to formalize a variety of models of concurrent computation.

Milner also defines *synchronization trees*, which are used to illustrate the computational behavior of processes described by CCS expressions. Inductive operations on synchronization trees are defined, corresponding to the inductive definition of process expressions. (For example, a compositional operation to
combine process trees into a tree describing concurrent behavior corresponds to
the syntax for concurrent composition of process expressions.) Synchronization
trees can be used for proving properties of process behavior, but, in general,
exhaustive case analysis is required for this.

1.5 Expressiveness and Completeness

We have described several trace-based formalisms and proof systems for networks
of processes. The proof systems of Hoare [10,22] and Misra/Chandy [39] are
simple and easily applicable. Unfortunately, they are also incomplete.

Any logic involving explicit reasoning over every possible interleaving of com-
munication events is relatively complete, and this is the approach taken by
Hehner/Hoare [17] and Milner [38]. Naturally, the difficulty with such systems is
the exponential number of possible computations—verifying the specification of
any but very simple networks can be a formidable task. In both [17] and [38], the
authors suggest that their formalisms are more appropriate as theoretical models
than as a practical proof systems.

An improvement is made in the relatively complete proof system of Nguyen
et. al. [42]: temporal logic is used for implicit reasoning over communication event
interleavings. Although the proof system, as presented, appears quite simple,
verifying network specifications often requires the verification of temporal logic
formulas. Proving the correctness of temporal logic formulas can be a complex
task. Numerous axioms and inference rules are needed and proofs are generally
long [34]. This formalism, therefore, is considerably more complicated than the
similar but incomplete trace-based systems of [10,22,39].

The issue thus arises as to the exact complexity required of a relatively com-
plete trace logic. Determining the components of a trace-based network proof
system that are necessary and sufficient for relative completeness, and exploring the expressiveness required of a logic to encode these components, comprises the remaining chapters of this thesis.
Chapter 2

A Model for Networks of Processes

To investigate properties of network proof systems it is first necessary to define exactly our notion of a network and to provide a suitable abstraction, or model, of network behavior.

2.1 Process Networks

We consider networks of processes that communicate and synchronize solely by message passing. Processes and communication channels are uniquely named. Each channel is either internal or external with respect to a network. An internal channel connects two processes of the network; an external channel is connected to only one. Channels are unidirectional, and communication along them is synchronous, so both processes incident to an internal channel must be prepared to communicate before a value is actually transmitted. External channels permit communication with the environment of the network; input or output on an external channel can occur whenever the process is ready. Without loss of generality, we assume:
Figure 2.1: A network of processes

- Message transmission occurs instantaneously.

- Two message transmissions cannot occur simultaneously. Thus, there is a total order on the communication events of a given computation.

- There is a fixed domain of values that can be transmitted on communication channels. Processes send and receive values in this domain only. The domain can be finite or infinite.

In Section 2.3 we show how our model can be modified to accommodate networks based on asynchronous rather than synchronous communication. In Section 2.4 we discuss hierarchically structured networks.

Processes are generally named as $P, P_1, P_2, P_3, \ldots$; communication channels are named as $c, d, e, \ldots$ or $c_1, c_2, c_3, \ldots$. A network made up of processes $P_1, P_2, \ldots, P_n$ is denoted by $P_1 \parallel P_2 \parallel \cdots \parallel P_n$, which indicates the concurrent execution of the component processes. Figure 2.1 illustrates a network of three processes and six communication channels.
2.2 A Model of Computation

To reason about the behavior of process networks we introduce a formal model of computation. Our model is based on the computation tree. Every process or network is represented by one computation tree. The structure of the tree describes exactly the potential execution sequences of the process or network. Vertices represent the state of the computation—the sequences of values that have been transmitted on the communication channels so far—while edges represent a single step of execution.

If $c$ is a communication channel, then the channel trace of $c$ is the sequence $(c.0, c.1, \ldots, c.k)$ of values that have been transmitted on $c$, with $c.0$ the first, $c.1$ the second, etc. Each vertex of a computation tree, called a trace-set, is a set of communication channel traces. In all computation trees:

- The root of the tree is the trace-set in which all channel traces are empty, corresponding to the initial state of a computation.

- The children of a trace-set $TS$ within the computation tree are exactly those trace-sets that extend one channel trace of $TS$ by one element, where the extension corresponds to a communication event that can be performed by the represented process or network when in a state corresponding to trace-set $TS$.

Since we are interested in reasoning about network behavior, internal computations of a process are irrelevant except as they affect the values sent and received. Thus, our computation trees do not include such changes of process state. We allow trees to be of finite or infinite depth, corresponding to finite or infinite computations. The domain of communicable values corresponds to the breadth of a tree; it too can be finite or infinite. (There is some similarity here with the synchronization tree of CCS [38].)
2.2.1 Computation Trees for Processes

Let $P$ be a process with incident incoming and outgoing channels $c_1, c_2, \ldots, c_k$. The behavior of $P$ is modeled by a computation tree in which all trace-sets contain traces of $c_1, c_2, \ldots, c_k$ (and no other traces). As an example, consider the network of Figure 2.2. Process $MERGE$ repeatedly and nondeterministically reads a value from either $c$ or $d$ and then writes it on $e$. Process $BUFFER$ simply copies values from $e$ to $d$, with an arbitrary amount of internal buffering. Let the data domain for the network be $\{a\}$. The initial portions of the infinite computation trees for $MERGE$ and $BUFFER$ are shown in Figures 2.3 and 2.4.

2.2.2 Computation Trees for Networks

The computation tree for a network is defined in terms of the computation trees for the network's component processes.¹ First, we define compatibility of trace-sets—the criteria for determining when a group of trace-sets from process computation trees can coexist and hence can be combined into a single trace-set of a network computation tree. Let $TS_1, TS_2, \ldots, TS_n$ be trace-sets, one each from

¹We could alternatively—and equivalently—have chosen to define network trees independently of the component process trees, but the constructive definition given here is both illustrative of the model and useful in subsequent proofs.
Figure 2.3: Computation tree for process MERGE

Figure 2.4: Computation tree for process BUFFER
the computation trees for processes $P_1, P_2, \ldots, P_n$ of a network. This group of trace-sets is compatible if and only if, for all channels $c$ such that a trace of $c$ appears in both $TS_i$ and $TS_j$, the trace of $c$ in $TS_i$ is identical to the trace of $c$ in $TS_j$. Thus, trace-sets are compatible when the exact same transmissions have occurred on any channels they have in common.\footnote{In [50], Soundararajan defines a similar notion of compatibility in the context of a proof system.} When an appropriate set of trace-sets is identified (the identification procedure is described shortly), they are merged into a single trace-set of the network tree being constructed. Merging compatible trace-sets consists simply of forming their union.

Let $T_1, T_2, \ldots, T_n$ be the computation trees for processes $P_1, P_2, \ldots, P_n$, respectively, and let $N = P_1 \parallel P_2 \parallel \cdots \parallel P_n$ be the network composed of these processes. The tree $T$ for network $N$ is defined by the following construction:

\[ \text{Combine}(T_1, T_2, \ldots, T_n) = \]

the root of $T$ is the result of merging the roots of $T_1, T_2, \ldots, T_n$;

for each $T_i, 1 \leq i \leq n$:

- let $G_i$ be the group of trace-sets consisting of the root of $T_i$ and all the root's children;
- consider every possible group of trace-sets, $G$, where $G$ is constructed by choosing one trace-set from each $G_i$. $G$ is usable if:

1. the trace sets in $G$ are compatible, and
2. merging the trace-sets in $G$ results in a new trace-set that extends exactly one trace of $T$'s root by exactly one element;

for each usable $G$:

- add a child to the root of $T$, letting this trace-set be the root of the tree defined by $\text{Combine}($set of subtrees whose roots are the trace-sets in $G$).
into a single network-tree trace-set, followed by the identification of all possible trace-sets the network can achieve in some "next step". The recursive definition then results in the complete network tree, even if some or all of the process trees are infinite. (The resulting network tree need not also be infinite.) Figure 2.5 shows the initial part of the network tree for $MERGE || BUFFER$, obtained by combining the process trees pictured in Figures 2.3 and 2.4.

2.2.3 Paths and Computations

We now define the correspondence between the computation-tree model and actual network computation. Define a path in a computation tree to be any se-
quence of trace-sets beginning with the root and descending through the tree until a trace-set with no children is reached. (If no terminal trace-set is reached then the path is an infinite sequence.) A path corresponds to a computation of the process or network being modeled by the computation tree. For any process or network \(PN\), define \(\text{Comps}(PN)\) to be the set of all paths in the computation tree for \(PN\). \(\text{Comps}(PN)\) represents all possible computations of process or network \(PN\).

Since computation-tree paths are sequences of trace-sets, paths can be indexed in the same way as channel traces: if \(\rho\) is a path in a computation tree, then \(\rho = \langle \rho.0, \rho.1, \rho.2, \ldots \rangle\). Note that, unlike channel traces, these sequences can be of finite or infinite length.

The following definitions and theorems regarding the computation-tree model will be useful in obtaining subsequent results involving network proof systems.

**Definition 2.2.1** Let \(TS\) be a trace-set in the computation tree for a network \(N\) and \(P\) a process of \(N\). \(\text{ProjectTraceSet}(TS, P)\) is the trace-set consisting of the traces in \(TS\) that are traces of channels incident to process \(P\).

**Theorem 2.2.2** For any network \(N\), process \(P\) of \(N\), and trace-set \(TS\) in the computation tree for \(N\), \(\text{ProjectTraceSet}(TS, P)\) is a trace-set in the computation tree for \(P\).

**Proof:** Any trace-set in the computation tree for \(N\) can be obtained by merging trace-sets from the trees for \(N\)'s component processes (by the method of constructing network trees from component process trees). Let \(TS_P\) be the trace-set from \(P\)'s computation tree that can be used to form \(TS\). By definition, \(TS_P = \text{ProjectTraceSet}(TS, P)\), and \(TS_P\) is a trace-set in the computation tree for \(P\). \(\square\)

**Definition 2.2.3** Let \(\rho\) be a path in the computation tree for a network \(N\) and \(P\) a process of \(N\). \(\text{ProjectPath}(\rho, P)\) is the sequence of trace-sets obtained by
1. replacing each trace-set $TS$ in $\rho$ with $\text{ProjectTraceSet}(TS, P)$, then

2. eliminating each trace-set that duplicates its immediate predecessor in the resulting sequence.

**Theorem 2.2.4** For any network $N$, process $P$ of $N$, and path $\rho$ in the computation tree for $N$, $\text{ProjectPath}(\rho, P)$ is a path in the computation tree for $P$.

**Proof:** It suffices to show that for each $i$, $0 \leq i < |\rho|$,$^3$

$$\text{ProjectPath}(\langle \rho.0, \rho.1, \ldots, \rho.i \rangle, P)$$

is a prefix of a path in the computation tree for $P$. The proof proceeds by induction on $i$.

**Base Case:** $i = 0$. $\text{ProjectPath}(\langle \rho.0 \rangle, P)$ contains a single trace-set—the trace-set in which all traces are empty. This is also the first trace-set of any path in the computation tree for $P$.

**Induction:** $i = n$, $0 < n < |\rho|$. We must show that

$$\text{ProjectPath}(\langle \rho.0, \rho.1, \ldots, \rho.n \rangle, P)$$

is a prefix of a path in the computation tree for $P$. By the induction hypothesis,

$$\text{ProjectPath}(\langle \rho.0, \rho.1, \ldots, \rho.(n-1) \rangle, P)$$

is a prefix of such a path. If

$$\text{ProjectTraceSet}(\rho.n, P) = \text{ProjectTraceSet}(\rho.(n-1), P)$$

then, by the elimination of trace-sets that duplicate their predecessors,

$$\text{ProjectPath}(\langle \rho.0, \rho.1, \ldots, \rho.n \rangle, P) =$$

$$\text{ProjectPath}(\langle \rho.0, \rho.1, \ldots, \rho.(n-1) \rangle, P),$$

$^3|\rho|$ denotes the length of sequence $\rho$. If $\rho$ is infinite then $|\rho| = \omega$.  

and we are done. Suppose that

\[\text{ProjectTraceSet}(\rho.n, P) \neq \text{ProjectTraceSet}(\rho.(n-1), P)\].

Then

\[\text{ProjectPath}((\rho.0, \rho.1, \ldots, \rho.n), P) = \text{ProjectPath}((\rho.0, \rho.1, \ldots, \rho.(n-1)), P) \cdot (\text{ProjectTraceSet}(\rho.n, P))\],

where \(\cdot\) denotes sequence catenation. By the method of constructing network trees from component process trees, \text{ProjectTraceSet}(\rho.n, P)\ is a child of \text{ProjectTraceSet}(\rho.(n-1), P)\ in the computation tree for process \(P\). By this fact and the induction hypothesis,

\[\text{ProjectPath}((\rho.0, \rho.1, \ldots, \rho.n), P)\]

is a prefix of a path in the computation tree for \(P\). \((\text{End Induction})\)

Therefore, given any finite or infinite path \(\rho\) in the computation tree for \(N\), \text{ProjectPath}(\rho, P)\ is a path in the computation tree for \(P\). \(\otimes\)

Informally, Theorem 2.2.4 tells us that \text{ProjectPath}(\rho, P)\ extracts from a path representing a computation of a network the trace-set sequence that shows how a single process \(P\) behaves during this computation.

### 2.3 Modification for Asynchronous Networks

If an output channel is asynchronous, a process may send a value along it at any time. The values are assumed to be held in a queue of arbitrary length, so a process wishing to receive input either reads a value that has been sent but not received (the item at the head of the queue) or, if the queue is empty, waits until a value has been sent. We no longer assume that message transmission occurs instantaneously. The assumption that there is a total order on communication
events remains, but sending and receiving a given message is considered to be two distinct events. Only a few modifications to the computation-tree model are necessary in order to provide a representation of asynchronous network behavior.

With synchronous communication it is not necessary to distinguish between input channel traces and output channel traces, since the traces are always identical. In the asynchronous case, however, the sequence of values sent along a channel $c$ is not necessarily the same as the sequence of values received on $c$. We know only that the input trace of $c$ is a prefix of the output trace of $c$. Thus, we need a new notation that will allow us to represent separately the input and output traces of a given channel; we adopt the convention used by Milner in [38]. Let $d$ be an input channel for some process. The channel trace of $d$, i.e. $(d.0, d.1, ..., d.k)$, denotes the sequence of values that have actually been read from channel $d$. To denote the values sent on an output channel $e$ (say), we write $(e.0, e.1, ..., e.k)$, and refer to this as the channel trace of $e$.

The computation tree for an asynchronous network has the same basic structure as that for a synchronous network, bearing in mind that for all channels $c$, $c$ and $\bar{c}$ are distinct traces. Therefore, every internal channel $f$ (say) in an asynchronous network $N$ is represented by two separate sequences in the trace-sets of the computation tree for $N$—one trace $\bar{f}$ of the values sent, and one trace $f$ of those received. If $g$ (say) is an external channel of $N$, then the trace of $g$ is represented by only one of $g$ or $\bar{g}$, depending on whether the channel performs input or output with respect to the network.

Only one modification to the method for network computation tree construction needs to be made to accommodate this change; the basic algorithm is identical. Note that any two trace-sets from different process computation trees will have no channel-trace names in common, since any shared channel must be an output channel of one process and an input channel of the other. So, in this case, the merging of trace-sets is guaranteed to be a disjoint set union. However, a
set of states is compatible if and only if, in the union of the states, every pair of traces $c$ and $\bar{c}$ are such that $c$ is a prefix of $\bar{c}$, i.e. some initial subset of the values sent have been received, and in the same order. As an example, suppose the communication in network $\text{MERGE} || \text{BUFFER}$ of Figure 2.5 is asynchronous. The initial part of the computation tree for this network is then as pictured in Figure 2.6.

Our model of network behavior can be generalized further to networks in which some channels support asynchronous communication while other channels are synchronous. Without conflict, we can use both $c$ and $\bar{c}$ for the traces of an asynchronous channel $c$, while using only $d$ for the trace of a synchronous channel $d$ in the same network.

Definitions and Theorems 2.2.1 through 2.2.4 are valid for computation trees modeling asynchronous as well as synchronous communication, since the tree
properties they rely on remain unchanged. For our purposes, asynchronous communication serves only to complicate the notation; the fundamental model of computation and subsequent results are independent of the synchrony or asynchrony of message transmission. Therefore, in general, we consider only synchronous communication, although in Chapter 3 we show how our proof system can be extended to accommodate asynchronous networks.

2.4 Hierarchical Networks

Thus far, we have made a clear distinction between a process and a network. This distinction, however, is just one of convenience and simplification—a process can itself be implemented as a subnetwork, its component processes can be sub-subnetworks, etc., as in [25,39,42]. In fact, a process can be viewed simply as any abstract object that sends and receives values on a set of external input and output channels. Our computation-tree model adapts easily to such a hierarchical approach.

Let \( N \) be a network with internal channels \( c^i_1, c^i_2, \ldots, c^i_k \) and external channels \( c^e_1, c^e_2, \ldots, c^e_l \). Each trace-set in the computation tree for \( N \) contains traces of channels \( c^i_1, c^i_2, \ldots, c^i_k \) and \( c^e_1, c^e_2, \ldots, c^e_l \). Let the external computation tree of \( N \) be the computation tree for \( N \) with all traces of internal channels \( c^i_1, c^i_2, \ldots, c^i_k \) removed from all trace-sets in the tree. The external computation tree of a network models only the behavior of the network's external channels, and thus is equivalent to the computation tree for a process. The behavior of the internal channels is hidden, similarly to the hiding of internal process state changes as discussed in Section 2.2.

Suppose we would like to use a network \( PN \) as the implementation of a process in some larger network \( N \). The computation tree for \( PN \) is constructed in the usual fashion from the trees for \( PN \)'s component processes. Now consider
constructing the computation tree for $N$. We are interested only in the external channels of network $PN$, which may act as either internal or external channels with respect to network $N$. Thus, we use the external computation tree of $PN$ in the construction of the tree for $N$. This approach clearly generalizes to arbitrarily many levels of nested networks, as long as there exist some base processes—and hence base computation trees—with which to begin the construction.

As with asynchronous communication, allowing hierarchically-built networks has no impact on our fundamental results. Therefore, in general, we assume a simple two-level structure of networks and processes.
Chapter 3

Simple Trace Logic

Our formalism for specifying and verifying the behavior of process networks is called Simple Trace Logic (STL). It concisely captures the essence of most trace-based network proof systems. We first describe the syntax of STL and then use the computation-tree model of Chapter 2 to define a semantics. The axioms and inference rules are given, followed by a proof of their soundness. Completeness of trace-based systems is discussed, and we show that STL and other similar proof systems are inherently incomplete.

3.1 Specification Language

Suppose, without loss of generality, that all networks under consideration transmit values from a given finite or infinite data domain $V$. Consider formulas of first-order predicate logic [13,16,49,52] in which all variables are of one of the following three types:

1. elements of data domain $V$,

2. finite sequences of elements of $V$,

3. nonnegative integers.
Variables of type 2 correspond to channel traces, variables of type 1 to elements of channel traces, and variables of type 3 to lengths of channel traces. Let a first-order trace formula be a formula of predicate logic—with variables only of the types above—in which all free variables are of type 2, i.e. free variables denote only channel traces.

Suppose \( P \) is a process with incident channels \( c_1, c_2, \ldots, c_k \). A specification for \( P \) is a first-order trace formula in which the set of free variables is a subset of \( \{c_1, c_2, \ldots, c_k\} \). (In a trace formula, variable \( c \) denotes the trace of channel \( c \).) We say that a specification \( S \) is valid for process \( P \) if, at every point during any computation of \( P \), the traces of the values transmitted on channels \( c_1, c_2, \ldots, c_k \) satisfy \( S \).\(^1\) As an example, consider process \( P \) pictured in Figure 3.1. Suppose \( P \) repeatedly reads an integer from \( c \) and writes its successor to \( d \). A valid specification for process \( P \) is then

\[
(|c| - 1 \leq |d| \leq |c|) \land (\forall x: 0 \leq x < |d|; d.x = c.x + 1).
\]

If \( N \) is a network with (internal and external) channels \( c_1, c_2, \ldots, c_k \), then \( N \) is similarly specified by a first-order trace formula in which the set of free variables is a subset of \( \{c_1, c_2, \ldots, c_k\} \). For a process or network \( PN \) and a specification \( S \), \( PN \text{ sat } S \) is the formula of STL used to denote the fact that \( S \) is a valid specification for \( PN \). Rigorous definitions for the syntax and semantics of STL follow.

\(^1\)This notion of validity is formalized in Section 3.1.2.
3.1.1 Syntax

Let data domain \( V = \{v_1, v_2, v_3, \ldots \} \), so \( v_j \) is a constant denoting the corresponding element of \( V \). Let \( \text{Fns} = \{F_1, F_2, F_3, \ldots \} \) denote a set of functions on elements of \( V \). A given function \( F_j \) takes \( n \) (say) values from \( V \) as arguments, \( n \geq 0 \), and returns a single value from \( V \) as the result.\(^2\) Let \( \text{Prds} = \{G_1, G_2, G_3, \ldots \} \) denote a set of predicates on elements of \( V \). A given predicate \( G_j \) takes \( n \) (say) values from \( V \) as arguments, \( n \geq 0 \), and returns either \texttt{true} or \texttt{false} as the result. This kind of structure, consisting of a domain, constants, functions, and predicates, is a typical basis for building a first-order language \([13,49,52]\).

In addition, let \( \text{Fns}^N = \{F_1^N, F_2^N, F_3^N, \ldots \} \) and \( \text{Prds}^N = \{G_1^N, G_2^N, G_3^N, \ldots \} \) denote functions and predicates on the integers (respectively), such as \(+, -, =, \neq\). The length of a sequence \( c \) is denoted by \(|c|\); this special function takes a sequence as an argument and returns an integer as the result. The indexing operation \( c.i \)—for a sequence \( c \) and nonnegative integer \( i \)—is also a special function; it takes a sequence and an integer as arguments and returns a value from \( V \) as the result. (When \( i \geq |c|, c.i \) is undefined.) For simplicity, and without loss of generality, we do not consider these special functions as separate cases.

Table 3.1 gives an inductive definition of the full syntax of STL; Table 3.2 lists some syntactic abbreviations.

3.1.2 Semantics

A semantics for the language of STL is given by providing a formal definition for validity of first-order trace formulas with respect to process and network behavior. To do this, a model of computation is needed; we use the computation-tree model presented in Chapter 2.

\(^2\)\( n \) is called the \textit{arity} of the function; a 0-ary function is simply a constant.
| Table 3.1: Syntax of STL |

<table>
<thead>
<tr>
<th>STL-Formula</th>
<th>::=</th>
<th>PN \sat S</th>
<th>PN a process or network; S a Trace-Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>f</td>
<td>f a Trace-Formula</td>
</tr>
<tr>
<td>Trace-Formula</td>
<td>::=</td>
<td>G(t_1, \ldots, t_n)</td>
<td>G \in Prds or G \in Prds^N; t_1, \ldots, t_n Trace-Terms of the appropriate type</td>
</tr>
<tr>
<td></td>
<td></td>
<td>f_1 \lor f_2</td>
<td>f_1 and f_2 Trace-Formulas</td>
</tr>
<tr>
<td></td>
<td></td>
<td>\neg f</td>
<td>f a Trace-Formula</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(\exists x: f)</td>
<td>f a Trace-Formula; x a variable ranging over V or over nonnegative integers (i.e. not over channel names)³</td>
</tr>
</tbody>
</table>

Trace-Term ::= k k a constant: a \nu or an integer |
|             | | x               | x a variable |
|             | | F(t_1, \ldots, t_n) | F \in Fns or F \in Fns^N; t_1, \ldots, t_n Trace-Terms of the appropriate type |
Table 3.2: Syntactic Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1 \land f_2$</td>
<td>$\neg(\neg f_1 \lor \neg f_2)$</td>
</tr>
<tr>
<td>$f_1 \Rightarrow f_2$</td>
<td>$\neg f_1 \lor f_2$</td>
</tr>
<tr>
<td>$(\forall x: f)$</td>
<td>$\neg(\exists x: \neg f)$</td>
</tr>
<tr>
<td>$c_1 \preceq c_2$</td>
<td>$(</td>
</tr>
</tbody>
</table>

$f_1$ and $f_2$ Trace-Formulas

$f$ a Trace-Formula;

$x$ a variable ranging over $V$ or over nonnegative integers

c$1$ and $c_2$ trace variables

c$1$ and $c_2$ trace variables

Definition 3.1.1 Let $TS$ be a trace-set and $t$ a term of first-order trace logic (as defined in Table 3.1) in which the only variables in $t$ are channel-trace variables corresponding to a subset of the channel traces in $TS$. The value of term $t$ in trace-set $TS$, denoted by $t|_{TS}$, is defined inductively as follows:

1. $k|_{TS} = k$, for a constant $k$;

2. $c|_{TS} =$ the trace of $c$ in $TS$, for a channel-trace variable $c$;

3. $F(t_1, \ldots, t_n)|_{TS} = F(t_1|_{TS}, \ldots, t_n|_{TS})$, for a function $F \in Fns$ or $F \in Fns^\forall$, and trace-terms $t_1, \ldots, t_n$ of the appropriate type.

Definition 3.1.2 Let $TS$ be a trace-set and $f$ a formula of first-order trace logic in which the only free variables of $f$ are channel-trace variables corresponding to a subset of the channel traces in $TS$. $TS \models f$, read as $TS$ satisfies $S$, is defined inductively as follows:

3 In general, proof systems in which specifications may include quantification over channel names are not compositional [42].
1. $TS \models G(t_1, \ldots, t_n)$ iff $G(t_1|TS, \ldots, t_n|TS)$, for a predicate $G \in Prds$ or $G \in Prds^N$, and trace-terms $t_1, \ldots, t_n$ of the appropriate type;

2. $TS \models f_1 \lor f_2$ iff $TS \models f_1$ or $TS \models f_2$, for trace-formulas $f_1$ and $f_2$;

3. $TS \models \neg f$ iff not $TS \models f$, for a trace-formula $f$;

4. $TS \models (\exists x: f)$ iff there exists a constant $k$ of the appropriate type such that $TS \models f[k/x]$, for a trace-formula $f$, where $f[k/x]$ denotes formula $f$, with all occurrences of variable $x$ replaced by constant $k$.

Since we are interested in sequences of trace-sets, for notational convenience we define an “always” operator, $\Box$:

**Definition 3.1.3** Let $\rho$ be a sequence of trace-sets and $f$ a formula of first-order trace logic in which the only free variables of $f$ are channel-trace variables corresponding to a subset of the channel traces in $\rho$. $\rho \models \Box f$ iff for all $i, 0 \leq i < |\rho|, \rho.i \models f$.\(^4\)

**Definition 3.1.4** Let $PN$ be a process or network and $S$ an STL specification for $PN$. (Hence $S$ is a formula of first-order trace logic.) $S$ is valid for $PN$ if and only if, for all computation-tree paths $\rho \in Comps(PN), \rho \models \Box S$.

Thus, a specification $S$ is valid for a process or network $PN$ if, given any behavior of $PN$ up to any point, the traces of values transmitted along $PN$'s channels satisfy $S$. When specification $S$ is valid for process or network $PN$, $PN \models S$ is a valid formula of STL.

\(^4\)This version of $\Box$ is consistent with the operator $\square$ (“henceforth”) in temporal logic, see e.g. [37,47]. The temporal logic operator is defined as $\rho \models \square f$ iff for all $i, 0 \leq i < |\rho|, \rho(i, \rho.(i+1), \ldots) \models f$, but when $f$ itself contains no temporal operators, then $((\rho.i, \rho.(i+1), \ldots) \models f) \equiv (\rho.i \models f)$. The use of temporal operators such as $\Box$ is discussed further in Chapters 4, 6, and 7.
Since STL is defined as an extension of first-order trace logic (see Table 3.1), the formulas of STL include formulas of trace logic as well as formulas $PN \mathsf{sat } S$. A trace formula $f$ is a valid formula of STL if it is a tautology; that is, if $TS \models f$ for all trace-sets $TS$. We are not concerned here with proof methods for trace formulas, since first-order trace logic is a version of predicate logic. (Proof systems for predicate logic are defined in, e.g., [13,16,49,52].) We assume the existence of a formalism for verifying valid trace-logic formulas; we describe axioms and inference rules for proving the correctness of formulas $PN \mathsf{sat } S$.

### 3.2 Axioms and Inference Rules

The axioms of STL consist of formulas $P \mathsf{sat } S$—one for each (primitive) process $P$ of interest—such that $S$ is a valid specification for $P$. A specification for a network is to be based solely on specifications for its primitive component processes; how these primitive specifications are obtained—or even how processes are programmed—is not our concern. This puts STL at a level of abstraction that hides all details except those relevant to the questions of correctness of network specifications (based on specifications for component processes) and completeness of the proof system.

Specifications for networks can be derived from specifications for their component processes by using the following inference rule:

**Definition 3.2.1 (Network Composition Rule)**

\[
\frac{P_1 \mathsf{sat } S_1, P_2 \mathsf{sat } S_2, \ldots, P_n \mathsf{sat } S_n}{P_1 \parallel P_2 \parallel \cdots \parallel P_n \mathsf{sat } \Lambda_i S_i}
\]

Conjoining specifications of processes using the Network Composition Rule results in “linking” any shared channels because in $\Lambda_i S_i$, all $c$’s (say) refer to the same channel trace.

In addition, we have the following inference rule:
Definition 3.2.2 (Consequence Rule)

\[
\frac{N \text{ sat } S_1, S_1 \Rightarrow S_2}{N \text{ sat } S_2}
\]

In Section 3.4 we describe how these two rules, or variants thereof, underlie all trace-based network proof systems.

3.3 Modifications for Asynchronous and Hierarchical Networks

In Chapter 2 we discussed networks that may include asynchronous communication channels, and we discussed hierarchically structured networks; in both cases we showed how our computation trees can be generalized to model such networks. Although in the remainder of the thesis we consider only synchronous non-hierarchical networks, in this section we show how STL could be modified to allow formal reasoning about asynchronous communication. We also show that STL can be used for hierarchical network specification and verification.

3.3.1 Asynchronous Networks

Let \( c \) be an asynchronous communication channel of some network \( N \). Recall (from Chapter 2) that \( \bar{c} \) denotes the sequence of values sent on channel \( c \), while \( c \) denotes the sequence of values read from \( c \).

Suppose \( P \) is a process with (asynchronous) input channels \( c_1, \ldots, c_k \), and (asynchronous) output channels \( c_l, \ldots, c_m \) (\( l > k \)). A specification \( S \) for \( P \) is a first-order trace formula in which the set of free variables is a subset of \( \{c_1, \ldots, c_k, \bar{c}_l, \ldots, \bar{c}_m\} \). Thus, in the specification for a process, there is a necessary syntactic distinction between input and output channels. A specification \( S \) is valid for
process $P$ if, at every point during any computation of $P$, the traces of values read on $c_1, \ldots, c_k$ and sent on $c_1, \ldots, c_m$ (denoted by $\bar{c}_1, \ldots, \bar{c}_m$) satisfy $S$.

Network Composition Rule 3.2.1 is then replaced by the following:

**Definition 3.3.1 (Asynchronous Network Composition Rule)**

\[
\frac{P_1 \text{ sat } S_1, P_2 \text{ sat } S_2, \ldots, P_n \text{ sat } S_n}{P_1 \parallel P_2 \parallel \cdots \parallel P_n \text{ sat } \bigwedge_i S_i \land \text{Prefix-Satisfaction}}
\]

where \( \text{Prefix-Satisfaction} \equiv \)

\[
(\forall c: c \text{ internal and asynchronous in } P_1 \parallel P_2 \parallel \cdots \parallel P_n; c \preceq \bar{c}).
\]

The specification for a network is still based solely on specifications for its component processes, so the system remains compositional. (Schlichting and Schneider describe an axiomatic network proof system that similarly relies on the prefix property of asynchronous communication [48].)

The remainder of STL is unaffected by synchrony or asynchrony of communication. Hence, the formalism generalizes quite easily to include asynchronous communication. The few changes are primarily syntactic and are of no consequence to general properties of the proof system; we subsequently consider only the synchronous version of STL.

### 3.3.2 Hierarchical Networks

Let $N1$ be a network with internal channels $c_1^i, c_2^i, \ldots, c_k^i$ and external channels $c_1^e, c_2^e, \ldots, c_l^e$. Suppose we would like to use $N1$ as the implementation of a process in some larger network $N2$. The external channels of $N1$ become internal or external channels of $N2$; the internal channels of $N1$ are invisible with respect to $N2$. $N1$'s specification is obtained from the specifications for its component processes using the network composition rule and contains as free variables some subset of \( \{c_1^i, c_2^i, \ldots, c_k^i, c_1^e, c_2^e, \ldots, c_l^e\} \). Consider, however, using the
specification for $N_1$ to obtain a specification for $N_2$. Only the behavior of $N_1$'s external channels actually affects the behavior of $N_2$.

Therefore, let a specification $S$ for $N_1$ be an external specification if the free variables of $S$ are a subset of \{$c'^1_1, c'^1_2, \ldots, c'^1_i$\}, the external channels of $N_1$. An external specification for $N_1$ can then be used in the network composition rule to obtain a specification for the larger network $N_2$. Furthermore, an external specification can be derived from any specification by using the consequence rule to eliminate all references to internal channels. Thus, to use a network $N$ as a process in some larger network, we

1. obtain a specification $S$ for $N$ from the specifications for $N$'s component processes,

2. modify this specification into an external specification $S_e$ by using the consequence rule, and finally

3. use network $N$ (and specification $S_e$) as if it were a primitive process.

The method clearly generalizes to arbitrarily many levels of network nesting, provided there exist some base processes—and hence axioms $P \text{ sat } S$—with which to begin.

This approach to hierarchical network construction is similar to “channel hiding” in [17,20,22,56], “abstraction” in [25,39,46], and “restriction” in [42].

3.4 Comparison with Other Trace Logics

STL captures the essential components of trace-based network proof systems. Specifications for processes and networks are first-order predicates over communication channel traces. Network specifications are obtained compositionally as conjunctions of specifications for the network’s component processes. A consequence rule is defined for verifying specifications that logically follow from spec-
ifications already proven to be correct. We describe how these features underlie the trace-based proof systems presented in Chapter 1.

In Hoare’s formalism and proof system for CSP [10,22], the specification language is identical to that of STL. Hoare provides rules to verify specifications for simple processes as well as for process networks. In STL, we assume that correct process specifications are given, so rules for verifying these specifications are not included. The network composition and consequence rules of [10,22] are identical to our Definitions 3.2.1 and 3.2.2. Therefore, STL is equivalent to the subset of Hoare’s system excluding the rules for verifying sequential processes.

STL is also a subset of Misra and Chandy’s proof system for networks of processes [39]. In [39], a specification for process or network $PN$ is denoted by $R \mid PN \mid S$, where $R$ and $S$ are assertions over traces of $PN$’s channels. Specification $R \mid PN \mid S$ asserts:

1. $S$ holds initially in $PN$, and

2. if $R$ holds after a total of $k$ messages have been transmitted on $PN$’s channels, then $S$ holds after $k + 1$ messages have been transmitted, for all $k \geq 0$.

STL formula $PN \; sat \; S$ is equivalent to Misra and Chandy’s $true \mid PN \mid S$. Thus, restricting the network composition and consequence rules of [39] to specifications of the form $true \mid PN \mid S$, we obtain:

$$
\begin{align*}
true \mid P_1 \mid S_1, \; true \mid P_2 \mid S_2, \ldots, \; true \mid P_n \mid S_n & \quad true \mid N \mid S_1, \; S_1 \Rightarrow S_2 \\
true \mid (P_1 \parallel \cdots \parallel P_n) \mid (\Lambda_i S_i) & \quad true \mid N \mid S_2
\end{align*}
$$

These rules are equivalent to STL Definitions 3.2.1 and 3.2.2.

Hehner and Hoare’s model of communicating processes [17] is also based on assertions of first-order logic, but in this case a single trace variable $past$ is used, representing an interleaving of channel traces. (Variable $present$ also
appears in assertions and is used for reasoning about liveness, an issue not addressed in STL.) Processes are directly defined as predicates, and the formula for composing process predicates $P_1, P_2, \ldots P_n$ into a network predicate includes conjunct $\bigwedge_i P_i$. (Additional conjuncts are necessary for channel renaming and linking, as described in Section 1.4.4.)

Hehner and Hoare require that processes and networks are given explicit definitions—strongest describing predicates. Therefore, STL formula $N \text{ sat } S$ is equivalent, in the notation of [17], to $(\forall \text{ past, present: } N_e \Rightarrow S)$, where $N_e$ is an explicit definition of network $N$. Predicate logic is used to prove the following consequence theorem:

If $S_1 \Rightarrow S_2$, then for any network $N$ with explicit definition $N_e$,

$$(\forall \text{ past, present: } N_e \Rightarrow S_1) \Rightarrow (\forall \text{ past, present: } N_e \Rightarrow S_2).$$

This theorem directly corresponds to the STL consequence rule.

The network proof system defined by Nguyen et. al. in [42] is based on temporal logic. Process and network specifications are temporal formulas over channel-trace variables. Network composition and consequence rules identical to those in STL are defined, although temporal specifications are assumed. Since predicate logic is a subset of temporal logic [37], this proof system subsumes STL.

We conclude that the specification language of STL is equivalent to or weaker than languages used by other trace logics, and that network composition and consequence rules—as defined in Section 3.2—are the common denominator of trace-based network proof systems.

### 3.5 Soundness of STL

A proof system such as STL is only useful if it is *sound*; that is, if the syntactic rules of STL are used to prove $N \text{ sat } S$, then indeed specification $S$ is valid for network $N$. 
**Theorem 3.5.1 (Soundness of STL)** Let \( N \) be a network and \( S \) a specification such that \( N \text{ sat } S \) is provable using STL. Then \( S \) is valid for \( N \).

**Proof:** The axioms of STL consist of formulas \( P \text{ sat } S \), where \( S \) is a valid specification for process \( P \). Thus, proving this theorem consists only of showing that whenever the hypothesis of an STL inference rule is valid, so is the conclusion. We now show this for our two inference rules.

1. **Network Composition Rule**

\[
P_1 \text{ sat } S_1, \; P_2 \text{ sat } S_2, \ldots, \; P_n \text{ sat } S_n \\
\hline
P_1 \parallel P_2 \parallel \cdots \parallel P_n \text{ sat } \bigwedge_i S_i
\]

Assume each \( S_i \) is valid for \( P_i \), so for all \( \rho \in \text{Comps}(P_i) \), \( \rho \models \Box S_i \). We must show that for all \( \rho \in \text{Comps}(N) \), \( \rho \models \Box \bigwedge_i S_i \), where \( N = P_1 \parallel P_2 \parallel \cdots \parallel P_n \). Consider an arbitrary conjunct \( S_i \) and an arbitrary \( \rho \in \text{Comps}(N) \). Let \( \rho_i = \text{ProjectPath}(\rho, P_i) \). By Theorem 2.2.4 we know that \( \rho_i \) is a path in the computation tree for \( P_i \). Therefore, by assumption, \( \rho_i \models \Box S_i \). Then \( \rho \models \Box S_i \) as well, since the traces that were removed from \( \rho \) by \( \text{ProjectPath} \) cannot appear in \( S_i \). Since \( \rho \) is an arbitrary sequence in \( \text{Comps}(N) \), we know that for all \( \rho \in \text{Comps}(N) \), \( \rho \models \Box S_i \). The conjunct \( S_i \) was also chosen arbitrarily, so we conclude that for all \( \rho \in \text{Comps}(N) \), \( \rho \models \Box \bigwedge_i S_i \). Thus \( \bigwedge_i S_i \) is valid for \( N \).

2. **Consequence Rule**

\[
N \text{ sat } S_1, \; S_1 \Rightarrow S_2 \\
\hline
N \text{ sat } S_2
\]

Let \( S_1 \) be valid for \( N \), so for all \( \rho \in \text{Comps}(N) \), \( \rho \models \Box S_1 \). By \( S_1 \Rightarrow S_2 \) and predicate logic we conclude that for all \( \rho \in \text{Comps}(N) \), \( \rho \models \Box S_2 \). Therefore \( S_2 \) is also valid for \( N \). \( \Diamond \)

### 3.6 The Completeness Question

We would also like STL to be *complete*; that is, whenever some specification \( S \) is valid for a network \( N \), then \( N \text{ sat } S \) is provable using STL. In the next two
sections we discuss necessary modifications to the goal of completeness.

### 3.6.1 Precise Specifications

A specification for a network is derived using the network composition rule from specifications for its component processes. If these process specifications are valid, but too weak, then we may not be able to prove a given valid network specification. (For example, the specification `true` is valid for every process, but reveals very little about how a process actually behaves.) Thus, what we are really interested in is whether we can prove $N \mathbf{sat} S$ when the specifications given for the primitive processes comprising $N$ are as "strong" as possible.

**Definition 3.6.1 (Informal Definition of Preciseness)** A specification $S$ is *precise* for a process or network $PN$ if and only if

1. $S$ is valid for $PN$, and
2. any computation that satisfies $S$ is a possible computation of $PN$.

A precise specification for a process or network, then, exactly characterizes its possible computations. Similar notions of precise specifications are used in [25,42], as "explicit definitions" in [17], and as "strongest invariants" in [56].

We formalize preciseness using the computation-tree model.

**Definition 3.6.2** A sequence of trace-sets is *well-formed* if and only if

1. all channel traces in its initial trace-set are empty, and
2. each trace-set in the sequence, except the first, extends exactly one trace of the preceding set by exactly one element.

Thus, a sequence of trace-sets is well-formed if it could potentially appear as a path in the computation tree for some process or network.
Definition 3.6.3 (Formal Definition of Preciseness) A specification $S$ is precise for a process or network $PN$ if and only if

1. $S$ is valid for $PN$, and
2. any well-formed sequence of trace-sets satisfying $\Box S$ is in $Comps(PN)$.

(In part 2 of Definition 3.6.3 we tacitly assume that the trace-sets in the sequence do not include extraneous channel traces—i.e. that all traces are histories of channels actually appearing in $PN$.)

It turns out that the composition of precise specifications results in a network specification that is also precise.

Theorem 3.6.4 (Preciseness-Preservation) Let $S_i$ be a precise specification for $P_i$, $1 \leq i \leq n$, and let $N = P_1 \parallel P_2 \parallel \cdots \parallel P_n$. Then $\Lambda_i S_i$ is a precise specification for $N$.

Proof: We must show that $\Lambda_i S_i$ satisfies both parts of Definition 3.6.3.

1. $\Lambda_i S_i$ is valid for $N$:

Since the $S_i$ are precise specifications for their respective $P_i$, they are valid. We must then show that $\Lambda_i S_i$ is valid for $N$. This is exactly what was proven in part 1 of Theorem 3.5.1 (the soundness theorem).

2. If $\rho$ is any well-formed sequence of trace-sets such that $\rho \models \Box \Lambda_i S_i$, then $\rho \in Comps(N)$:

Let $\rho$ be any well-formed sequence of trace-sets such that $\rho \models \Box \Lambda_i S_i$. We must show that $\rho \in Comps(N)$. Let $\rho_i = ProjectPath(\rho, P_i)$, $1 \leq i \leq n$. By definition, $\rho_i \models \Box S_i$. Thus, by the preciseness of each of the $S_i$, $\rho_i \in Comps(P_i)$. Since $\rho_i$ is a path in the computation tree for $P_i$, $1 \leq i \leq n$, by the algorithm for network-tree construction (Section 2.2.2), $\rho_1, \rho_2, \ldots, \rho_n$ can be merged to form a path in the computation tree for $N$. This path is $\rho$, hence $\rho \in Comps(N)$. $\otimes$
For completeness, then, we are interested merely in the provability of \( N \mathsf{sat} S \) when \( S \) is valid and the specifications for the processes in \( N \) are precise.

### 3.6.2 Relative Completeness

STL specifications can involve elements of the data domain from which messages are drawn, sequences of such elements, and lengths of sequences. Since number theory itself is incomplete [49], a valid assertion involving sequence lengths might not be provable in any system. Furthermore, STL is based on the first-order predicate calculus [13,16,49,52] which, too, is incomplete [13,49]. When designing a programming logic, one actually aims for \textit{relative completeness} [11]: Assuming that one can prove any valid statement of predicate logic, number theory, and the data domain of the network being considered—i.e. adopting all such valid statements as axioms in one's logic—is the proof system complete?\(^5\) STL is not relatively complete, as we now show.

### 3.7 Incompleteness of STL

It has been suggested [7,26,41] that incompleteness of simple trace-based network proof systems is due to a weak network composition rule—that a conjunction of process specifications does not yield a specification that sufficiently describes network behavior. The preciseness-preservation theorem (Theorem 3.6.4), however,

\(^5\)Most proof systems make assumptions about both the provability of predicate logic statements and the expressiveness of the specification language involved. This is sometimes referred to as \textit{Cook completeness} [1,11]. We, too, have made an expressiveness assumption in our supposition that precise specifications for the component processes can be written in STL. Our language is certainly powerful enough to express precise specifications for a large class of primitive processes. (Related issues of expressiveness are discussed in Chapters 4–7.)
Figure 3.2: Modified Brock-Ackerman network

tells us that information cannot be lost through network composition. A specification obtained by forming the conjunction of process specifications that are as strong as possible results in a network specification that also is as strong as possible.

In this section, we provide several examples that illustrate the incompleteness of STL. The first example is based on a network introduced by Brock and Ackerman in [7] and discussed by Nguyen et. al. in [42]; it is included for its historical importance as one of the earliest examples of trace-logic incompleteness. The second example is a mathematically more elegant variant on the first, exhibiting a similar type of incompleteness. Both examples consist of multi-process networks. To illustrate that network composition is not an ingredient of incompleteness—and to set the stage for isolating the actual causes—we introduce two simple one-process networks, both having valid specifications that are not provable in STL.

3.7.1 Brock-Ackerman Example

The network pictured in Figure 3.2 is a simplification of an example in [7]. Process $P_1$ reads a value from channel $c$ or $d$ (the choice is nondeterministic), sends it on channel $e$, reads another value from $c$ or $d$, sends it on $e$, and stops. Process $P_2$
reads two values from $e$, then sends the first on $f$ and the second on $g$. Process PLUS simply reads one value $v$ (say) from $f$ and sends $v + 1$ on $d$. Let the data domain for this network be the natural numbers. Clearly if two 0’s are available on channel $c$, then only a 0 can be output on channel $g$ (not a 1). The value written on $g$ must be the second value that was read from $c$, since no input is available on $d$ until $P2$ has already read its two values. Thus we would like to prove

$$P1||P2||PLUS \text{ sat } g \preceq \langle c.1 \rangle.$$ \text{(3.1)}

Precise specifications for the three component processes are:

\begin{align*}
P1 \text{ sat } & (e \preceq \langle c.0, c.1 \rangle \lor e \preceq \langle c.0, d.0 \rangle \lor e \preceq \langle d.0, c.0 \rangle \lor e \preceq \langle d.0, d.1 \rangle) \land \\
& (|c| + |d| - 1 \leq |e| \leq |c| + |d| \leq 2), \\
P2 \text{ sat } & f \preceq \langle e.0 \rangle \land g \preceq \langle e.1 \rangle \land |e| \leq 2 \land (|e| < 2 \Rightarrow |f| = 0 \land |g| = 0), \\
PLUS \text{ sat } & d \preceq \langle f.0 + 1 \rangle \land |f| \leq 1.
\end{align*}

The specification obtained by applying the network composition and consequence rules allows one to conclude only that

$$P1||P2||PLUS \text{ sat } g \preceq \langle c.1 \rangle \lor g \preceq \langle c.0 + 1 \rangle,$$ \text{(3.2)}

indicating, e.g., that either a 0 or 1 may be written on channel $g$ if two 0’s are read on $c$. Valid specification (3.1) for this network is not provable using the axioms and inference rules of STL. The problem is that we are unable to prove that the second value read by $P2$ does not come from $d$ (via $P1$), even though

\begin{footnotesize}

\begin{itemize}
\item This specification should actually be written as 
\[(|c| < 2 \Rightarrow g = \langle \rangle) \land (|c| \geq 2 \Rightarrow g \preceq \langle c.1 \rangle),\]
\end{itemize}

since $c.1$ is undefined if $|c| < 2$. In this and subsequent specifications, however, we allow the simpler version by defining $c.z$ to be empty whenever $|c| < z + 1$, for any channel $c$ and index $z$.
\end{footnotesize}
no values can actually be transmitted along \( d \) until \( P2 \) has finished reading. A similar example with a somewhat more mathematical flavor follows.

### 3.7.2 Every-Other Example

Consider the network of Figure 3.3. Process \( EO \) iterates forever, each time non-deterministically reading a value from \( c \) or \( d \) and then writing the value on \( e \) only if it is the 2nd, 4th, 6th, etc. value read from that input channel. (That is, every other value read from each of \( c \) and \( d \) is written on \( e \).) Process \( I \) copies values from \( e \) to \( d \), with an arbitrary amount of internal buffering. (If message passing were asynchronous this process would be unnecessary.) Since we will be reasoning only about numbers of values sent—and not the values themselves—we let the data domain simply be \( \{a\} \). One can verify operationally that an invariant property of the network is \(|c| > 0 \Rightarrow |c| > |e|\), and this is what we would like to prove.\(^7\) Precise specifications for the processes are:

\[
EO \text{ sat } |\lfloor c/2 \rfloor + \lfloor d/2 \rfloor - 1 \leq |e| \leq |\lfloor c/2 \rfloor + \lfloor d/2 \rfloor|,
\]

\[
I \text{ sat } |d| \leq |e|.
\]

The conjunction of these two specifications is not enough to imply \(|c| > 0 \Rightarrow \]

\(^7\)This example is due to Abha Moitra and Prakash Panangaden.
Suppose that $|c| = 2$. Then when we simultaneously solve the inequalities in the process specifications we obtain several solutions, one of which is $|c| = |d| = |e| = 2$, which clearly does not satisfy $|c| > 0 \Rightarrow |c| > |e|$.

In this and the previous example, we cannot verify the accurate specification for a network because we are unable to rule out the possibility of a process reading a value from a channel when that value is available only as a result of its already being read. Although it seems as if such incompleteness is manifested only in networks with loops and nondeterministic processes, this is actually a special case of a more general problem: network behavior that relies on multiple communication events occurring at the exact same instant—which will never happen—cannot be ruled out using STL. Our next example, consisting of a single process, is a simple illustration of this.

### 3.7.3 Single Process Example #1

Consider the single-process network of Figure 3.4. As an informal description of process $P$ we are given four facts:

1. $P$ reads at most one value from channel $c$.
2. $P$ reads at most one value from channel $d$.
3. $P$ reads a value from $c$ before reading from $d$.
4. $P$ reads a value from $d$ before reading from $c$.

A formal specification is

$$P \text{ sat } S1: |c| \leq 1 \land |d| \leq 1 \land |d| \leq |c| \land |c| \leq |d|.$$  \hfill (3.3)
Let the data domain for this network be \{a\}. The following specification is valid for \( P \) and is equivalent to (3.3):

\[ P \text{ sat } S2: (c = \langle \rangle \land d = \langle \rangle) \lor (c = \langle a \rangle \land d = \langle a \rangle) \]  \hspace{1cm} (3.4)

\( P \) is always in one of two states: either no values have been read from \( c \) and \( d \) or one \( a \) has been read from each. However, \( P \) can reach a state in which \((c = \langle a \rangle \land d = \langle a \rangle)\) only if \( c.0 \) and \( d.0 \) are transmitted simultaneously. Since this cannot happen (by the assumptions of Section 2.1), \( P \) can never read a value from \( c \) or \( d \). Therefore, a third valid specification for \( P \) is

\[ P \text{ sat } S3: (c = \langle \rangle \land d = \langle \rangle). \]  \hspace{1cm} (3.5)

All three specifications are valid and, in fact, precise. Any computation satisfying \( S1 \), \( S2 \), or \( S3 \) is a computation of \( P \)—no values are ever read on \( c \) or \( d \). However (3.5) cannot be proved from precise specification \( S2 \) (say) of (3.4). Since there is only a single process, the network composition rule is irrelevant, and the only inference we can use is the consequence rule. But \( S2 \Rightarrow S3 \) does not hold. Hence (3.5) is unprovable, even though it is valid.

### 3.7.4 Single Process Example #2

Our last example illustrates a second property of network computation that cannot be reasoned about using STL: the trace of a channel \( c \) up to a given point in time is always a prefix of the trace of \( c \) up to any later point in time.

Consider a network with one process and one communication channel (see Figure 3.5). Suppose the network has \{a, b\} as its data domain. Let a precise specification for process \( P \) be

\[ P \text{ sat } S4: c = \langle \rangle \lor c = \langle a \rangle \lor c = \langle b, a \rangle. \]  \hspace{1cm} (3.6)

Since \( P \) can send only one value at a time on channel \( c \), \( c = \langle b, a \rangle \) can never be attained—it would be reachable only from \( c = \langle b \rangle \), which is prohibited by \( S4 \).
Therefore, (3.6) can be simplified to

\[ P \text{ sat } S5: c \preceq (a). \]  \hspace{1cm} (3.7)

However, \( S4 \) does not imply \( S5 \), and therefore (3.7) cannot be proved from precise specification (3.6).

3.8 Completeness and Incompleteness of Other Trace Logics

In Chapter 1, several existing trace-based proof systems, both complete and incomplete, are described. We show here that the simpler of these proof systems, like STL, are incomplete. As in STL, the logics do not permit reasoning about properties of network computation needed to verify valid specifications for the examples of Section 3.7. We also consider relatively complete trace-based proof systems, using them to describe proofs for our example networks.

The network composition and consequence rules in Hoare’s proof system for CSP [10,22] are identical to the inference rules of STL. Therefore, if we use the given precise specifications for our example networks, the same incompleteness problems arise. In Hoare’s system, however, rules are provided for specifying and verifying simple processes. Using these rules, any valid specification for a single-process network can be proven directly from the corresponding CSP program. Thus, example networks consisting of a single process cannot be used to show the incompleteness of Hoare’s system.
Incompleteness is exhibited, however, in the Brock-Ackerman and Every-Other networks of Sections 3.7.1 and 3.7.2. In these examples, the given process specifications are as strong as any specifications obtainable from actual CSP programs. Since only the network composition and consequence rules can be used when composing process specifications into network specifications, and since these rules are identical to STL's, the logic is not strong enough to verify valid specifications for the Brock-Ackerman and Every-Other networks. Hence the proof system is incomplete.

Misra and Chandy's proof system for networks of processes [39] appears to be stronger than STL, since a specification $R \mid PN \mid S$ consists of both an assumption $R$ and an invariant $S$. Unfortunately, when reasoning about the example networks of Section 3.7, such specifications are no more useful than STL specifications. As an example, consider the first single-process network (Section 3.7.3). The given precise specification for process $P$ is

$$ P \textbf{ sat } (c = \langle \rangle \land d = \langle \rangle) \lor (c = \langle a \rangle \land d = \langle a \rangle), $$

and we want to prove

$$ P \textbf{ sat } (c = \langle \rangle \land d = \langle \rangle). \tag{3.8} $$

Using the notation of [39], (3.8) is equivalent to

$$ \text{true} \mid P \mid (c = \langle \rangle \land d = \langle \rangle) \lor (c = \langle a \rangle \land d = \langle a \rangle), \tag{3.10} $$

and this specification is precise: by the model of network computation in [39], any well-formed computation satisfying (3.10) is a possible computation of $P$ (i.e. no values are transmitted on either channel). The valid specification corresponding to (3.9) is

$$ \text{true} \mid P \mid (c = \langle \rangle \land d = \langle \rangle). \tag{3.11} $$

By the inference rules of the proof system (recall Section 1.4.3), specification (3.11) is provable if and only if

$$ ((c = \langle \rangle \land d = \langle \rangle) \lor (c = \langle a \rangle \land d = \langle a \rangle)) \Rightarrow (c = \langle \rangle \land d = \langle \rangle). \tag{3.12} $$
As in STL, inference (3.12) does not hold, so valid specification (3.11) is not provable.

In the relatively complete proof system of Hehner and Hoare [17], processes are described by predicates. In particular, a primitive process $P$ must be given an explicit definition: a predicate as strong as the conjunction of all possible definitions of $P$. The given precise specification for our first single-process example, specification (3.4) in Section 3.7.3, is not an explicit definition of process $P$. A stronger definition for $P$ can be obtained by forming the conjunction of (3.4) with valid specification (3.5). Similarly, (3.6) is not an explicit definition for the second single-process example, since a stronger definition for $P$ can be obtained by forming the conjunction of (3.6) with (3.7). Therefore, under the formalism of [17], our precise specifications for the single-process examples are not explicit definitions, and an incompleteness problem does not arise.

Now consider the two other examples, Brock-Ackerman in Section 3.7.1 and Every-Other in Section 3.7.2. We discuss only Every-Other; a similar proof method can be used for Brock-Ackerman. In the notation of [17], explicit definitions for processes $EO$ and $I$ are:

$$
EO \equiv \left\lfloor \left\lfloor \text{past}(c) \right\rfloor /2 \right\rfloor + \left\lfloor \left\lfloor \text{past}(d) \right\rfloor /2 \right\rfloor - 1 \leq \left\lfloor \text{past}(e) \right\rfloor \leq \\
\left\lfloor \left\lfloor \text{past}(c) \right\rfloor /2 \right\rfloor + \left\lfloor \left\lfloor \text{past}(d) \right\rfloor /2 \right\rfloor
$$

$$
I \equiv \left\lfloor \text{past}(d) \right\rfloor \leq \left\lfloor \text{past}(e) \right\rfloor. \text{ } ^{8}
$$

(Recall that past($x$) denotes the restriction of interleaved trace past to communication events on channel $x$.) The goal is to show that $EO \land I$, the concurrent composition of $EO$ and $I$, implies valid specification $\left\lfloor \text{past}(c) \right\rfloor > 0$.

---

8In [17], shared channel names are not actually allowed in separate process specifications since linking occurs through channel renaming in the concurrent composition rule. In this discussion, however, we do not lose generality by permitting shared channels and eliminating the renaming process.
$|past(c)| > |past(e)|$.

Recall the following axiom, given as part of the proof system.

For every process (or network) $P$:

$$(\forall past', msg: P[past' \cdot msg/past] \Rightarrow (\exists present: msg \in present \land P[past'/past]))$$

This axiom—call it $A$—is equivalent to the second of the two axioms given in Section 1.4.4. Axiom $A$ allows $|past(c)| > 0 \Rightarrow |past(c)| > |past(e)|$ to be deduced from $EO \land I$.

We prove $|past(c)| > 0 \Rightarrow |past(c)| > |past(e)|$ by induction on the length of any sequence $past$ satisfying $EO \land I$.

**Base Case:** $|past| = 0$. $|past(c)| > 0 \Rightarrow |past(c)| > |past(e)|$ holds vacuously since $|past(c)| > 0 \equiv false$.

**Induction:** $|past| = n, n \geq 1$. As the induction hypothesis, suppose

$|past'(c)| > 0 \Rightarrow past'(c) > past'(e)$ \hspace{1cm} (3.13)

for all $past'$ of length $n - 1$. We must show $|past(c)| > 0 \Rightarrow |past(c)| > |past(e)|$.

For the sake of a contradiction, assume

$|past(c)| > 0 \land |past(c)| \leq |past(e)|$. \hspace{1cm} (3.14)

Since $n \geq 1$, $past = past' \cdot msg$, for some $past'$ and $msg$. Therefore, by (3.13) and (3.14), $|past'(e)| = |past'(c)| - 1$ and $|past(e)| = |past(c)|$. (That is, the $msg$ extending $past'$ to $past$ must be transmitted on channel $e$.) From $EO \land I$, $|past(e)| = |past(c)|$, and arithmetic, we obtain $|past(d)| = |past(e)|$. Consequently, since $|past'(d)| = |past(d)|$ and $|past'(e)| < |past(e)|$, we know $|past'(d)| > |past'(e)|$. By axiom $A$ (with $EO \land I$ for $P$), however, $(EO \land I)[past'/past]$ must be valid. Since $I[past'/past] \equiv |past'(d)| \leq |past'(e)|$,
we incur a contradiction with $|past'(d)| > |past'(e)|$. Therefore, assumption $|past(c)| > 0 \land |past(c)| \leq |past(e)|$ cannot hold, and $|past(c)| > 0 \Rightarrow |past(c)| > |past(e)|$. $\otimes$

From this example, we see that explicit use of variable past permits formal reasoning over the properties we were unable to reason about in STL—properties necessary for verifying the valid specifications of our example networks.

Finally, we consider the temporal proof system of Nguyen et. al. [42]. The axioms and inference rules of the proof system and the notion of precise specifications are identical to STL. The difference is that the specification language used in [42] is temporal logic. Because temporal logic is more expressive than the first-order trace logic of STL, axioms for behaviors can be defined to describe properties of network computation that cannot be described using STL. (Some of these axioms are listed in Section 1.4.5.) In particular, one axiom states that at most one communication event can occur at a time; this is the property needed to verify valid specifications for the examples of Sections 3.7.1, 3.7.2, and 3.7.3. The property needed for the example of Section 3.7.4—that the trace of a channel at a given point in time is always a prefix of that channel’s trace at any later point in time—is encoded by two other axioms. The full set of axioms allows any valid temporal logic specification for any network to be deduced from a precise temporal logic specification for that network. The proof system is thus relatively complete.

In the next chapter, we use our single-process examples to isolate two properties of network computation, showing that axiomatizations of these two properties are necessary and sufficient for achieving relative completeness in a trace-based network proof system.
Chapter 4

Completeness in Trace-Based Proof Systems

In Chapter 3, several examples were given to illustrate the fact that simpler trace-based proof systems (such as STL) are incomplete. In this chapter, the causes of this incompleteness are analyzed and formally defined. From these definitions we are able to determine exactly what properties must be axiomatized within a trace-based proof system for relative completeness.

4.1 The Need for Computation Characterization

The example networks of Section 3.7 all have valid specifications that are not provable in STL. In each case, we obtain a precise specification $S_1$ (say) for the network, but there exists a valid specification $S_2$ (say) such that $S_1 \not\Rightarrow S_2$. Although specification $S_2$ does not follow logically from specification $S_1$, we are able to assert—using informal operational reasoning involving known properties of network computation—that any network satisfying specification $S_1$ also satisfies $S_2$. To obtain a relatively complete proof system we must incorporate into
the logic the ability to state and reason about such properties of computation.

Consider any STL proof that establishes \( N \text{ sat } S \) for a network \( N = P_1 \| P_2 \| \cdots \| P_n \). As axioms, we are given \( P_1 \text{ sat } S_1 \), \( P_2 \text{ sat } S_2 \), \ldots, \( P_n \text{ sat } S_n \), where \( S_1 \), \( S_2 \), \ldots, \( S_n \) are precise. The first rule to be applied in any such proof is the network composition rule, so we immediately obtain \( N \text{ sat } \Lambda S_i \). All remaining steps in the proof must then be applications of the consequence rule. Since any string of consequence rules can be collapsed into one (by the transitivity of \( \Rightarrow \)), we see that \( N \text{ sat } S \) is provable if and only if \( \Lambda S_i \Rightarrow S \). By Theorem 3.6.4, we know that \( \Lambda S_i \text{ is a precise specification for } N \). Therefore, STL would be relatively complete if \( S_1 \Rightarrow S_2 \) whenever \( S_1 \) is a precise specification for a network \( N \) and \( S_2 \) is a valid specification for \( N \). The examples of Chapter 3, however, demonstrate that such an implication might not hold. By strengthening the antecedent, we can guarantee that the implication will be valid. We must find a set of axioms such that if \( A \) (say) is the conjunction of the axioms in the set, then \( (S_1 \land A) \Rightarrow S_2 \) is valid whenever it should be possible to deduce \( S_2 \) from \( S_1 \).

In the next two sections, the single-process incompleteness examples are used to isolate those properties of network computation that must be captured by the axioms in \( A \). Unfortunately, these properties cannot be expressed in first-order trace logic. We encode the properties in an extended trace-based language, thus the axioms in \( A \) are axioms not of STL, but of some hypothetical stronger trace logic. In Section 4.6 and subsequent chapters, we discuss the expressive power required of a trace logic to encode the properties axiomatized in \( A \) and hence achieve relative completeness.
4.2 The Temporal Ordering Property

Recall the example network of Section 3.7.3, consisting of a single process $P$ and two communication channels $c$ and $d$. As a precise specification for process $P$ we are given

$$P \text{ sat } S1: (c = \langle \rangle \land d = \langle \rangle) \lor (c = \langle a \rangle \land d = \langle a \rangle).$$  \hspace{1cm} (4.1)

The following specification is also valid:

$$P \text{ sat } S2: (c = \langle \rangle \land d = \langle \rangle)$$ \hspace{1cm} (4.2)

A state satisfying disjunct $(c = \langle a \rangle \land d = \langle a \rangle)$ of $S1$ can never be reached during execution since it requires communication events $c.0$ and $d.0$ to occur simultaneously.

We need to formalize the reasoning about event ordering used to obtain (4.2) from (4.1). It must assert the following:

**Definition 4.2.1 (Temporal Ordering Property)** Suppose that $c_1$ and $c_2$ are channels of a network $N$, that $c_1.x$ and $c_2.y$ are transmitted as a result of distinct communication events, and that in any computation of $N$

1. $c_1.x$ must be transmitted before $c_2.y$, and
2. $c_2.y$ must be transmitted before $c_1.x$.

Then $(|c_1| \leq x \land |c_2| \leq y)$ holds throughout any computation of $N$—neither message will be transmitted.

Property 4.2.1 allows $S2$ to be deduced from $S1$, making (4.2) provable.

Incorporating the temporal ordering property into a proof system requires a formal axiomatization. The language of STL is not strong enough, however, to express Property 4.2.1. To formally define the temporal ordering property, we call upon the "always" operator, $\square$, introduced in Section 3.1.2.
If a communication event \( c_1.x \) happens before \( c_2.y \), then \(|c_2| \) cannot exceed \( y \) until \(|c_1| \) exceeds \( x \). This can be expressed as \( \Box(|c_2| > y \Rightarrow |c_1| > x) \). Note that this assertion captures temporal precedence for any channels \( c_1 \) and \( c_2 \) and any indices \( x \) and \( y \), even if \( x = y \) or \( c_1 \) and \( c_2 \) are the same channel. We are interested only in temporal ordering of distinct events, so we exclude the case in which \( c_1.x \) and \( c_2.y \) are produced by the same event (i.e. \( x = y \) and \( c_1 \) and \( c_2 \) are the same channel). Now, if \( \Box(|c_1| > x \Rightarrow |c_2| > y) \) as well—i.e. \( c_2.y \) must happen before \( c_1.x \)—then neither \( c_1.x \) nor \( c_2.y \) can happen, equivalently: \( \Box(|c_1| \leq x \land |c_2| \leq y) \).

Our formalization differs slightly from the preceding discussion. All \( > \)'s are changed to \( \geq \)'s in the antecedent of the rule and all \( \leq \)'s are changed to \( < \)'s in the consequent. Doing so allows channel traces of length 0 in the antecedent, thereby asserting that an empty channel trace temporally precedes all communication events on that channel. Hence we state the temporal ordering axioms as:

**Definition 4.2.2 (ORDERING)** If \( c_1 \) and \( c_2 \) are channels, \( x \geq 1 \) and \( y \geq 0 \) are indices, and either \( x \neq y \) or \( c_1 \) and \( c_2 \) are distinct, then

\[
(\Box(|c_1| \geq x \equiv |c_2| \geq y)) \Rightarrow \Box(|c_1| < x \land |c_2| < y).
\]

We require \( x \geq 1 \), rather than \( x \geq 0 \), because allowing \( x = y = 0 \) results in a pathological situation in which the antecedent is trivially true (since trace lengths are always at least 0), but the consequent is trivially false (since lengths cannot be less than 0).

In Chapter 3, the semantics of operator \( \Box \) are formally defined with respect to sequences of trace-sets (Definition 3.1.3). Therefore, we can use the computation-tree model of Chapter 2 to prove the soundness of ORDERING; we show that the axiom is satisfied by every process or network computation.

**Theorem 4.2.3 (Soundness of ORDERING)** \( \rho \models ORDERING \) for any well-formed sequence of trace-sets \( \rho \).
**Proof:** Let \( \rho \) be an arbitrary well-formed sequence of trace-sets. We must show

\[
\rho \models (\Box(|c_1| \geq x \equiv |c_2| \geq y)) \Rightarrow \Box(|c_1| < x \land |c_2| < y),
\]
equivalently: if \( \rho \models \Box(|c_1| \geq x \equiv |c_2| \geq y) \) then \( \rho \models \Box(|c_1| < x \land |c_2| < y) \).

Assume that \( \Box(|c_1| \geq x \equiv |c_2| \geq y) \) holds for \( \rho \), and suppose, for the sake of a contradiction, that \( \Box(|c_1| < x \land |c_2| < y) \) does not. Thus, there is a trace-set of \( \rho \) in which \( (|c_1| \geq x \lor |c_2| \geq y) \). Let \( i \) be the smallest index for which this is true: \( (|c_1| \geq x \lor |c_2| \geq y) \) is true in \( \rho . i \), but does not hold in any \( \rho . j \) for \( j < i \).

Since \( (|c_1| \geq x \lor |c_2| \geq y) \) is true in \( \rho . i \), by \( \rho \models \Box(|c_1| \geq x \equiv |c_2| \geq y) \) we know that \( (|c_1| \geq x \land |c_2| \geq y) \) holds in \( \rho . i \). By \( x \geq 1 \) (recall Definition 4.2.2), \( i > 0 \), since all traces in \( \rho . 0 \) are empty. So consider trace-set \( \rho . (i - 1) \). By the definition of a well-formed sequence (Definition 3.6.2), \( \rho . i \) extends exactly one trace of \( \rho . (i - 1) \) by exactly one element. Therefore, since \( (|c_1| \geq x \land |c_2| \geq y) \) holds in \( \rho . i \), \( (|c_1| \geq x \lor |c_2| \geq y) \) must hold in \( \rho . (i - 1) \). This contradicts the assumption that \( i \) is the smallest index for which \( \rho . i \models (|c_1| \geq x \lor |c_2| \geq y) \).

Thus \( \rho \models \Box(|c_1| < x \land |c_2| < y) \), and \( \rho \models ORDERING. \Box \)

### 4.3 The Prefix Property

The example of Section 3.7.4 consists of one process, \( P \), and one communication channel, \( c \). A precise specification for process \( P \) is

\[
P \text{ sat S3: } c = \emptyset \lor c = \langle a \rangle \lor c = \langle b, a \rangle.
\]  

(4.3)

Consequently, a valid specification for \( P \) is

\[
P \text{ sat S4: } c \preceq \langle a \rangle.
\]  

(4.4)

A state satisfying disjunct \( c = \langle b, a \rangle \) can never be reached during \( P \)'s execution, since when only one value has been transmitted on \( c \), that value must be \( a \). Here, we need:
**Definition 4.3.1 (Prefix Property)** For any channel \( c \), the trace of \( c \) at any point in time is a prefix of the trace of \( c \) at any later point in time.

By applying the prefix property to \( S3 \), we can eliminate the disjunct \( c = (b, a) \) and obtain (4.4).

Property 4.3.1 is not expressible in STL. Operator \( \Box \) is needed, and we use a second temporal operator as well: For any \( i \geq 0 \) and trace-set sequence \( \rho \), let \( \circ c \) ("the next value of \( c \)") be defined with respect to trace-set \( \rho . i \) as the trace of channel \( c \) in trace-set \( \rho .(i+1). \map{1} \) If \( \rho \) is finite, in the last trace-set let \( \circ c = c \) (since there is no next trace-set). In effect, we convert finite sequences to infinite ones by repeating the final trace-set. Thus, for any sequence \( \rho \), every channel \( c \) appearing in \( \rho \) has a corresponding and well-defined value \( \circ c \) in each trace-set of the sequence. Intuitively, the value of \( \circ c \) at any given time is the value that channel trace \( c \) will have after the next computation step.

We now state the prefix axiom.

**Definition 4.3.2 (\emph{PREFIX})** For any channel \( c \), \( \Box (c \preceq \circ c) \).\map{2}

The axiom asserts that the value of a channel trace \( c \) at any point in time is a prefix of \( c \)'s trace at any later time. The axiom is thus equivalent to the prefix property as stated in Definition 4.3.1.

**Theorem 4.3.3 (Soundness of \emph{PREFIX})** \( \rho \models \emph{PREFIX} \) for any well-formed sequence of trace-sets \( \rho \).

\map{1} Operator \( \circ \) corresponds to the "next" operator of temporal logic [37,47]. Do not confuse it with a second use of \( \circ \) in temporal logic, where \( \circ \) operates over formulas: \( (\rho \models \circ f) \equiv ((\rho .1, \rho .2, \ldots) \models f) \).

\map{2} Axiom \emph{PREFIX} can, in fact, be expressed using only a generalized version of \( \Box \), but the formula is considerably more complicated. The expressibility of \emph{ORDERING} and \emph{PREFIX} is discussed further in Chapter 7.
**Proof:** Let \( \rho \) be any well-formed sequence of trace-sets. \( \rho \models \text{PREFIX} \) follows directly from the definition of well-formedness: Since \( \rho(i+1) \) extends exactly one trace of \( \rho.i \) by exactly one element (for all \( 0 \leq i < |\rho| - 1 \)), every channel trace of \( c \) in \( \rho.i \) is a prefix of the corresponding trace in \( \rho.(i+1) \). If \( i = |\rho| - 1 \), then by definition \( c = \circ c \). Therefore \( \text{PREFIX} \) is a sound axiomatization of the prefix property. \( \odot \)

### 4.4 Necessity and Sufficiency of Temporal Ordering and Prefix Axioms

Recall, from Section 4.1, that we are looking for a set of axioms whose conjunction \( A \) guarantees \( (S1 \land A) \Rightarrow S2 \) whenever \( S1 \) is a precise specification for a network \( N \) and \( S2 \) a valid specification for \( N \). We prove that the temporal ordering and prefix axioms are necessary and sufficient for such an \( A \).

There is a fundamental difference between any axiomatization of the temporal ordering or prefix property and specifications \( S1 \) and \( S2 \), because event ordering and prefix relations are always with respect to an entire computation—a sequence of trace-sets—while \( S1 \) and \( S2 \) are with respect to individual trace-sets. We employ \( \square \) to convert a specification to being on entire computations. By letting \( A = \text{ORDERING} \land \text{PREFIX} \), we can prove that if \( S1 \) is a precise specification for \( N \) and \( S2 \) a valid specification for \( N \), then

\[
(\square S1 \land A) = \square S2.
\]  

(4.5)

In addition, we will argue that \( \text{ORDERING} \) and \( \text{PREFIX} \) are necessary for this—if either axiom is removed from \( A \) then we can find a network \( N \) with precise and valid specifications \( S1 \) and \( S2 \) (respectively) such that \( \square S1 \) and \( A \) do not imply \( \square S2 \).
4.4.1 Sufficiency

We begin with a definition and a key lemma.

**Definition 4.4.1** Let \( \rho \) be any sequence of trace-sets. \( \text{Compress}(\rho) \) is the sequence obtained from \( \rho \) by eliminating each trace-set that duplicates its immediate predecessor in the sequence.

**Lemma 4.4.2 (Well-formedness)** For any sequence of trace-sets \( \rho \), \( \text{Compress}(\rho) \) is well-formed if and only if \( \rho \models \text{ORDERING} \land \text{PREFIX} \).

**Proof:** (\( \Rightarrow \)) If \( \text{Compress}(\rho) \) is well-formed then \( \rho \models \text{ORDERING} \land \text{PREFIX} \):

Since \( \text{Compress}(\rho) \) is well-formed, by the soundness of \text{ORDERING} and \text{PREFIX} (Theorems 4.2.3 and 4.3.3) we know

\[
\text{Compress}(\rho) \models \text{ORDERING} \land \text{PREFIX}.
\]

Repetition of trace-sets cannot invalidate \text{ORDERING} or \text{PREFIX}, hence \( \rho \models \text{ORDERING} \land \text{PREFIX} \).

(\( \Leftarrow \)) If \( \rho \models \text{ORDERING} \land \text{PREFIX} \) then \( \text{Compress}(\rho) \) is well-formed:

We prove the (equivalent) contrapositive: If \( \text{Compress}(\rho) \) is not well-formed, then \( \rho \) does not satisfy \text{ORDERING} and \text{PREFIX}. In fact, because repetition of trace-sets does not affect the validity of \text{ORDERING} or \text{PREFIX}, it suffices to show that \( \text{Compress}(\rho) \)—rather than \( \rho \) itself—does not satisfy \text{ORDERING} and \text{PREFIX}. Thus, we show that any \( \rho \) that is not well-formed and has no repeated trace-sets does not satisfy \text{ORDERING} and \text{PREFIX}. By Definition 3.6.2 of well-formedness, \( \rho \) then must exhibit at least one of the following conditions:

1. In the initial trace-set all channel traces are not empty.
2. Some channel trace decreases in length.
3. Some channel trace increases in length by more than 1.
4. Two channel traces increase in length at the same step.

5. Some channel trace element takes on more than one value. (A value changes spontaneously between trace-sets on a path.)

(The negation of the first part of Definition 3.6.2 is case 1, while negating the second part of Definition 3.6.2 results in cases 2–5.) We must show that in each case, one of ORDERING and PREFIX is violated. The proof proceeds by induction on the length of \( \rho \).

**Base Case:** \(|\rho| = 1\). Since \( \rho \) has only one trace-set, \( \rho \) must be ill-formed due to case 1—all channel traces are not empty in \( \rho.0 \). Let \(|c| = x \) in \( \rho.0 \) for some channel \( c \) and some \( x \geq 1 \). Then \( \rho \models \Box(|c| \geq 0 \Rightarrow |c| \geq x) \). Trivially, \( \rho \models \Box(|c| \geq x \Rightarrow |c| \geq 0) \), so \( \rho \models \Box(|c| \geq 0 \equiv |c| \geq x) \). By ORDERING we conclude \( \rho \models \Box(|c| < 0 \land |c| < x) \). This last assertion is not true, so ORDERING does not hold for \( \rho \).

**Induction:** \(|\rho| = n + 1, n \geq 1\). Suppose, as the induction hypothesis, that any \( \rho' \) of length \( n \) that is not well-formed violates ORDERING and/or PREFIX. Now consider \( \rho \). If \( \langle \rho.0, \ldots, \rho.(n-1) \rangle \) is not well-formed, then, by the induction hypothesis, \( \langle \rho.0, \ldots, \rho.(n-1) \rangle \) violates ORDERING or PREFIX, so \( \rho \) does also. Therefore, assume that \( \langle \rho.0, \ldots, \rho.(n-1) \rangle \) is well-formed. Then the ill-formedness of \( \rho \) is due to trace-sets \( \rho.(n-1) \) and \( \rho.n \), and must be of type 2, 3, 4, or 5 above. By cases:

2. Some channel trace decreases in length:

Let \(|c| = x \) in \( \rho.(n-1) \) and \(|c| = y \) in \( \rho.n \), for some \( c \) and \( x > y \geq 0 \). Then \( c \preceq c \) does not hold in \( \rho.(n-1) \), \( \Box(c \preceq c) \) is not valid for \( \rho \), and PREFIX is violated.

3. Some channel trace increases in length by more than 1:

Suppose \(|c| = x \) in \( \rho.(n-1) \) and \(|c| = x + y \) in \( \rho.n \), for some \( c, x \geq 0 \), and
$y \geq 2$. Recall that $(\rho.0, \ldots, \rho.(n-1))$ is well-formed (by hypothesis), so we know $(\rho.0, \ldots, \rho.(n-1)) \models \Box(|c| \leq x)$, since $|c| = x$ in $\rho.(n-1)$. Therefore, $\rho \models \Box(|c| \geq x + 1 \Rightarrow |c| \geq x + y)$. Now since $\Box(|c| \geq x + y \Rightarrow |c| \geq x + 1)$ holds trivially, we obtain $\rho \models \Box(|c| \geq x + 1 \equiv |c| \geq x + y)$. It is not the case, however, that $\rho \models \Box(|c| < x + 1 \land |c| < x + y)$. Thus ORDERING does not hold.

4. Two channel traces increase in length at the same step:

Let $|c1| = x$ and $|c2| = y$ in $\rho.(n-1)$, and let $|c1| = x + 1$ and $|c2| = y + 1$ in $\rho.n$, for some $c1, c2, x \geq 0$, and $y \geq 0$. Since $(\rho.0, \ldots, \rho.(n-1))$ is well-formed, $\rho \models \Box(|c1| \geq x + 1 \equiv |c2| \geq y + 1)$. Then by ORDERING it should be the case that $\rho \models \Box(|c1| < x + 1 \land |c2| < y + 1)$. This assertion is not valid, so ORDERING is violated.

5. A channel trace element takes on more than one value:

Suppose there is a channel-trace element $c.x$ such that $c.x := a$ in $\rho.(n-1)$, $c.x = b$ in $\rho.n$, and data items $a$ and $b$ are not identical. Then $c \preceq \circ c$ does not hold in $\rho.(n-1)$, $\Box(c \preceq \circ c)$ is not valid for $\rho$, and PREFIX is violated.

(End Induction)

We have shown that if $\rho$ exhibits one of the five cases above, then $\rho$ does not satisfy both of ORDERING and PREFIX. Suppose that in fact $\rho$ is ill-formed in more than one way. Then consider a condition that involves a single channel—only case 4 involves two channels—and reasoning as above guarantees that one of ORDERING and PREFIX is still violated. Thus, we have shown that for any $\rho$ satisfying ORDERING and PREFIX, $Compress(\rho)$ is well-formed. Together with the first half of the proof: if $\rho$ is a sequence of trace-sets then $Compress(\rho)$ is well-formed if and only if $\rho \models ORDERING \land PREFIX$. $\otimes$
With this lemma in hand, we can easily prove that our two axioms are sufficient to guarantee the validity of implication (4.5).

**Theorem 4.4.3 (Sufficiency of the Axioms)** If $S1$ is a precise specification for network $N$ and $S2$ a valid specification for $N$, then

$$\square S1 \land ORDERING \land PREFIX \Rightarrow \square S2.$$  

**Proof:** We show that any sequence of trace-sets $\rho$ satisfying $\square S1$, ORDERING, and PREFIX, also satisfies $\square S2$. Since $\rho \models ORDERING \land PREFIX$, by Lemma 4.4.2 we know that $Compress(\rho)$ is well-formed. Furthermore, $Compress(\rho) \models \square S1$ since $\rho \models \square S1$. (Note that for any trace-set $\rho$ and specification $S$, $\rho \models \square S$ if and only if $Compress(\rho) \models \square S$.) Now recall from the formal definition of preciseness (Definition 3.6.3) that any well-formed sequence satisfying a precise specification is a path in the computation tree for the corresponding process or network. Thus, since $S1$ is precise, $Compress(\rho) \in Comps(N)$. By the validity of $S2$, every sequence in $Comps(N)$ satisfies $\square S2$. Hence $Compress(\rho) \models \square S2$ and consequently $\rho \models \square S2$. $\blacksquare$

### 4.4.2 Necessity

Theorem 4.4.3 tells us that, with ORDERING and PREFIX, we ensure that any valid network specification follows from a precise specification for the network. (In fact, by Preciseness-Preservation Theorem 3.6.4, only precise specifications for the component processes are needed.) Both axioms are necessary for the implication to always hold, as well as sufficient, as is shown by the following theorem.

**Theorem 4.4.4 (Necessity of the Axioms)** There exist networks $N1$, $N2$, and $N3$, with precise specifications $S1_p$, $S2_p$, and $S3_p$ (respectively) and valid specifications $S1_v$, $S2_v$, and $S3_v$ (respectively), such that
1. $\Box S_1 P \land ORDERING \neq \Box S_1 V$;
2. $\Box S_2 P \land PREFIX \neq \Box S_2 V$;
3. $\Box S_3 P \neq \Box S_3 V$.

Proof:

1. Let $N_1$ be the example network of Section 3.7.4.

2. Let $N_2$ be the example network of Section 3.7.3.

3. Let $N_3$ be the example network of Section 3.7.3 or the example network of Section 3.7.4.

\( \otimes \)

4.5 Example Encodings of the Axioms

We have proved that axiomatizations of the temporal ordering and prefix properties are necessary to achieve relative completeness. Since these two axioms are essential components of a relatively complete proof system, it is interesting to look at existing complete systems and identify how the axioms are represented.

Several proof systems involve explicit reasoning about every possible interleaving of communication events [8,17,38]. It is clear that such a logic will be relatively complete, since an exhaustive list of of potential computations is an exact characterization of process and network behavior, including (implicitly) the constraints of the temporal ordering and prefix properties.

The proof system of Zwiers et. al. [56] is designed both for the specification of sequential processes and for the verification of their behavior when connected into a network. Thus, Hoare-style triples and inference rules are given (in the style of [2,30]), as well as a means for reasoning about specifications over channel traces. The logic includes a statement of the prefix property, written essentially as
\{Tr = c\} Pgm \{Tr \preceq c\}, where \(Pgm\) is any program segment.\(^3\) Reasoning about the temporal ordering property, however, is achieved only by enumerating all possible interleavings of the communication events of interest.

In [56], the authors also discuss the incompleteness of the Misra/Chandy system [39] and suggest a rule that would render it relatively complete. (A similar rule is proposed by Nguyen in [41].) Informally, the rule asserts the following: Let \(S\) be a valid specification for network \(N\) and let \(t\) be an interleaved trace of all communication events during any computation of \(N\). Then every prefix of \(t\) satisfies \(S\). This rule certainly captures the prefix property, and the temporal ordering property is encoded as well. To see this, suppose specification \(S\) constrains two communication events \(c1.x\) and \(c2.y\) (say) to occur simultaneously. Any trace \(t\) including only one of \(c1.x\) and \(c2.y\) will not satisfy \(S\), so it cannot be a computation of \(N\). Suppose, then, that both events are included in \(t\). Consider any prefix \(p\) of \(t\) that contains one event but not the other. (Such a prefix must exist.) Then \(p\) will not satisfy \(S\), since only one of \(c1.x\) and \(c2.y\) appears in \(p\). Hence no computation of \(N\) can include either event.

This suggested rule is stated as an axiom in the relatively complete proof system of Hehner/Hoare [17]. (The axiom is the second of two given in our initial description of [17] in Section 1.4.4, and is restated in Section 3.8.) In Section 3.8, in fact, we use the rule to verify a valid specification for the Every-Other network of Section 3.7.2. The network illustrates the need for reasoning with the temporal ordering property; the axiom's role in the correctness proof parallels our explanation of how the rule encodes this property.

In [25], Jonsson identifies the fact (and problem) that valid specifications do not always follow from precise specifications, but no solution is proposed. The

\(^3\)Recall the interpretation of this triple: If execution of \(Pgm\) is begun in any state in which channel trace \(c\) has value \(Tr\), and if \(Pgm\) terminates, then upon termination \(Tr\) is a prefix of \(c\).
author does suggest adding a proof rule of the form

\[
\frac{N \text{ sat } S_1}{N \text{ sat } S_2}
\]

which can be used whenever \( S_1 \) and \( S_2 \) are such that any network satisfying \( S_1 \) will also satisfy \( S_2 \). With a rule of inference like this, the issue of behavioral properties such as temporal ordering can essentially be ignored, but no formal method is given for deciding when a pair of specifications is a candidate for an application of the above rule.

The proof system of Nguyen et al. [42] is based on temporal logic, so it is straightforward to formulate ordering constraints between network events in the logic. In addition, the “axioms for behaviors” (recall Section 1.4.5) include assertions that all traces are initially empty, that only one communication event can occur in a single time-step, that the prefix property holds, etc. These axioms are stated in temporal logic. Our \textit{ORDERING} and \textit{PREFIX} axioms could be similarly formulated, since we use temporal operators that are subsumed by the corresponding operators of temporal logic.

4.6 Expressing the Axioms

We have proved that axiomatizations of the temporal ordering and prefix properties are sufficient to achieve relative completeness. Therefore, for a relatively complete proof system to be as simple as possible, the system must be just strong enough to express and allow reasoning about temporal ordering and prefix axioms. We were unable to express \textit{ORDERING} and \textit{PREFIX} in STL, but were able to express them using a subset of temporal logic.

We are interested, then, in the exact expressive power a logic must have in order to form the basis of a relatively complete network proof system. We know that any logic in which one can express and reason about \textit{ORDERING} and
PREFIX is strong enough. But ORDERING and PREFIX, although necessary and sufficient, may not be the only way to axiomatize the properties of computation that must be encoded.

Recall Lemma 4.4.2: given a sequence \( \rho \) of trace-sets, \( \text{Compress}(\rho) \) is well-formed if and only if \( \rho \models \text{ORDERING} \land \text{PREFIX} \). From this we conclude, in Theorem 4.4.3, that \( \Box S1 \land A \Rightarrow \Box S2 \) whenever \( S1 \) and \( S2 \) are precise and valid specifications (respectively) for a network \( N \), where \( A = \text{ORDERING} \land \text{PREFIX} \). Any \( A \), however, such that \( \text{Compress}(\rho) \) is well-formed if and only if \( \rho \models A \), guarantees \( \Box S1 \land A \Rightarrow \Box S2 \). Thus, the actual function of \( A \) is to characterize well-formed computation.

In the next three chapters we discuss—first in general terms and then with respect to subsets of temporal logic—the expressive power required of a proof system in order to characterize well-formed network computation and thereby achieve relative completeness.
Chapter 5

A Model-Based Generalization

We are interested in the expressiveness required of a logic if it is to axiomatize those properties of computation that must be encoded in any relatively complete trace-based network proof system. From the results of Chapter 4, we know that any such logic must be at least strong enough to characterize well-formed network computation. That is, the logic must permit distinction of states\(^1\) that are reachable by a well-formed computation from those states that are not.

As an example, recall the single-process network of Sections 3.7.3 and 4.2. The precise specification given for \(P\) is

\[
(c = \langle \rangle \land d = \langle \rangle) \lor (c = \langle a \rangle \land d = \langle a \rangle).
\]

A state in which \(c = \langle \rangle\) and \(d = \langle \rangle\) is reachable by a well-formed computation—the computation in which nothing happens. The only way a state in which \((c = \langle a \rangle \land d = \langle a \rangle)\) can be reached, however, is by a computation in which two messages are transmitted simultaneously, an illegal computation. The language of STL is not strong enough to express the fact that only an illegal computation can yield \((c = \langle a \rangle \land d = \langle a \rangle)\), so in STL this disjunct cannot be ruled out.

\(^1\)Throughout this chapter, the term *state* informally denotes the set of channel traces produced by a computation.
In trace-based proof systems, the specifications for processes and networks are often written in a first-order language over sequences [10,20,22,25,39], as in the first-order trace logic of STL. Therefore, to formalize the question of expressiveness, we begin with the standard notion of models of first-order formulas [5,9,13,49]. Typically, a model of a first-order formula is an assignment of the formula’s variables to values such that performing the corresponding substitution renders the formula true. In our case, we are interested in assignments that both render a formula true and are reachable by actual network computation; we call these assignments the computational models of a formula. We want to determine exactly how expressive a logic must be if it is to distinguish computational models from all other models.

5.1 Models of First-Order Formulas

Let $L$ be a language for first-order formulas and $\text{Var}$ the set of variables in $L$. In mathematical logic [13,49], a model of a formula in $L$ consists of

1. a domain $V$,

2. an element of $V$ for every constant symbol in $L$,

3. an $n$-ary function on $V$ for every $n$-ary function symbol in $L$ (for all $n \geq 1$),

4. an $n$-ary relation on $V$ for every $n$-ary relation symbol in $L$ (for all $n \geq 1$),

5. an assignment $\alpha: \text{Var} \rightarrow V$ from the variables of $L$ to values in $V$.

Now suppose that $L$ is the language of $\text{Trace-Formulas}$ (formally defined in Table 3.1). As in Section 3.1.1, we simplify our model by

---

2In Chapter 2 we defined a model of network computation and used it to prove properties of STL. The models of first-order formulas introduced for our purposes here are closely related; several corresponding definitions are given.
1. fixing a finite or infinite domain \( V = \{v_1, v_2, v_3, \ldots \} \), where \( v_j \) is a constant denoting the corresponding element of \( V \),

2. fixing a set of functions \( \text{Funcs} = \{F_1, F_2, F_3, \ldots \} \) on \( V \), and

3. fixing a set of predicates \( \text{Prds} = \{G_1, G_2, G_3, \ldots \} \) on \( V \).

For our purposes, there is no need to distinguish between constant symbols and actual constants, function symbols and actual functions, or predicate symbols and actual predicates. Furthermore, although variables (and constants, predicates, and functions) in first-order trace logic can be of type integer or of type \( V \), without loss of generality we assume that \( V \) subsumes—or even consists exactly of—the integers. Hence all that remains in our models of first-order formulas is item 5, an assignment from variables to values.

Recall that the free variables of a first-order trace formula are channel-trace variables; let \( C \) be the set of all such variables. In an assignment for a trace formula, then, we want to map variables not to elements of \( V \), but to sequences of elements of \( V \). Let \( Val \) be the set of all channel-trace values: all finite sequences of elements of \( V \).

**Definition 5.1.1** A *model* of a first-order trace formula \( f \) is an *assignment* \( \alpha : C \rightarrow Val \), where \( C \) and \( Val \) are the sets of all channel-trace variables and values, respectively.

If \( \alpha \) is an assignment taking \( c_i \) to \( v_i \) (say), \( 1 \leq i \leq k \), then we may also denote \( \alpha \) by

\[
\alpha = [c_1 \mapsto v_1, c_2 \mapsto v_2, \ldots, c_k \mapsto v_k].
\]

For any assignment \( \alpha \) and variable \( c \), \( \alpha(c) \) denotes the value \( c \) is mapped to under \( \alpha \).
Definition 5.1.2 Let \( t \) be a term of first-order trace logic containing variables from \( C \) (only), and let \( \alpha \) be an assignment. The value of term \( t \) under assignment \( \alpha \), denoted by \( t|_{\alpha} \), is defined inductively as follows:

1. \( k|_{\alpha} = k \), for a constant \( k \in V \);
2. \( c|_{\alpha} = \alpha(c) \), for a variable \( c \in C \);
3. \( F(t_1, \ldots, t_n)|_{\alpha} = F(t_1|_{\alpha}, \ldots, t_n|_{\alpha}) \), for a function \( F \in Fns \) and terms \( t_1, \ldots, t_n \).

Definition 5.1.3 Let \( f \) be a formula of first-order trace logic and \( \alpha \) an assignment. \( \alpha \models f \), read as \( \alpha \) models \( f \), is defined inductively as follows:

1. \( \alpha \models G(t_1, \ldots, t_n) \) iff \( G(t_1|_{\alpha}, \ldots, t_n|_{\alpha}) \), for a predicate \( G \in Prds \) and terms \( t_1, \ldots, t_n \);
2. \( \alpha \models f_1 \lor f_2 \) iff \( \alpha \models f_1 \) or \( \alpha \models f_2 \), for formulas \( f_1 \) and \( f_2 \);
3. \( \alpha \models \neg f \) iff not \( \alpha \models f \), for a formula \( f \);
4. \( \alpha \models (\exists x : f) \) iff there exists a constant \( k \in V \) such that \( \alpha \models f[k/x] \), for a trace formula \( f \), where \( f[k/x] \) denotes formula \( f \) with all occurrences of variable \( x \) replaced by constant \( k \).

5.2 Computational Models of First-Order Formulas

A model of a first-order trace formula is an assignment of the channel-trace variables to sequences of transmittable values. There is a clear correspondence between models and actual network computation: an assignment \( \alpha = [c_1 \rightarrow v_1, \ldots, c_k \rightarrow v_k] \) represents the state reached by a network \( N \) with communication channels \( c_1, \ldots, c_k \), in which sequences \( v_1, \ldots, v_k \) are the respective traces of channels \( c_1, \ldots, c_k \).
Once again consider process $P$ with precise specification

$$S: (c = \langle \rangle \land d = \langle \rangle) \lor (c = \langle a \rangle \land d = \langle a \rangle).$$

Let $\alpha_1$ be the assignment that maps both $c$ and $d$ to $\langle \rangle$, i.e. $\alpha_1 = [c \mapsto \langle \rangle, d \mapsto \langle \rangle]$. Clearly $\alpha_1 \models S$. Now let $\alpha_2 = [c \mapsto \langle a \rangle, d \mapsto \langle a \rangle]$, so $\alpha_2 \models S$ as well. Both $\alpha_1$ and $\alpha_2$ are models of $S$, but only $\alpha_1$ represents a state that can be reached by actual network computation. Therefore, $\alpha_1$ is a computational model of $S$ and $\alpha_2$ is not.

We now develop a formal definition of computational models.

**Definition 5.2.1** Define $\mathcal{A}$ to be the set of all possible assignments $\alpha : C \rightarrow Val$.

Let the relation $R : \mathcal{A} \rightarrow \mathcal{A}$ be defined as follows:

For any assignments $\alpha_1, \alpha_2 \in \mathcal{A}$, $(\alpha_1, \alpha_2) \in R$ if and only if

1. there exists some $c \in C$ such that $\alpha_1(c) \leq \alpha_2(c)$ and $|\alpha_1(c)| + 1 = |\alpha_2(c)|$, and

2. for all $c' \in C$ such that $c' \neq c$, $\alpha_1(c') = \alpha_2(c')$.

Thus, informally, assignments $\alpha_1$ and $\alpha_2$ are related by relation $R$ if and only if the state represented by $\alpha_2$ can be reached from the state represented by $\alpha_1$ in a single legal computation step. ($R$ is analogous to the parent-child relationship in the computation trees of Chapter 2.)

**Definition 5.2.2** Let $f$ be a first-order trace formula. Define the *restriction of* $R$ *to* $f$ to be the relation $R/f$ such that for any assignments $\alpha_1, \alpha_2 \in \mathcal{A}$, $(\alpha_1, \alpha_2) \in R/f$ if and only if $(\alpha_1, \alpha_2) \in R$, $\alpha_1 \models f$, and $\alpha_2 \models f$.

Hence $R/f$ is the maximal subset of $R$ such that all assignments in the relation are models of $f$.

Let $\alpha_0$ be the distinguished assignment in which all channel-trace variables map to $\langle \rangle$, i.e. for all $c \in C$, $\alpha_0(c) = \langle \rangle$. $\alpha_0$ represents the initial state of
any network computation. Let \((R/f)^*\) be the reflexive transitive closure \([24]\) of relation \(R/f\).

**Definition 5.2.3 (Computation Model)** If \(f\) is a first-order trace formula and \(\alpha\) is an assignment, \(\alpha\) is a *computational model of \(f\)* if and only if \((\alpha_0, \alpha) \in (R/f)^*\).\(^3\)

Definition 5.2.3 formalizes the notion that a computational model for a formula \(f\) represents a state that is reachable from the initial state in which all channel traces are empty by a sequence of legal single steps \((R)\) that always maintain \(f\). For any first-order trace formula \(f\), the computational models of \(f\) are a subset of the models of \(f\).

### 5.3 Computational Models and Proof Systems

In most trace-based proof systems, the specifications for processes and networks are first-order trace formulas \([10,20,22,25,39,53]\). Thus far, we have formally defined models and computational models of first-order trace formulas and, hence, of process and network specifications. We showed (in Chapter 4) that any relatively complete proof system must somehow encode axioms that characterize well-formed computation, and we showed (in Section 5.2) that computational models represent exactly those states that are reachable by a well-formed computation. Therefore, a "computational model test" is implicitly present in any relatively complete proof system. We explore this relationship between computational models and proof systems.

\(^3\)Note that if \(\alpha_0 \not\models f\) then there can be no \((\alpha_0, \alpha) \in (R/f)^*\) and consequently \(f\) has no computational models. This is exactly what we expect for a formula not satisfied by an initial state.
5.3.1 Valid and Precise Specifications

Consider a network $N$ with precise (STL) specification $S1$. Recall, from Definition 3.6.3, that since $S1$ is precise, every well-formed computation always satisfying $S1$ is a possible computation of $N$. A computational model of any formula $f$ represents a state reachable by a well-formed computation always satisfying $f$. Therefore, by transitivity, if $\alpha$ is a computational model of $S1$, then $\alpha$ represents a state reachable by a possible computation of $N$. Furthermore, by the validity of $S1$, any state reachable by a possible computation of $N$ is represented by a computational model of $S1$.

Now suppose we are given a specification $S2$ and would like to determine, based on $S1$, whether $S2$ is valid for $N$. Specification $S2$ is valid if every computation of $N$, up to any point in time, yields channel traces that satisfy $S2$. We know that the computational models of $S1$ represent all and only those states reachable by $N$. Hence $S2$ is valid for $N$ if and only if every computational model of $S1$ is a model of $S2$. The following definitions and theorems formalize this result.

(We must first redefine the notion of valid and precise specifications in terms of models of first-order formulas. The correspondence with Definitions 3.1.4 and 3.6.3 is clear.)

**Definition 5.3.1** A specification $S$ is valid for a network $N$ if and only if, for all assignments $\alpha$ such that $\alpha$ represents a state reachable by $N$, $\alpha \models S$.

**Definition 5.3.2** A specification $S$ is precise for a network $N$ if and only if

1. $S$ is valid for $N$, and

2. every computational model of $S$ represents a state reachable by $N$.

**Definition 5.3.3** For a specification $S$, let $Models(S)$ denote the set of models of $S$ and $CompModels(S)$ denote the set of computational models of $S$. 
Theorem 5.3.4 Given a network $N$ with precise specification $S_1$, a specification $S_2$ is valid for $N$ if and only if $\text{CompModels}(S_1) \subseteq \text{Models}(S_2)$.

Proof: Consider an arbitrary network $N$ with precise specification $S_1$.

$(\Rightarrow)$ If specification $S_2$ is valid for $N$, then $\text{CompModels}(S_1) \subseteq \text{Models}(S_2)$:

Since $S_2$ is valid for $N$, every assignment $\alpha$ representing a state reachable by $N$ is a model of $S_2$. By the preciseness of $S_1$, every computational model of $S_1$ represents a state reachable by $N$. Therefore, every computational model of $S_1$ is a model of $S_2$, and $\text{CompModels}(S_1) \subseteq \text{Models}(S_2)$.

$(\Leftarrow)$ If $\text{CompModels}(S_1) \subseteq \text{Models}(S_2)$, then $S_2$ is valid for $N$.

Suppose every computational model of $S_1$ is a model of $S_2$. By the preciseness of $S_1$, every computational model of $S_1$ represents a state reachable by $N$. Then, by supposition, every assignment representing a state reachable by $N$ is a model of $S_2$. Hence $S_2$ is a valid specification for $N$. $\otimes$

Corollary 5.3.5 Given a network $N$ with precise specification $S_1$, a specification $S_2$ is valid for $N$ if and only if $\text{CompModels}(S_1) \subseteq \text{CompModels}(S_2)$.

Proof: By Theorem 5.3.4, we know that $S_2$ is valid for $N$ if and only if $\text{CompModels}(S_1) \subseteq \text{Models}(S_2)$. It suffices to show, then, that for any specifications $S_1$ and $S_2$,

$\text{CompModels}(S_1) \subseteq \text{Models}(S_2)$ iff

$\text{CompModels}(S_1) \subseteq \text{CompModels}(S_2)$.

$(\Rightarrow)$ If $\text{CompModels}(S_1) \subseteq \text{Models}(S_2)$

then $\text{CompModels}(S_1) \subseteq \text{CompModels}(S_2)$:

Suppose every computational model of $S_1$ is a model of $S_2$, and consider any such model $\alpha$. We must show that $\alpha$ is a computational model of $S_2$. By
Definition 5.2.3 of a computational model, \((\alpha_0, \alpha) \in (R/S1)^*\). Therefore, by the definition of \((R/S1)^*\), \(\alpha_0 \models S1\) and there is a sequence of assignments \(\alpha_1, \alpha_2, \ldots, \alpha_m\), such that

1. \(\alpha_1 \models S1, \alpha_2 \models S1, \ldots, \alpha_m \models S1\),

2. for all \(i, 0 \leq i < m\), \((\alpha_i, \alpha_{i+1}) \in R\),

3. \((\alpha_m, \alpha) \in R\).

Thus, the \(\alpha_i\)'s, \(0 \leq i \leq m\), are all computational models of \(S1\). Then, by assumption, \(\alpha_i\) is a model of \(S2\), \(0 \leq i \leq m\). We already know that \(\alpha \models S2\). So, by the same sequence \(\alpha_0, \alpha_1, \ldots, \alpha_m\), \(\alpha\) of assignments, \((\alpha_0, \alpha) \in (R/S2)^*\). Hence \(\alpha\) is a computational model of \(S2\).

\((\Leftarrow)\) If \(\text{CompModels}(S1) \subseteq \text{CompModels}(S2)\)

then \(\text{CompModels}(S1) \subseteq \text{Models}(S2)\):

Follows transitively from the fact that \(\text{CompModels}(S2) \subseteq \text{Models}(S2)\). \(\odot\)

Figure 5.1 illustrates Theorem 5.3.4 (and Corollary 5.3.5) by showing the relationship among the sets of models and computational models of specifications \(S1\) and \(S2\), when \(S1\) and \(S2\) are valid and precise, respectively, for some network \(N\). Note that the pictured inclusions need not be strict.

### 5.3.2 Computational Models in STL

A compositional proof system for networks of processes is complete if and only if, for any network \(N\), every valid specification for \(N\) can be deduced from a precise specification for \(N\). A precise specification \(S\) can be obtained, using the network composition rule, from precise specifications for \(N\)'s component processes. If all valid specifications for \(N\) can be deduced from \(S\), then all valid specifications are provable. Conversely, if all valid specifications for \(N\) are provable, then the
Figure 5.1: Models and computational models for specifications $S_1$ and $S_2$

proof system must include a means for deducing valid specifications from precise specifications.

Computational models characterize the relationship between valid and precise specifications. Let $N$ be a network with precise specification $S_1$. By Theorem 5.3.4, specification $S_2$ is valid for $N$ if and only if $\text{CompModels}(S_1) \subseteq \text{Models}(S_2)$. Using this fact, we might consider extending STL to permit a consequence rule as follows.

**Definition 5.3.6 (Model-Based Consequence Rule)**

$$N \text{ sat } S_1; \alpha \in \text{CompModels}(S_1) \Rightarrow \alpha \in \text{Models}(S_2), \text{ for all } \alpha$$

$$N \text{ sat } S_2$$

Incorporating the Model-Based Consequence Rule appears to result in a relatively complete proof system, since every valid specification for a network is provable. We cannot simply insert this rule into STL, however. Recall that, for relative completeness, we assumed the provability of all valid first-order formulas (Section 3.6.2). Statements of the form $S_1 \Rightarrow S_2$, as in the original STL consequence rule, are formulas of first-order logic; statements of the form $\alpha \in \text{CompModels}(S_1) \Rightarrow \alpha \in \text{Models}(S_2)$ are not. Thus, in STL, we have no method for proving $\alpha \in \text{CompModels}(S_1) \Rightarrow \alpha \in \text{Models}(S_2)$, even if it is valid.
The system is still incomplete. Relative completeness is achieved only by adding a facility for formal reasoning over formulas of the form \( \alpha \in \text{CompModels}(S1) \) and \( \alpha \in \text{Models}(S2) \).

Recall Theorem 4.4.3: If \( S1 \) is a precise specification for network \( N \) and \( S2 \) a valid specification for \( N \), then

\[
\Box S1 \land ORDERING \land PREFIX \Rightarrow \Box S2.
\]

This result suggests extending STL to permit the following consequence rule.

**Definition 5.3.7 (Axiom-Based Consequence Rule)**

\[
\begin{align*}
N \text{ sat } S1, (\Box S1 \land ORDERING \land PREFIX) & \Rightarrow \Box S2 \\
N \text{ sat } S2
\end{align*}
\]

Here, again, we are dealing with formulas not written in first-order logic—formulas of the form \( (\Box S1 \land ORDERING \land PREFIX) \Rightarrow \Box S2 \). Therefore, as with Definition 5.3.6, including such a consequence rule does not automatically yield a relatively complete proof system.

In both cases, we constructed a consequence rule that guarantees the inference of valid specifications from precise specifications, but the rule is not written in first-order logic. (In fact, in Chapter 7 we formally prove that it is impossible to write such a rule in first-order logic.) It is interesting to look at the relationship between the two revised consequence rules.

In rule 5.3.6, the relevant formula is

\[
\alpha \in \text{CompModels}(S1) \Rightarrow \alpha \in \text{Models}(S2).
\]  

(5.1)

Informally, (5.1) asserts that any state reachable by a well-formed computation always satisfying \( S1 \) will also satisfy \( S2 \). In rule 5.3.7, the relevant formula is

\[
(\Box S1 \land ORDERING \land PREFIX) \Rightarrow \Box S2.
\]  

(5.2)
This formula states that any computation always satisfying $S_1$, $ORDERING$, and $PREFIX$, will also always satisfy $S_2$. Recall, from Lemma 4.4.2, that a computation is well-formed if and only if it satisfies $ORDERING$ and $PREFIX$. Therefore, formula (5.2) asserts that any well-formed computation that always satisfies $S_1$ will also always satisfy $S_2$. Formula (5.2) is thus equivalent to formula (5.1).

It is expected that the temporal ordering and prefix axioms are an encoding of the $CompModels$ membership test of formula (5.1). As discussed in Section 4.6, the purpose of $ORDERING$ and $PREFIX$ is to eliminate the non-computational models. Rule 5.3.6 is a model-based description of the deductive reasoning power that must be available in any relatively complete proof system. In the next section we discuss how this computational model test is encoded in other trace-based proof systems.

### 5.3.3 Computational Models in Other Trace Logics

The trace logics of $[10,20,22,39]$ are not strong enough to distinguish computational models from non-computational models and, consequently, are incomplete. STL is similarly incomplete, but we have shown how the STL consequence rule can be extended to include computational model recognition (Definition 5.3.6). With the appropriate reasoning tools, this extended consequence rule allows any valid specification for a network to be deduced from a precise specification for that network. Although an encoding of such a computational model test must appear in every relatively complete trace-based proof system (Theorem 5.3.4), the test need not necessarily appear in a consequence rule.

In both $[17]$ and $[42]$, computational model recognition is encoded as a set of axioms, which are informally described in Sections 1.4.4 and 1.4.5, respectively. (See also Sections 3.8 and 4.5.) In essence, both sets of axioms state:

For any network $N$ and specification $S$:

If $S$ is valid for $N$ then $CM(S)$ is valid for $N$, 
where $CM(S)$ is a specification derived from $S$ such that a model $\alpha$ satisfies $CM(S)$ if and only if $\alpha$ is a computational model of $S$. Providing such a set of axioms is equivalent to providing an extended consequence rule like Definition 5.3.6. In a proof system with computational model axioms, to derive a valid specification $S2$ for some network $N$ from a precise specification $S1$ for $N$, one first uses the axioms to prove that $CM(S1)$ is valid for $N$. By Theorem 5.3.4, $CM(S1) \Rightarrow S2$, since $S1$ is precise and $S2$ is valid. Therefore, a standard consequence rule (e.g. Definition 3.2.2) can then be used to prove that $S2$ is valid for $N$. This procedure is equivalent to directly proving the validity of $S2$ through an extended consequence rule like 5.3.6.

Using the notation of STL, these axioms for computational model recognition can be encoded as the following inference rule:

$$\frac{N \text{ sat } S}{N \text{ sat } CM(S)} \quad (5.3)$$

Such a rule is informally suggested by Jonsson in [25] (recall Section 4.5), but no actual encoding of $CM(S)$ is provided.

Inference rule (5.3) can also be directly incorporated into the network composition rule:

$$\frac{P_1 \text{ sat } S_1, P_2 \text{ sat } S_2, \ldots, P_n \text{ sat } S_n}{P_1 \parallel P_2 \parallel \cdots \parallel P_n \text{ sat } CM(\bigwedge_i S_i)} \quad (5.4)$$

although we have not seen such an encoding in existing proof systems. With inference rule (5.4), precise specifications for a set of processes are used to directly infer a network specification that is not only precise, but, by Theorem 5.3.4, implies every valid specification for that network.

We have described several methods by which trace-based proof systems can incorporate the computational model test to achieve relative completeness. Each method consists of some tool (or tools) to strengthen a proven network specification into a specification that is satisfied only by computational models. The
stronger specification can then be used to deduce any valid specification for the network. We now consider the expressive power required for such strengthening of specifications.

5.4 Recognizing Computational Models

In any relatively complete trace-based proof system, it is necessary to eliminate states that are reachable only by illegal computations, that is, it is necessary to be able to distinguish computational models from all other models. Formulas (5.1) and (5.2) are examples of such distinction of computational models. Neither formula is written in first-order trace logic, so incorporating such a formula into a proof system based on first-order trace logic requires extending the reasoning capabilities of the system. Since we want trace logics to remain as simple as possible, we would like to determine the minimum reasoning power necessary for the recognition of computational models.

Let $f$ be any formula of first-order trace logic; $f$ may have both computational and non-computational models. To distinguish the computational models of $f$ from other models, a formula $CM(f)$ must be constructed such that a model $\alpha$ satisfies $CM(f)$ if and only if $\alpha$ is a computational model of $f$. Clearly $\alpha \in \text{CompModels}(f)$ is exactly such a formula—by the definition of $CM(f)$—but it reveals very little about what actually is being expressed. For this we must return to the formal definition of a computational model, Definition 5.2.3: $\alpha$ is a computational model of $f$ if and only if $(\alpha_0, \alpha) \in (R/f)^*$.

In the proof of Corollary 5.3.5, we noted that $(\alpha_0, \alpha) \in (R/f)^*$ if and only if there exists a sequence $\alpha_1, \alpha_2, \ldots, \alpha_m$ of assignments such that

1. $\alpha_0 \models f, \alpha_1 \models f, \ldots, \alpha_m \models f$,
2. for all $i$, $0 \leq i < m$, $(\alpha_i, \alpha_{i+1}) \in R$, 

3. \((\alpha_m, \alpha) \in R\).

Therefore, \(CM(f)\) must assert the existence of a sequence of assignments satisfying criteria 1–3. Since this sequence can be arbitrarily long, it is natural to write \(CM(f)\) inductively.

Suppose, without loss of generality, that the communication channels of all networks under consideration are \(c_1, \ldots, c_k\), \(k \geq 1\).\(^4\) We use \(\bar{t} = [t_1, \ldots, t_k]\) to denote a \(k\)-tuple of channel traces.

**Definition 5.4.1 (Recursive Definition: \(CM_R(f)\))**

\[
CM_R(f) \equiv LFP(CM-Rec(f, [], \ldots, [], [c_1, \ldots, c_k])),
\]

where

1. \(LFP(F)\) is the least fixed point \([51]\) of function \(F\), and

2. \(CM-Rec(f, \bar{t}, \bar{u}) \equiv \)

\[
f[\bar{t}/\bar{c}] \land \\
( \bar{t} = \bar{u} ) \lor \\
( \exists j, v: 1 \leq j \leq k, v \in V: \\
\quad CM-Rec(f, \bar{t}[t_j \cdot \langle v \rangle/t_j], \bar{u})).
\]

Definition 5.4.1, although somewhat unwieldy, amounts only to an explicit encoding of the reflexive-transitive closure membership test: \(\alpha_0, \alpha \in (R/f)^*\). For any formula \(f\) and assignment \(\alpha\), \(\alpha \models CM_R(f)\) if and only if \(\alpha\) is a computational model of \(f\).\(^7\)

\(^4\)Parameterizing a definition of \(CM(f)\) to permit arbitrary sets of communication channels is straightforward.

\(^5\)\(f[\bar{t}/\bar{c}]\) denotes formula \(f\) with free variables \(c_1, \ldots, c_k\) replaced by channel-trace values \(t_1, \ldots, t_k\).

\(^6\)\(\bar{t}[t_j \cdot \langle v \rangle/t_j]\) denotes tuple \(\bar{t}\) with channel trace \(t_j\) extended by the value \(v\).

\(^7\)If \(f[\langle \rangle, \ldots, \langle \rangle/c_1, \ldots, c_k] \equiv false\), then there is no \(\alpha\) such that \(\alpha \models CM_R(f)\). This corresponds to \(\alpha_0 \not\models f\) (Section 5.2.3), the case in which \(f\) has no computational models because it is not satisfied by an initial state.
We can also write \( CM(f) \) non-recursively by allowing quantification over a variable representing an arbitrarily long sequence of tuples, thereby "unrolling" the recursion.

**Definition 5.4.2 (Non-recursive Definition: \( CM(f) \))**

\[
CM(f) \equiv \\
(\exists \langle \overline{t^0}, \overline{t^1}, \ldots, \overline{t^n} \rangle: \\
\overline{t^0} = [\langle \rangle, \ldots, \langle \rangle] \land \\
\overline{t^n} = [c_1, \ldots, c_k] \land \\
(\forall i: 0 \leq i \leq n: f[\overline{t^i/c^i}] \land \\
(\forall i: 0 \leq i < n: \\
(\exists j, v: 1 \leq j \leq k, v \in V: \\
\overline{t^{i+1}} = \overline{t^i} \{t^i_j, \langle v \rangle \}/t^i_j))))
\]

Again, for any formula \( f \) and assignment \( \alpha, \alpha \models CM(f) \) if and only if \( \alpha \) is a computational model of \( f \).

It would be unwise to actually use Definitions 5.4.1 or 5.4.2 in a proof system. Theoretically, with the appropriate reasoning tools, the formulas yield relatively complete systems. In practice, verifying such formulas requires either explicit or implicit construction of arbitrarily long sequences drawn from an exponentially large pool of possibilities—i.e. the enumeration of all possible computations. (This is the approach taken in [17,38], where the proof systems are of purely theoretical interest.)

We want to find a more appropriate language for the expression of formulas such as \( CM(f) \). By defining a mapping between candidate languages and the extended first-order language of Definition 5.4.2, \( CM(f) \) can itself be used to establish expressiveness bounds: a language must contain operators necessary and sufficient for writing a formula equivalent to \( CM(f) \).

The semantics of temporal logic [37,47] are based on sequences of states, so
the language of temporal logic is appropriate for our goals. In the next two chapters, we isolate a subset of temporal logic that is both an upper and a lower bound on the expressiveness required for the recognition of computational models; this subset is thus a minimally sufficient language on which to base a relatively complete trace-based proof system.
Chapter 6

Temporal Logic and Computational Models

A relatively complete trace logic must include enough reasoning power to discriminate between computational and non-computational models. Therefore, given a formula $f$ of first-order trace logic, we are interested in a formula $CM(f)$ such that an assignment $\alpha$ is a model of $CM(f)$ if and only if $\alpha$ is a computational model of $f$. Using a first-order language extended to allow quantification over an arbitrarily long sequence of states (the states are encoded as tuples), Definition 5.4.2 is one such formula. Definition 5.4.2 is not very useful, however, since verifying $CM(f)$ can involve enumerating a large number of sequences. We want to find a suitable yet minimal language in which to write a formula equivalent to $CM(f)$.

Temporal logic ($TL$), as defined in \cite{37,47}, is a logic for formal reasoning over sequences.\footnote{We consider only the linear-time version of temporal logic \cite{47}.} TL is based on first-order predicate logic, but also includes temporal operators for assertions that range over time—assertions that refer to a sequence of states rather than to a single state. TL is not as expressive as one might need for certain applications \cite{18,55}, and extensions and modifications have been
suggested [18,31,55]. It is known, however, that TL is at least strong enough for building a relatively complete trace-based proof system [42]. Thus, for our purposes, we are interested only in subsets of TL. In particular, we want to find a subset of TL that is necessary and sufficient to encode Definition 5.4.2 of $CM(f)$.

Let $EPL$ (for Extended Predicate Logic) be the language used in Definition 5.4.2: first-order trace logic with sequences of tuples. To compare a formula in TL with $CM(f)$—a formula in EPL—we need a syntactic transformation function $T$ from formulas in TL to formulas in EPL. Let $M$ be a set of models for formulas in TL, and let $t$ be some function mapping models in $M$ to models of EPL formulas (i.e. to assignments). Transformation $T$ must be semantics-preserving, in that for any formula $f_{TL}$ in TL and model $\mu \in M$,

$$\mu \models f_{TL} \text{ iff } t[\mu] \models T[f_{TL}].$$

Semantics-preservation is illustrated by the commutative diagram of Figure 6.1. Once a semantics-preserving transformation function $T$ has been defined, a TL formula $f_{TL}$ is proven equivalent to an EPL formula $f_{EPL}$ by showing $T[f_{TL}] \equiv f_{EPL}$.

In this chapter, a formalism is developed for proving equivalence of TL formulas and $CM(f)$. The syntax and semantics of TL are given, and a semantics-
preserving transformation function $T: \text{TL} \to \text{EPL}$ is defined. To accommodate the definition of $T$, $CM(f)$ is modified into an equivalent formula containing a different set of free variables; we call the revised formula $CM_{EPL}(f)$.

In Chapter 7, a hierarchy of temporal logic subsets is introduced, and transformation $T$ is used to prove that a certain subset is an upper and a lower bound on the power needed to express a formula equivalent to $CM_{EPL}(f)$. This subset is therefore a minimal language on which to build a relatively complete trace-based proof system.

## 6.1 Temporal Logic

A model of a first-order formula is an assignment from variables to values, as defined in Chapter 5. During the course of a computation, variables may take on different values at different times. For this reason, in a programming logic it is convenient to use a language modeled by sequences of states—mappings from variables to values at successive points in time. Temporal logic is one such language.

### 6.1.1 Syntax

The syntax of TL consists of the full syntax of first-order predicate logic, with the addition of four temporal (or modal) operators:

1. The *Henceforth* (or *Always*) operator, $\Box$. Informally, $\Box f$ is valid if and only if TL formula $f$ is valid at the current point in time and at every point in the future. (A restricted version of $\Box$ was used in Chapters 3–5.)

2. The *Eventually* operator, $\Diamond$. Informally, $\Diamond f$ is valid if and only if TL formula $f$ is valid either at the current point in time or at some point in the future. Operator $\Diamond$ is the dual of $\Box$, in that for any TL formula $f$, $\Box f \equiv \neg \Diamond \neg f$ and $\Diamond f \equiv \neg \Box \neg f$. 
3. The *Next* operator, \( \circ \). Informally, \( \circ f \) is valid if and only if TL formula \( f \) is valid at the next point in time. The *Next* operator is also defined over terms: for a TL term \( t \), \( \circ t \) is the value of \( t \) at the next point in time. (A simplified version of \( \circ \) over terms was used in Chapters 3–5.)

4. The *Until* operator, \( \mathcal{U} \). Informally, \( f_1 \mathcal{U} f_2 \) is valid for TL formulas \( f_1 \) and \( f_2 \) if and only if \( f_2 \) is valid either at the current point in time or at some point in the future, and \( f_1 \) is valid at all points from the current point to the point at which \( f_2 \) becomes valid.\(^2\)

The only free variables in Definition 5.4.2 of \( CM(f) \) are \( c_1, c_2, \ldots, c_k \), so we are still interested in formulas in which all free variables are channel-trace variables. We use a version of TL based on first-order trace logic: the set of free variables is \( \{c_1, \ldots, c_k\} \), and we continue to assume a fixed domain \( V \), a fixed set of functions \( Fns \), and a fixed set of predicates \( Prds \), as in Chapter 5. The full syntax of TL is given in Table 6.1; Table 6.2 lists some syntactic abbreviations.

### 6.1.2 Semantics

A semantics for TL is given by providing a definition for validity of TL formulas with respect to a set of formal models. Models of TL formulas are sequences of states. Let \( C = \{c_1, \ldots, c_k\} \) be the set of free variables, and let \( Val \) be the set of all channel-trace values: all finite sequences of elements of \( V \).

**Definition 6.1.1** A model of a TL formula is an infinite state-sequence \( \sigma = \langle \sigma.0, \sigma.1, \sigma.2, \ldots \rangle \), where each \( \sigma.i, i \geq 0 \), is an assignment from the variables in \( C \) to values in \( Val \).

\(^2\)Some definitions of temporal logic instead use a *Weak Until* operator, in which \( f_2 \) need not ever become valid as long as \( f_1 \) is always valid. In the context of TL, the two versions of \( \mathcal{U} \) are expressively equivalent [55].
### Table 6.1: Syntax of Temporal Logic

<table>
<thead>
<tr>
<th>Syntax</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$TL\text{-Formula} ::= G(t_1, \ldots, t_n)$</td>
<td>$G \in Prds; t_1, \ldots, t_n TL\text{-Terms}$</td>
</tr>
<tr>
<td>$f_1 \lor f_2$</td>
<td>$f_1$ and $f_2$ $TL\text{-Formulas}$</td>
</tr>
<tr>
<td>$\neg f$</td>
<td>$f$ a $TL\text{-Formula}$</td>
</tr>
<tr>
<td>$(\exists x: f)$</td>
<td>$f$ a $TL\text{-Formula}$; $x$ a variable ranging over $V$</td>
</tr>
<tr>
<td>$\Box f$</td>
<td>$f$ a $TL\text{-Formula}$</td>
</tr>
<tr>
<td>$\diamond f$</td>
<td>$f$ a $TL\text{-Formula}$</td>
</tr>
<tr>
<td>$f_1 U f_2$</td>
<td>$f_1$ and $f_2$ $TL\text{-Formulas}$</td>
</tr>
</tbody>
</table>

### Table 6.2: Syntactic Abbreviations

<table>
<thead>
<tr>
<th>Syntax</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1 \land f_2$ for $\neg(\neg f_1 \lor \neg f_2)$</td>
<td>$f_1$ and $f_2$ $TL\text{-Formulas}$</td>
</tr>
<tr>
<td>$f_1 \Rightarrow f_2$ for $\neg f_1 \lor f_2$</td>
<td>$f_1$ and $f_2$ $TL\text{-Formulas}$</td>
</tr>
<tr>
<td>$(\forall x: f)$ for $\neg(\exists x: \neg f)$</td>
<td>$f$ a $TL\text{-Formula}$; $x$ a variable ranging over $V$</td>
</tr>
<tr>
<td>$\Diamond f$ for $\neg \Box \neg f$</td>
<td>$f$ a $TL\text{-Formula}$</td>
</tr>
</tbody>
</table>
We do not lose generality by allowing only infinite state-sequences. Any finite sequence \( \sigma \) can be converted to an infinite sequence \( \sigma' \) by indefinitely repeating \( \sigma \)'s last state: \( \sigma' = \langle \sigma.0, \sigma.1, \ldots, \sigma(|\sigma| - 1), \sigma(|\sigma| - 1), \sigma(|\sigma| - 1), \ldots \rangle \). (This is effectively what was done in Section 4.3, when we defined \( oc = c \) in the last state of a sequence.) A similar conversion from finite to infinite sequences is used in [33,34,37,45].

For a state-sequence \( \sigma \) and index \( i \geq 0 \), let \( \sigma[i..] \) denote sequence \( \sigma \) beginning with element \( \sigma.i \), i.e. \( \sigma[i..] = \langle \sigma.i, \sigma.(i+1), \sigma.(i+2), \ldots \rangle \).

**Definition 6.1.2** Let \( t \) be a term of TL containing variables from \( C \) (only), and let \( \sigma \) be a state-sequence. The value of term \( t \) in state-sequence \( \sigma \), denoted by \( t|_{\sigma} \), is defined inductively as follows:

1. \( k|_{\sigma} = k \), for a constant \( k \in V \);
2. \( c|_{\sigma} = \sigma.0(c) \), for a variable \( c \in \{c_1, \ldots c_k\} \);
3. \( F(t_1, \ldots, t_n)|_{\sigma} = F(t_1|_{\sigma}, \ldots, t_n|_{\sigma}) \), for a function \( F \in Fns \) and TL terms \( t_1, \ldots, t_n \);
4. \( \sigma t|_{\sigma} = t|_{\sigma[i..]} \), for a TL term \( t \).

**Definition 6.1.3** Let \( \sigma \) be a state-sequence and \( f \) a formula of TL. \( \sigma \models f \), read as \( \sigma \) models \( f \), is defined inductively as follows:

1. \( \sigma \models G(t_1, \ldots, t_n) \) iff \( G(t_1|_{\sigma}, \ldots, t_n|_{\sigma}) \), for a predicate \( G \in Prds \) and TL terms \( t_1, \ldots, t_n \);
2. \( \sigma \models f1 \lor f2 \) iff \( \sigma \models f1 \) or \( \sigma \models f2 \), for TL formulas \( f1 \) and \( f2 \);
3. \( \sigma \models \neg f \) iff not \( \sigma \models f \), for a TL formula \( f \);
4. \( \sigma \models (\exists x: f) \) iff there exists a constant \( k \in V \) such that \( \sigma \models f[k/x] \), for a TL formula \( f \);
5. \( \sigma \models \Box f \) iff for all \( i \geq 0 \), \( \sigma[i..] \models f \), for a TL formula \( f \).
by transforming all free variables $c_j$ of $f_{TL}$ to terms of the form $s.i(c_j)$—remember that $s.i(c_j)$ is actually "implemented" as $(s.i)_j$—where $i \geq 0$. If $T$ is defined such that for any TL formula $f_{TL}$ and state-sequence $\sigma$,

$$\sigma \models f_{TL} \text{ iff } [s \mapsto \sigma] \models T[f_{TL}],$$

then $T$ is an appropriate semantics-preserving transformation function. A formal definition of $T$ is given in the next section, followed by an example of the mapping and a proof of its correctness.

### 6.2.1 Definition of the Mapping

An inductive definition of transformation function $T$, from TL formulas to EPL formulas, is given in Table 6.3. The definition directly parallels Definition 6.1.3 of validity of TL formulas. In defining $T$, a second transformation function, $R$, from TL terms to EPL terms, is needed. $R$ is defined in Table 6.3 as well.

### 6.2.2 Example of the Mapping

We illustrate the mapping on a small example. Let $c$ be a channel-trace variable and $k$ a constant. Consider the TL formula $f_{EX} \equiv \square(oc.0 = k)$, which has no significance beyond its syntactic properties. $T$ is used to transform $f_{EX}$ into an EPL formula, $T[f_{EX}]$, such that for any state-sequence $\sigma$, $\sigma \models f_{EX} \text{ iff } [s \mapsto \sigma] \models T[f_{EX}]$.

$$T[\square(oc.0 = k)]$$

$$= (\forall i: i \geq 0: T[oc.0 = k][s[i..]/s])$$

$$= (\forall i: i \geq 0: (R[oc.0] = R[k])[s[i..]/s])$$

$$= (\forall i: i \geq 0: (R[c.0][s1..]/s = R[k])[s[i..]/s])$$

$$= (\forall i: i \geq 0: ((R[c].R[0])[s1..]/s = R[k])[s[i..]/s])$$
Table 6.3: Transformation Function $\mathcal{T}$

<table>
<thead>
<tr>
<th>$\mathcal{T}[G(t_1, \ldots, t_n)]$</th>
<th>$G(\mathcal{R}[t_1], \ldots, \mathcal{R}[t_n])$</th>
<th>$G \in Prds$; $t_1, \ldots, t_n$ TL terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{T}[f_1 \lor f_2]$</td>
<td>$\mathcal{T}[f_1] \lor \mathcal{T}[f_2]$</td>
<td>$f_1$ and $f_2$ TL formulas</td>
</tr>
<tr>
<td>$\mathcal{T}[\neg f]$</td>
<td>$\neg \mathcal{T}[f]$</td>
<td>$f$ a TL formula</td>
</tr>
<tr>
<td>$\mathcal{T}[\exists x: f]$</td>
<td>$(\exists k: \mathcal{T}[f[k/x]])$</td>
<td>$f$ a TL formula; $k$ a constant in $V$</td>
</tr>
<tr>
<td>$\mathcal{T}[\square f]$</td>
<td>$(\forall i: i \geq 0: \mathcal{T}[f][s[i..]/s])$</td>
<td>$f$ a TL formula</td>
</tr>
<tr>
<td>$\mathcal{T}[\diamond f]$</td>
<td>$\mathcal{T}[f][s[1..]/s]$</td>
<td>$f$ a TL formula</td>
</tr>
<tr>
<td>$\mathcal{T}[f_1 \cup f_2]$</td>
<td>$(\exists i: i \geq 0: (\mathcal{T}[f_2][s[i..]/s]) \land \forall j: 0 \leq j &lt; i: \mathcal{T}[f_1][s[j..]/s]))$</td>
<td>$f_1$ and $f_2$ TL formulas</td>
</tr>
<tr>
<td>$\mathcal{R}[k]$</td>
<td>$k$</td>
<td>$k$ a constant in $V$</td>
</tr>
<tr>
<td>$\mathcal{R}[c]$</td>
<td>$s.0(c)$</td>
<td>$c$ a variable in ${c_1, \ldots, c_k}$</td>
</tr>
<tr>
<td>$\mathcal{R}[F(t_1, \ldots, t_n)]$</td>
<td>$F(\mathcal{R}[t_1], \ldots, \mathcal{R}[t_n])$</td>
<td>$F \in Fns$; $t_1, \ldots, t_n$ TL terms</td>
</tr>
<tr>
<td>$\mathcal{R}[ct]$</td>
<td>$\mathcal{R}[t][s[1..]/s]$</td>
<td>$t$ a TL term</td>
</tr>
</tbody>
</table>
\[
(\forall i : i \geq 0 : ((s.0(c).R[0])[s[i..]/s] = R[k])[s[i..]/s])
\]

\[
(\forall i : i \geq 0 : ((s.0(c).0)[s[i..]/s] = R[k])[s[i..]/s])
\]

\[
(\forall i : i \geq 0 : (s[1..].0(c).0 = R[k])[s[i..]/s])
\]

\[
(\forall i : i \geq 0 : (s.1(c).0 = R[k])[s[i..]/s])
\]

\[
(\forall i : i \geq 0 : s[i..].1(c).0 = k)
\]

\[
(\forall i : i \geq 0 : s.(i+1)(c).0 = k).
\]

Therefore, for any state-sequence \(\sigma\),

\[
\sigma \models \Box (oc.0 = k) \iff \([s \mapsto \sigma] \models (\forall i : i \geq 0 : s.(i+1)(c).0 = k).\]

### 6.2.3 Correctness of the Mapping

We prove that \(T\) is a correct semantics-preserving transformation: for any state-sequence \(\sigma\) and TL formula \(f_{TL}, \sigma \models f_{TL} \iff \([s \mapsto \sigma] \models T[f_{TL}]\). The proof is based on Definitions 5.1.2 and 5.1.3 of Chapter 5—value and validity of first-order terms and formulas, respectively—as well as on the corresponding TL Definitions 6.1.2 and 6.1.3 of Section 6.1.2.

**Lemma 6.2.1** Let \(t_{TL}\) be any TL term containing variables from \(\{c_1, \ldots, c_k\}\) (only), and let \(\sigma\) be any state-sequence. Then \(t_{TL}|_{\sigma} = R[t_{TL}]|_{[s \mapsto \sigma]}\).

**Proof:** The proof proceeds by structural induction on \(t_{TL}\).

**Base Cases:**

1. \(t_{TL} = k\), \(k\) a constant.

   \[
   k|_{\sigma} = k.
   \]

   \[
   R[k]|_{[s \mapsto \sigma]} = k|_{[s \mapsto \sigma]} = k.
   \]
2. \( t_{TL} = c, \) \( c \) a variable.

\[ c|_{\sigma} = \sigma.0(c). \]

\[ \mathcal{R}[c]|_{[s \rightarrow \sigma]} = s.0(c)|_{[s \rightarrow \sigma]} = \sigma.0(c). \]

**Induction:**

3. \( t_{TL} = F(t_1, \ldots, t_n), \) \( F \) a function, \( t_1, \ldots, t_n \) terms.

By the induction hypothesis, \( t_i|_{\sigma} = \mathcal{R}[t_i]|_{[s \rightarrow \sigma]}, \) for all \( 1 \leq i \leq n. \)

\[ F(t_1, \ldots, t_n)|_{\sigma} = F(t_1|_{\sigma}, \ldots, t_n|_{\sigma}). \]

\[ \mathcal{R}[F(t_1, \ldots, t_n)]|_{[s \rightarrow \sigma]} \]
\[ = F(\mathcal{R}[t_1], \ldots, \mathcal{R}[t_n])|_{[s \rightarrow \sigma]} \]
\[ = F(\mathcal{R}[t_1]|_{[s \rightarrow \sigma]}, \ldots, \mathcal{R}[t_n]|_{[s \rightarrow \sigma]}) \]
\[ = F(t_1|_{\sigma}, \ldots, t_n|_{\sigma}). \] (by the induction hypothesis)

4. \( t_{TL} = \sigma t, \) \( t \) a term.

By the induction hypothesis, \( t|_{\sigma} = \mathcal{R}[t]|_{[s \rightarrow \sigma]} \).

\[ \sigma t|_{\sigma} = t|_{\sigma[1..]} \cdot \]

\[ \mathcal{R}[[\sigma t]]|_{[s \rightarrow \sigma]} \]
\[ = \mathcal{R}[t]|_{[s[1..]/s]}|_{[s \rightarrow \sigma]} \]
\[ = (\mathcal{R}[t]|_{[s \rightarrow \sigma])}|_{[\sigma[1..]/\sigma]} \]
\[ = (t|_{\sigma})|_{[\sigma[1..]/\sigma]} \] (by the induction hypothesis)
\[ = t|_{\sigma[1..]} \]

\[ \otimes \]

**Theorem 6.2.2** For any TL formula \( f_{TL} \) and state-sequence \( \sigma, \sigma \models f_{TL} \) \iff \[ [s \rightarrow \sigma] \models T[f_{TL}]. \]

**Proof:** The proof proceeds by structural induction on \( f_{TL}. \)
Base Case:

1. \( f_{TL} = G(t_1, \ldots, t_n), G \) a predicate, \( t_1, \ldots, t_n \) terms.

   By Lemma 6.2.1, \( t_i|\sigma = \mathcal{R}[t_i]|_{(s_i\sigma)} \), for all \( 1 \leq i \leq n \).

   \[ \sigma \models G(t_1, \ldots, t_n) \text{ iff } G(t_1|\sigma, \ldots, t_n|\sigma). \]

   \[ [s \mapsto \sigma] \models T[G(t_1, \ldots, t_n)] \]

   iff \( [s \mapsto \sigma] \models G(\mathcal{R}[t_1], \ldots, \mathcal{R}[t_n]) \)

   iff \( G(\mathcal{R}[t_1]|_{(s_i\sigma)}, \ldots, \mathcal{R}[t_n]|_{(s_i\sigma)}) \)

   iff \( G(t_1|\sigma, \ldots, t_n|\sigma). \) (by Lemma 6.2.1)

Induction:

2. \( f_{TL} = f_1 \lor f_2, f_1 \) and \( f_2 \) formulas.

   By the induction hypothesis, \( \sigma \models f_1 \text{ iff } [s \mapsto \sigma] \models T[f_1] \text{ and } \)

   \( \sigma \models f_2 \text{ iff } [s \mapsto \sigma] \models T[f_2]. \)

   \[ \sigma \models f_1 \lor f_2 \text{ iff } \sigma \models f_1 \text{ or } \sigma \models f_2. \]

   \[ [s \mapsto \sigma] \models T[f_1 \lor f_2] \]

   iff \( [s \mapsto \sigma] \models T[f_1] \lor T[f_2] \)

   iff \( [s \mapsto \sigma] \models T[f_1] \text{ or } [s \mapsto \sigma] \models T[f_2] \)

   iff \( \sigma \models f_1 \text{ or } \sigma \models f_2. \) (by the induction hypothesis)

3. \( f_{TL} = \neg f, f \) a formula.

   By the induction hypothesis, \( \sigma \models f \text{ iff } [s \mapsto \sigma] \models T[f] \).

   \[ \sigma \models \neg f \text{ iff not } \sigma \models f. \]

   \[ [s \mapsto \sigma] \models T[\neg f] \]

   iff \( [s \mapsto \sigma] \models \neg T[f] \)

   iff not \( [s \mapsto \sigma] \models T[f] \)

   iff not \( \sigma \models f. \) (by the induction hypothesis)
4. \( f_{TL} = (\exists x: f) \), \( f \) a formula.

By the induction hypothesis, \( \sigma \models f[k/x] \) iff \([s \rightarrow \sigma] \models T[f[k/x]]\), for any constant \( k \).

\( \sigma \models (\exists x: f) \) iff there exists a \( k \) such that \( \sigma \models f[k/x] \).

\([s \rightarrow \sigma] \models T[(\exists x: f)]\)
iff \([s \rightarrow \sigma] \models (\exists k: T[f[k/x]])\)
iff there exists an \( l \) such that \([s \rightarrow \sigma] \models (T[f[k/x]])[l/k]\)
iff there exists an \( l \) such that \([s \rightarrow \sigma] \models T[f[l/x]]\)
iff there exists an \( l \) such that \( \sigma \models f[l/x] \) (by the induction hypothesis)
iff there exists a \( k \) such that \( \sigma \models f[k/x] \).

5. \( f_{TL} = \square f \), \( f \) a formula.

By the induction hypothesis, \( \sigma \models f \) iff \([s \rightarrow \sigma] \models T[f] \), for any state-sequence \( \sigma \).

\( \sigma \models \square f \) iff for all \( i \geq 0 \), \( \sigma[i..] \models f \).

\([s \rightarrow \sigma] \models T[\square f]\)
iff \([s \rightarrow \sigma] \models (\forall i: i \geq 0: T[f][s[i..]/s])\)
iff for all \( i \geq 0 \), \([s \rightarrow \sigma] \models (T[f][s[i..]/s])\)
iff for all \( i \geq 0 \), \([s \rightarrow \sigma[i..]] \models T[f]\)
iff for all \( i \geq 0 \), \( \sigma[i..] \models f \). (by the induction hypothesis)

6. \( f_{TL} = \circ f \), \( f \) a formula.

By the induction hypothesis, \( \sigma \models f \) iff \([s \rightarrow \sigma] \models T[f] \), for any state-sequence \( \sigma \).

\( \sigma \models \circ f \) iff \( \sigma[1..] \models f \).

---

4In the proof for this case, bound variable \( k \) is renamed as \( l \) but then must be renamed back to \( k \). In subsequent cases, such circular renaming is omitted.
\[ s \rightarrow \sigma \models T[f] \]
iff \[ s \rightarrow \sigma \models T[f][s[1...]/s] \]
iff \[ s \rightarrow \sigma[1...] \models T[f] \]
iff \[ \sigma[1...] \models f. \ (by \ the \ induction \ hypothesis) \]

7. \( f_{TL} = f_1 \cup f_2 \), \( f_1 \) and \( f_2 \) formulas.

By the induction hypothesis, \( \sigma \models f_1 \) iff \[ s \rightarrow \sigma \models T[f_1] \]
and \( \sigma \models f_2 \) iff \[ s \rightarrow \sigma \models T[f_2] \], for any state-sequence \( \sigma \).

\( \sigma \models f_1 \cup f_2 \) iff there exists an \( i \geq 0 \) such that \( \sigma[i..] \models f_2 \) and for all \( j \), \( 0 \leq j < i \), \( \sigma[j..] \models f_1 \).

\[ s \rightarrow \sigma \models T[f_1 \cup f_2] \]
iff \[ s \rightarrow \sigma \models (\exists i : i \geq 0 : (T[f_2][s[i..]/s]) \land \]
\[ (\forall j : 0 \leq j < i : T[f_1][s[j..]/s])) \]
iff there exists an \( i \geq 0 \) such that
\[ s \rightarrow \sigma \models (T[f_2][s[i..]/s] \land (\forall j : 0 \leq j < i : T[f_1][s[j..]/s])) \]
iff there exists an \( i \geq 0 \) such that \[ s \rightarrow \sigma \models T[f_2][s[i..]/s] \] and
\[ s \rightarrow \sigma \models (\forall j : 0 \leq j < i : T[f_1][s[j..]/s]) \]
iff there exists an \( i \geq 0 \) such that \[ s \rightarrow \sigma \models T[f_2][s[i..]/s] \] and for all \( j \), \( 0 \leq j < i \), \[ s \rightarrow \sigma \models T[f_1][s[j..]/s] \]
iff there exists an \( i \geq 0 \) such that \[ s \rightarrow \sigma \models T[f_2] \] and for all \( j \), \( 0 \leq j < i \), \[ s \rightarrow \sigma[j..] \models T[f_1] \]
iff there exists an \( i \geq 0 \) such that \( \sigma[i..] \models f_2 \) and for all \( j \), \( 0 \leq j < i \), \( \sigma[j..] \models f_1. \) (by the I.H.)
6.3 Revisions to Formula $CM(f)$

Let $f_{TL}$ be a formula in TL and $f_{EPL}$ a formula in EPL. Using transformation function $T$, formulas $f_{TL}$ and $f_{EPL}$ are equivalent if and only if $T[f_{TL}] \equiv f_{EPL}$.

Recall Definition 5.4.2 of $CM(f)$:

$$CM(f) \equiv$$

$$(\exists \langle \overline{i^0}, \overline{i^1}, \ldots, \overline{i^n} \rangle :$

$$\overline{i^0} = [\langle \rangle, \ldots, \langle \rangle] \land$$

$$\overline{i^n} = [c_1, \ldots, c_k] \land$$

$$(\forall i: 0 \leq i \leq n: f[\overline{i^i / \bar{c}}]) \land$$

$$(\forall i: 0 \leq i < n:$$

$$(\exists j, v: 1 \leq j \leq k, v \in V:$$

$$\overline{i^{i + 1}} = \overline{i^i} [\overline{t_j ^1} (v) / \langle \overline{t_j ^i} \rangle))$$

Our goal is find the minimal subset of TL powerful enough to express a formula equivalent to $CM(f)$. Therefore, we will need to construct some TL formula $CM_{TL}(f)$ such that $T[CM_{TL}(f)] \equiv CM(f)$. When transformation $T$ is applied, however, all TL formulas are mapped to EPL formulas with one free variable, state-sequence $s$. Thus, to establish equivalence between $CM_{TL}(f)$ and $CM(f)$, $CM(f)$ must be rewritten so that its only free variable is $s$.

Suppose, for the moment, that state-sequence variables can have finite length. We then rewrite $CM(f)$, letting $s$ represent bound sequence variable $\langle \overline{t_0, t_1, \ldots, t_n} \rangle$, as follows.

**Definition 6.3.1 (Revised Non-recursive Definition: $CM_{Rev}(f)$)**

$$CM_{Rev}(f) \equiv$$

$$s.0 = [\langle \rangle, \ldots, \langle \rangle] \land$$

$$(\forall i: 0 \leq i < |s|: f[s.i / \bar{c}]) \land$$
(\forall i : 0 \leq i < |s| - 1:
(\exists j, v : 1 \leq j \leq k, v \in V:
\ s.(i+1) = s.i[(s.i)_j \cdot (v)/(s.i)_j]])

By this definition, an assignment \( \alpha \) is a computational model of \( f \)—equivalently, \( \alpha \models CM(f) \)—if and only if there exists some finite state-sequence \( \sigma \) such that \( \sigma.(|\sigma|-1) = \alpha \) and \([s \mapsto \sigma] \models CM_{Rev}(f)\).

The following definition and theorem show that, in fact, finite-length state-sequence variables are unnecessary—an equivalent formula can be written using only an infinite state-sequence variable \( s \).

**Definition 6.3.2 (Final EPL Definition: \( CM_{EPL}(f) \))**

\[
CM_{EPL}(f) \equiv
\]

\[
s.0 = [\langle \rangle, \ldots, \langle \rangle] \land
(\forall i : i \geq 0 : f[s.i/c_i]) \land
(\forall i : i \geq 0 :
\ s.(i+1) = s.i \lor
(\exists j, v : 1 \leq j \leq k, v \in V:
\ s.(i+1) = s.i[(s.i)_j \cdot (v)/(s.i)_j]])
\]

**Theorem 6.3.3** Let \( f \) be a formula of first-order trace logic and \( \alpha \) an assignment. There exists a finite state-sequence \( \sigma \) such that \( \sigma.(|\sigma|-1) = \alpha \) and \([s \mapsto \sigma] \models CM_{Rev}(f)\) if and only if there exists an infinite state-sequence \( \sigma' \) and index \( i \geq 0 \) such that \( \sigma'.i = \alpha \) and \([s \mapsto \sigma'] \models CM_{EPL}(f)\).

**Proof:** (\( \Rightarrow \)) Suppose \( \sigma \) exists. Let \( \sigma' \) be constructed from \( \sigma \) by indefinitely repeating \( \sigma \)'s last state: \( \sigma' = \langle \sigma.0, \sigma.1, \ldots, \sigma.(|\sigma|-1), \sigma.(|\sigma|-1), \sigma.(|\sigma|-1), \ldots \rangle. \) (Recall that we similarly converted finite state-sequences to infinite state-sequences for Definition 6.1.1.) Since \( \sigma'.(|\sigma|-1) = \sigma.(|\sigma|-1) \) and \( \sigma.(|\sigma|-1) = \alpha \), by transitivity \( \sigma'.(|\sigma|-1) = \alpha \). Furthermore, by \([s \mapsto \sigma] \models CM_{Rev}(f)\), we know
that \([s \mapsto \sigma'] \models CM_{EPL}(f)\), since for all \(i \geq |\sigma| - 1\), \(\sigma'.i = \sigma'.(i+1)\).

\((\Leftarrow)\) Suppose \(\sigma'\) and \(i\) exist. By assumption, \(\sigma'.i = \alpha\) for some \(i \geq 0\). Let \(\sigma'[..i]\) denote sequence \(\sigma'\) through element \(\sigma'.i\) (hence \(\sigma'[..i]\) is finite), and let \(\sigma\) be constructed from \(\sigma'[..i]\) by removing each state that duplicates its immediate predecessor in the sequence. We know \(\sigma.(|\sigma|-1) = \sigma'.i\), so, by definition, \(\sigma.(|\sigma|-1) = \alpha\). Furthermore, by \([s \mapsto \sigma'] \models CM_{EPL}(f)\), we know that \([s \mapsto \sigma] \models CM_{Rel}(f)\), since \(\sigma\) is formed from \(\sigma'\) by truncation and removal of repeated states. \(\heartsuit\)

Using the original \(CM(f)\), an assignment \(\alpha\) is a computational model of a formula \(f\) if and only if \(\alpha \models CM(f)\); using \(CM_{EPL}(f)\), \(\alpha\) is a computational model of \(f\) if and only if there exists an infinite state-sequence \(\sigma\) and index \(i \geq 0\) such that \(\sigma.i = \alpha\) and \([s \mapsto \sigma] \models CM_{EPL}(f)\). Since recognition of computational models differs for \(CM(f)\) and \(CM_{EPL}(f)\), we must formally prove that the two formulas do, in fact, perform the identical function with respect to a proof system.

Recall Corollary 5.3.5: given a network \(N\) with precise specification \(S1\), a specification \(S2\) is valid for \(N\) if and only if

\[
\text{CompModels}(S1) \subseteq \text{CompModels}(S2).
\]  

(6.1)

Therefore, we are interested in verifying formulas of the form

\[
CM(S1) \Rightarrow CM(S2),
\]  

(6.2)

since (6.2) implies (6.1). We show that formula (6.2) holds when and only when

\[
CM_{EPL}(S1) \Rightarrow CM_{EPL}(S2)
\]  

(6.3)

holds. Hence, \(CM_{EPL}(f)\) and \(CM(f)\) are equivalent with respect to trace-based proof systems.

**Theorem 6.3.4** For any formulas \(f1\) and \(f2\) of first-order trace logic,

\[
CM(f1) \Rightarrow CM(f2) \text{ iff } CM_{EPL}(f1) \Rightarrow CM_{EPL}(f2).
\]
**Proof:** By definition, $CM(f_1) \Rightarrow CM(f_2)$ if and only if, for all assignments $\alpha$,

$$\alpha \models CM(f_1) \Rightarrow \alpha \models CM(f_2).$$

Similarly, $CM_{EPL}(f_1) \Rightarrow CM_{EPL}(f_2)$ if and only if, for all state-sequences $\sigma$,

$$[s \rightarrow \sigma] \models CM_{EPL}(f_1) \Rightarrow [s \rightarrow \sigma] \models CM_{EPL}(f_2).$$

($\Rightarrow$) If $CM(f_1) \Rightarrow CM(f_2)$ then $CM_{EPL}(f_1) \Rightarrow CM_{EPL}(f_2)$:

Suppose $\alpha \models CM(f_1) \Rightarrow \alpha \models CM(f_2)$, for all assignments $\alpha$. We must show, for any state-sequence $\sigma$, that $[s \rightarrow \sigma] \models CM_{EPL}(f_1) \Rightarrow [s \rightarrow \sigma] \models CM_{EPL}(f_2)$.

Consider an arbitrary state-sequence $\sigma$ and suppose $[s \rightarrow \sigma] \models CM_{EPL}(f_1)$. We need to show $[s \rightarrow \sigma] \models CM_{EPL}(f_2)$. The only conjunct in $CM_{EPL}(f)$ with a reference to $f$ is $(\forall i: i \geq 0: f[s.i/i\tilde{c}])$, so, by $[s \rightarrow \sigma] \models CM_{EPL}(f_1)$, it suffices to show $[s \rightarrow \sigma] \models (\forall i: i \geq 0: f_2[s.i/i\tilde{c}])$. Equivalently, we must show that for all $i \geq 0$, $\sigma.i \models f_2$.

Consider an arbitrary $\sigma.i$. By $[s \rightarrow \sigma] \models CM_{EPL}(f_1)$ and Theorem 6.3.3, there exists a finite state-sequence $\sigma'$ such that $\sigma'.(|\sigma'| - 1) = \sigma.i$ and $[s \rightarrow \sigma'] \models CM_{Rev}(f_1)$. Hence, by Definition 6.3.1 of $CM_{Rev}(f)$, $\sigma.i \models CM(f_1)$.

By assumption, then, $\sigma.i \models CM(f_2)$, and consequently, by Definition 5.4.2 of $CM(f)$, $\sigma.i \models f_2$.

($\Leftarrow$) If $CM_{EPL}(f_1) \Rightarrow CM_{EPL}(f_2)$ then $CM(f_1) \Rightarrow CM(f_2)$:

Suppose $[s \rightarrow \sigma] \models CM_{EPL}(f_1) \Rightarrow [s \rightarrow \sigma] \models CM_{EPL}(f_2)$, for all state-sequences $\sigma$. We must show, for any assignment $\alpha$, that $\alpha \models CM(f_1) \Rightarrow \alpha \models CM(f_2)$. Consider an arbitrary assignment $\alpha$ and suppose that $\alpha \models CM(f_1)$. By Definition 6.3.1 of $CM_{Rev}(f)$, there exists a finite state-sequence $\sigma$ such that $\sigma.(|\sigma| - 1) = \alpha$ and $[s \rightarrow \sigma] \models CM_{Rev}(f_1)$. Then, by Theorem 6.3.3, there exists an infinite state-sequence $\sigma'$ and index $i \geq 0$ such that $\sigma'.i = \alpha$ and $[s \rightarrow \sigma'] \models CM_{EPL}(f_1)$. Since $[s \rightarrow \sigma'] \models CM_{EPL}(f_1)$, by assumption, $[s \rightarrow \sigma'] \models CM_{EPL}(f_2)$. Then, by $\sigma'.i = \alpha$ and Theorem 6.3.3, there exists
a finite state-sequence $\sigma''$ such that $\sigma''.(|\sigma''|-1) = \alpha$ and $[s \mapsto \sigma''] \models C M_{Refl}(f2)$. Consequently, by Definition 6.3.1, $\alpha \models C M(f2)$. 

We have defined an EPL formula, $C M_{EPL}(f)$, such that for any first-order trace formulas $f1$ and $f2$,

$$C M_{EPL}(f1) \subseteq C M_{EPL}(f2) \iff C M_{EPL}(f1) \Rightarrow C M_{EPL}(f2).$$

Therefore, if a language is strong enough to express a formula equivalent to $C M_{EPL}(f)$, the language is strong enough to be used as the basis of a relatively complete trace-based proof system. In the next chapter, we define a subset of temporal logic that has the necessary and sufficient expressive power to encode $C M_{EPL}(f)$. 
Chapter 7

Expressiveness Bounds for Relative Completeness

In Chapter 6, we showed that any relatively complete trace logic must be expressive enough to encode a formula equivalent to formula $CM_{EPL}(f)$ of Definition 6.3.2. We defined a transformation function $T$ from formulas in Temporal Logic to formulas in Extended Predicate Logic; since $CM_{EPL}(f)$ is a formula in EPL, using $T$ we can prove that a given subset of TL is necessary and sufficient to express a formula equivalent to $CM_{EPL}(f)$. Such a subset, therefore, has the exact expressive power required for a relatively complete trace logic.

To prove the necessity and sufficiency of a TL subset, we must determine exactly the possible subsets of TL. First, we introduce three new temporal operators—strictly weaker versions of $Always$, $Next$, and $Until$—that enrich the subset structure of TL and thereby "tighten" the attainable expressiveness bounds. The resulting subsets do not form a linear order since temporal operators $\square$, $\circ$, and $U$ are disjoint—no operator can be encoded by the other two (likewise for the three new operators). The subsets do, however, form a partial order, and this hierarchy is used to prove that the TL subset consisting of first-order trace logic with a version of the $Always$ operator is an upper and a lower
bound on the power needed to express $CM_{EPL}(f)$. This result is then applied in the description of a trace-based proof system that is minimally complete with respect to our hierarchy of TL subsets.

7.1 Temporal Operators over Non-Temporal Formulas

In Chapter 4, an *Always* operator was used to convert STL specifications to being on entire computations (rather than single states). The implication in Theorem 4.4.3 includes formulas of the form $\Box S$, where $S$ is a formula of first-order trace logic. This *Always* operator—over first-order formulas only—is a restricted version of the $\Box$ operator defined in Chapter 6. In general, by permitting nested temporal operators, quite complex properties can be expressed, e.g. $\Box (f1 \Rightarrow (\Box f2 \lor \circ f3))$, which asserts that whenever $f1$ is valid, either $f2$ is valid thereafter or $f3$ is valid at the next point in time. This property cannot be expressed using temporal operators only over first-order formulas.

Since we are interested in using some TL subset to express a formula equivalent to $CM_{EPL}(f)$, and in particular because all $f$'s under consideration are non-temporal (i.e. contain no temporal operators), we introduce an additional set of temporal operators that are restricted to operate only over non-temporal terms and formulas. These operators are strictly weaker than their fully temporal counterparts; the new operators thus increase the number of possible subsets of TL.

The syntax of TL is extended to include the new operators as follows; note that *Trace-Formula* and *Trace-Term* refer to the syntactic definition of first-order trace logic given in Table 3.1.
1. **TL-formula** ::= $\Box f$, $f$ a **Trace-Formula**;
   $\Box$ is the *Restricted Always* operator.

2. **TL-formula** ::= $\lozenge f$, $f$ a **Trace-Formula**;
   **TL-term** ::= $\lozenge t$, $t$ a **Trace-Term**;
   $\lozenge$ is the *Restricted Next* operator.

3. **TL-formula** ::= $f_1 \bar{U} f_2$, $f_1$ and $f_2$ **Trace-Formulas**;
   $\bar{U}$ is the *Restricted Until* operator.

A *Restricted Eventually* operator is not included, since $\Diamond f$ is simply a syntactic abbreviation for $\neg \Box \neg f$. We sometimes refer to $\Box$, $\lozenge$, and $\bar{U}$ as *Unrestricted Always*, *Unrestricted Next*, and *Unrestricted Until*, respectively, to distinguish them from the corresponding restricted operators.

Although Definitions 6.1.2 and 6.1.3 for validity of TL formulas with respect to state-sequences can be used directly for the new operators—the operators are subsumed by their unrestricted counterparts—we instead make explicit the simpler semantics of $\Box$, $\lozenge$, and $\bar{U}$. Let $\sigma$ be any state-sequence. Recall, for all $i \geq 0$, that $\sigma.i$ is an assignment—a model of a first-order trace formula. The following definitions are derived from Definitions 6.1.2 and 6.1.3, and from the fact that $\Box$, $\lozenge$, and $\bar{U}$ operate only over non-temporal terms and formulas.

1. $\lozenge t|_{\sigma} = t|_{\sigma.1}$, for a trace term $t$, where $t|_{\sigma.1}$ is as defined in Definition 5.1.2 of the value of first-order trace terms with respect to assignments;

2. $\sigma \models \Box f$ iff for all $i \geq 0$, $\sigma.i \models f$, for a trace formula $f$, where $\sigma.i \models f$ is as defined in Definition 5.1.3 of validity of first-order trace formulas with respect to assignments;

3. $\sigma \models \lozenge f$ iff $\sigma.1 \models f$, for a trace formula $f$, where $\sigma.1 \models f$ is as defined in Definition 5.1.3;
4. \( \sigma \models f1 \mathcal{U} f2 \) iff there exists an \( i \geq 0 \) such that \( \sigma.i \models f2 \) and for all \( j \), \( 0 \leq j < i \), \( \sigma.j \models f1 \), for trace formulas \( f1 \) and \( f2 \), where \( \sigma.i \models f \) and \( \sigma.j \models f \) are as defined in Definition 5.1.3.

The transformation functions \( T \) and \( R \) defined in Table 6.3 need not be extended to accommodate formulas of the form \( \Box f \), \( \Diamond f \), or \( f1 \mathcal{U} f2 \), or terms of the form \( \bar{q}t \). The definitions of \( T \) and \( R \) for these formulas and terms are identical to \( T[\Box f], T[\Diamond f], T[f1 \mathcal{U} f2] \), and \( R[\bar{q}t] \), respectively.

### 7.2 Subsets of Temporal Logic

TL consists of first-order trace logic with the addition of six temporal operators: \( \Box, \Diamond, \mathcal{U}, \Box, \Diamond, \mathcal{U} \). A subset of TL is constructed by choosing any subset of the temporal operators; for example, trace logic with \( \Box \) and \( \Diamond \) is a (strict) subset of TL. We want to find the TL subset that is both necessary and sufficient to express a formula equivalent to \( CM_{EPL}(f) \).

The subsets of TL form a rather complicated hierarchy. Although operator \( \Box \) subsumes operator \( \Box \), \( \Diamond \) subsumes \( \Diamond \), and \( \mathcal{U} \) subsumes \( \mathcal{U} \), operators \( \Box, \Diamond, \mathcal{U} \) are disjoint, as are \( \Box, \Diamond \), and \( \mathcal{U} \). Recall, however, the definition of transformation function \( T \) on formulas of the form \( f1 \mathcal{U} f2 \):

\[
T[f1 \mathcal{U} f2] = (\exists i: i \geq 0: (T[f2][s[i..]/s]) \land
(\forall j: 0 \leq j < i: T[f1][s[j..]/s]))
\]

Definition 6.3.2 of \( CM_{EPL}(f) \) contains no eventuality components of the form \( (\exists i: i \geq 0: f'(s.i)) \). Thus, it is clear that operator \( \mathcal{U} \) will not be of use in any TL formula \( f_{TL} \) such that \( T[f_{TL}] \equiv CM_{EPL}(f) \). Similarly, there is no need to consider operator \( \bar{U} \).

The TL subsets of interest therefore correspond to the subsets of \( \{\Box, \Diamond, \bar{U}, \Diamond\} \). These subsets—and their interrelationship—are described by the partial order
picted in Figure 7.1. Remember that restricted operators are subsumed by their unrestricted counterparts, so, for example, the subset of TL corresponding to \{\text{\textbar}, \Box\} is equivalent to the subset corresponding to \{\Box\}.

7.3 Necessity and Sufficiency of the

*Unrestricted Always Operator*

Subset 4 of Figure 7.1, first-order trace logic with an *Unrestricted Always* operator, has the necessary and sufficient expressive power to encode \(CM_{EPL}(f)\). We prove this subset to be sufficient by using trace logic with *Unrestricted Always* operators (only) to write a formula equivalent to \(CM_{EPL}(f)\). We then prove that the subset is an absolute lower bound: each subset lower than or incomparable to subset 4 in the hierarchy of Figure 7.1 is not expressive enough to encode \(CM_{EPL}(f)\). This is proven by showing that no formula equivalent to \(CM_{EPL}(f)\) can be expressed in subset 8—first-order trace logic with a *Restricted Always*
and an *Unrestricted Next* operator. Consequently, all subsets except 4, 7 and 9 are insufficient. The resulting division of the subset hierarchy is illustrated in Figure 7.2.

### 7.3.1 Sufficiency

Let $TL\Box$ be the language of first-order trace logic with an *Unrestricted Always* operator—subset 4 of Figures 7.1 and 7.2. To prove that $TL\Box$ is sufficiently powerful to encode $CM_{EPL}(f)$, we exhibit a formula $CM\Box(f)$ in $TL\Box$ such that $T[CM\Box(f)] \equiv CM_{EPL}(f)$. $CM\Box(f)$ is derived from the temporal ordering and prefix axioms of Chapter 4, as follows.
Definition 7.3.1 (TL Definition: \( CM_\Box(f) \))

\[
CM_\Box(f) \equiv
\Box f \land
(\forall m, n, x, y: 1 \leq m \leq k, 1 \leq n \leq k, x \geq 1, y \geq 0, m \neq n \lor x \neq y:
(\Box(|c_m| \geq x \Rightarrow |c_n| \geq y)) \Rightarrow \Box(|c_m| < x \land |c_n| < y)) \land
(\forall m, x, v: 1 \leq m \leq k, x \geq 0, v \in V:
\Box((c_m.x = v) \Rightarrow \Box(c_m.x = v)))^1
\]

The second conjunct of \( CM_\Box(f) \) corresponds directly to Definition 4.2.2 of axiom ORDERING. The third conjunct of \( CM_\Box(f) \) is a restatement of axiom PREFIX (Definition 4.3.2), eliminating the use of a Next operator.

We must prove \( T[CM_\Box(f)] \equiv CM_{EPL}(f) \). Using the definition of \( T \),

\[
T[CM_\Box(f)] \equiv
(\forall i: i \geq 0: f[s.i(c)/\overline{c}]^2 \land
(\forall m, n, x, y: 1 \leq m \leq k, 1 \leq n \leq k, x \geq 1, y \geq 0, m \neq n \lor x \neq y:
(\forall i: i \geq 0: |s.i(c_m)| \geq x \equiv |s.i(c_n)| \geq y) \Rightarrow
(\forall i: i \geq 0: |s.i(c_m)| < x \land |s.i(c_n)| < y)) \land
(\forall m, x, v: 1 \leq m \leq k, x \geq 0, v \in V:
(\forall i: i \geq 0: (s.i(c_m).x = v) \Rightarrow (\forall j: j \geq 0: s.(i+j)(c_m).x = v))).
\]

---

1 Quantifying over channel-trace variables—which we effectively do here by quantifying over channel-name indices—is forbidden by the syntax of TL (Table 6.1). In this case, however, quantification is being used only for notational brevity. An equivalent legal formula can be written by expanding the quantified clauses to a finite number of conjuncts, one conjunct for each channel or channel pair.

2 Note that for any non-temporal formula \( f \), \( T[f] = f[s.0(c_1), \ldots, s.0(c_k)/c_1, \ldots, c_k] \). We use \( f[s.i(c)/\overline{c}] \) as an abbreviation for \( f[s.i(c_1), \ldots, s.i(c_k)/c_1, \ldots, c_k] \).
Recall Definition 6.3.2 of $C M_{E P L}(f)$:

$$C M_{E P L}(f) \equiv$$

$$s.0 = [(\langle \rangle, \ldots, \langle \rangle)] \land$$

$$(\forall i: i \geq 0: f[s.i/\emptyset]) \land$$

$$(\forall i: i \geq 0:$$

$$s.(i + 1) = s.i \lor$$

$$(\exists j, v: 1 \leq j \leq k, v \in V:$$

$$s.(i + 1) = s.i((s.i)_{j}\langle v \rangle/(s.i)_{j}))$$

The first conjunct of $T[C M_{\Box}(f)]$ is equivalent to the second conjunct of $C M_{E P L}(f)$. Let $ORDERING'$ denote the second conjunct of $T[C M_{\Box}(f)]$:

$$ORDERING' \equiv$$

$$(\forall m, n, x, y: 1 \leq m \leq k, 1 \leq n \leq k, x \geq 1, y \geq 0, m \neq n \lor x \neq y:$$

$$(\forall i: i \geq 0: |s.i(c_m)| \geq x \equiv |s.i(c_n)| \geq y) \Rightarrow$$

$$(\forall i: i \geq 0: |s.i(c_m)| < x \land |s.i(c_n)| < y))$$

Let $PREFIX'$ denote the third conjunct of $T[C M_{\Box}(f)]$:

$$PREFIX' \equiv$$

$$(\forall m, x, v: 1 \leq m \leq k, x \geq 0, v \in V:$$

$$(\forall i: i \geq 0: (s.i(c_m).x = v) \Rightarrow (\forall j: j \geq 0: s.(i + j)(c_m).x = v)))$$

To show $T[C M_{\Box}(f)] \equiv C M_{E P L}(f)$, then, we must prove the following theorem.

3Remember: in $C M_{E P L}(f)$, variable $s$ is an encoding of a state-sequence rather than the state-sequence itself. Hence $(s.i)_j$ in $C M_{E P L}(f)$ is equivalent to $s.i(c_j)$ in $T[C M_{\Box}(f)]$. 
Theorem 7.3.2

\[ ORDERING' \land PREFIX' \equiv \]

\[ s.0 = [(\emptyset, \ldots, \emptyset)] \land \]

\[(\forall i: i \geq 0: \]

\[ s.(i+1) = s.i \lor \]

\[ (\exists j, v: 1 \leq j \leq k, v \in V: \]

\[ s.(i+1) = s.i[(s.i)_j\cdot(v)/(s.i)_j]) \]

A formal proof of Theorem 7.3.2 is omitted; it exactly parallels the proof of Lemma 4.4.2 in Chapter 4 (the well-formedness lemma). Recall Lemma 4.4.2: for any sequence of trace-sets \( \rho \), \( \rho \models ORDERING \land PREFIX \) if and only if \( Compress(\rho) \) is well-formed. By Definition 3.6.2, a sequence of trace-sets is well-formed if and only if all traces are empty in the first trace-set and all other trace-sets in the sequence extend exactly one trace of the preceding set by exactly one element. Therefore, by making the obvious correspondences— \( ORDERING' \) with \( ORDERING \), \( PREFIX' \) with \( PREFIX \), and state-sequence \( s \) with sequence of trace-sets \( \rho \)—the proof of Theorem 7.3.2 is isomorphic to the proof of Lemma 4.4.2.

We conclude that a formula equivalent to \( C_{EPL}(f) \) can be written in TL\( _\Box \), so TL\( _\Box \) has sufficient expressive power for a relatively complete trace-based proof system. A proof system based on TL\( _\Box \) is described in Section 7.5.

7.3.2 Necessity

We now show that TL\( _\Box \) is necessary, as well as sufficient, for a relatively complete proof system: any TL subset weaker than or incomparable to TL\( _\Box \) cannot be used to express a formula equivalent to \( C_{EPL}(f) \). By the hierarchy of Figure 7.1, proving the necessity of TL\( _\Box \) only requires proving that no formula equivalent

\[ ^4 \text{Recall that } Compress(\rho) \text{ is the sequence obtained from } \rho \text{ by eliminating each trace-set that duplicates its immediate predecessor in the sequence.} \]
to $CM_{EPL}(f)$ can be expressed in the TL subset consisting of trace logic with a Restricted Always and an Unrestricted Next operator—subset 8 of Figures 7.1 and 7.2.

Let $TL_8$ be the language of first-order trace logic with operators $\Box$ and $\circ$. We show that there is no formula $CM_8(f)$ in $TL_8$ such that $T[CM_8(f)] \equiv CM_{EPL}(f)$. To prove this, we consider the nesting depth of $Next$ operators in $TL_8$ formulas. Since every formula has only a finite number of $\circ$'s, the maximum depth of $\circ$ nesting in a given formula is a well-defined nonnegative integer.

**Definition 7.3.3** For any formula $f_{TL}$ in $TL_8$, let $\circ$-nesting($f_{TL}$) denote the maximum nesting of $Next$ operators in $f_{TL}$. $\circ$-nesting($f_{TL}$) is defined inductively, on the structure of $f_{TL}$, as follows.

1. $f_{TL} = G(t_1, \ldots, t_n)$:
   $$\circ\text{-nesting}(G(t_1, \ldots, t_n)) = \max(\circ\text{-nesting}(t_1), \ldots, \circ\text{-nesting}(t_n)).$$

2. $f_{TL} = f_1 \lor f_2$:
   $$\circ\text{-nesting}(f_1 \lor f_2) = \max(\circ\text{-nesting}(f_1), \circ\text{-nesting}(f_2)).$$

3. $f_{TL} = \neg f$:
   $$\circ\text{-nesting}(\neg f) = \circ\text{-nesting}(f).$$

4. $f_{TL} = (\exists x: f)$:
   $$\circ\text{-nesting}((\exists x: f)) = \circ\text{-nesting}(f).$$

5. $f_{TL} = \Box f$:
   $$\circ\text{-nesting}(\Box f) = \circ\text{-nesting}(f).$$

6. $f_{TL} = \circ f$:
   $$\circ\text{-nesting}(\circ f) = \circ\text{-nesting}(f) + 1.$$ 

7. Term $t_{TL} = k$:
   $$\circ\text{-nesting}(k) = 0.$$

8. Term $t_{TL} = c$:
   \[ \text{o-nesting}(c) = 0. \]

9. Term $t_{TL} = F(t_1, \ldots, t_n)$:
   \[ \text{o-nesting}(F(t_1, \ldots, t_n)) = \max(\text{o-nesting}(t_1), \ldots, \text{o-nesting}(t_n)). \]

10. Term $t_{TL} = \circ t$:
    \[ \text{o-nesting}(\circ t) = \text{o-nesting}(t) + 1. \]

Using this definition, we prove a key lemma: there is no formula $f_{TL}$ in TL$_8$ such that $T[f_{TL}]$ and $CM_{EPL}(true)$ are satisfied by the same set of assignments. The final result—that there is no formula $CM_8(f)$ in TL$_8$ such that $T[CM_8(f)] \equiv CM_{EPL}(f)$—follows directly from the lemma. Let $CM_{EPL}$ be an abbreviation for $CM_{EPL}(true)$. To prove that there is no formula $f_{TL}$ in TL$_8$ such that $T[f_{TL}]$ and $CM_{EPL}$ are satisfied by the same set of assignments, we show, for every $f_{TL}$, that there is either an assignment that models $T[f_{TL}]$ but does not model $CM_{EPL}$, or there is an assignment that models $CM_{EPL}$ but does not model $T[f_{TL}]$.

For every $f_{TL}$ in TL$_8$ there is some $n \geq 0$—$n$ being the maximum nesting depth of $\text{Next}$ operators in $f_{TL}$—such that beyond the $n$th state in any state-sequence, $T[f_{TL}]$ can refer to states only by universal quantification (resulting from $\text{Restricted Always}$ operators in $f_{TL}$). Now, if no state-sequences satisfy $T[f_{TL}]$, or the only satisfying sequences have all repeated states beyond their $n$th state, then it is straightforward to construct a sequence $\sigma$ such that assignment $[s \rightarrow \sigma]$ models $CM_{EPL}$ but does not model $T[f_{TL}]$. Otherwise, by constructing a sequence $\sigma$ that violates $\text{ORDERING'}$ or $\text{PREFIX'}$ beyond the $n$th state, $[s \rightarrow \sigma]$ does not model $CM_{EPL}$; however, $[s \rightarrow \sigma]$ does model $T[f_{TL}]$, as long as $\sigma$ is constructed by rearranging states from a sequence known to satisfy $T[f_{TL}]$.

A rigorous proof follows.
Lemma 7.3.4 For any formula $f_{TL}$ in TL₈, there exists a state-sequence $\sigma$ such that either

$$[s \mapsto \sigma] \models T[f_{TL}] \quad \text{and} \quad [s \mapsto \sigma] \not\models CM_{EPL}^5,$$

or

$$[s \mapsto \sigma] \not\models T[f_{TL}] \quad \text{and} \quad [s \mapsto \sigma] \models CM_{EPL}.$$

Proof: Consider an arbitrary $f_{TL}$ in TL₈ and let $n = o\text{-nesting}(f_{TL})$. Three cases must be considered:

Case 1. There is no $\sigma$ such that $[s \mapsto \sigma] \models T[f_{TL}]$.

We must then show that there is some $\sigma$ such that $[s \mapsto \sigma] \models CM_{EPL}$. One such $\sigma$ is the state-sequence in which every channel is always mapped to the empty trace:

$$\sigma = \langle [c_1 \mapsto \langle \rangle, c_2 \mapsto \langle \rangle, \ldots, c_k \mapsto \langle \rangle],$$

$$[c_1 \mapsto \langle \rangle, c_2 \mapsto \langle \rangle, \ldots, c_k \mapsto \langle \rangle], \ldots \rangle.$$

$[s \mapsto \sigma] \not\models T[f_{TL}]$, since there is no $\sigma$ such that $[s \mapsto \sigma] \models T[f_{TL}]$, but, by Definition 6.3.2 of $CM_{EPL}(f)$, $[s \mapsto \sigma] \models CM_{EPL}$.

Case 2. There exists a $\sigma$ such that $[s \mapsto \sigma] \models T[f_{TL}]$ and every such $\sigma$ has only repeating states after state $\sigma.n$ (recall $n = o\text{-nesting}(f_{TL})$), i.e. whenever $[s \mapsto \sigma] \models T[f_{TL}]$, $\sigma.m = \sigma.(m-1)$ for all $m > n$.

Consider an arbitrary $\sigma$ such that $[s \mapsto \sigma] \models T[f_{TL}]$. If $[s \mapsto \sigma] \not\models CM_{EPL}$, we are done. Suppose, then, that $[s \mapsto \sigma] \models CM_{EPL}$. Construct $\sigma'$ from $\sigma$ by extending one trace by one element between states $\sigma.n$ and $\sigma.(n+1)$:

$$\sigma' = (\sigma.0, \sigma.1, \ldots, \sigma.n,$$

$$\sigma.n[\sigma.n(c_1) \cdot (v)/\sigma.n(c_1)], \sigma.n[\sigma.n(c_1) \cdot (v)/\sigma.n(c_1)], \ldots),$$

for an arbitrary $v \in V$. Then $[s \mapsto \sigma'] \not\models T[f_{TL}]$, since $\sigma'.(n+1) \neq \sigma'.n$. But, by

---

5We use $\alpha \not\models f$ as an abbreviation for not $\alpha \models f$. 
\[ s \mapsto \sigma \models CM_{EPL} \text{ and the definition of } CM_{EPL}(f), \ {s \mapsto \sigma'} \models CM_{EPL}. \]

**Case 3.** There exists a \( \sigma \) such that \( [s \mapsto \sigma] \models T[\{f_{TL}\}] \) and \( \sigma \) has a non-repeating state after \( \sigma.n \) (i.e. \( \sigma.m \neq \sigma.(m-1) \) for some \( m > n \)):

Consider such a \( \sigma \), and consider the smallest \( m \) satisfying \( \sigma.m \neq \sigma.(m-1) \). By definition,

\[
\sigma = (\sigma.0, \sigma.1, \ldots, \sigma.n, \sigma.(n+1), \ldots, \sigma.(m-1), \sigma.m, \ldots)
\]

such that for all \( x, n \leq x < m \), \( \sigma.x = \sigma.n \), but \( \sigma.m \neq \sigma.n \). If there does not exist a \( j \) and a \( v, 1 \leq j \leq k, v \in V \), such that \( \sigma.m = \sigma.n[\sigma.n(c_j).v/\sigma.n(c_j)] \), then \( [s \mapsto \sigma] \not\models CM_{EPL} \), and we are done. Suppose, then, that \( \sigma.m = \sigma.n[\sigma.n(c_j).v/\sigma.n(c_j)] \), for some \( 1 \leq j \leq k \) and \( v \in V \). Let \( \sigma' \) be constructed from \( \sigma \) by repeating state \( \sigma.n \) and inserting a copy of state \( \sigma.m \) between the repetition:

\[
\sigma' = (\sigma.0, \sigma.1, \ldots, \sigma.n, \sigma.m, \sigma.n, \sigma.(n+1), \sigma.(n+2), \ldots).
\]

Note that \( \sigma'.(n+1) = \sigma.m \) and \( \sigma'.(n+2) = \sigma.n \). Let \( x \) be the index of the last element in \( \sigma'.(n+1)(c_j) \). (We know \( \sigma'.(n+1)(c_j) \) is non-empty, since \( \sigma'.(n+1) = \sigma.m = \sigma.n[\sigma.n(c_j).v/\sigma.n(c_j)] \).) \([s \mapsto \sigma'] \not\models CM_{EPL} \), since \( \PREFIX' \) is contradicted: \( \sigma'.(n+1)(c_j).x = \sigma.m(c_j).x = v \), but \( \sigma'.(n+2)(c_j).x = \sigma.n(c_j).x \) is undefined. Therefore, by showing \([s \mapsto \sigma'] \models T[\{f_{TL}\}] \), the proof is complete.

Recall that we are assuming \([s \mapsto \sigma] \models T[\{f_{TL}\}] \). We prove \([s \mapsto \sigma'] \models T[\{f_{TL}\}] \) by structural induction on \( f_{TL} \).

**Base Case:**

1. \( f_{TL} = G(t_1, \ldots, t_n) \):

The only temporal operators that can appear in \( G(t_1, \ldots, t_n) \) are \textit{Next} operators over terms. Therefore, by the definition of mapping \( R \) (Table 6.3) and the fact that \( \text{o\textit{-nesting}}(G(t_1, \ldots, t_n)) \leq n \), the index on every occurrence
of state-sequence variable $s$ in $T[G(t_1, \ldots, t_n)]$ is at most $n$. By the definition of $\sigma'$, $\sigma'$ and $\sigma$ are identical in their first $n + 1$ elements. Therefore, $[s \mapsto \sigma'] \models T[G(t_1, \ldots, t_n)]$ follows from $[s \mapsto \sigma] \models T[f_{TL}]$.

**Induction:**

2. $f_{TL} = f_1 \lor f_2$:

   By $[s \mapsto \sigma] \models T[f_{TL}]$, the definition of $T$, and the definition of $\models$, $[s \mapsto \sigma] \models T[f_1]$ or $[s \mapsto \sigma] \models T[f_2]$. If $[s \mapsto \sigma] \models T[f_1]$, then, by the induction hypothesis, $[s \mapsto \sigma'] \models T[f_1]$. If $[s \mapsto \sigma] \models T[f_2]$, then, by the induction hypothesis, $[s \mapsto \sigma'] \models T[f_2]$. Therefore $[s \mapsto \sigma'] \models T[f_1]$ or $[s \mapsto \sigma'] \models T[f_2]$, and consequently $[s \mapsto \sigma'] \models T[f_1 \lor f_2]$.

3. $f_{TL} = \neg f$:

   By $[s \mapsto \sigma] \models T[f_{TL}]$, the definition of $T$, and the definition of $\models$, it is not the case that $[s \mapsto \sigma] \models T[f]$. Then, by the induction hypothesis, it is not the case that $[s \mapsto \sigma'] \models T[f]$. Therefore $[s \mapsto \sigma'] \models T[\neg f]$.

4. $f_{TL} = (\exists x: f)$:

   By $[s \mapsto \sigma] \models T[f_{TL}]$, the definition of $T$, and the definition of $\models$, there exists a $k$ such that $[s \mapsto \sigma] \models T[f[k/x]]$. Then, by the induction hypothesis, there exists a $k$ such that $[s \mapsto \sigma'] \models T[f[k/x]]$. Therefore $[s \mapsto \sigma'] \models T[(\exists x: f)]$.

5. $f_{TL} = \Bar{f}$:

   We know $[s \mapsto \sigma] \models T[\Bar{f}]$. Therefore, by the definition of $T$, $[s \mapsto \sigma] \models (\forall i: i \geq 0: T[f][s[i..]/s])$. By the definition of $\models$, then, for all $i \geq 0$, $T[f][\sigma[i..]/s]$. Since $\Bar{f}$ is the restricted version of $\textit{Always}$, $f$ contains no temporal operators. Therefore, the only references to variable $s$ in $T[f]$ are references to $s.0$. Consequently, from $T[f][\sigma[i..]/s]$ we
know $T[f][\sigma.i/s.0]$, for all $i \geq 0$. Now, for all $\sigma'.j$, $j \geq 0$, there exists some $\sigma.i$, $i \geq 0$, such that $\sigma'.j = \sigma.i$ (by the definition of $\sigma'$). Therefore, $T[f][\sigma'.j/s.0]$, for all $j \geq 0$, follows from $T[f][\sigma.i/s.0]$, for all $i \geq 0$. Hence $[s \mapsto \sigma'] = (\forall j: j \geq 0: T[f][s[j..]/s])$, and $[s \mapsto \sigma'] = T[\Vdash f]$.

6. $f_{TL} = \circ f$:

We know $[s \mapsto \sigma] \models T[\circ f]$. By the definition of $T$, and since $\circ$-nesting($\circ f$) $\leq n$, every occurrence of variable $s$ in $T[\circ f]$ is either

A. $s.x$, for some $0 \leq x \leq n$, resulting from at most $n$ nested $\circ$ operators, or

B. $s.(x+i)$, for some universally quantified $i$ and $0 \leq x \leq n$, resulting from a $\boxdot$ operator nested within at most $n$ $\circ$ operators. (No temporal operators can be nested within $\boxdot$, since $\boxdot$ operates only over non-temporal formulas).

We need to show $[s \mapsto \sigma'] \models T[\circ f]$. Since $[s \mapsto \sigma] \models T[\circ f]$, we can prove $[s \mapsto \sigma'] \models T[\circ f]$ by showing that assignments $[s \mapsto \sigma]$ and $[s \mapsto \sigma']$ yield the same values for all occurrences of variable $s$ in $T[\circ f]$. Consider the two types of occurrences of $s$, as defined above:

A. $s.x$, $0 \leq x \leq n$. By the definition of $\sigma'$, $\sigma'.x = \sigma.x$ for all $0 \leq x \leq n$.

B. $s.(x+i)$, $i$ universally quantified and $0 \leq x \leq n$. Under assignment $[s \mapsto \sigma]$, the $s.(x+i)$'s range over the set $S_\sigma = \{\sigma.x, \sigma.(x+1), \sigma.(x+2), \ldots\}$. Under assignment $[s \mapsto \sigma']$, the $s.(x+i)$'s range over the set $S_{\sigma'} = \{\sigma'.x, \sigma'.(x+1), \sigma'.(x+2), \ldots\}$. By the definition of $\sigma'$, $S_\sigma = S_{\sigma'}$ for every possible $x$, $0 \leq x \leq n$.

Therefore, by $[s \mapsto \sigma] \models T[\circ f]$, we conclude $[s \mapsto \sigma'] \models T[\circ f]$.
Theorem 7.3.5 There is no formula $CM_{8}(f)$ in $TL_{8}$ such that $T[CM_{8}(f)] \equiv CM_{EPL}(f)$.

Proof: Consider an arbitrary formula $CM_{8}(f)$ in $TL_{8}$. $T[CM_{8}(f)] \equiv CM_{EPL}(f)$ if and only if, for all trace formulas $f$ and state-sequences $\sigma$,

$$[s \mapsto \sigma] \models T[CM_{8}(f)] \iff [s \mapsto \sigma] \models CM_{EPL}(f).$$

Let $f \equiv true$. By Lemma 7.3.4, there exists a state-sequence $\sigma$ such that either

$$[s \mapsto \sigma] \models T[CM_{8}(f)] \quad \text{and} \quad [s \mapsto \sigma] \not\models CM_{EPL}(f), \quad \text{or}$$

$$[s \mapsto \sigma] \not\models T[CM_{8}(f)] \quad \text{and} \quad [s \mapsto \sigma] \models CM_{EPL}(f).$$

Hence $T[CM_{8}(f)] \not\models CM_{EPL}(f)$. $\otimes$

We conclude that a formula equivalent to $CM_{EPL}(f)$ cannot be written in $TL_{8}$—first-order trace logic with a Restricted Always and an Unrestricted Next operator. Therefore, this language, as well as any weaker language, is not expressive enough for a relatively complete proof system. By the sufficiency result of Section 7.3.1 and the hierarchy of Figure 7.1, first-order trace logic with an Unrestricted Always operator is both an upper and a lower bound on the required expressive power.

7.4 Refining the Subset Hierarchy

We have been considering a hierarchy of temporal logic subsets in which a distinction is made between temporal operators that operate only over first-order formulas—operators $\square$ and $\bar{5}$—and temporal operators that operate over temporal formulas—operators $\diamond$ and $\circ$. With respect to this hierarchy (pictured in Figure 7.1), we have proven that first-order trace logic with operator $\square$ is necessary and sufficient to express a formula equivalent to $CM_{EPL}(f)$. This TL
subset can therefore be used as the basis of a relatively complete trace-based proof system.

The result is strengthened by further refining the hierarchy of TL subsets. By definition, the restricted and unrestricted versions of a temporal operator can be nested zero and arbitrarily many times, respectively, within TL formulas. Rather than distinguishing only between these two types of operators, we consider an infinite set of temporal operators based on allowable nesting depth. For example, given any $x > y \geq 0$, the $\textit{Always}$ operator restricted to operate over formulas with at most $x$ nested $\textit{Always}$ operators is strictly stronger than the $\textit{Always}$ operator restricted to operate over formulas with at most $y$ nested $\textit{Always}$ operators. Letting $\Box_x$ denote the version of $\Box$ restricted to operate over formulas with no more than $x$ nested $\Box$’s, by definition $\Box = \Box_0$ and $\Box = \Box_\infty$. The $\textit{Next}$ operator can similarly be refined, with $\circ = \circ_0$ and $\circ = \circ_\infty$. Using these infinite sets of temporal operators, we obtain an infinite hierarchy of TL subsets.

Now consider $\text{TL}_{\Box_1}$, the TL subset consisting of first-order trace logic with operator $\Box_1$. Given the results of Section 7.3, it is easy to show that, with respect to the refined subset hierarchy, $\text{TL}_{\Box_1}$ is necessary and sufficient to express a formula equivalent to $CM_{EPL}(f)$. $\text{TL}_{\Box_1}$ is clearly sufficient, since all $\Box$ operators in Definition 7.3.1 of $CM_{\Box}(f)$ are instances of $\Box_1$; i.e. the $\textit{Always}$ operators in $CM_{\Box}(f)$ are nested only once. Furthermore, for any $x \geq 0$, the TL subset based on operators $\Box_0$ and $\circ_x$ is not sufficient to express a formula equivalent to $CM_{EPL}(f)$. This is a consequence of Theorem 7.3.5, which states that there is no formula $f_{TL}$ of first-order trace logic with $\Box_0$ and $\circ_\infty$ operators such that $T[f_{TL}] \equiv CM_{EPL}(f)$. When considering the hierarchy of TL subsets based on nesting of temporal operators, the subset consisting of first-order logic with operator $\Box_1$ is an upper and a lower bound on the expressiveness required to encode a formula equivalent to $CM_{EPL}(f)$.

Any network proof system based on a subset of temporal logic must include
a facility for proving the correctness of formulas in the given subset. (Recall that, when defining STL in Chapter 3, we assumed some means of verifying valid formulas of first-order trace logic.) The question thus arises as to whether there exists a relatively complete proof system in which the provable theorems are exactly the valid formulas of TL_{\Box_1}. Although we know that TL_{\Box_1} is less expressive than TL_{\Box}, we would also like to show that proofs of TL_{\Box_1} formulas do not involve reasoning over formulas with \Box_x operators, for any x > 1.

A **tableau method** [4,54] is a formal decision procedure for formulas in a given logic. Using a tableau method, formulas are verified or refuted based on systematic examination of their constituent parts. If there exists a tableau method for a logic, then there also exists a complete axiomatization of that logic in which formulas are compositionally verified [4]. It has been shown that tableau methods exist for temporal logic [47,54]. By restricting such a tableau method to formulas of subset TL_{\Box_1}, we obtain a complete axiomatization of TL_{\Box_1}. Furthermore, since the tableau method and derived axiomatization are based on the structure of formulas in TL_{\Box_1}, by the definition of \Box_1 there is no need to perform intermediate reasoning over formulas with temporal operators stronger than \Box_1. (The complexity of a proof system can, of course, be judged by other criteria, e.g. the number of axioms and inference rules, the lengths of proofs, etc. Investigating and comparing axiomatizations of TL subsets is not considered here.)

In the next section, we return to the finite hierarchy of TL subsets introduced in Section 7.2, and we describe a relatively complete proof system based on first-order trace logic with the *Unrestricted Always* operator.

### 7.5 A Minimally Complete Proof System

In our hierarchy of temporal logic subsets, the language TL_{\Box} consisting of first-order trace logic with an *Unrestricted Always* operator (or TL_{\Box_1}, if we consider
the refined hierarchy) is necessary and sufficient for a relatively complete trace-based proof system. Therefore, a proof system based on TL□ is minimally complete with respect to the TL subsets we have defined—any weaker language results in an incomplete proof system. In this section, we describe such a relatively complete proof system based on TL□; we call the proof system *Extended Trace Logic*, or ETL.

ETL is derived directly from STL (Chapter 3), but we revise the consequence rule to incorporate formula CM□(f) and thereby achieve relative completeness. Incorporating CM□(f) requires ETL formulas to include formulas of TL□ as well as formulas PN sat S. (Formulas of first-order trace logic are subsumed by formulas of TL□.) A full ETL proof system must include some facility for formal reasoning over formulas in TL□. We do not present such a facility here; the interested reader is referred to discussions in Section 7.4 and [47].

As in STL, specifications for processes and networks are first-order trace formulas; PN sat S is used to denote the fact that specification S is satisfied by all possible computations of process or network PN. The axioms of ETL consist of formulas P sat S—one for each (primitive) process P of interest—such that S is a valid specification for P. Specifications for networks are derived from specifications for their component processes using the network composition rule of Definition 3.2.1:

\[
P_1 \text{ sat } S_1, P_2 \text{ sat } S_2, \ldots, P_n \text{ sat } S_n
\]

\[
P_1 || P_2 || \cdots || P_n \text{ sat } \land_i S_i
\]

Definition 3.2.2 of the STL Consequence Rule is replaced by:

**Definition 7.5.1 (ETL Consequence Rule)**

\[
N \text{ sat } S_1, CM□(S_1) \Rightarrow CM□(S_2)
\]

\[
N \text{ sat } S_2
\]
Definition 7.5.1 corresponds to the model- and axiom-based consequence rules of Section 5.3.2 (Definitions 5.3.6 and 5.3.7). The model-based consequence rule uses the clause

$$\alpha \in \text{CompModels}(S1) \Rightarrow \alpha \in \text{Models}(S2);$$

the axiom-based consequence rule uses the clause

$$(\Box S1 \land \text{ORDERING} \land \text{PREFIX}) \Rightarrow \Box S2.$$ 

We now know that both of these clauses are equivalent to clause

$$CM_{\Box}(S1) \Rightarrow CM_{\Box}(S2)$$

of the ETL consequence rule. All three implications describe the relationship that must hold between a specification $S1$ that is precise for some network $N$ and a specification $S2$ that is valid for $N$. We have shown that $CM_{\Box}(S1) \Rightarrow CM_{\Box}(S2)$ is written in a temporal language that is both necessary and sufficient for expressing this relationship.

For relative completeness, we assumed the provability of all valid formulas of first-order trace-logic (Section 3.6.2). Statements of the form $CM_{\Box}(S1) \Rightarrow CM_{\Box}(S2)$ are formulas of first-order trace logic with the addition of an $\text{Always}$ operator. Therefore, we extend the relative completeness assumption to include provability of all valid formulas of $\text{TL}_{\Box}$. Under this assumption, we show that ETL is relatively complete.

**Theorem 7.5.2 (Relative Completeness of ETL)** Let $N = P_1 \parallel P_2 \parallel \cdots \parallel P_n$ be a network and $S_i$ a precise specification for $P_i$, $1 \leq i \leq n$. If $S$ is a valid specification for $N$, then $N \text{ sat } S$ is provable using ETL.

**Proof:** As axioms, we are given $P_i \text{ sat } S_i$, $1 \leq i \leq n$. The network composition rule can then be used to obtain $N \text{ sat } \land_i S_i$. By Theorem 3.6.4, the preciseness-preservation theorem, $\land_i S_i$ is a precise specification for $N$. By Corollary 5.3.5,
then, a specification $S'$ is valid for $N$ if and only if

$$\text{CompModels}(\land_i S_i) \subseteq \text{CompModels}(S').$$

Since $S$ is valid for $N$ (by assumption),

$$\text{CompModels}(\land_i S_i) \subseteq \text{CompModels}(S).$$

Therefore, by Theorem 6.3.4,

$$CM_{EPL}(\land_i S_i) \Rightarrow CM_{EPL}(S).$$

For any trace-logic formula $f$, $CM_{EPL}(f) \equiv T[CM_{\square}(f)]$ (recall Section 7.3.1). Consequently,

$$T[CM_{\square}(\land_i S_i)] \Rightarrow T[CM_{\square}(S)].$$

Finally, since $T$ is semantics-preserving,

$$CM_{\square}(\land_i S_i) \Rightarrow CM_{\square}(S).$$

We have shown that TL$\square$ formula $CM_{\square}(\land_i S_i) \Rightarrow CM_{\square}(S)$ is valid. Therefore, by the relative completeness assumption, this formula is provable. Hence the consequence rule can be used to obtain $N$ sat $S$, and $N$ sat $S$ is provable using ETL. ⊗

A formal ETL proof may include reasoning over formulas in TL$\square$. Consequently, it is unnecessary to restrict the specification language of processes and networks to first-order trace logic—tools for reasoning over formulas of a stronger logic must be present in any relatively complete proof system. Therefore, we extend ETL to allow process and network specifications using Unrestricted Always operators; the proof system needs no modification, all results remain valid, and a richer language is available for describing process and network behavior. TL$\square$ is a minimal language usable both for process specifications and for building a relatively complete trace-based network proof system.
Chapter 8

Conclusions

In this final chapter, we summarize our results and discuss implications of the work. Potential extensions are considered, and we describe how changes in the assumptions can affect the methods and results. We conclude by proposing future directions of research.

8.1 Summary

We consider completeness in trace-based network proof systems, isolating computational properties that must be axiomatized within a relatively complete proof system and determining the expressiveness required of a logic if it is to axiomatize these properties.

A simple trace logic, STL, is defined. STL captures the essential components of trace-based network proof systems. Like other simple trace logics, STL is incomplete. The incompleteness is illustrated by several example networks, two consisting of a single process. The single-process examples are used to identify the temporal ordering and prefix properties; we show that axiomatizations of these two properties are necessary and sufficient for achieving relative completeness in a trace-based network proof system.
Since temporal ordering and prefix axioms are not expressible in STL, we consider the expressiveness required of a trace logic if it is to axiomatize such properties. An extended predicate logic, EPL, is used to define a formula that exactly characterizes the required expressiveness. Since EPL is unsuitable for use in a proof system, we define a mapping from temporal logic (TL) to EPL. A hierarchy of TL subsets is defined, and the mapping is used to isolate a subset that is necessary and sufficient to express a formula equivalent to the EPL formula. This subset thus has the exact expressive power required of a relatively complete trace logic. We apply this result in the description of a trace-based network proof system that is minimally complete with respect to our hierarchy of TL subsets; any weaker logic results in an incomplete proof system.

8.2 Implications

In Chapters 2–4, we prove that axioms ORDERING and PREFIX are necessary and sufficient for deducing any valid trace-based network specification from a precise trace-based specification for that network. In Chapters 5–7, the notion of computational models is used to generalize the behavioral properties expressed in ORDERING and PREFIX. This characterization allows us to establish bounds on the expressiveness required of a logic if it is to be used for a relatively complete proof system.

From the necessity of ORDERING and PREFIX, we learn that every relatively complete trace logic must somehow encode these axioms. (In Section 4.5, we look at existing complete systems and identify how the axioms are represented.) More generally, every complete system must include the reasoning power to distinguish computational models from non-computational models. We prove that first-order trace logic is not strong enough for this. Therefore, any network proof system based entirely on first-order logic will be incomplete.
From the sufficiency of ORDERING and PREFIX, we learn that a relatively complete trace logic, to be as simple as possible, must be just strong enough to express and allow reasoning with these axioms. More generally, every complete system must have just enough reasoning power to distinguish computational models from non-computational models. We consider subsets of temporal logic, proving that first-order trace logic with a version of the temporal logic Always operator (TL□) is necessary and sufficient to make this distinction. Therefore, TL□ is a minimal temporal language on which to base a relatively complete trace-based proof system.

8.3 Extensions

Our work can be extended in several ways. We have already discussed allowing both synchronous and asynchronous communication channels, and we have considered hierarchically structured networks. In Chapter 2, we show how the computation-tree model of network behavior can be extended to accommodate asynchronous communication and hierarchical networks. In Chapter 3, we show that the specification language and proof system of STL can be similarly extended. The changes required for these extensions are primarily syntactic; they do not affect our fundamental results.

We have described only the specification and verification of safety properties of network behavior—properties that hold invariantly throughout computation. Formalisms for reasoning about liveness properties—properties that eventually hold during the course of computation—have not been considered. (For further discussion of safety and liveness properties, see [6,29,32].) Most trace logics are concerned only with safety properties [10,20,22,39,56], but trace-based proof systems for specifying and verifying both safety and liveness properties have been presented as well [17,25,42]. Methods similar to those used here may be applied
to explore expressiveness and completeness in trace-based proof systems that include facilities for reasoning about liveness properties.

We have been considering networks defined in terms of some given set of component processes. These processes can, in the case of hierarchical networks, be defined as sub-networks of processes, which, in turn, can be defined as sub-sub-networks, etc. We have not, however, considered recursively-defined networks. A proof system for specifying and verifying recursive networks must include an induction principle—an inference rule for verifying network specifications based on specifications for recursively-generated processes. Recursive networks are not discussed in [39], are described as an extension to the proof system in [42], and are integrated into the formalisms of [17,22,56]. The consideration of trace-based proof systems for recursively-defined networks is a reasonable extension to our expressiveness and completeness results.

8.4 Changing the Assumptions

Throughout this work, a number of assumptions have been made. It is interesting to determine how changes in these assumptions can affect our methods and results. In Chapter 2, we make several assumptions about the networks under consideration. We assume that communication is synchronous, but we have also described how our methods can be extended to allow asynchronous communication. We assume a simple two-level structure of processes and networks, but we have shown that our work can also accommodate hierarchical networks. A fixed domain of transmittable values is assumed (along with a fixed set of functions and predicates), but this assumption is made only for simplicity of presentation. Our methods and results are equally valid for arbitrary finite and infinite data domains.
Consider our assumption that message transmissions cannot occur simultaneously, i.e. that there is a total order on the communication events of a given computation. (All trace logics we know of make this assumption [7,10,17,20,22,39,42,56].) Suppose, instead, that a model of network computation is used in which communication events may occur simultaneously, i.e. that there is only a partial order on communication events. If message transmissions can actually be programmed to occur simultaneously (by some synchronization mechanism, for example), then, since specifications must reflect this fact, our model and proof system can be modified to treat such simultaneous events as a single event. If communication events cannot be synchronized, then any network with a possible computation in which two events occur simultaneously must also have two additional possible computations in which the events occur in either order. In this case, generality is not lost by simply ignoring the computation in which the events occur simultaneously—network behavior is fully captured by the existence of the two ordered computations.

Finally, throughout the work we have assumed that valid specifications are given for all primitive processes of interest. The same assumption is made in [17,39,42], although several trace logics do include rules for verifying sequential processes [10,20,22,56]. Since numerous proof systems have been devised for sequential program verification\(^1\), for our purposes it is reasonable to assume that correct process specifications are given and to concentrate on the compositional verification of specifications for process networks.

\(^1\)Proof systems for sequential programs are given in [12,16,19], as well as within logics for concurrent programs, e.g. [22,30,43,56].
8.5 Future Work

Several areas of potential research stem from the work described here. In Section 8.3, we discuss trace-based formalisms for reasoning about liveness properties, suggesting that the methods used here also could be used to explore expressiveness and completeness in such systems. Since liveness properties can be of significant importance in concurrent and distributed programming [32,42,45], this extension is worthy of investigation.

In Chapter 4, we prove that the temporal ordering and prefix properties must be axiomatized within any relatively complete trace logic. We then consider the expressiveness required of a logic if it is to axiomatize such properties. Subset TL\(\Box\) of temporal logic is isolated as necessary and sufficient for this, but formulas in TL\(\Box\) can become fairly complex and unintuitive. (Recall, for example, Definition 7.3.1 of \(CM_\Box(f)\).) Our initial results could also be used to devise a relatively complete trace logic that, rather than establishing expressiveness bounds, captures the intuition behind the temporal ordering and prefix properties. In particular, both properties are based on the notion of causality—that one event must precede another.\(^2\) We are interested in the development of causality-based reasoning for process networks. (Similar applications of causality are suggested by Brock and Ackerman in [7] and discussed by Pratt in [46], but formal proof systems are not described.)

In addition to proving the correctness of specifications for process networks, we would like to have the ability, given a specification, to systematically use the specification as a guide in building an efficient process network that meets the requirements. Such methodologies exist for sequential programming [12,16], but

\(^2\)The temporal ordering property is directly based on causality (see Definition 4.2.1). The prefix property (Definition 4.3.1) also can be stated in terms of causality by considering relationships between elements within each channel trace.
the case of process networks appears to be considerably more difficult. Having determined the necessary and sufficient components of relatively complete compositional network proof systems, and having isolated the expressive power required of such systems, we have developed the tools for investigating this open area.
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