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1 Introduction

The design and verification of fault-tolerant distributed applications is widely viewed as a complex endeavor. To a large extent this is due to the fact that the communication primitives available in distributed systems are too weak. For example, many systems support primitives that allow a process to send a message to only one other process. If a process \( p \) wishes to send a message \( m \) to all processes, it must do so by sending \( m \) to each one separately. Should \( p \) fail in the middle of this activity, it is possible that some of the processes receive \( m \) while others do not. Similar inconsistencies may arise even in networks such as Ethernet that support broadcast as a low-level communication primitive: failures can cause a message to be received by some processes but not by others. Such inconsistencies complicate the task of building fault-tolerant distributed software.

Fault-tolerant broadcasts are communication primitives that facilitate the development of fault-tolerant applications. The weakest among these is Reliable Broadcast. Roughly speaking, this allows processes to broadcast messages such that all processes agree on the set of messages they deliver, despite failures. Stronger variants of Reliable Broadcast impose additional requirements on the order in which messages are delivered. For example, processes may have to deliver all messages in the same order. Systems and applications based on fault-tolerant broadcasts include SIFT [WLG+78], State Machines [Lam78a,Sch90], Atomic Commitment [BT93], Isis [BJ87,BCJ+90], Psync [PBS89], Amoeba [Kaa92], Delta-4 [VM90], Transis [ADKM92], Highly Available System [Cri87], and Advanced Automation System [CDD90].

Another paradigm that simplifies the task of designing fault-tolerant distributed applications is Consensus. Roughly speaking, Consensus allows processes to reach a common
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decision that depends on their initial inputs, despite failures. Consensus algorithms can
be used to solve many problems such as electing a leader or agreeing on the value of a
replicated sensor. Theoretical research on fault-tolerant distributed computing has largely
centered on Consensus, while applied research has focused on Reliable Broadcast and its
variants. In fact, as we shall see in this paper, the two problems are closely related.

Given their wide applicability, fault-tolerant broadcasts and Consensus have been ex-
tensively studied for over a decade. This has resulted in a voluminous literature which,
unfortunately, is not distinguished for its coherence. The differences in notation and the
haphazard nature of the assumptions obfuscates the close relationship among these prob-
lems.

Our primary goal here is to develop this material in a coherent way so as to expose its
intrinsic unity. We also strive to make it as simple as possible, without sacrificing precision
or rigor. Our approach consists of the following elements. First, we draw a sharp line
between the specification of problems and the algorithms that solve them. Second, we
give modular specifications of the various types of fault-tolerant broadcasts: Starting with
Reliable Broadcast we define progressively stronger types of broadcasts by adding one or
more requirements on the order of message delivery. Third, we also derive algorithms for
each of these broadcasts in a modular way: We first give an algorithm for Reliable Broadcast,
and then describe a set of transformations that can be used to convert weaker broadcast
algorithms into stronger ones. Each of the transformations enforces one of the message
delivery order requirements. In this way, the modular derivation of algorithms parallels our
modular specification of broadcasts. A crucial and novel feature of our methodology is that
these transformations are generic: they work for a large class of failures, and regardless of
the type or synchrony of the communication network.

The rest of this paper is organized as follows. In Section 2 we describe commonly used
models of computation. In Section 3 we give modular specifications for Reliable Broadcast
and its variants. Our development of broadcast algorithms follows a particular methodology,
explained in Section 4. In Section 5 we exhibit our generic transformations that can be
used to convert weaker broadcast algorithms into stronger ones. In Section 6 we focus on a
particular type of system, namely point-to-point networks, and derive Reliable Broadcast
algorithms for such a system. Applying the transformations of Section 5 to these algorithms
results in a suite of broadcast algorithms of various strengths for point-to-point networks. In
Section 7, we first define the Consensus problem, and then determine its relation to Atomic
Broadcast, one of the broadcasts that we consider here. In Section 8 we define a variant
of Reliable Broadcast and explain its relation to the Consensus problem. A variation of
broadcast where a process can target its messages to a specified subset of the processes is
called a multicast. In Section 9, we give modular specifications for various types of fault-
tolerant multicasts.

To enhance the readability of this paper, many references, historical notes, and other
tangential and potentially distracting material are collected at the end of each section. Given
the vastness of the literature on this subject, the bibliographic references are extensive, but
incomplete. A more comprehensive treatment of the subject matter of this paper, including
many results that are not presented here, will be found in the forthcoming book [HJT].
2 Preliminaries

Several computational models of distributed computing have been studied. Such models fall into two broad categories, message-passing and shared-memory. In the former, processes communicate by exchanging messages; in the latter, they communicate by accessing shared objects, such as registers, queues, etc. In this paper we focus on message-passing models.

The chief characteristics of a message-passing model are: the type of communication network, the model of process and communication failures that may occur, and the synchrony of the system.

2.1 Types of Communication Networks

The type of network determines how processes communicate. In a point-to-point network communication takes place over links that connect pairs of processes. In this type of network a process can send a message to a single process through a link. In a broadcast channel network communication takes place over a single shared channel that connects all processes. In such a network a process can broadcast a message to all other processes. Examples are Ethernet, Token Bus, Token Ring, and FDDI networks. Other types of networks include redundant broadcast channel networks (e.g., Delta-4 [VM90] and [Cri90b]), packet radio networks (e.g., ALOHA [Abr85]), switch-based networks (e.g., AN2 [Owi93]), etc.

Many of the results in this paper are independent of the type of communication network. When we need to focus on a particular type of network we concentrate on point-to-point ones. This is because this is the most basic type, in the sense that it supports the most limited communication primitives and can be easily emulated by the other types of networks.

We now turn our attention to the remaining characteristics of a message-passing system, namely types of failure and synchrony. Since these depend on the network type, we focus on point-to-point networks (similar definitions exist for other types of networks as well). Our treatment in this section is informal; a more precise and detailed exposition of point-to-point networks is given in the Appendix.

2.2 Point-to-Point Networks

A point-to-point network can be modeled as a directed graph, with nodes representing processes, and edges representing communication links between processes. In such a network, any pair of processes that are connected by a link can communicate with each other by sending and receiving messages, as described below.

Consider the link from a process $p$ to a process $q$. Associated with this link are two communication primitives, called send and receive. If $p$ invokes send with a message $m$ as a parameter, we say that $p$ sends $m$ to $q$; when it returns from that invocation we say that $p$ completes the sending of $m$ to $q$. When a process $q$ returns from the execution of receive with message $m$ as the returned value, we say that $q$ receives $m$ (from $p$).

Also associated with the link from $p$ to $q$ are an outgoing message buffer at $p$ and an
incoming message buffer at \( q \). Informally, when \( p \) sends a message \( m \) to \( q \), \( p \) inserts \( m \) into its outgoing message buffer, the link transports \( m \) to \( q \)'s incoming message buffer, and \( m \) is then removed and received by \( q \). Thus, we assume that:

1. If \( p \) sends a message \( m \) to \( q \) then \( q \) eventually receives \( m \).

Every process \( p \) executes a sequence of steps, where each step is the execution of an operation such as the writing of a local variable, or the sending or receipt of a message. Associated with \( p \) is an automaton, whose transition relation defines the set of legal sequences of steps that \( p \) can execute. We assume that:

2. Every process executes an infinite sequence of steps.

The preceding description of a point-to-point network assumes that no failures occur. In the next section we consider some of the failures that can affect processes and links.

2.3 Some Failure Types

Failures can be defined as deviations from correct behavior. To model the violation of Property 2, we introduce a special step called crash. Every process \( p \) can execute a crash at any time, and after doing so it stops executing further steps. This is modeled by the addition of a new terminal state to the automaton associated with \( p \), and a transition from every other state of \( p \) to that terminal state. The step associated with such a transition is defined as a crash.

Following is a list of some types of process failures that have been studied:

- A process commits a crash failure if it executes a crash step.
- A process commits a send-omission failure on a message \( m \) if it completes the sending of \( m \) but \( m \) is not inserted into its outgoing message buffer.
- A process commits a receive-omission failure on a message \( m \) if \( m \) is inserted into its incoming message buffer but it does not receive \( m \).
- A process commits an arbitrary (sometimes called Byzantine or malicious) failure if the sequence of steps that it executes deviates arbitrarily from the sequence prescribed by its associated automaton. Thus, it can exhibit any behavior whatsoever.

We also consider the following type of link failure:

---

1Note that messages are not necessarily received in the order in which they are sent.
2A distributed system in which a process \( p \) can terminate (i.e., \( p \)'s automaton has a terminal state), can be modeled by replacing each terminal state of \( p \) by a state with a single “no-op” transition to itself.
A link $l$ from a process $p$ to a process $q$ commits an omission failure on a message $m$ if $m$ is inserted into $p$'s outgoing buffer but $l$ does not transport $m$ into $q$'s incoming buffer.

If a process or a link commits a failure, we say that it is faulty; otherwise it is correct. In a network with failures, Properties 1 and 2 hold only for correct processes and for correct links that connect correct processes. In other words, they hold only in the subnetwork that consists entirely of correct processes and links.

### 2.4 Synchronous and Asynchronous Networks

A point-to-point network is synchronous if it has the following properties (in addition to the ones stated in Section 2.2):

3. There is a known upper bound on the time required by any process to execute a step.

4. Every process has a local clock with known bounded rate of drift with respect to real time.

5. There is a known upper bound on message delay; this consists of the time it takes to send, transport, and receive a message over any link.

It is important to realize that all of the above properties are necessary for the use of timeouts to detect crash failures. If any of the three properties is violated, and a process $p$ times-out on a message expected from a process $q$, $p$ cannot conclude that $q$ has crashed: The message delay could have been longer than expected, the clock used by $p$ to measure the timeout could have been running too fast, or $q$ could be executing steps slower than expected.

A point-to-point network is asynchronous if there are no timing assumptions whatsoever. In particular, there are no assumptions on the maximum message delay, clock drift, or the time needed to execute a step. This model is attractive and has recently gained much currency for several reasons: It has simple semantics; applications programmed on the basis of this model are easier to port than those incorporating specific timing assumptions; and in practice, variable or unexpected workloads are sources of asynchrony — thus synchrony assumptions are at best probabilistic.

Synchronous and asynchronous point-to-point networks are the two extremes of a spectrum of possible models. Many intermediate models of partial synchrony have also been studied. For example, there may be known bounds on clock drift and step execution time, but message delays could be unbounded. Or there may be bounds on clock drift, step execution time and message delay, but these bounds may be unknown.

### 2.5 Clock and Performance Failures in Synchronous Networks

The failure types described in Section 2.3 apply to both synchronous and asynchronous networks. Certain failures, however, are only pertinent to synchronous networks; these
occur when the assumed bounds on clock drift, message delay, or the time needed to execute a step are violated. Such failures are defined below.

Consider a synchronous network, i.e., one where processes and links are supposed to satisfy timing Properties 3–5 (of Section 2.4). A process commits a clock failure if it violates Property 4; i.e., there is some interval of time during which its clock drifts with respect to real time at a rate that exceeds the specified maximum. A process commits a performance failure if it violates Property 3; i.e., it completes a step in more time than the specified maximum. Similarly, a link commits a performance failure if it transports some message in more time than its specified bound. Recall that the message delay consists of the time needed for the sender to send the message, the link to transport it, and the receiver to receive it. Thus, a violation of Property 5 may be due to a performance failure of the sender, the receiver, or the link between them.

In a synchronous network with clock and performance failures, the bounds on the time to execute a step and on clock drift apply only to correct processes. Similarly, the bound on message delay applies only to messages sent between correct processes over correct links. In other words, only the subnetwork consisting entirely of correct processes and links is really synchronous.

2.6 Classification of Failures and Terminology

It is convenient to group failures into two classes that include both process and link failures:

- **omission failures** consist of crash, send-omission, and receive-omission failures of processes, as well as link omission failures.

- **timing failures** consist of omission, clock and performance failures.

A network with a certain class of failures, is one where processes and links may commit any of the failures included in that class, but no other failures. Thus, a network with omission failures is not subject to clock, performance, or arbitrary failures. Similarly, one with timing failures is not subject to arbitrary failures.

**Benign failures** is synonymous to omission failures in asynchronous networks and to timing failures in synchronous networks. In a system with benign failures, processes do not commit arbitrary failures. Thus, the sequence of steps executed by every process, whether correct or faulty, is always consistent with the automaton associated with that process. In particular, a faulty process does not change its state arbitrarily, or send a message that it was not supposed to send — two behaviors allowed by arbitrary failures. Benign failures are the most common in practice, and in this paper we focus almost exclusively on them.

2.7 Causal Precedence

We can view the computation of a distributed system as a partial order on a set of steps that processes execute, including communication steps. For example, consider systems
where processes communicate by broadcasting and delivering messages. In such systems, a step is any operation executed by a process, such as the writing of a local variable, or the broadcast or delivery of a message. A given subset of steps ("the steps of interest") induces a partial order as follows. Step \( e \) causally precedes step \( f \), denoted \( e \rightarrow f \), if and only if:

1. the same process executes both \( e \) and \( f \), in that order, or
2. \( e \) is the broadcast of some message \( m \) and \( f \) is the delivery of \( m \), or
3. there is a step \( h \), such that \( e \rightarrow h \) and \( h \rightarrow f \).

The causal precedence relation \( \rightarrow \) is acyclic because the broadcast of a message always precedes (in real time) the delivery of that message. By Clause 3, \( \rightarrow \) is also transitive, and hence a partial order.

This causal precedence relation plays a central role in distributed computing: In asynchronous message-passing systems, step \( e \) can "influence" step \( f \) only if there is a sequence of steps starting with \( e \) and ending with \( f \) such that consecutive steps are related as in (1) or (2) above, i.e., only if \( e \rightarrow f \).

### 2.8 Properties of clocks

Even in asynchronous systems, processes may have access to local clocks. Although such clocks do not measure real time, they can still be useful by capturing some temporal information. The minimum requirement for a local clock is that its values are non-decreasing in real time. Of course, to be useful, local clocks must satisfy stronger properties. One such property is:

- **Clock Monotonicity**: The local clock of a process \( p \) (whether correct or faulty) never decreases or skips values. Furthermore, if \( p \) is correct then its clock eventually reaches \( c \), for any time \( c \).

Another useful property for clocks is that they be consistent with the causal precedence relation \( \rightarrow \) defined in Section 2.7. More precisely, let \( p \) be any process and \( e \) be a step that occurs at \( p \); let \( C_p(e) \) denote the value of \( p \)'s local clock when \( e \) occurs. We say that the local clocks are consistent with \( \rightarrow \) if they satisfy the following property:

- **Logical Clocks**: For any processes \( p \) and \( q \), and any steps \( e \) and \( f \) that occur at \( p \) and \( q \), respectively, if \( e \rightarrow f \) then \( C_p(e) < C_q(f) \).

In other words, if \( e \) can influence \( f \) then the time at which \( e \) occurs is before the time at which \( f \) occurs according to the local clocks.

Recall that in a synchronous system the clocks of correct processes have a bounded rate of drift with respect to real time. As time progresses, however, the actual values of
the clocks may drift arbitrarily far apart. It turns out that in synchronous systems it is possible to implement approximately synchronized clocks, which not only have a bounded rate of drift with respect to real time, but also satisfy the following property:

- **ε-Synchronized Clocks:** The clock values of correct processes at any real time $t$ differ by at most a known constant $\epsilon$.

Note that such clocks may violate the Clock Monotonicity and Logical Clock properties. It is possible, however, to implement approximately synchronized clocks that satisfy both of these properties.

**Bibliographic Notes**

Crash failures, in the context of broadcast and Consensus problems, were first considered in [LF82]. [SS83] defined a more restricted type of process failure, referred to as fail-stop. A fail-stop process fails by crashing but, in addition, all correct processes are informed of the crash, and they have access to any information written by the faulty process in its stable storage before it crashed. Send-omission failures were introduced in [Had84]. [PT86] introduced the class of general-omission failures consisting of crash, send- and receive-omission failures. Timing failures were first considered in [CASD85], and arbitrary failures in [PSL80,LSP82]. [PSL80,LSP82] also consider message authentication, a mechanism that restricts the faulty behavior of processes that are subject to arbitrary failures. A precise definition of the properties of message authentication, and a mechanism for providing them without digital signatures in point-to-point networks appears in [ST87b].

There are methods for automatically increasing the fault-tolerance of algorithms. This is achieved by translations that transform any given algorithm tolerant of a certain type of failure into an algorithm that tolerates a more severe type of failure. Such translations are given in [Bra87,Coa87,ST87b,NT90,BN91,BN92]. They can be used to transform any algorithm tolerant of crash failures into one tolerant of arbitrary failures, in both synchronous and asynchronous systems.

Much of the theoretical work on fault-tolerant algorithms focused on synchronous models, including the so-called “synchronous round model” where processes execute in lock-step fashion. The asynchronous model has been adopted by many systems, such as those described in [BJ87,PBS89,ADKM92]. Theoretical investigation of this model was spurred by the surprising result of Fischer, Lynch and Paterson, stating that Consensus cannot be solved deterministically in this model [FLP85]. A variety of models of partial synchrony are studied in [DDS87,DLS88].

The causal precedence relation, which is widely viewed as one of the most fundamental concepts in distributed computing, was introduced by Lamport in a seminal paper [Lam78b]. (The relation was called “happens-before” in [Lam78b], and was defined in terms of send and receive communication primitives, instead of the broadcast and deliver primitives we used in our definition.) In that paper Lamport also defined logical clocks and showed how to implement them. [NT87,Wel87] show that, for a large class of problems, access to logical clocks
is as good as access to real-time clocks. Many clock synchronization algorithms are known, including [Lam78b, HSSD84, LM85, CAS86, DHS86, BD87, KO87, ST87a, WL88, Cri89].

3 Broadcast Specifications

Roughly speaking, Reliable Broadcast — the weakest type of fault-tolerant broadcast that we consider — guarantees three properties: (1) all correct processes agree on the set of messages they deliver, (2) all messages broadcast by correct processes are delivered, and (3) no spurious messages are ever delivered. While these properties may be sufficient for some applications, Reliable Broadcast imposes no restriction on the order in which the messages are delivered. In some applications this order is important. Thus, we define a collection of stronger broadcasts, differing in the guarantees they provide on message delivery order.

Informally, FIFO Broadcast is a Reliable Broadcast that guarantees that messages broadcast by the same sender are delivered in the order they were broadcast. Causal Broadcast, a strengthening of FIFO Broadcast, requires that messages be delivered according to the causal precedence relation discussed in Section 2.7: Roughly speaking, if the broadcast of \( m \) causally precedes the broadcast of \( m' \), then \( m \) must be delivered before \( m' \). If two messages are not causally related, however, different processes can deliver them in different orders. Atomic Broadcast prevents this undesirable behavior by requiring processes to deliver all messages in the same order. Finally, FIFO Atomic Broadcast combines the requirements of FIFO Broadcast and Atomic Broadcast, and Causal Atomic Broadcast combines the requirements of Causal Broadcast and Atomic Broadcast.

In our definitions of the various types of broadcast, we assume that we are only dealing with benign failures. This not only simplifies the definitions, but also makes it possible to strengthen the properties of broadcasts in ways that are important in practice. In Section 3.10, we shall describe the few modifications necessary for arbitrary failures.

3.1 Reliable Broadcast

Informally, Reliable Broadcast requires that all correct processes deliver the same set of messages (Agreement), and that this set include all the messages broadcast by correct processes (Validity) but no spurious messages (Integrity). Formally, Reliable Broadcast is defined in terms of two primitives: broadcast and deliver. When a process \( p \) invokes broadcast with a message \( m \) as a parameter, we say that \( p \) broadcasts \( m \). We assume that \( m \) is taken from a set \( \mathcal{M} \) of possible messages. When a process \( q \) returns from the execution of deliver with message \( m \) as the returned value, we say that \( q \) delivers \( m \).

Since every process can broadcast several messages, it is important to be able to determine the identity of a message's sender, and to distinguish the different messages broadcast by a particular sender. Thus, we assume that every message \( m \) includes the following fields: the identity of its sender, denoted \( \text{sender}(m) \), and a sequence number, denoted \( \text{seq}#(m) \). If \( \text{sender}(m) = p \) and \( \text{seq}#(m) = i \), then \( m \) is the \( i \)th message broadcast by \( p \). These fields make every message unique.
Reliable Broadcast is a broadcast that satisfies the following three properties:

- **Validity:** If a correct process broadcasts a message \( m \), then it eventually delivers \( m \).
- **Agreement:** If a correct process delivers a message \( m \), then all correct processes eventually deliver \( m \).
- **Integrity:** For any message \( m \), every correct process delivers \( m \) at most once, and only if \( m \) was previously broadcast by \( \text{sender}(m) \).

Validity together with Agreement ensures that a message broadcast by a correct process is delivered by all correct processes. It is important to realize that if the sender of a message \( m \) is faulty, the specification of Reliable Broadcast allows two possible outcomes: either \( m \) is delivered by all correct processes or by none. For example, if a process \( p \) crashes immediately after invoking \( \text{broadcast}(m) \), correct processes will never be aware of \( p \)'s intention to broadcast \( m \), and thus cannot deliver anything. On the other hand, if \( p \) invokes \( \text{broadcast}(m) \) and fails during the execution of this primitive after having sent enough information about \( m \), then correct processes may be able to deliver \( m \).

### 3.2 FIFO Broadcast

In general, each message has a context without which it may be misinterpreted. Such a message should not be delivered by a process that does not know its context. In some applications, the context of a message \( m \) consists of the messages previously broadcast by the sender of \( m \). For example, in an airline reservation system, the context of a message cancelling a reservation consists of the message that previously established that reservation: the cancellation message should not be delivered at a site that has not yet “seen” the reservation message. Such applications require the semantics of FIFO Broadcast, a Reliable Broadcast that satisfies the following requirement on message delivery:

- **FIFO Order:** If a process broadcasts a message \( m \) before it broadcasts a message \( m' \), then no correct process delivers \( m' \) unless it has previously delivered \( m \).

Our definition of FIFO Order is subtler than meets the eye. Some alternative formulations of FIFO Broadcast which have appeared in the literature have a similar flavor, but are ambiguous or do not fully capture the desirable property described above. For example, consider the following definition: “all messages broadcast by the same process are delivered to all processes in the order they are sent.” Suppose process \( p \) broadcasts messages \( m_1, m_2, \) and \( m_3 \) in that order, and correct process \( q \) delivers \( m_1 \) and then \( m_3 \) (but never delivers \( m_2 \)). This scenario could happen if \( p \) suffers a transient failure while broadcasting \( m_2 \). Note that \( m_3 \) was delivered without its proper context, namely \( m_2 \). This undesirable behavior is allowed by the alternative definition (since \( m_1 \) and \( m_3 \) are indeed delivered in the order they are broadcast), but not by our definition of FIFO Order.\(^3\)

\(^3\)This alternative definition, taken from the literature, is also flawed in another way: it requires messages be delivered by all processes. Clearly, this is impossible, since a faulty process cannot be forced to deliver any message.
3.3 Causal Broadcast

FIFO Order is adequate when the context of a message $m$ consists only of the messages that the sender of $m$ broadcast before $m$. A message $m$, however, may also depend on messages that the sender of $m$ delivered before broadcasting $m$. In this case, the message delivery order guaranteed by FIFO Broadcast is not sufficient. For example, in a network news application, if users distribute their articles with FIFO Broadcast, the following undesirable scenario could occur. User A broadcasts an article. User B, at a different site, delivers that article and broadcasts a response that can only be understood by a user who has already seen the original article. User C delivers B's response before delivering the original article from A and so misinterprets the response. Causal Broadcast is a strengthening of FIFO Broadcast that prevents the above problem by generalizing the notion of a message "depending" on another one, and ensuring that a message is not delivered until all the messages it depends on have been delivered. We capture this more general notion of dependence with the causal precedence relation on message broadcasts and deliveries defined in Section 2.7.

Given a causal precedence relation (induced by broadcasts and deliveries), we define Causal Broadcast to be a Reliable Broadcast that satisfies:

- **Causal Order:** If the broadcast of a message $m$ causally precedes the broadcast of a message $m'$, then no correct process delivers $m'$ unless it has previously delivered $m$.

The following alternative formulation of Causal Order has appeared in the literature: if the broadcast of $m$ causally precedes the broadcast of $m'$, then every correct process that delivers both messages must deliver $m$ before $m'$. In a system with failures, this definition of Causal Order is flawed. In fact, it allows the same non-FIFO execution described in the previous section, where a faulty process broadcasts $m_1$, $m_2$, and $m_3$, and a correct process delivers $m_1$ and then $m_3$. This alternative definition also allows the following undesirable scenario from our network news example. Faulty user A broadcasts an article; faulty user B, who is the only one to deliver that message, broadcasts a response. Correct user C delivers B's response, although it never delivers A's original article. It is easy to see that this scenario satisfies all the properties of Reliable Broadcast, namely Validity, Agreement and Integrity, as well as the alternative definition of Causal Order (but not our definition of Causal Order). Note that defining Causal Order as "messages that are causally related are delivered in the causal order" is also flawed.

Causal Order is a generalization of FIFO Order; in fact, as we show below it is equivalent to the conjunction of FIFO Order and the following property:

- **Local Order:** If a process broadcasts a message $m$ and a process delivers $m$ before broadcasting $m'$, then no correct process delivers $m'$ unless it has previously delivered $m$.

**Theorem 1** Causal Order is equivalent to FIFO Order and Local Order.

**Proof:** It is obvious that Causal Order implies FIFO Order and Local Order. We now show that FIFO Order and Local Order imply Causal Order. Let $m$ and $m'$ be messages such
that the broadcast of \( m \) causally precedes the broadcast of \( m' \). Consider any correct process \( p \) that delivers \( m' \). We must show that \( p \) delivers \( m \) before \( m' \). If \( m \) and \( m' \) are broadcast by the same process, this follows immediately by FIFO Order. Now assume that \( m \) and \( m' \) are broadcast by different processes. From the definition of the causal precedence relation it is easy to see that there exist processes \( p_1, p_2, \ldots, p_k \) and messages \( m_1, m_2, \ldots, m_k = m' \) \((k \geq 2)\) such that:

- \( p_1 = \text{sender}(m) \);
- \( p_i \) broadcasts \( m_i \), for all \( 1 \leq i \leq k \);
- either \( m = m_1 \) or \( p_1 \) broadcasts \( m \) before it broadcasts \( m_1 \); and
- \( p_i \) delivers \( m_{i-1} \) before it broadcasts \( m_i \), for all \( 2 \leq i \leq k \);

By Local Order (applied to \( p_k, m_{k-1}, m_k \) and \( p \)), \( p \) delivers \( m_{k-1} \) before \( m_k = m' \). By applying Local Order again (to \( p_{k-1}, m_{k-2}, m_{k-1} \) and \( p \)), \( p \) delivers \( m_{k-2} \) before \( m_{k-1} \). In general, an easy induction shows that \( p \) delivers \( m_{i-1} \) before \( m_i \) for all \( 1 < i \leq k \). Thus \( p \) delivers \( m_1 \) before \( m_k = m' \). Recall that either \( m = m_1 \), or \( p_1 \) broadcasts \( m \) before \( m_1 \). In the former case, we immediately have that \( p \) delivers \( m \) before \( m' \). In the latter case, FIFO Order ensures that \( p \) delivers \( m \) before \( m_1 \). Thus, in both cases, \( p \) delivers \( m \) before \( m' \), as we wanted to show. \( \square \)

By Theorem 1, we can show that a broadcast algorithm satisfies Causal Order by proving that it satisfies FIFO Order and Local Order. This is easier than proving Causal Order directly: in general, the causal precedence between two broadcasts involves an arbitrarily long chain of intermediate broadcasts and deliveries. A direct proof of Causal Order requires a tedious induction on the length of this chain analogous to that in the proof of Theorem 1. In contrast, FIFO and Local Order involve chains of length one and two, respectively. Their proofs do not require induction, and so they are simpler. This is illustrated in the proofs of Theorems 3, 5, 6, 7, and 9.

### 3.4 Atomic Broadcast

If the broadcasts of two messages are not related by causal precedence, Causal Broadcast does not impose any requirement on the order they can be delivered. In particular, two correct processes may deliver them in different orders. This disagreement on message delivery order is undesirable in some applications. For example, consider a replicated database with two copies of a bank account \( x \) residing at different sites. Initially, \( x \) has a value of $100. A user deposits $20, triggering a broadcast of “add $20 to \( x \)” to the two copies of \( x \). At the same time, at a different site, the bank initiates a broadcast of “add 10% interest to \( x \)”.

Because these two broadcasts are not causally related, Causal Broadcast allows the two copies of \( x \) to deliver these update messages in different orders. This results in the two copies of \( x \) having different values, creating an inconsistency in the database.

To prevent such problems, Atomic Broadcast requires that all correct processes deliver all messages in the same order. This total order on message delivery ensures that all correct
processes have the same "view" of the system; hence they can act consistently without any additional communication. Formally, an Atomic Broadcast is a Reliable Broadcast that satisfies the following requirement:

- **Total Order**: If correct processes $p$ and $q$ both deliver messages $m$ and $m'$, then $p$ delivers $m$ before $m'$ if and only if $q$ delivers $m$ before $m'$.

The Agreement and Total Order requirements of Atomic Broadcast imply that correct processes eventually deliver the same *sequence* of messages.

### 3.5 FIFO Atomic Broadcast

 Atomic Broadcast does *not* require that messages be delivered in FIFO Order. For example, Atomic Broadcast allows the following scenario: a process suffers a transient failure during the broadcast of a message $m$, and then broadcasts $m'$, and correct processes only deliver $m'$. Thus, Atomic Broadcast is not stronger than FIFO Broadcast.

We therefore define FIFO Atomic Broadcast which is a Reliable Broadcast that satisfies both FIFO Order and Total Order. FIFO Atomic Broadcast is stronger than both Atomic Broadcast and FIFO Broadcast.

### 3.6 Causal Atomic Broadcast

FIFO Atomic Broadcast does *not* require that messages be delivered in Causal Order. Reconsider the earlier network news example, and suppose FIFO Atomic Broadcast is used to disseminate articles. The following undesirable scenario is possible. Faulty user A broadcasts an article; faulty user B, who is the only one to deliver that message, broadcasts a response and then immediately crashes (before delivering its own response). Correct user C delivers the response, although it never delivers the original article. Thus, FIFO Atomic Broadcast does not necessarily satisfy Causal Order.

We therefore define Causal Atomic Broadcast which is a Reliable Broadcast that satisfies both Causal Order and Total Order. Causal Atomic Broadcast is stronger than both FIFO Atomic Broadcast and Causal Broadcast. This type of broadcast is the key mechanism of the State Machine approach to fault-tolerance [Lam78a,Sch90].

### 3.7 Timed Broadcasts

Many applications require that if a message is delivered at all, it is delivered within a bounded time after it was broadcast. This property is called *Δ-Timeliness*. As usual, in a distributed system elapsed time can be interpreted in two different ways: real time, as measured by an external observer, or local time, as measured by the local clocks of processes. This gives rise to two different ways of defining the Δ-Timeliness property. The one corresponding to real time is:
• **Real-Time Δ-Timeliness**: There is a known constant Δ such that if a message m is broadcast at real time t, then no correct process delivers m after real time t + Δ.

On the other hand, the definition of Δ-Timeliness in terms of local clocks bounds the difference between the local broadcasting time and the local delivery time. To formally specify such a bound, we assume that each message m contains a timestamp ts(m) denoting the local time at which m was broadcast according to the sender’s clock. That is, if a process p wishes to broadcast a message m when its local clock shows c, then p tags m with ts(m) = c. The definition of Δ-Timeliness that corresponds to local time is:

• **Local-Time Δ-Timeliness**: There is a known constant Δ such that no correct process p delivers a message m after local time ts(m) + Δ on p’s clock.

A broadcast that satisfies either version of the Δ-Timeliness property is called a *Timed Broadcast*. For example, *Timed Reliable Broadcast* is a Reliable Broadcast that satisfies Local- or Real-Time Δ-Timeliness. When referring to a Timed Broadcast, one must explicitly state which of the two Timeliness properties is assumed. The parameter Δ is called the *latency* of the Timed Broadcast.

3.8 Uniform Broadcasts

The Agreement, Integrity, Order, and Δ-Timeliness properties of the broadcasts defined so far place no restrictions on the messages delivered by faulty processes. Since we are dealing with benign failures, such restrictions are desirable and achievable. For example, the Agreement property states that if a correct process delivers a message m, then all correct processes eventually deliver m. This requirement allows a faulty process to deliver a message that is never delivered by the correct processes. This behavior is undesirable in many applications, such as Atomic Commitment in distributed databases [Gra78,BHG87,BT93], and can be avoided if the failures are benign. For such failures, we can strengthen the Agreement property to:

• **Uniform Agreement**: If a process (whether correct or faulty) delivers a message m, then all correct processes eventually deliver m.

Similarly, Integrity allows a faulty process to deliver a message more than once, and to deliver messages “out of thin air” (i.e., messages that were not previously broadcast). If failures are benign, this behavior can be avoided and we can strengthen the Integrity property as follows:

• **Uniform Integrity**: For any message m, every process (whether correct or faulty) delivers m at most once, and only if m was previously broadcast by sender(m).

We can also strengthen each version of the Δ-Timeliness property by requiring that even faulty processes respect the bound on the broadcast latency:
• **Uniform Real-Time \(\Delta\)-Timeliness**: There is a known constant \(\Delta\) such that if a message \(m\) is broadcast at real time \(t\), then no process (whether correct or faulty) delivers \(m\) after real time \(t + \Delta\).

• **Uniform Local-Time \(\Delta\)-Timeliness**: There is a known constant \(\Delta\) such that no process \(p\) (whether correct or faulty) delivers a message \(m\) after local time \(ts(m) + \Delta\) on \(p\)'s clock.

Likewise, we can strengthen each of the Order properties, by requiring that even faulty processes do not violate them. Specifically, we define:

• **Uniform FIFO Order**: If a process broadcasts a message \(m\) before it broadcasts a message \(m'\), then no process (whether correct or faulty) delivers \(m'\) unless it has previously delivered \(m\).

• **Uniform Local Order**: If a process broadcasts a message \(m\) and a process delivers \(m\) before broadcasting \(m'\), then no process (whether correct or faulty) delivers \(m'\) unless it has previously delivered \(m\).

• **Uniform Causal Order**: If the broadcast of a message \(m\) causally precedes the broadcast of a message \(m'\), then no process (whether correct or faulty) delivers \(m'\) unless it has previously delivered \(m\).

• **Uniform Total Order**: If any processes \(p\) and \(q\) (whether correct or faulty) both deliver messages \(m\) and \(m'\), then \(p\) delivers \(m\) before \(m'\) if and only if \(q\) delivers \(m\) before \(m'\).

We can now state the uniform counterpart of Theorem 1 (the proof is omitted as it is almost identical to that of Theorem 1):

**Theorem 2** Uniform Causal Order is equivalent to Uniform FIFO Order and Uniform Local Order.

Each broadcast type \(T\) has a **Uniform** counterpart obtained by replacing every one of the properties of \(T\) (except Validity) with the corresponding uniform version. For example, Uniform Reliable Broadcast satisfies Validity, Uniform Agreement, and Uniform Integrity.

### 3.9 Summary of Broadcast Specifications

All the broadcasts that we defined satisfy the properties of Reliable Broadcast, namely:

• **Validity**: If a correct process broadcasts a message \(m\), then it eventually delivers \(m\).

• **Agreement**: If a correct process delivers a message \(m\), then all correct processes eventually deliver \(m\).
• **Integrity:** For any message \( m \), every correct process delivers \( m \) at most once, and only if \( m \) was previously broadcast by \( \text{sender}(m) \).

They only differ by the strength of their requirements for message delivery order. There are three such requirements:

• **FIFO Order:** If a process broadcasts a message \( m \) before it broadcasts a message \( m' \), then no correct process delivers \( m' \) unless it has previously delivered \( m \).

• **Causal Order:** If the broadcast of a message \( m \) causally precedes the broadcast of a message \( m' \), then no correct process delivers \( m' \) unless it has previously delivered \( m \).

• **Total Order:** If correct processes \( p \) and \( q \) both deliver messages \( m \) and \( m' \), then \( p \) delivers \( m \) before \( m' \) if and only if \( q \) delivers \( m \) before \( m' \).

Thus we have:

• Reliable Broadcast = Validity + Agreement + Integrity

• FIFO Broadcast = Reliable Broadcast + FIFO Order

• Causal Broadcast = Reliable Broadcast + Causal Order

Each of these broadcast types has an Atomic counterpart:

• Atomic Broadcast = Reliable Broadcast + Total Order

• FIFO Atomic Broadcast = FIFO Broadcast + Total Order

• Causal Atomic Broadcast = Causal Broadcast + Total Order

The relations among these six types of broadcasts, in terms of their order properties, is illustrated in Figure 1.

The above broadcasts do not place any bound on message delivery time. A **Timed** broadcast requires such a bound by having one of the following two properties:

• **Real-Time \( \Delta \)-Timeliness:** There is a known constant \( \Delta \) such that if a message \( m \) is broadcast at real time \( t \), then no correct process delivers \( m \) after real time \( t + \Delta \).

• **Local-Time \( \Delta \)-Timeliness:** There is a known constant \( \Delta \) such that no correct process \( p \) delivers a message \( m \) after local time \( ts(m) + \Delta \) on \( p \)'s clock.

Finally, we saw that every broadcast property (except Validity) has a uniform counterpart, which is defined by imposing the corresponding requirement even on messages delivered by faulty processes. A broadcast is **Uniform** if all its properties (except Validity) are uniform.

In the next section, we consider the above broadcast specifications in the context of arbitrary failures. This section can be skipped without loss of continuity.
3.10 Broadcast Specifications for Arbitrary Failures

The broadcast specifications given so far, were written with the assumption that only benign failures occur. When dealing with arbitrary failures, some minor modifications to these specifications are required.

Recall that any message \( m \in \mathcal{M} \) that processes are allowed to broadcast and deliver must include some fields, such as a sender's id, \( \text{sender}(m) \), a sequence number, \( \text{seq}#(m) \), and possibly a timestamp, \( \text{ts}(m) \). In a system with arbitrary failures, we cannot assume that messages broadcast by processes that commit arbitrary failures are in \( \mathcal{M} \); for example they may not have the appropriate fields. We assume that correct processes ignore (and thus never deliver) such messages. With this assumption, a correct process can always extract \( \text{sender}(m) \), \( \text{seq}#(m) \), and when appropriate, \( \text{ts}(m) \), from any message \( m \) that it delivers. It is important to realize that a process \( p \) that commits arbitrary failures may broadcast a message \( m \) with \( \text{sender}(m) \neq p \), or with the wrong sequence number, or with a totally arbitrary timestamp.

Now consider Reliable Broadcast with arbitrary failures. The definitions of Validity and Agreement only refer to messages broadcast and delivered by correct processes. Since the meaning of such broadcasts and deliveries is unambiguous no matter what the failure model is, the definitions of these two properties do not change. The same is true about the first clause of Integrity. The second clause of Integrity, however, is problematic: Since \( \text{sender}(m) \) may commit arbitrary failures, the meaning of "\( m \) was previously broadcast by \( \text{sender}(m) \)" is not clear. Even if the sender invokes \( \text{broadcast}(m) \), the external behavior of this invocation may look like an invocation of \( \text{broadcast}(m') \) to some or all other processes. The natural way to circumvent this problem is to redefine Integrity (for arbitrary failures) as follows:
• **Integrity:** For any message $m$, every correct process delivers $m$ at most once, and if $sender(m)$ is correct then $m$ was previously broadcast by $sender(m)$.

Integrity now refers only to broadcast and deliveries of correct processes. This definition preserves the intended meaning of Integrity, restricted to the broadcasts of correct processes: No correct process can deliver a message $m$ “out of thin air” if its field $sender(m)$ contains the identity of a correct process. In other words, faulty processes cannot “fool” correct ones into delivering a message $m$ from a correct process that has not (yet) broadcast $m$. Thus, this formulation of Integrity guarantees the authentication of broadcasts. This is the broadcast/deliver counterpart of the send/receive message authentication discussed in Section 2.3.

Now consider FIFO Broadcast. The benign failure version of FIFO Order imposes an order on the delivery of messages broadcast by a process $p$ that may be faulty. However, if $p$ commits arbitrary failures, such an order is not meaningful. Thus, in the case of arbitrary failures, we weaken the order requirement by restricting its application only to messages broadcast by correct processes:

• **FIFO Order:** If a correct process broadcasts a message $m$ before it broadcasts a message $m'$, then no correct process delivers $m'$ unless it has previously delivered $m$.

A proper definition of Causal Broadcast in the presence of arbitrary failures is subtle and more complex. Moreover, the utility of such a broadcast is questionable: The context of a message broadcast by a correct process, i.e., its “causal past”, may include the delivery of a message from a process that committed arbitrary failures. Thus, we do not pursue Causal Broadcast with such failures.

Next consider Atomic Broadcast, i.e., Reliable Broadcast with Total Order, for arbitrary failures. We have already given the definition of Reliable Broadcast in that case. The definition of Total Order refers only to deliveries by correct processes, and hence remains unchanged.

Finally, we consider each version of $\Delta$-Timeliness. The definition of Local-Time $\Delta$-Timeliness refers only to actions of correct processes, and remains unchanged. Real-Time $\Delta$-Timeliness, however, refers to the real time at which a message is broadcast; this is now ambiguous as the sender of that message may be subject to arbitrary failures. We circumvent this problem by restricting the requirement to messages broadcast by correct processes only:

• **Real-Time $\Delta$-Timeliness:** There is a known constant $\Delta$ such that if a message $m$ is broadcast by a correct process at real time $t$, then no correct process delivers $m$ after real time $t + \Delta$.

---

4Instead of reformulating Integrity, we could use the original definition with the convention that if a faulty process $p$ is subject to arbitrary failures then the statement “$p$ broadcasts $m$” is true for all $m \in \mathcal{M}$.

5This reformulation of FIFO Order allows correct processes to deliver messages broadcast by the same faulty sender in different orders. If desired, a stronger definition of FIFO Order can exclude this behavior.
With benign failures, every broadcast property (except Validity) has a uniform version that imposes some requirements on the messages that faulty processes deliver. With arbitrary failures, however, it is not possible to enforce any such requirement, so uniformity is a meaningless concept in this case.

3.11 Inconsistency and Contamination

Consider an application where processes communicate via fault-tolerant broadcasts (Figure 2). Assume that only benign failures may occur; thus, the current state of every process (whether correct or faulty) depends on the messages that it has delivered so far. This state, and the application protocol that the process executes, determines whether it should broadcast a message, and if so, the contents of that message.
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\[ \text{broadcast}(m) \]
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\[ \text{Application Protocol} \]
\[ \text{deliver}(m) \]
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Figure 2: Application Protocol using Broadcasts

Suppose that a process \( p \) is faulty and omits to deliver a message that is delivered by all the correct processes. The state of \( p \) may now be "inconsistent" with respect to the state of correct processes. Suppose further that \( p \) continues to execute, and then, based on its inconsistent state, \( p \) broadcasts a message \( m \) that is delivered by all the correct processes. Note that \( m \) is "corrupted", i.e., its contents reflect \( p \)'s erroneous state. Thus, by delivering \( m \) and changing state accordingly, the correct processes incorporate \( p \)'s inconsistency into their own state — correct processes are now "contaminated." We come to the disconcerting conclusion that, even with benign failures, broadcasts can easily lead to the corruption of the entire system!

Unfortunately, the traditional specifications of most broadcasts, including Uniform broadcasts, allow the inconsistency of faulty processes, and the subsequent contamination of correct processes. For example, with Atomic Broadcast a faulty process may reach an inconsistent state in several ways: e.g., by omitting to deliver a message \( m \) that is delivered by all correct processes, or by delivering an extra message \( m \) that is not delivered by any
correct process, or by delivering messages out-of-order. With Uniform Atomic Broadcast, inconsistency may only result from skipping a message that is delivered by all correct processes. Once a faulty process becomes inconsistent, contamination can then follow. An example of inconsistency with respect to (Uniform) Atomic Broadcast is explained below.

A variable \( x \) with initial value 5 is replicated at three processes, \( p, q, \) and \( r \). Process \( p \) atomically broadcasts an instruction to increment \( x \), and \( q \) atomically broadcasts an instruction to double \( x \). Processes \( p \) and \( q \) are correct, and they deliver the instructions to increment \( x \) and to double \( x \), in that order. Their value of \( x \) is now 12. However, \( r \) is faulty: it first omits to deliver \( p \)’s instruction to increment \( x \), and then delivers \( q \)’s instruction to double \( x \). By skipping the increment \( x \) instruction, \( r \) becomes inconsistent — its new value of \( x \) (namely, 10) is now incorrect. Note that since \( r \) is faulty, this execution does indeed satisfy the usual specification of Atomic Broadcast. In fact, this particular execution can occur even with a Uniform Atomic Broadcast.

Once \( r \) is inconsistent, it can broadcast messages that are based on its erroneous state and thus contaminate all the correct processes. For example, suppose process \( r \) uses its new value of \( x \) to compute and broadcast the value of the replicated variable \( y \), which is supposed to be \( 3x \) everywhere. Since \( r \) is inconsistent and has incorrectly computed \( x \) to be 10, \( r \) broadcasts \( y := 30 \), instead of the correct \( y := 36 \). When \( p \) and \( q \) deliver the message \( y := 30 \) and update their copies of \( y \) to be 30, they become contaminated.

Note that \( r \) becomes inconsistent by committing a simple “benign” failure — just skipping the delivery of a single message. However, as a result of this undetected failure, \( r \) subsequently broadcasts an incorrect message, and this broadcast “spreads” \( r \)’s error to the rest of the system. At this point, it is almost as if \( r \) commits an “arbitrary-like” failure, even though it only fails by omission. Worse yet, \( r \)’s failure corrupts the whole system.

It should be clear that preventing the inconsistency of faulty processes, or at least the contamination of correct ones, is desirable in many situations. Fortunately, this is possible with all the broadcasts that we considered in this paper, and for all benign failures.\(^6\) Intuitively, a process can prevent its contamination by refusing to deliver messages from processes whose previous deliveries are not compatible with its own. The amount of information that each message should carry, so that every process can determine whether it is safe to deliver it, depends on the type of broadcast (e.g., FIFO Broadcast or Causal Atomic Broadcast), and on the failure assumptions. Preventing inconsistency is, however, more difficult and costly. Roughly speaking, it requires techniques that allow a faulty process to detect whether it is about to make a message delivery error, and, if so, to immediately stop.

A precise definition of inconsistency and contamination with respect to broadcasts is beyond the scope of this paper. We also omit the description of algorithms that prevent inconsistency and/or contamination. For a more complete treatment of this subject the reader is referred to [GT91,Gop92].

\(^6\)With arbitrary failures, neither inconsistency nor contamination can be prevented. This is because the state of a faulty process may be inconsistent even if it delivers all messages correctly. This process may then contaminate the rest of the system by broadcasting an erroneous message that seems correct to every process.
3.12 Amplification of Failures

A fault-tolerant broadcast is usually implemented by a broadcast algorithm that uses lower-level communication primitives, such as send and receive (Figure 3). With such a broadcast algorithm, the broadcasting or delivery of a message requires the execution of several instructions, and may include several sends and receives.
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Figure 3: Application/Broadcast Layering

The models of failures commonly considered in the literature are defined in terms of failures that occur at the level of send and receive primitives, e.g., omissions to receive messages (Section 2.3). How do these failures affect the execution of higher-level primitives, such as broadcasts and deliveries? In particular, can we assume that if a process suffers a certain type of failure at the send/receive level, then it will always suffer the same type of failure at the broadcast/delivery level? For example, if a faulty process omits to receive messages, will it simply omit to deliver messages? Unfortunately, this is not always so. In general a broadcast algorithm is likely to amplify the severity of failures that occur at the low level. For example, there are Atomic Broadcast algorithms where the omission to receive messages causes a faulty process to deliver messages in the wrong order [Gop92].

But what if processes are only subject to crash failures? Can we assume that the message deliveries that a process makes before crashing are always “correct” (i.e., consistent with those of correct processes)? Intuitively, this seems very reasonable, since by definition a process that crashes executes perfectly until the moment it crashes. In other words, it seems impossible for such a process to make “mistakes” in its message deliveries before
crashing. However, this intuition is wrong. We illustrate this by a coordinator-based Atomic Broadcast algorithm that exhibits a surprising behavior: even if a faulty process behaves correctly until it crashes, it may still deliver messages out-of-order before it crashes! This algorithm, which satisfies the specification of Atomic Broadcast, is sketched below.

When a process intends to broadcast a message \( m \), it first sends \( m \) to a coordinator. The coordinator delivers messages in the order in which it receives them, and periodically informs the other processes of this message delivery order. Other processes deliver messages according to this order. If the coordinator crashes, another process takes over as coordinator. Now, suppose a coordinator delivers \( m \) before \( m' \), and then crashes before informing any other process that \( m \) should be delivered before \( m' \). The new coordinator cannot determine the order chosen by the faulty coordinator, and may decide that \( m' \) should be delivered before \( m \). In this scenario, all correct processes follow the new coordinator and deliver \( m' \) before \( m \). Thus, the faulty coordinator delivered messages out-of-order before crashing, even though it executed its protocol perfectly until it crashed.

The above example shows that even if a process is only subject to crash failures, it may become inconsistent before crashing. In other words, crash failures just by themselves do not guarantee reasonable behavior at the broadcast/delivery level. Furthermore, from the time that such a process becomes inconsistent to the time that it crashes, it may broadcast messages and thus contaminate all correct processes. Thus, even if processes can only fail by crashing, inconsistency and contamination can occur.\(^7\)

These observations have subtle but important consequences. In particular, consider the State Machine approach to fault-tolerance (cf. [Lam84,Sch90]). This is a client/server system, where the server is replicated, and clients broadcast their requests to all servers using Causal Atomic Broadcast. Thus, all correct servers deliver the same set of requests, in the same causal order, and so they have identical state. When a server delivers a request from a client, it computes the appropriate reply to that request, and sends it to the client. Suppose that up to \( f \) servers are subject to general-omission failures. Clearly, the state of such a server can be erroneous, and so it may send incorrect replies. How many servers are needed to implement a fault-tolerant service? It is easy to see that \( 2f + 1 \) servers are sufficient: a client is guaranteed to receive at least \( f + 1 \) identical replies (a majority) from correct servers. This scheme works even when servers are subject to arbitrary failures. However, requiring \( 2f + 1 \) servers and computing the majority reply is expensive. Can we implement a fault-tolerant service with fewer servers if failures are less severe?

In particular, suppose that the \( f \) faulty servers are subject to crash failures only. In that case, it seems that \( f + 1 \) servers would now suffice: Since a faulty server executes correctly until it crashes, it is tempting to conclude that if any server sends a reply, that reply must be correct. And, since we have \( f + 1 \) servers, at least one of them will reply. Unfortunately, this reasoning is flawed. A reply may originate from a server \( s \) that will later crash. As we saw in our previous example, the particular Causal Atomic Broadcast algorithm used by clients to broadcast requests may be such that \( s \) delivers requests out-of-order before crashing. In other words, \( s \) could be in an inconsistent state and send the

\(^7\)Of course, the prevention of inconsistency and contamination is much easier with crash failures, than with omission or timing failures.
wrong reply before crashing! A single reply is guaranteed to be correct if and only if the Causal Atomic Broadcast used is specifically designed to prevent inconsistency, as discussed in the previous section.
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4 Broadcast Algorithms I — Methodology

In the following two sections, we derive algorithms for the six types of broadcasts introduced in Section 3: Reliable, FIFO, Causal Broadcast, and their three Atomic counterparts.

Our derivation and exposition of broadcast algorithms follows a particular methodology which is made possible by the modularity of our broadcast specifications. In Section 3 we defined six types of broadcasts by adding FIFO, Causal, or Total Order to the specification of Reliable Broadcast, the weakest type of broadcast that we consider (see Figure 1). We derive broadcast algorithms by following the same modular paradigm: We start with any given Reliable Broadcast algorithm, and show how to achieve each one of these three order properties by a corresponding algorithmic transformation.

More precisely, we exhibit three transformations: one adds FIFO Order, i.e., it converts any Reliable Broadcast algorithm into a FIFO Broadcast; one adds Causal Order, i.e., it converts any FIFO Broadcast algorithm into a Causal Broadcast; and one adds Total Order, i.e., it converts any Reliable, FIFO, or Causal Broadcast algorithm (that satisfies Local-Time Δ-Timeliness) into its Atomic counterpart. These three transformations correspond to the arrows of Figure 1: The first one corresponds to the two top vertical arrows, the second one to the two bottom vertical arrows, and the last one to the three horizontal arrows.

Given any Reliable Broadcast algorithm, we can now obtain algorithms for every other type of broadcast by successively applying our transformations. For example, suppose we want to derive a Causal Atomic Broadcast algorithm. To do so, we can select any path from Reliable Broadcast to Causal Atomic Broadcast in Figure 1 (there are three such paths) and apply to the given Reliable Broadcast algorithm the transformations that correspond to the arrows along that path. Since for some of the arrows we actually give several alternative
transformations, there are many different Causal Atomic Broadcast algorithms that we can obtain from the given Reliable Broadcast in this manner.\(^8\)

It is important to note that all our transformations are generic, i.e., they do not require any assumptions on the type or synchrony of the underlying communication network, and they work for any type and number of benign failures. Furthermore, all transformations preserve Uniform Agreement and, under certain assumptions, both versions of $\Delta$-Timeliness: If the given broadcast algorithm satisfies any of these desirable properties, then so does the algorithm that results from the transformation.

This methodology of deriving broadcast algorithms by generic transformations has several advantages. The algorithms are developed modularly — thus, they are smaller, simpler, and easier to understand. The techniques required to achieve each one of the three order properties (FIFO, Causal, and Total Order) are shown separately, and independently from the characteristics of the underlying communication network. The proofs are also modular, easier, and “safer”: a broadcast algorithm that invokes a weaker broadcast primitive as a “black box” can only rely on the specification of that “box”, so its proof cannot erroneously rely on a property that is only true for a particular implementation of that “box”.

A modular implementation of stronger broadcasts in terms of weaker ones also increases the portability of the broadcast software. Whenever we wish to develop a suite of fault-tolerant broadcast algorithms for a specific system $S$, all we have to do is provide an implementation for Reliable Broadcast that works in $S$ (this implementation must provide $\Delta$-Timeliness if we wish to obtain an Atomic Broadcast). Because all our transformations work for any type and number of benign failures, and do not rely on any assumptions about the underlying network, these will automatically yield broadcast algorithms that also work in $S$. Thus, if we consider our suite of algorithms to be a software package for fault-tolerant broadcasts, the layered construction allows us to port this package from one system to another by reimplementing and fine-tuning only Reliable Broadcast. On the other hand, layered implementations do have a disadvantage: They may lead to a decrease in efficiency, because they hide specific features of the underlying communications network that may be exploited by certain algorithms.

In Section 5 we present our system-independent transformations. In Section 6 we focus on a particular type of system, namely point-to-point networks, and describe a Reliable Broadcast algorithm for such a system. We also determine the conditions under which this algorithm achieves Uniform Agreement and Real-Time $\Delta$-Timeliness, and describe a simple modification to achieve Local-Time $\Delta$-Timeliness. By applying our system-independent transformations to this Reliable Broadcast algorithm, we immediately obtain broadcast algorithms of all types for point-to-point networks.

---

\(^8\)In this example, the given Reliable Broadcast must satisfy Local-Time $\Delta$-Timeliness. This is because the transformation that adds Total Order requires the given broadcast algorithm to satisfy this property.
5 Broadcast Algorithms II — Transformations

5.1 Introduction

In this section we describe our transformations. These are based on a small number of techniques, each of which enhances a given broadcast by adding FIFO, Causal, or Total Order. Adding Total Order, which corresponds to the three horizontal arrows in Figure 1, is effected by a single transformation (that works if the given broadcast satisfies Local-Time \( \Delta \)-Timeliness). Adding FIFO Order, which corresponds to the two top vertical arrows, is also accomplished by one transformation. Adding Causal Order, which corresponds to the two bottom vertical arrows, can be done by using either one of two transformations. We also present a particularly efficient transformation for adding Causal Order to a FIFO Atomic Broadcast (this corresponds to the bottom right vertical arrow).

All our transformations preserve Uniform Agreement, and, under some conditions, both versions of \( \Delta \)-Timeliness. This means that if the given broadcast algorithm satisfies any of these properties, then so does the resulting broadcast algorithm.

The transformations work for any type and number of benign failures, and regardless of the type or synchrony of the network. Thus, the resulting algorithm works in whatever system, and under whatever assumptions, the given algorithm works.

All the broadcasts that we consider here satisfy the Uniform version of Integrity. This is important to our modular approach because to build stronger broadcast primitives from weaker ones the latter are often required to satisfy Uniform Integrity. For the sake of brevity, in the rest of this section, when we mention a type of broadcast we always assume that it satisfies Uniform Integrity without explicitly saying so.

5.2 Definitions and Notation

Since we build our broadcast primitives in a layered fashion, it is typical for a higher-level broadcast primitive to invoke a lower-level one as a procedure. To disambiguate between the different broadcast primitives used in an algorithm, we introduce the following notation. We first define a short-hand notation for the type of a broadcast. In particular, \( R \) stands for Reliable Broadcast, \( F \) for FIFO Broadcast, and \( C \) for Causal Broadcast. Similarly, \( A \) stands for Atomic Broadcast, \( FA \) for FIFO Atomic Broadcast, and \( CA \) for Causal Atomic Broadcast. We denote by broadcast\((T, m)\) and deliver\((T, m)\), the two primitives corresponding to a broadcast of type \( T \). When a process invokes broadcast\((T, m)\), we say that it \( T \)-broadcasts \( m \). When it returns from the execution of deliver\((T, m)\), we say that it \( T \)-delivers \( m \). For example, broadcast\((R, m)\) is the broadcast primitive for Reliable Broadcast, and if a process invokes broadcast\((R, m)\), we say that it R-broadcasts \( m \). Similarly, deliver\((CA, m)\) is the delivery primitive for Causal Atomic Broadcast, and if a process returns from the execution of deliver\((CA, m)\), we say that it CA-delivers \( m \).

Consider two problems denoted \( A \) and \( B \). A transformation from \( A \) to \( B \) is an algorithm
$T_{A \rightarrow B}$ that converts any algorithm $A$ that solves $\mathcal{A}$ into an algorithm $B$ that solves $\mathcal{B}$.\footnote{We also say that $T_{A \rightarrow B}$ is a reduction of problem $\mathcal{B}$ to problem $\mathcal{A}$.} We say that $A$ is the given algorithm and $B$ the resulting algorithm of the transformation. Transformation $T_{A \rightarrow B}$ preserves property $P$ if it converts any algorithm for $\mathcal{A}$ that satisfies $P$ into an algorithm for $\mathcal{B}$ that also satisfies $P$.

For example, in Section 5.4 we present an algorithm that transforms any algorithm for Reliable Broadcast into one for FIFO Broadcast. Roughly speaking it works as follows. To F-broadcast a message, a process simply R-broadcasts it. When a process R-delivers a message $m$, it delays the F-delivery of $m$, if necessary, until it has F-delivered all the messages that the sender of $m$ F-broadcast before $m$. As we will see, this transformation also happens to preserve Total Order. This means that if the given Reliable Broadcast satisfies Total Order, (i.e., it is actually an Atomic Broadcast), then so does the resulting FIFO Broadcast (i.e., it is a FIFO Atomic Broadcast).

Informally, a transformation of one broadcast algorithm into another is blocking if the resulting broadcast algorithm has an execution in which a process delays the delivery of a message for a later time. For example, the transformation from Reliable Broadcast to FIFO Broadcast outlined above is blocking: It is possible that when a process $p$ R-delivers a message $m$ it has to delay the F-delivery of $m$ while waiting for the F-delivery of some earlier message from the sender of $m$. A transformation is non-blocking if it is not blocking.

When we present an algorithm we give the pseudo-code for a typical process. In our algorithms every process executes the same code. Thus, different processes have local variables with the same name, and this can lead to ambiguity. In such cases, we avoid this problem by subscribing a variable local to a process with the identity of that process. Thus, $\text{var}_p$ denotes the value of local variable $\text{var}$ at process $p$.

### 5.3 Achieving Total Order

In this section we describe a single algorithm that can be used to transform a Reliable, FIFO or Causal Broadcast that satisfies Local-Time $\Delta$-Timeliness into its Atomic counterpart, i.e., an Atomic, FIFO Atomic or Causal Atomic Broadcast. Thus, this transformation corresponds to the three horizontal arrows in Figure 1. It is based on a very simple idea which exploits the Timeliness property to guarantee Total Order, while preserving all the other properties of interest.

The algorithm in Figure 4 shows how to transform any broadcast algorithm that satisfies Local-Time $\Delta$-Timeliness into one that satisfies both Total Order and Local-Time $\Delta$-Timeliness. In this figure, $B$ denotes the type of the given broadcast, and $\text{BA}$ denotes the type of the broadcast that results from the transformation. This transformation preserves Validity, Agreement, Integrity, FIFO Order and Causal Order (and their uniform counterparts): If the given broadcast algorithm satisfies any of these properties, then so does the resulting broadcast algorithm.

The transformation works as follows. If $p$ wishes to BA-broadcast $m$, it uses the given broadcast primitive to B-broadcast $m$. When a process B-delivers $m$, it schedules the BA-
delivery of \( m \) at local-time \( ts(m) + \Delta \) (recall that \( ts(m) \) is the sending time of \( m \) according to the sender's clock, and \( \Delta \) is the bound on message latency guaranteed by the given broadcast algorithm). If two or more messages are scheduled to be BA-delivered at the same local time then they are BA-delivered in an \textit{a priori} agreed order, e.g., in increasing order of the senders' ids. If a process B-delivers \( m \) after local time \( ts(m) + \Delta \), then it never BA-delivers \( m \). This transformation assumes that local clocks satisfy the Clock Monotonicity property (see Section 2.8).

\begin{algorithm}[H]
\textbf{Algorithm for process} \( p \):
\quad \textbf{To execute} \texttt{broadcast(BA, m)}:
\quad \texttt{broadcast(B, m)}
\end{algorithm}

\begin{algorithm}[H]
\texttt{deliver(BA, m)} \textit{occurs as follows}:
\quad \textbf{upon} \texttt{deliver(B, m)} \textbf{do}
\quad \texttt{schedule deliver(BA, m) at time} \( ts(m) + \Delta \)
\end{algorithm}

Figure 4: Adding Total Order to Timed Broadcast

\textbf{Theorem 3} Suppose the Clock Monotonicity property holds. The algorithm in Figure 4 transforms any broadcast algorithm that satisfies Local-Time \( \Delta \)-Timeliness into one that satisfies (the uniform versions of) both Local-Time \( \Delta \)-Timeliness and Total Order. This transformation preserves Validity, Agreement, Integrity, FIFO Order and Causal Order, and their uniform counterparts.

The significance of this theorem lies in the following:

\textbf{Corollary 1} Suppose the Clock Monotonicity property holds. The algorithm in Figure 4 transforms any Reliable, FIFO or Causal Broadcast algorithm that satisfies Local-Time \( \Delta \)-Timeliness into its Atomic counterpart.

\textbf{Proof of Theorem 3}: Assume that the given broadcast algorithm satisfies Local-Time \( \Delta \)-Timeliness. We first show that the broadcast algorithm that results from the transformation satisfies the uniform versions of Local-Time \( \Delta \)-Timeliness and Total Order.

\textit{Uniform Local-Time \( \Delta \)-Timeliness}: If any process (whether correct or faulty) BA-delivers a message \( m \), it does so at local time \( ts(m) + \Delta \).

\textit{Uniform Total Order}: If any two processes \( p \) and \( q \) (whether correct or faulty) BA-deliver \( m \) and \( m' \), they do so at local times \( ts(m) + \Delta \) and \( ts(m') + \Delta \), respectively. If \( ts(m) < ts(m') \), by Clock Monotonicity, both \( p \) and \( q \) BA-deliver \( m \) before \( m' \). Similarly, if \( ts(m') < ts(m) \), they both BA-deliver \( m' \) before \( m \). Finally, if \( ts(m) = ts(m') \), they both BA-deliver the messages in order of increasing sender ids. In all cases, \( p \) and \( q \) BA-deliver \( m \) and \( m' \) in the same order.

27
We now show that the transformation preserves each property listed in the theorem; i.e., if the given broadcast satisfies any of these properties then so does the resulting broadcast.

**Validity:** If a correct process $p$ BA-broadcasts $m$, it B-broadcasts $m$. By Validity and Local-Time $\Delta$-Timeliness of the given broadcast algorithm, $p$ B-delivers $m$ by local time $ts(m) + \Delta$, and schedules the BA-delivery of $m$ for local time $ts(m) + \Delta$. By Clock Monotonicity, $p$ eventually BA-delivers $m$.

**Agreement:** If any correct process BA-delivers a message $m$, then it must have B-delivered $m$. By Agreement and Local-Time $\Delta$-Timeliness of the given broadcast algorithm, every correct process also B-delivers $m$, and does so by local time $ts(m) + \Delta$. By Clock Monotonicity, every correct process eventually BA-delivers $m$ at local time $ts(m) + \Delta$.

**Integrity:** Immediate from Integrity of the given broadcast algorithm.

**FIFO Order:** Suppose a process $q$ BA-broadcasts $m$ before $m'$. Consider a correct process $p$ that BA-delivers $m'$. We must show that $p$ BA-delivers $m$ before $m'$. By definition, $q$ BA-broadcasts $m$ and $m'$ at local times $ts(m)$ and $ts(m')$. By Clock Monotonicity, $ts(m) < ts(m')$, so $ts(m) + \Delta < ts(m') + \Delta$. From the algorithm and the hypothesis, it is clear that $q$ B-broadcasts $m$ before $m'$, and that $p$ B-delivers $m'$. By FIFO Order of the given broadcast algorithm, $p$ B-delivers $m$ before $m'$. By the algorithm, $p$ schedules the BA-deliveries of $m$ and $m'$ at times $ts(m) + \Delta < ts(m') + \Delta$. Since $p$ BA-delivers $m'$, its clock reached $ts(m') + \Delta$. By Clock Monotonicity, $p$'s clock reached $ts(m) + \Delta$ before $ts(m') + \Delta$. Thus, $p$ BA-delivers $m$ before $m'$.

By Theorem 1, Causal Order is equivalent to FIFO Order and Causal Order. Since we already showed that the transformation preserves FIFO Order, to show that it also preserves Causal Order it now suffices prove that it preserves Local Order.

**Local Order:** Suppose a process $q$ BA-delivers $m$ before it BA-broadcasts $m'$. Consider a correct process $p$ that BA-delivers $m'$. We must show that $p$ BA-delivers $m$ before $m'$. By the algorithm, $q$ BA-delivered $m$ at local time $ts(m) + \Delta$, and later BA-broadcasts $m'$ at local time $ts(m')$. By Clock Monotonicity, $ts(m) + \Delta < ts(m')$, so $ts(m) + \Delta < ts(m') + \Delta$. From the algorithm and the hypothesis, it is clear that $q$ B-delivers $m$ before B-broadcasting $m'$, and that $p$ B-delivers $m'$. The proof now continues exactly as in the proof of FIFO Order.

It is easy to check that the transformation also preserves the uniform versions of Agreement, Integrity, FIFO Order and Causal Order.

Note the absence of any induction argument in the proof of Causal Order, despite the fact that two broadcasts can be causally related by arbitrarily long chains of broadcasts and deliveries. This is the consequence of Theorem 1 whose proof factorized this induction.

### 5.4 Achieving FIFO Order

In this section we describe a simple algorithm that transforms any Reliable Broadcast algorithm into a FIFO Broadcast that satisfies *Uniform* FIFO Order. This transformation preserves Total Order; thus, if the given Reliable Broadcast is actually an Atomic Broadcast, the resulting algorithm is a FIFO Atomic Broadcast. In other words, this transformation
corresponds to the two top vertical arrows in Figure 1.

The transformation, shown in Figure 5, works as follows. To F-broadcast a message \( m \), a process \( s \) simply R-broadcasts \( m \). Recall that if \( m \) is the \( i \)th message F-broadcast by \( s \), then \( m \) is tagged with \( \text{sender}(m) = s \) and \( \text{seq\#}(m) = i \). Every process \( p \) maintains a vector of counters \( \text{next} \), such that \( \text{next}[s] \) is the sequence number of the next F-broadcast from \( s \) that \( p \) is ready to F-deliver. When a process \( p \) R-delivers \( m \) with \( \text{sender}(m) = s \), \( p \) checks whether \( m \) is F-deliverable immediately, i.e., whether \( \text{next}[s] = \text{seq\#}(m) \). If \( m \) is not F-deliverable when it is R-delivered, \( p \) inserts \( m \) into a \( \text{msgSet}_p \) for possible future F-delivery: \( m \) is now blocked. Otherwise, \( p \) F-delivers \( m \) right away and increments \( \text{next}[s] \) to reflect that. This may cause previously blocked messages from \( s \) to become F-deliverable; \( p \) scans \( \text{msgSet}_p \) and F-delivers any such messages.

For example, suppose \( p \) already F-delivered messages tagged 1 and 2 from \( s \) (i.e., \( \text{next}[s] = 3 \)), and \( p \)'s \( \text{msgSet} \) already contains messages tagged 4 and 8 from \( s \). If \( p \) R-delivers message \( m \) tagged 3 from \( s \) (i.e., \( \text{sender}(m) = s \) and \( \text{seq\#}(m) = 3 \)), \( p \) F-delivers \( m \) immediately, and increments \( \text{next}[s] \) to 4. Now message tagged 4 from \( s \) in \( \text{msgSet} \) also becomes F-deliverable, and \( p \) delivers it.

**Theorem 4** The algorithm in Figure 5 transforms any Reliable Broadcast algorithm into a FIFO Broadcast algorithm that satisfies Uniform FIFO Order. Furthermore, this transformation preserves [Uniform] Total Order.

**Proof:** First we establish some basic facts about the transformation.

**Claim 1:** For any process \( p \) (whether correct or faulty), if \( \text{next}_p[s] = k \) then the sequence of messages that \( p \) has F-delivered so far is the sequence of the first \( k - 1 \) messages F-broadcast by \( s \).

This claim can be easily shown by induction on \( k \) and using the Uniform Integrity of the given Reliable Broadcast; the details are omitted.

**Claim 2:** Suppose a correct process \( p \) R-delivers a message \( m \) and F-delivers all the messages that \( \text{sender}(m) \) F-broadcast before \( m \). Then \( p \) also F-delivers \( m \).

**Proof of Claim 2:** Suppose that \( p \) and \( m \) satisfy the hypothesis of the claim, and let \( \text{sender}(m) = s \) and \( \text{seq\#}(m) = k \). By hypothesis, \( p \) F-delivers all the \( k - 1 \) messages that \( s \) F-broadcast before \( m \). Since \( p \) increments \( \text{next}_p[s] \) for each one of these F-deliveries, eventually \( \text{next}_p[s] \geq k \). There are two possible cases. (i) Eventually \( \text{next}_p[s] \) reaches the value \( k + 1 \). By Claim 1, \( p \) F-delivers the first \( k \) messages F-broadcast by \( s \), including \( m \). (ii) Eventually \( \text{next}_p[s] \) reaches the value \( k \) and then remains forever stuck at that value. Let \( m' \) be the message whose F-delivery by \( p \) makes \( \text{next}_p[s] = k \). By hypothesis, \( p \) R-delivers \( m \). If, when this occurs, \( m' \) has already been delivered, we have \( \text{next}_p[s] = k \) and thus \( p \) will F-deliver \( m' \) right away. Otherwise, \( p \) will insert \( m \) into \( \text{msgSet}_p \) and when it later F-delivers \( m' \) and sets \( \text{next}_p[s] = k \), it will also F-deliver \( m \). Thus, in both cases \( p \) F-delivers \( m \), as wanted. □

Using the above claims, we first show that the algorithm that results from the transformation satisfies the properties of FIFO Broadcast.
Variables of process $p$:
\{ $msgSet$: set of messages that $p$ has $R$-delivered \}
\{ $next[s]$: sequence number of the next $F$-broadcast by $s$ that $p$ is ready to $F$-deliver \}

Algorithm for process $p$:
Initialization:
\[
msgSet := \emptyset \\
next[s] := 1, \text{ for each process } s
\]

To execute $broadcast(F,m)$:
\[
broadcast(R,m)
\]

deliver($F,-$) occurs as follows:
upon deliver($R,m'$) do
\[
s := \text{sender}(m') \\
\text{if } next[s] = \text{seq#}(m')
\]
then
\[
deliver(F,m') \\
next[s] := next[s] + 1 \\
\text{while } (\exists m \in msgSet: \text{sender}(m) = s \text{ and } next[s] = \text{seq#}(m)) \text{ do}
\]
\[
deliver(F,m) \\
next[s] := next[s] + 1 \\
\text{else}
\]
\[
msgSet := msgSet \cup \{m'\}
\]

Figure 5: Transforming Reliable Broadcast into FIFO Broadcast
Validity: Suppose that a correct process \( p \) F-broadcasts a message that it never F-delivers. Let \( m \) be the first such message that \( p \) F-broadcasts. Since \( p \) F-broadcasts \( m \), it previously R-broadcast \( m \). By Validity of Reliable Broadcast, \( p \) eventually R-delivers \( m \). By the choice of \( m \), \( p \) F-delivers all the messages that it F-broadcast before \( m \). By Claim 2, \( p \) F-delivers \( m \), contradicting the definition of \( m \). Thus, a correct process F-delivers every message that it F-broadcasts.

Uniform FIFO Order: Suppose a process \( p \) F-delivers a message \( m \). Let \( \text{sender}(m) = s \) and \( \text{seq}\#(m) = k \). By the algorithm, just before \( p \) F-delivers \( m \), \( \text{next}_p[s] = k \). By Claim 1, \( p \) has already F-delivered all the \( k - 1 \) messages that \( s \) F-broadcast before \( m \), as wanted.

Agreement: Suppose, for contradiction, that Agreement is violated. Thus, there are two correct processes \( p \) and \( q \) such that \( p \) F-delivers a message that \( q \) does not. Let \( m \) be such a message with the smallest possible sequence number. Since \( p \) F-delivers \( m \), it previously R-delivered \( m \); by Agreement of Reliable Broadcast, \( q \) also R-delivers \( m \). Furthermore, by the Uniform FIFO Order property shown above, \( p \) previously F-delivered all the messages that \( \text{sender}(m) \) F-broadcast before \( m \). By the choice of \( m \), \( q \) also F-delivers all these messages. By Claim 2, \( q \) F-delivers \( m \), a contradiction.

Uniform Integrity: Suppose \( p \) F-delivers \( m \) with \( \text{sender}(m) = s \) and \( \text{seq}\#(m) = k \). By the algorithm, \( p \) previously R-delivered \( m \). By Uniform Integrity of the given Reliable Broadcast, \( s \) R-broadcasts \( m \). Therefore, \( s \) must have F-broadcast \( m \). Furthermore, when \( p \) F-delivers \( m \), it increments \( \text{next}_p[s] \) from \( k \) to \( k + 1 \). Since \( \text{next}_p[s] \) never decreases, and must be \( k \) for \( m \) to be F-delivered, \( m \) is not F-delivered again.

Next we show that the transformation preserves [Uniform] Total Order.

Total Order: It is easy to see that the sequence of R-deliveries uniquely determines the sequence of F-deliveries. By Agreement and Total Order of the given Reliable Broadcast, all correct processes R-deliver the same sequence of messages. Hence, they all F-deliver the same sequence of messages. Therefore, the resulting FIFO Broadcast satisfies Total Order.

Uniform Total Order: For any message \( m \), define \( \text{Past}(m) \) to be the set of messages F-broadcast by \( \text{sender}(m) \) up to and including the F-broadcast of \( m \). By Uniform FIFO Order (shown above), if a process \( p \) F-delivers \( m \) then it must have previously F-delivered and thus R-delivered all the messages in \( \text{Past}(m) \). Furthermore, it is clear that \( p \) F-delivers \( m \) as soon as it has R-delivered those messages.

Consider any two processes \( p \) and \( q \) that F-deliver messages \( m_1 \) and \( m_2 \). By the above argument, \( p \) and \( q \) must each R-deliver all the messages in \( \text{Past}(m_1) \cup \text{Past}(m_2) \). Furthermore, the order in which each of \( p \) and \( q \) F-delivers messages \( m_1 \) and \( m_2 \) is determined by the order in which they R-deliver the messages in \( \text{Past}(m_1) \cup \text{Past}(m_2) \). By Uniform Total Order of the given Reliable Broadcast, \( p \) and \( q \) R-deliver these messages in the same order. Since this order determines the order of F-delivering \( m_1 \) and \( m_2 \), \( p \) and \( q \) F-deliver \( m_1 \) and \( m_2 \) in the same order. This shows that the resulting FIFO Broadcast satisfies Uniform Total Order.

Observation: This transformation also preserves Uniform Agreement and \( \Delta \)-Timeliness
(both Real- and Local-Time, and their uniform versions).\textsuperscript{10}

The transformation has some straightforward optimizations. First, once $p$ F-delivers $m$, it can remove $m$ from $msgSet$. This reduces the space needed for storing $msgSet$. Second, since a message from $s$ can become unblocked only as a result of the F-delivery of some (earlier) message from $s$, it is more efficient to keep a separate $msgSet[s]$ for every process $s$, containing the blocked messages F-broadcast by $s$.

5.5 Achieving Causal Order

In the next two sections we describe two transformations from FIFO Broadcast to Causal Broadcast: one is blocking and the other not. Each of these preserves Total Order, i.e., if the given FIFO Broadcast algorithm is Atomic, the resulting algorithm is a Causal Atomic Broadcast. Thus, each transformation corresponds to the two bottom vertical arrows in Figure 1.

Both transformations require that the given FIFO Broadcast algorithm satisfy Uniform FIFO Order. Luckily, our transformation from Reliable Broadcast to FIFO Broadcast does result in such an algorithm (see Theorem 4 in the previous section). Thus, these transformations can be "chained" together.

5.5.1 Non-Blocking Transformation

In Figure 6, we give a non-blocking transformation of FIFO to Causal Broadcast. To C-broadcast a message $m$, a process $p$ uses the given FIFO Broadcast algorithm to F-broadcast the sequence of messages $rcntDlvrs||m$, where $rcntDlvrs$ is the sequence of messages that $p$ C-delivered since its previous C-broadcast ("||" is the concatenation operator). When a process $q$ F-delivers such a sequence, $q$ C-delivers all the messages in the sequence that it did not previously C-deliver.

\textbf{Theorem 5} The algorithm in Figure 6 transforms any FIFO Broadcast algorithm that satisfies Uniform FIFO Order into a Causal Broadcast algorithm that satisfies Uniform Causal Order. Furthermore, this transformation preserves Total Order.

\textbf{Proof}: We first show that the algorithm that results from the transformation satisfies the properties of Causal Broadcast.

\textit{Validity}: Suppose $p$ is correct and C-broadcasts $m$. Thus, $p$ F-broadcasts $\langle rcntDlvrs||m \rangle$, and by Validity of FIFO Broadcast, $p$ eventually F-delivers $\langle rcntDlvrs||m \rangle$. From the algorithm, $p$ C-delivers $m$.

\textit{Agreement}: Suppose $p$ is correct and C-delivers $m$. From the algorithm, it is clear that $p$ F-delivered some sequence $\langle m_1, m_2, \ldots, m_t \rangle$ that contains $m$. From Agreement of FIFO Broadcast, all correct processes eventually F-deliver $\langle m_1, m_2, \ldots, m_t \rangle$, and thus C-deliver $m$.

\textsuperscript{10}The preservation of Local-Time $\Delta$-Timeliness requires that local clocks never decrease (Section 2.8).
Variable of process $p$:
\{ $rcntDlvs$: sequence of messages that $p$ C-delivered since its previous C-broadcast \}

Algorithm for process $p$:
Initialization:
\[ rcntDlvs := \bot \]

To execute $broadcast(C, m)$:
\[ broadcast(F, (rcntDlvs \parallel m)) \]
\[ rcntDlvs := \bot \]

deliver($C, -$) occurs as follows:
\begin{align*}
\text{upon} & \text{ deliver}(F, (m_1, m_2, \ldots, m_l)) \text{ for some } l \text{ do} \\
& \text{ for } i := 1..l \text{ do} \\
& \quad \text{if } p \text{ has not previously executed deliver}(C, m_i) \text{ then} \\
& \quad \quad \text{deliver}(C, m_i) \\
& \quad \quad rcntDlvs := rcntDlvs \parallel m_i
\end{align*}

Figure 6: Transforming FIFO Broadcast into Causal Broadcast: Non-Blocking Version
**Uniform Integrity:** From the algorithm, a process C-delivers a message \( m \) only if it has not previously executed \texttt{deliver}(C, m). Thus, a process delivers \( m \) at most once. Consider the first process that C-delivers message \( m \). It must have F-delivered \( \langle \text{rcntDlvr}s||m \rangle \), for some \textit{rcntDlvr}s. By Uniform Integrity of FIFO Broadcast, some process \( p \) F-broadcast \( \langle \text{rcntDlvr}s||m \rangle \). This occurred when \( p \) C-broadcast \( m \).

To prove Uniform Causal Order it suffices to prove Uniform FIFO Order and Uniform Local Order (see Theorem 2). To do so, we first show:

**Claim:** Suppose some process \( q \) F-broadcasts \( \langle \text{rcntDlvr}s'|||m' \rangle \), and either \( q \) previously F-broadcast \( \langle \text{rcntDlvr}s||m \rangle \) or \( m \) is in \textit{rcntDlvr}s'. Then no process (whether correct or faulty) C-delivers \( m' \) unless it has previously C-delivered \( m \).

**Proof of Claim:** The proof of this claim is by contradiction. Assume that the hypothesis holds, and some process C-delivers \( m' \) but does not C-deliver \( m \) before \( m' \). Let \( p \) be the first process to do so (in real time). There are two cases depending on what caused \( p \) to C-deliver \( m' \):

1. \( p \) F-delivered \( \langle \text{rcntDlvr}s'||m' \rangle \). By hypothesis, there are two possible subcases. (a) Process \( q \) F-broadcast \( \langle \text{rcntDlvr}s||m \rangle \) before \( \langle \text{rcntDlvr}s'||m' \rangle \). By Uniform FIFO Order of FIFO Broadcast, \( p \) must have F-delivered \( \langle \text{rcntDlvr}s||m \rangle \) before \( \langle \text{rcntDlvr}s'||m' \rangle \). (b) \( m \) is in \textit{rcntDlvr}s'. In both subcases, it is clear from the algorithm that \( p \) C-delivered \( m \) before \( m' \), a contradiction.

2. \( p \) F-delivered a message \( \langle \text{rcntDlvr}s''||m'' \rangle \), where \( m' \) is in \textit{rcntDlvr}s'' and \( m \) is not before \( m' \) in \textit{rcntDlvr}s''. Let \( s = \text{sender}(\langle \text{rcntDlvr}s''||m'' \rangle) \). Since \( m' \) is in \textit{rcntDlvr}s'', \( s \) C-delivered \( m' \) before F-broadcasting \( \langle \text{rcntDlvr}s''||m'' \rangle \). By Uniform FIFO Order of FIFO Broadcast, \( p \) F-delivered all the previous F-broadcasts of \( s \). Since \( p \) does not C-deliver \( m \) before \( m' \), \( m \) was not included in any of these F-broadcasts. Furthermore, \( m \) did not appear before \( m' \) in \textit{rcntDlvr}s''. Thus, when \( s \) C-delivered \( m' \), it had not previously C-delivered \( m \). Since \( s \) C-delivered \( m' \) before \( p \), this contradicts the definition of \( p \).

Since both cases lead to a contradiction, the claim follows.

**Uniform FIFO Order:** Suppose a process \( q \) C-broadcasts \( m \) before \( m' \). From the algorithm, it is clear that \( q \) F-broadcast \( \langle \text{rcntDlvr}s||m \rangle \) before \( \langle \text{rcntDlvr}s'||m' \rangle \), for some \textit{rcntDlvr}s and \textit{rcntDlvr}s', respectively. By the above claim, no process C-delivers \( m' \) unless it has previously C-delivered \( m \).

**Uniform Local Order:** Suppose a process \( q \) C-delivers \( m \) before it C-broadcasts \( m' \), and a process \( p \) C-delivers \( m' \). We must show that \( p \) C-delivers \( m \) before \( m' \). Let \( m'' \) be the first message that \( q \) C-broadcast after it C-delivered \( m \) (\( m'' \) could be \( m' \)). When \( q \) C-broadcasts \( m'' \), it F-broadcasts \( \langle \text{rcntDlvr}s''||m'' \rangle \) for some \textit{rcntDlvr}s''. By the definition of \( m'' \) and the algorithm, \textit{rcntDlvr}s'' contains \( m \). Thus, by the above claim, \( p \) C-delivers \( m \) before \( m'' \). If the C-broadcasts of \( m'' \) and \( m' \) are actually the same, then we are done. Otherwise, \( q \) C-broadcasts \( m'' \) before \( m' \). By the Uniform FIFO Order property shown above, \( p \) C-delivers \( m'' \) before \( m' \). Thus, \( p \) C-delivers \( m \) before \( m' \), as wanted.
Next we show that the transformation preserves Total Order (the argument is identical to the one used in the corresponding result of Theorem 4).

**Total Order:** It is easy to see that the sequence of F-deliveries uniquely determines the sequence of C-deliveries. By Agreement and Total Order of the given FIFO Broadcast, all correct processes F-deliver the same sequence of messages. Hence, they all C-deliver the same sequence of messages. Therefore, the resulting Causal Broadcast satisfies Total Order. □

**Observation:** This transformation preserves Uniform Agreement. In general, it does not preserve (Real- or Local-Time) Δ-Timeliness. If the given FIFO Broadcast satisfies Uniform Agreement, however, the transformation does preserve both versions of Δ-Timeliness. Finally, although it preserves Total Order, it does not preserve Uniform Total Order.

### 5.5.2 Blocking Transformation

In Figure 7, we give a blocking transformation of FIFO to Causal Broadcast. Its advantage over the non-blocking one just described is that it uses shorter messages. Like the non-blocking transformation, this also requires that the given FIFO Broadcast satisfy Uniform FIFO Order. It works as follows. Each process \( p \) maintains \( \text{numOfAllDelvrs} \), a vector of counters such that \( \text{numOfAllDelvrs}[s] \) is the number of C-broadcasts from \( s \) that \( p \) C-delivered since the beginning. To C-broadcast a message \( m \), a process \( p \) uses the given FIFO Broadcast algorithm to F-broadcast \( m \) together with \( \text{numOfAllDelvrs} \). When \( p \) F-delivers a message \( m' \) from \( s \) with its corresponding vector \( \text{numOfAllDelvrs}' \), \( p \) checks whether \( m' \) is C-deliverable immediately. This is the case if \( p \) has already C-delivered every message that \( s \) had C-delivered at the time it C-broadcast \( m' \). Process \( p \) checks this by testing whether \( \text{numOfAllDelvrs} \geq \text{numOfAllDelvrs}' \). \(^{11}\)

If \( m' \) is not C-deliverable immediately, then \( p \) inserts \( m' \) and the associated vector \( \text{numOfAllDelvrs}' \) in a \( \text{msgList} \) (where messages are kept in order of insertion) for possible future C-delivery: The message \( m' \) is now blocked. If, on the other hand, \( m' \) is C-deliverable, then \( p \) C-delivers it right away and updates \( \text{numOfAllDelvrs} \) to reflect this fact. Since a C-delivery may cause some blocked messages to become C-deliverable, \( p \) scans \( \text{msgList} \) to C-deliver the first C-deliverable message on that list. It then repeats the scanning of \( \text{msgList} \) for as long as there is a C-deliverable message in the list.

**Theorem 6** The algorithm in Figure 7 transforms any FIFO Broadcast algorithm that satisfies Uniform FIFO Order into a Causal Broadcast algorithm that satisfies Uniform Causal Order. Furthermore, this transformation preserves [Uniform] Total Order.

**Proof:** We first show that the algorithm that results from the transformation satisfies the properties of Causal Broadcast.

\(^{11}\)Given two \( n \)-vectors \( V \) and \( V' \), we say that \( V \geq V' \) if \( V[i] \geq V'[i] \) for all \( 1 \leq i \leq n \). Similarly, \( V + V' \) denotes the vector whose \( i \)-th element is \( V[i] + V'[i] \).
Variables of process $p$:

- $\text{numOfAllDlvs}[s]$: number of all the messages that $p$ C-delivered from $s$
- $\text{msgList}$: list of messages that $p$ F-delivered but not yet C-delivered

--------------------------------------------------------------------------------------------------------------------------

Algorithm for process $p$:

Initialization:

- $\text{numOfAllDlvs}[s] := 0$, for each process $s$
- $\text{msgList} := \perp$

To execute $\text{broadcast}(C, m)$:

- $\text{broadcast}(F, \langle m, \text{numOfAllDlvs} \rangle)$

$\text{deliver}(C, \cdot)$ occurs as follows:

upon $\text{deliver}(F, \langle m', \text{numOfAllDlvs}' \rangle)$ do

- $s := \text{sender}(m')$
- if $\text{numOfAllDlvs} \geq \text{numOfAllDlvs'}$
  then
    - $\text{deliver}(C, m')$
    - $\text{numOfAllDlvs}[s] := \text{numOfAllDlvs}[s] + 1$
    - while $(\exists (m, N) \in \text{msgList} : \text{numOfAllDlvs} \geq N)$ do
      - let $(m, N)$ be the first message in $\text{msgList}$ s.t. $\text{numOfAllDlvs} \geq N$
      - $\text{deliver}(C, m)$
      - $\text{numOfAllDlvs}[\text{sender}(m)] := \text{numOfAllDlvs}[\text{sender}(m)] + 1$
      - $\text{msgList} := \text{msgList} \cup \langle m, N \rangle$
    - else
      - $\text{msgList} := \text{msgList} \cup \langle m', \text{numOfAllDlvs}' \rangle$

Figure 7: Transforming FIFO Broadcast into Causal Broadcast: Blocking Version
Validity: Suppose $p$ is correct and C-broadcasts $m$. Thus, $p$ F-broadcasts $\langle m, numOfAllDlvr\rangle$, and by Validity of FIFO Broadcast, $p$ eventually F-delivers $\langle m, numOfAllDlvr\rangle$. Since $p$'s vector of counters $numOfAllDlvr_p$ never decreases, $p$ C-delivers $m$.

Agreement: Suppose, for contradiction, that Agreement is violated. Thus, there are two correct processes $p$ and $q$ such that $p$ C-delivers a message that $q$ does not C-deliver. Consider the sequence of messages that $p$ C-delivers, in the order they are C-delivered. Let $m$ be the first message on that sequence that $q$ does not C-deliver. From the algorithm, since $p$ C-delivered $m$, it must have previously F-delivered $\langle m, N \rangle$ for some vector $N$. By Agreement of FIFO Broadcast, $q$ eventually F-delivers $\langle m, N \rangle$ as well. If this F-delivery occurs when $numOfAllDlvr_q \geq N$, then $q$ immediately C-delivers $m$ — a contradiction to the definition of $m$. Thus, we may assume that when $q$ F-delivers $\langle m, N \rangle$, $numOfAllDlvr_q \not\geq N$ and $q$ inserts $\langle m, N \rangle$ in $msgList_q$ for possible future C-delivery.

Let $N_p$ be the value of $p$'s vector $numOfAllDlvr$ when $p$ C-delivered $m$. From the algorithm, $N_p \geq N$. Clearly, when $p$ C-delivered $m$, it had previously C-delivered exactly $N_p[r]$ messages that were C-broadcast by $r$, for every process $r$. By the definition of $m$, $q$ eventually C-delivers all these messages. Thus, $q$ eventually has $numOfAllDlvr_q \geq N_p$. Consider the message $m''$ whose C-delivery by $q$ causes for the first time $numOfAllDlvr_q \geq N_p$. When $q$ C-delivers $m''$, $\langle m, N \rangle$ is already in $msgList_q$. Immediately after the C-delivery of $m''$, $numOfAllDlvr_q \geq N_p \geq N$, and thus $q$ C-delivers $m$ when it scans $msgList_q$ — a contradiction to the definition of $m$.

Uniform Integrity: From the Uniform Integrity of the given FIFO Broadcast, it is easy to see that a process C-delivers a message $m$ only if $sender(m)$ previously C-broadcast $m$. It remains to show that no process $p$ C-delivers $m$ twice. To do so, we show that $p$ does not insert the messages $\langle m, N \rangle$ and $\langle m, N' \rangle$, for $N' \neq N$, into $msgList$. This is true because, otherwise, by the Uniform Integrity of the given FIFO Broadcast, both of these messages would have been F-broadcast by the same process $s$, namely $sender(m)$, at two different times. Thus, $s$ would have C-broadcast $m$ twice, which is impossible.

To prove Uniform Causal Order it suffices to prove Uniform FIFO Order and Uniform Local Order (see Theorem 2).

Uniform FIFO Order: Suppose that a process $s$ C-broadcasts $m$ before it C-broadcasts $m'$, and a process $p$ C-delivers $m'$. We show that $p$ C-delivers $m$ before $m'$.

From the algorithm, $s$ F-broadcasts $\langle m, N \rangle$ before it F-broadcasts $\langle m', N' \rangle$, and $p$ must have F-delivered $\langle m', N' \rangle$, for some vectors $N$ and $N'$, with $N' \geq N$. By Uniform FIFO Order of the given FIFO Broadcast, $p$ must have F-delivered $\langle m, N \rangle$ before $\langle m', N' \rangle$. If $p$ C-delivered $m$ without blocking it, we are done. So we may assume that $p$ inserted $\langle m, N \rangle$ in $msgList_p$ before it F-delivered $\langle m', N' \rangle$. There are two cases:

- When $p$ F-delivers $\langle m', N' \rangle$ it blocks $m'$. Thus, $p$ inserts $\langle m', N' \rangle$ in $msgList_p$. Since (a) $p$ C-delivers all the C-deliverable messages in $msgList_p$ in the order of they appear in that list, (b) $\langle m, N \rangle$ is before $\langle m', N' \rangle$ in $msgList_p$, (c) if $m'$ is C-deliverable, so is $m$ (because $N' \geq N$), and (d) $p$ C-delivers $m'$, we conclude that $p$ C-delivers $m$ before $m'$, as wanted.
• When \( p \) F-delivers \( \langle m', N' \rangle \) it C-delivers \( m' \) immediately. Thus, when this F-delivery occurs \( \text{numOfAllDlvs}_{p} \geq N' \). Consider the message \( m'' \) whose C-delivery by \( p \) first causes \( \text{numOfAllDlvs}_{p} \geq N' \). The C-delivery of \( m'' \) occurs after \( p \) F-delivered \( \langle m, N \rangle \) (because \( p \) blocked \( m \)), and before \( p \) F-delivered \( \langle m', N' \rangle \) (because \( p \) did not block \( m' \)). Thus, when \( p \) C-delivers \( m'' \), \( \langle m, N \rangle \) is already in \( \text{msgList}_{p} \). Since the C-delivery of \( m'' \) results in \( \text{numOfAllDlvs}_{p} \geq N' \), and \( N' \geq N \), \( p \) C-delivers \( m \) when it scans \( \text{msgList}_{p} \) immediately after it C-delivers of \( m'' \). Hence, \( p \) C-delivers \( m \) before \( m' \), as wanted.

**Uniform Local Order:** Suppose a process \( q \) C-delivers \( m \) before it C-broadcasts \( m' \). By Uniform Integrity shown above, \( m \) was C-broadcast by some process \( s \). Suppose \( m \) was the \( k \)th message C-broadcast by \( s \). By Uniform FIFO shown above, when \( q \) C-delivers \( m \), this is the \( k \)th message \( q \) has C-delivered from \( s \). Thus, immediately after the C-delivery of \( m \), \( q \) has \( \text{numOfAllDlvs}_{q}[s] = k \). Therefore, when \( q \) later C-broadcasts \( m' \), it F-broadcasts \( \langle m', N' \rangle \) with \( N'[s] \geq k \).

Suppose some process \( p \) C-delivers \( m' \). This occurs after \( p \) F-delivers \( \langle m', N' \rangle \) and \( \text{numOfAllDlvs}_{p} \geq N' \). Thus, when \( p \) C-delivers \( m' \) it has \( \text{numOfAllDlvs}_{p}[s] \geq N'[s] \geq k \), and therefore \( p \) has already C-delivered at least \( k \) messages C-broadcast by \( s \). By Uniform FIFO shown above, these include the first \( k \) messages C-broadcast by \( s \), and thus \( m \). So \( p \) C-delivers \( m \) before \( m' \), as wanted.

Next we show that the transformation preserves [Uniform] Total Order.

**Total Order:** This proof is identical to the one given in the corresponding result of Theorem 5.

**Uniform Total Order:** This proof is the same as the one given in the corresponding result of Theorem 4, except that \( \text{Past}(m) \) must be redefined. Let \( \not\rightarrow C \) be the causal precedence relation induced by C-broadcasts and C-deliveries (see Section 2.7). We now define \( \text{Past}(m) = \{ m' \mid m' = m \text{ or broadcast}(c, m') \not\rightarrow C \text{ broadcast}(c, m) \} \); intuitively, \( \text{Past}(m) \) is the set of messages in the "causal past" of \( m \). With this definition, the argument follows along the lines of the proof of Theorem 4. \( \square \)

**Observation:** This transformation also preserves Uniform Agreement and Real-Time \( \Delta \)-Timeliness. Moreover, under some assumptions explained below, the transformation also preserves Local-Time \( \Delta \)-Timeliness. In Section 2.7, we defined the causal precedence relation \( \rightarrow \) induced by the broadcast and delivery events. In Section 2.8 we explained what it means for local clocks to be consistent with \( \rightarrow \). When executing the transformation in Figure 7, there are F-broadcasts and F-deliveries, which induce the causal precedence relation \( \not\rightarrow F \), and also C-broadcast and C-deliveries, which induce the relation \( \not\rightarrow C \). We can show that if the local clocks are consistent with \( \not\rightarrow F \) then they are also consistent with \( \not\rightarrow C \), and the transformation in Figure 7 preserves Local-Time \( \Delta \)-Timeliness.

This transformation can be improved in the following way. In its present form, each process \( p \) keeps track of the number of all the messages it has C-delivered from every process, and sends this information, in the form of a vector of counters, along with every message it wishes to C-broadcast. Instead, \( p \) can send a vector containing only the number
of new messages that \( p \) C-delivered from each process since \( p \)'s previous C-broadcast. These vectors contain smaller numbers, so messages are shorter. By maintaining the right kind of information, each process can use these vectors to determine if a message is immediately C-deliverable or should be blocked. We desist from giving the details of this optimization, as we shall describe in detail some transformations that use the same idea in Sections 5.6.2 and 5.6.3.

5.6 From FIFO Atomic to Causal Atomic Broadcast

In the previous section we described two different ways of transforming FIFO Broadcast into Causal Broadcast while preserving Total Order. Each of these transformations corresponds to both bottom vertical arrows in Figure 1. In this section, we describe three efficient transformations that correspond to the right bottom arrow only: each of these add Causal Order to a FIFO Atomic Broadcast. Surprisingly, these transformations are non-blocking even though they tag each message with just a vector of counters (like the blocking algorithm in Figure 7) rather than piggybacking a list of messages (like the non-blocking algorithm in Figure 6). It is now possible to use vectors of counters to achieve Causal Order without blocking because we start from a stronger broadcast algorithm — one that satisfies Total Order.

5.6.1 Basic Transformation

In the blocking transformation from FIFO to Causal Broadcast that we saw in Figure 7, if a process \( p \) F-delivers a message \( \langle m',- \rangle \) and cannot C-deliver \( m' \) immediately, it inserts \( \langle m',- \rangle \) in msgList for possible future C-delivery: \( m' \) is now blocked. We can obtain a non-blocking transformation from FIFO Atomic to Causal Atomic Broadcast with a simple modification (see Figure 8). When \( p \) FA-delivers \( \langle m',- \rangle \) such that it cannot CA-deliver \( m' \) immediately, \( p \) simply discards \( m' \) and inserts \( \text{sender}(m') \) into \( \text{suspects}_p \) — a set of processes that \( p \) suspects to be faulty. Process \( p \) routinely discards every subsequent message that originates from any process in that set. Thus, now \( p \) never saves any message for future delivery and messages are never blocked. This eliminates \( \text{msgList} \) and the need to scan this list for possible deliveries.

**Theorem 7** The algorithm in Figure 8 transforms any FIFO Atomic Broadcast algorithm that satisfies Uniform FIFO Order into a Causal Atomic Broadcast algorithm that satisfies Uniform Causal Order.

**Proof:** We show that the algorithm that results from the transformation satisfies the properties of Causal Atomic Broadcast.

**Validity:** We first claim that for all processes \( p \) (whether correct or faulty), \( p \) is never in \( \text{suspects}_p \). The proof is by contradiction. Consider the first time \( t \) a process \( p \) inserts \( p \) into \( \text{suspects}_p \). From the algorithm, it is clear that this occurs when \( p \) FA-delivers a message \( \langle m',N' \rangle \) such that \( p = \text{sender}(m') \) and \( N_p \not\subseteq N' \), where \( N_p \) is the value of numOfAllDlvrs_p.
Variables of process p:
{ numOfAllDlvrs[s]: number of all the messages that p C-delivered from s }
{ suspects: set of processes that p suspects to be faulty }

Algorithm for process p:
Initialization:
   numOfAllDlvrs[s] := 0, for each process s
   suspects := ∅

To execute broadcast(CA, m):
   broadcast(FA, (m, numOfAllDlvrs))

deliver(CA, −) occurs as follows:
upon deliver(FA, (m', numOfAllDlvrs')) do
   s := sender(m')
   if s ∉ suspects and numOfAllDlvrs ≥ numOfAllDlvrs'
      then
         deliver(CA, m')
         numOfAllDlvrs[s] := numOfAllDlvrs[s] + 1
      else
         discard m'
         suspects := suspects ∪ {s}

Figure 8: Transforming FIFO Atomic Broadcast into Causal Atomic Broadcast: Basic Version
at time $t$. By Uniform Integrity of FIFO Atomic Broadcast, $p$ must have previously FA-broadcast $\langle m', N' \rangle$. Thus, $N'$ is the value of $\text{numOfAllDlvrs}_p$ at some time before $t$. Since the elements of vector $\text{numOfAllDlvrs}_p$ never decrease, $N_p \geq N'$, a contradiction.

We now show that if a correct process $p$ CA-broadcasts $m$ then it eventually CA-delivers $m$. Suppose $p$ CA-broadcasts $m$. By the algorithm, $p$ FA-broadcasts $\langle m, N \rangle$ for some $N$. By Validity of FIFO Atomic Broadcast, $p$ eventually FA-delivers $\langle m, N \rangle$. If $p$ does not CA-deliver $m$, it inserts $p$ in $\text{suspects}_p$. Our previous claim shows that this cannot occur. Thus, $p$ CA-delivers $m$, as wanted.

**Agreement:** Suppose, for contradiction, that Agreement is violated. Thus, there are two correct processes $p$ and $q$ such that $p$ CA-delivers a message that $q$ does not CA-deliver. Consider the sequence of messages that $p$ CA-delivers, in the order in which $p$ CA-delivers them. Let $m$ be the first message on that sequence that $q$ does not CA-deliver. From the algorithm, $p$ CA-delivers $m$ upon FA-delivering a message $\langle m, N \rangle$ for some vector of counters $N$. By Agreement of FIFO Atomic Broadcast, $q$ eventually FA-delivers $\langle m, N \rangle$ as well.

Let $s = \text{sender}(m)$. Let $S_p$ and $N_p$ be the values of $\text{suspects}_p$ and $\text{numOfAllDlvrs}_p$, respectively, when $p$ FA-delivered $\langle m, N \rangle$. Similarly, $S_q$ and $N_q$ are the values of $\text{suspects}_q$ and $\text{numOfAllDlvrs}_q$, respectively, when $q$ FA-delivered $\langle m, N \rangle$. Since $p$ CA-delivers $m$, $s \notin S_p$ and $N_p \geq N$. Since $q$ does not CA-deliver $m$, $s \in S_q$ or $N_q < N$ (*).

Consider the (possibly empty) sequence $\sigma$ of messages that $p$ FA-delivers before $\langle m, N \rangle$. By Agreement and Total Order of FIFO Atomic Broadcast, $\sigma$ is also the sequence of messages that $q$ FA-delivers before $\langle m, N \rangle$. For all $i$, let $\sigma_i = \{ m' \mid \langle m', - \rangle \in \sigma \text{ and } \text{sender}(m') = i \}$. Note that $N_p[i]$ is the number of messages in $\sigma_i$ that $p$ CA-delivers. Furthermore, $i \notin S_p$ if and only if $p$ CA-delivers all the messages in $\sigma_i$. Symmetric remarks hold for $N_q[i]$ and $S_q$.

By the definition of $m$, for all $i$, every message in $\sigma_i$ that $p$ CA-delivers is also CA-delivered by $q$. Thus, for all $i$, $N_q[i] \geq N_p[i]$. Since $s \notin S_p$, $p$ CA-delivered all the messages in $\sigma_s$. Thus, $q$ also CA-delivered all the messages in $\sigma_s$. So $s \notin S_q$. In summary, $s \notin S_q$ and $N_q \geq N_p$ — a contradiction to (*).

**Uniform Integrity:** The proof is immediate from the Uniform Integrity of the given FIFO Atomic Broadcast and the observation that a process CA-delivers a message $m$ only if it previously FA-delivers some message $\langle m, - \rangle$.

To prove Uniform Causal Order it suffices to prove Uniform FIFO Order and Uniform Local Order (see Theorem 2).

**Uniform FIFO Order:** Suppose that a process $s$ CA-broadcasts $m$ before it CA-broadcasts $m'$, and a process $p$ CA-delivers $m'$. We show that $p$ CA-delivers $m$ before $m'$. From the algorithm, $s$ FA-broadcasts $\langle m, N \rangle$ before it FA-broadcasts $\langle m', N' \rangle$, and $p$ FA-delivers $\langle m', N' \rangle$, for some vectors $N$ and $N'$. By Uniform FIFO Order of the given FIFO Atomic Broadcast, $p$ FA-delivers $\langle m, N \rangle$ before $\langle m', N' \rangle$. Assume, for contradiction, that when $p$ FA-delivers $\langle m, N \rangle$ it does not CA-deliver $m$. In this case, $p$ immediately inserts $s = \text{sender}(m)$ in $\text{suspects}_p$. Since $s$ is also the sender of $m'$ and it is now in $\text{suspects}_p$, when $p$ subsequently FA-delivers $\langle m', N' \rangle$ $p$ does not CA-deliver $m'$ — a contradiction to our initial assumption.
Thus, \( p \) CA-delivers \( m \) immediately after it FA-delivers \( (m, N) \). This occurs before \( p \) FA-delivers \( (m', N') \), and thus before it CA-delivers \( m' \).

**Uniform Local Order:** The proof is the same as the one given in Theorem 6. 

**Observation:** The transformation in Figure 8 preserves Uniform Agreement and both versions of \( \Delta \)-Timeliness.

### 5.6.2 First Optimization

In the basic transformation in Figure 8, when a process \( p \) wishes to CA-broadcast \( m \), it FA-broadcasts \( (m, numOfAllDlvs) \), where \( numOfAllDlvs \) is a vector of counters indicating the number of all the messages that \( p \) CA-delivered from each process since the beginning. In our first optimization (Figure 9), we seek to reduce the size of these counters: When a process \( p \) wishes to CA-broadcast \( m \), it FA-broadcasts \( (m, numOfRcntDlvs) \), where \( numOfRcntDlvs \) is a vector indicating the number of messages that \( p \) CA-delivered from each process since its previous CA-broadcast only. Clearly, \( numOfRcntDlvs \) is smaller than \( numOfAllDlvs \).

Unfortunately, in order to piggyback \( numOfRcntDlvs \) rather than \( numOfAllDlvs \) onto messages, we need to increase the local space required by each process. Each process \( p \) must now maintain a local matrix of counters, \( M_p \), which it uses to reconstruct the information necessary to determine whether a message is CA-deliverable. The \( s \)-th row of \( M_p \), denoted \( M_p[s, \ast] \), is defined as follows. Let \( t \) be the time when \( s \) CA-broadcast the last message that \( p \) CA-delivered from \( s \). \( M_p[s, \ast] \) is a vector of counters indicating the number of messages that \( s \) CA-delivered from each process by time \( t \).

The optimized transformation, shown in Figure 9, works as follows. When a process \( p \) wishes to CA-broadcast \( m \), it FA-broadcasts \( (m, numOfRcntDlvs) \), and resets \( numOfRcntDlvs \) to \((0, 0, \ldots, 0)\). When \( p \) FA-delivers a message \( (m', numOfRcntDlvs') \) from some process \( s \), \( p \) uses the matrix \( M \) to reconstruct \( numOfAllDlvs' \) — the vector that \( s \) would have piggybacked onto \( m' \) in the basic version of the transformation. Specifically, \( p \) computes \( numOfAllDlvs' \) by adding \( numOfRcntDlvs' \) to \( M[s, \ast] \). Now \( p \) can test whether \( m' \) is CA-deliverable exactly as in the non-optimized version, namely by checking whether \( s \not\in\text{suspects} \) and \( numOfAllDlvs' \geq numOfAllDlvs' \). If \( p \) CA-delivers \( m' \), it updates its local vectors \( numOfAllDlvs' \) and \( numOfRcntDlvs' \) in the obvious way, and sets \( M[s, \ast] \) to \( numOfAllDlvs' \).

The correctness of the optimized version (Figure 9), follows from the correctness of the basic version (Figure 8), and the fact that the value of the vector \( numOfAllDlvs' \), (piggybacked in the first version and reconstructed in the second one) is the same in both versions. So, the “CA-deliverability test” is actually the same in both versions.

### 5.6.3 Second Optimization

The first optimization requires each process \( p \) to maintain the vector \( numOfAllDlvs \), where \( numOfAllDlvs[s] \) indicates the total number of messages that \( p \) CA-delivered from
Variables of process p:
{ numOfAllDlvsrs[s]: number of all the messages that p CA-delivered from s }
{ numOfRcntDlvsrs[s]: number of messages that p CA-delivered from s }
{ since p's previous CA-broadcast }
{ M[s,r]: number of messages that s CA-delivered from r by the time }
{ s CA-broadcast the last message that p CA-delivered }
{ suspects: set of processes that p suspects to be faulty }

Algorithm for process p:
Initialization:
numOfAllDlvsrs[s] := 0, for each process s
numOfRcntDlvsrs[s] := 0, for each process s
M[s,r] := 0, for all processes s,r
suspects := ∅

To execute broadcast(CA,m):
broadcast(FA,(m,numOfRcntDlvsrs))
nnumOfRcntDlvsrs := (0,0,...,0)

deliver(CA,−) occurs as follows:
upon deliver(FA,(m',numOfRcntDlvsrs')) do
s := sender(m')
nnumOfAllDlvsrs' := M[s,*] + numOfRcntDlvsrs'
if s ∉ suspects and numOfAllDlvsrs ≥ numOfAllDlvsrs'
then
deliver(CA,m')
nnumOfRcntDlvsrs[s] := numOfRcntDlvsrs[s] + 1
numOfAllDlvsrs[s] := numOfAllDlvsrs[s] + 1
M[s,*] := numOfAllDlvsrs'
else
discard m'
suspects := suspects ∪ {s}

Figure 9: Transforming FIFO Atomic Broadcast into Causal Atomic Broadcast: First Optimization
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s since the beginning. It also requires p to maintain a local matrix M, where, roughly speaking, M[s, r] is a counter indicating the total number of messages that s CA-delivered from r in p’s causal’s past. The elements of numOfAllDlvrs and M are monotonically increasing, and may grow to be too large in practice. The second optimization replaces these two data structures with a matrix that has smaller elements. More specifically, it maintains the matrix numOfAhead, such that numOfAhead[s, r] = numOfAllDlvrs[r] − M[s, r].

We now describe how numOfAhead can be used to replace both M and numOfAllDlvrs. In Figure 9, we use M and numOfAllDlvrs only to test whether numOfAllDlvrs ≥ numOfAllDlvrs'. Since numOfAllDlvrs' is set to M[s, •] + numOfRcntDlvrs just before this test is executed, the test is equivalent to checking whether numOfAllDlvrs ≥ M[s, •] + numOfRcntDlvrs'. Since numOfAhead[s, •] = numOfAllDlvrs − M[s, •], the test is also equivalent to checking whether numOfAhead[s, •] ≥ numOfRcntDlvrs'. This is the test used by our second optimization (Figure 10).

We now describe how p maintains numOfAhead. By definition, numOfAhead[s, r] = numOfAllDlvrs[r] − M[s, r]. Thus, the second optimization must update numOfAhead every time numOfAllDlvrs or M is updated in the first optimization. There are two such updates (after the CA-delivery of a message ml in Figure 9):

- numOfAllDlvrs[s] is incremented by one. By definition, the corresponding update is numOfAhead[•, s] := numOfAhead[•, s] + (1, 1, ..., 1).
- M[s, •] is set to M[s, •] + numOfRcntDlvrs'. By definition, the corresponding update is numOfAhead[s, •] := numOfAhead[s, •] − numOfRcntDlvrs'.

The correctness of the second optimization (Figure 10), follows directly from the correctness of the first optimization (Figure 9), and the fact that it correctly maintains the invariant numOfAhead[s, •] = numOfAllDlvrs − M[s, •] that links the second optimization to the first one.

6 Broadcast Algorithms III — Point-to-Point Networks

In the preceding section, we described a set of system-independent transformations that can convert Reliable Broadcast algorithms into algorithms for every other type of broadcast. In this section, we describe a simple Reliable Broadcast algorithm for a particular type of system, namely, point-to-point networks with benign process and link failures that do not disconnect correct processes. This algorithm satisfies Uniform Integrity, a necessary requirement for our transformations. Under some additional assumptions on the type of failures, it also satisfies Uniform Agreement. Moreover, if the system is synchronous, this Reliable Broadcast algorithm satisfies Real-Time Δ-Timeliness, and, with a simple modification, Local-Time Δ-Timeliness. Finally, if the links of the point-to-point network are FIFO (an assumption that holds in many systems), it satisfies Causal Order, i.e., it is actually a Causal Broadcast!
Variables of process p:
  \{ numOfRcntDlvrs[s] : number of messages that p CA-delivered from s \}
  \{ since p's previous CA-broadcast \}
  \{ numAhead[s, r] = numOfAllDlvrs[r] - M[s, r] \}
  \{ suspects: set of processes that p suspects to be faulty \}

Algorithm for process p:
Initialization:
  numOfRcntDlvrs[s] := 0, for each process s
  numAhead[s, r] := 0, for all processes s, r
  suspects := \emptyset

To execute broadcast(CA, m):
  broadcast(FA, (m, numOfRcntDlvrs))
  numOfRcntDlvrs := (0, 0, \ldots, 0)

deliver(CA, m') occurs as follows:
  upon deliver(FA, (m', numOfRcntDlvrs')) do
    s := sender(m')
    if s \notin suspects and numAhead[s, *] \geq numOfRcntDlvrs'
        then
          deliver(CA, m')
          numOfRcntDlvrs[s] := numOfRcntDlvrs[s] + 1
          numAhead[*, s] := numAhead[*, s] + (1, 1, \ldots, 1)
          numAhead[s, *] := numAhead[s, *] - numOfRcntDlvrs'
        else
          discard m'
          suspects := suspects \cup \{ s \}

Figure 10: Transforming FIFO Atomic Broadcast into Causal Atomic Broadcast: Second Optimization
In asynchronous point-to-point networks, we can apply our transformations to this Reliable Broadcast algorithm, and automatically obtain FIFO and Causal Broadcast algorithms for such systems. In synchronous point-to-point networks, we can apply the transformations to the version of the Reliable Broadcast algorithm that satisfies Local-Time $\Delta$-Timeliness, to obtain algorithms for every one of the six types of broadcast. Since our transformations preserve Uniform Agreement and, under some assumptions, both versions of $\Delta$-Timeliness, if we start from the Reliable Broadcast algorithm that satisfy some of these properties, the resulting broadcast algorithms satisfy the same properties.

Note that the above approach does not yield an Atomic Broadcast algorithm (and a fortiori a FIFO Atomic or Causal Atomic Broadcast algorithm) in asynchronous point-to-point networks. This is not a limitation of this particular approach: Atomic Broadcast cannot be solved in such a system. In fact, this impossibility result holds even if the network is completely connected, has correct links, at most one process may fail, and it can only fail by crashing (see Theorem 13 in Section 7.2.1).

6.1 Model of Point-to-Point Networks

Recall from Section 2.2 that in a point-to-point network, a pair of processes connected by a link can communicate by means of send and receive primitives. We now establish some terminology regarding these primitives and state two properties that they satisfy. (A more detailed model of point-to-point networks is given in the Appendix.)

Consider the send and receive associated with the link from process $p$ to process $q$. If $p$ invokes send with a message $m$ as a parameter we say that $p$ sends $m$ to $q$; in our algorithms we denote this invocation by “send($m$) to $q$”. When $p$ returns from that invocation we say that $p$ completes the sending of $m$ to $q$. When a process $q$ returns from the execution of receive with message $m$ as the returned value, we say that $q$ receives $m$; we denote this by “receive($m$)”. For convenience, we assume that every process can “send” messages to itself, and that it “receives” such messages instantaneously. This is only a fictional device, as a process does not really invoke the primitives send and receive for such messages. These primitives satisfy the following two properties:

- **Validity:** If $p$ sends $m$ to $q$, and both $p$ and $q$ and the link from $p$ to $q$ are correct, then $q$ eventually receives $m$. (If $p = q$ then $p$ receives $m$ instantaneously.)

- **Uniform Integrity:** For any message $m$, $q$ receives $m$ at most once from $p$, and only if $p$ previously sent $m$ to $q$.

6.2 Assumptions and Notation

All our Reliable Broadcast algorithms rely on the following two assumptions:

a. **Benign Failures:** Process and link failures are benign.

---

12To simplify the formulation of these properties, we assume that each message sent from $p$ to $q$ is unique. This can be easily enforced by using link sequence numbers.
b. **No Partitioning**: Every two correct processes are connected via a path consisting entirely of correct processes and links.

In these algorithms, a process $p$ is required to send a message $m$ to every one of its neighbors in the network (i.e., to every process $q$ that is connect to $p$ by a link). We use the notation "send($m$) to all neighbors" as a short-hand for "for all $q$ such that $q$ is a neighbor of $p$ do send($m$) to $q$." If $p$ fails while executing this for loop, it is possible that some neighbors of $p$ receive $m$ while others do not.

In this section, instead of R-broadcasts and R-deliveries we refer simply to broadcasts and deliveries: The algorithms do not use any other type of broadcast, and thus there is no ambiguity.

### 6.3 Reliable Broadcast

With the above assumptions, Reliable Broadcast can be easily implemented as follows. To broadcast a message, a process sends it to itself. When a process receives a message for the first time, it sends this message to all its neighbors, and then delivers it. This "message diffusion" algorithm is shown in Figure 11.

Some obvious optimizations are possible (e.g., if $p$ receives $m$ from $q$, it need not send $m$ to $q$), but we do not consider such details here. It is important to note that this algorithm works even if the network is asynchronous.

```
Algorithm for process $p$:
To execute broadcast($R$, $m$):
    send($m$) to $p$

deliver($R$, $m$) occurs as follows:
    upon receive($m$) do
        if $p$ has not previously executed deliver($R$, $m$)
        then
            send($m$) to all neighbors
            deliver($R$, $m$)
```

Figure 11: Reliable Broadcast for Point-to-Point Networks

### Theorem 8

*The algorithm in Figure 11 is a Reliable Broadcast.*

**Proof**: We have to show that the algorithm satisfies the three properties of Reliable Broadcast, namely, Validity, Agreement, and Uniform Integrity.

---

13All the Reliable Broadcast algorithms in this section satisfy the Uniform version of Integrity. For brevity we omit to state this in our theorems.
Validity: If a correct process \( p \) broadcasts \( m \), it sends \( m \) to itself. By Validity of \texttt{send} and \texttt{receive}, \( p \) receives \( m \). So \( p \) delivers \( m \).

Agreement: Let \( p \) and \( q \) be any correct processes. Suppose \( p \) delivers \( m \). We must show that \( q \) also delivers \( m \). By Assumption (b), there is a path \( p_1 = p, p_2, \ldots, p_k = q \) consisting entirely of correct processes and links. By induction on \( i \) we prove that each \( p_i \) delivers \( m \). The basis, \( i = 1 \), is true by assumption. For the induction step, suppose \( p_i \) delivers \( m \); we show that \( p_{i+1} \) also delivers \( m \). By the algorithm, since \( p_i \) delivers \( m \), it must have previously sent \( m \) to every one of its neighbors, including \( p_{i+1} \). By Validity of \texttt{send} and \texttt{receive}, \( p_{i+1} \) receives \( m \) and, being correct, delivers \( m \).

Uniform Integrity: From the algorithm, \( p \) delivers \( m \) only if it has not previously executed \texttt{deliver}(\texttt{R}, \texttt{m}), i.e., \( p \) delivers \( m \) at most once. Suppose some process delivers \( m \); we must show that \texttt{sender}(\texttt{m}) \texttt{ did in fact broadcast } \texttt{m}. This follows from the Uniform Integrity of \texttt{send} and \texttt{receive}, and the fact that with benign failures if a process \( p \) broadcasts \( m \) then \texttt{sender}(\texttt{m}) = p.

If we make further assumptions about the given point-to-point network, the algorithm in Figure 11 satisfies additional properties, namely, Uniform Causal Order, Uniform Agreement and Real-Time \( \Delta \)-Timeliness. With a modification, it can also satisfy Local-Time \( \Delta \)-Timeliness. This is shown in the next sections.

6.4 Achieving Uniform Causal Order

In many point-to-point networks, data-link layer transmission protocols provide reliable FIFO links. More precisely, they provide \texttt{send} and \texttt{receive} primitives that satisfy Validity and Uniform Integrity, as well as the following property:

- \textit{Uniform FIFO Order}: If \( p \) sends \( m \) to \( q \) before it sends \( m' \) to \( q \), then \( q \) does not receive \( m' \) unless it has previously received \( m \).

With such links the algorithm given in the previous section is actually a Causal Broadcast!

Theorem 9 Assume that the \texttt{send} and \texttt{receive} primitives satisfy Uniform FIFO Order and the \texttt{upon} statement is indivisible.\textsuperscript{14} The Reliable Broadcast algorithm in Figure 11 satisfies Uniform Causal Order.

Proof: We say that a process \( p \) relays \( m \) when it begins executing the statement "\texttt{send}(\texttt{m}) to all neighbors". Since \( p \) could fail during the execution of this statement, saying that \( p \) relayed \( m \) does not necessarily imply that all its correct neighbors will receive \( m \).

Claim: For any messages \( m \) and \( m' \), if \texttt{sender}(\texttt{m'}) relays \( m \) and \( m' \) in that order, then no process relays \( m' \) unless it has previously relayed \( m \).

\textsuperscript{14}That is, each execution of the \texttt{upon} statement cannot be interrupted by another execution of this statement.
Proof of Claim: Suppose \( sender(m') \) relays \( m \) and \( m' \), in that order. Assume, for contradiction, that some process relays \( m' \) without having previously relayed \( m \). Let \( q \) be the first process to do so (in real time). Clearly, \( q \neq sender(m') \). Thus \( q \) relayed \( m' \) because it previously received \( m' \) from a process \( s \neq q \). By the Uniform Integrity of \( send \) and \( receive \), \( s \) must have relayed \( m' \) to \( q \). Note that the relay of \( m' \) by \( s \) precedes the one by \( q \). By the choice of \( q \), \( s \) relayed \( m \) before \( m' \). So, \( s \) sent \( m \) to \( q \) before \( m' \). By Uniform FIFO Order of \( send \) and \( receive \), \( q \) received \( m \) before receiving \( m' \). By the indivisibility of the \( upon \) statement, \( q \) relayed \( m \) before receiving \( m' \), and therefore before relaying \( m' \). This contradicts the definition of \( q \). \( \Box \) Claim

We now show that the algorithm satisfies Uniform Causal Order by proving that it satisfies Uniform FIFO Order and Uniform Local Order (see Theorem 2). Suppose that \( sender(m') \) broadcasts \( m \) or delivers \( m \), before it broadcasts \( m' \). We must show that no process delivers \( m' \) unless it has previously delivered \( m \). We first prove that:

If \( sender(m') \) relays \( m' \), then no process relays \( m' \) unless it has previously relayed \( m \).

\((*)\)

Assume that \( sender(m') \) relays \( m' \). By the above claim, it is sufficient to show that \( sender(m') \) relayed \( m \) before \( m' \). There are two cases to consider:

- \( sender(m') \) delivers \( m \) before it broadcasts \( m' \). From the algorithm, \( sender(m') \) relayed \( m \) before delivering \( m \), and it relayed \( m' \) after broadcasting \( m' \). Thus, it relayed \( m \) before \( m' \).

- \( sender(m') \) broadcasts \( m \) before it broadcasts \( m' \). From the algorithm, \( sender(m') \) sends \( m \) to itself before \( m' \). By the Uniform FIFO Order of \( send \) and \( receive \), \( sender(m') \) receives \( m \) before \( m' \). By the indivisibility of the \( upon \) statement, \( sender(m') \) relays \( m \) before \( m' \).

This concludes the proof of \((*)\). Now consider a process \( q \) that delivers \( m' \). We show that \( q \) delivers \( m \) before \( m' \). Since \( q \) delivered \( m' \), it must have previously received and relayed \( m \). By Uniform Integrity of \( send \) and \( receive \), it is easy to show that \( sender(m') \) relayed \( m' \). By \((*)\), \( q \) relayed \( m \) before \( m' \). By the indivisibility of the \( upon \) statement, \( q \) delivered \( m \) before \( m' \), as wanted. \( \Box \)

Note that the Uniform FIFO Order property of \( send \) and \( receive \), applies even between two faulty processes (that is why we call it Uniform). This uniformity is crucial to Theorem 9: without it, the Reliable Broadcast algorithm in Figure 11 would not even satisfy FIFO Order, let alone Uniform Causal Order. The same is true about the required indivisibility of the \( upon \) statement.

6.5 Achieving Uniform Agreement

The Reliable Broadcast algorithm in Figure 11 works for any type of benign failures, provided that \( correct \) processes remain connected (see Assumption (b)). We now show that if we restrict the type of failures and strengthen the connectivity assumption, this algorithm also satisfies Uniform Agreement.
Consider a point-to-point network where processes do not commit send-omission failures. With this restriction, the send and receive primitives satisfy a stronger Validity property than the one given in Section 6.1. If send-omission failures cannot occur then the following property holds (see Appendix):

- **Strong Validity:** If a process $p$ (whether correct or faulty) completes the sending of a message $m$ to a correct process $q$, and the link from $p$ to $q$ is correct, then $q$ eventually receives $m$.

We can now show the following:

**Theorem 10** Consider a network such that: (1) processes do not commit send-omission failures, and (2) every process $p$ (whether correct or faulty) is connected to every correct process via a path consisting entirely of correct processes and links (with the possible exception of $p$ itself). The Reliable Broadcast algorithm in Figure 11 satisfies Uniform Agreement.

**Proof:** We have already proved that the algorithm satisfies Validity and Uniform Integrity of Reliable Broadcast (cf. Theorem 8). It remains to prove that it satisfies:

**Uniform Agreement:** Let $p$ be any process (correct of faulty) that delivers $m$, and let $q$ be a correct process. We must show that $q$ also delivers $m$. By assumption, there is a path $p_1 = p, p_2, \ldots, p_k = q$ consisting entirely of correct processes and links (with the possible exception of $p$). By induction on $i$ we prove that each $p_i$ delivers $m$. The basis, $i = 1$, is true by assumption. For the induction step, suppose $p_i$ delivers $m$; we show that $p_{i+1}$ also delivers $m$. By the algorithm, since $p_i$ delivers $m$, it must have previously completed the sending of $m$ to every one of its neighbors, including $p_{i+1}$. Since $p_{i+1}$ and the link from $p_i$ to $p_{i+1}$ are correct, by Strong Validity of send and receive $p_{i+1}$ eventually receives $m$. Since it is correct, $p_{i+1}$ delivers $m$. 

Achieving Uniform Agreement in systems with send-omission and receive-omission failures can be done using techniques described in [NT90].

### 6.6 Impossibility of $\Delta$-Timeliness in Asynchronous Systems

Consider an asynchronous point-to-point network. Clearly, no Reliable Broadcast algorithm can achieve Real-Time $\Delta$-Timeliness in such a system. Can it achieve Local-Time $\Delta$-Timeliness? If local clocks are required to satisfy the Clock Monotonicity property, the answer is negative. In fact, this impossibility result holds even if the network is completely connected, has correct links, at most one process may fail, and it can only fail by crashing. The proof is by contradiction. Suppose there is a Reliable Broadcast algorithm that satisfies Local-Time $\Delta$-Timeliness in such a system. We could transform it into an Atomic Broadcast algorithm, as shown in Figure 4 (Section 5.3). This contradicts the impossibility of solving Atomic Broadcast in such a system (see Corollary 2 in Section 7.2.1).
6.7 Achieving $\Delta$-Timeliness in Synchronous Systems

In contrast to the impossibility results above, both versions of $\Delta$-Timeliness can be achieved in synchronous point-to-point networks: Real-Time $\Delta$-Timeliness in networks with omission failures, and Local-Time $\Delta$-Timeliness in networks with timing failures. To show this, we first state the properties of synchronous point-to-point networks.

6.7.1 Model of Synchronous Point-to-Point Networks

Roughly speaking, a point-to-point network is synchronous if there are known bounds on message delay, clock drift, and the time to execute a local step. More precisely, a point-to-point network is \textit{synchronous} if, in addition to the properties in Section 6.1, it also satisfies the following three synchrony properties (in this definition the word “time” refers to real time):

1. $\tau$-Local Step: There is a known constant $\tau \geq 0$ such that no process $p$ completes a step later than $\tau$ time units of when it started that step.

2. $\rho$-Clock Drift: There is a known constant $\rho \geq 0$ such that every process $p$ has a local clock whose drift with respect to time is bounded by $\rho$. That is, if $C_p(t)$ denotes the value of the local clock of $p$ at time $t$, then for all $t > t'$:

\[
\frac{1}{1 + \rho} \leq \frac{C_p(t) - C_p(t')}{t - t'} \leq 1 + \rho
\]

3. $\delta$-Timeliness: There is a known constant $\delta \geq 0$ such that for any processes $p$ and $q$ connected by a link then $q$ does not receive $m$ after time $t + \delta$.

In a synchronous point-to-point network with omission failures the above properties are never violated. In one with timing failures, however, Properties 1 and 2 hold only if $p$ is correct, and Property 3 holds only if $p$, $q$, and the link from $p$ to $q$ are all correct. In other words, in a synchronous point-to-point network with timing failures the synchrony properties hold only in the subnetwork consisting entirely of correct processes and links.

6.7.2 Assumptions

To achieve $\Delta$-Timeliness we make the following assumptions:

c. $f$-Failures: There is a known upper bound $f$ on the number of faulty processes.

d. $d$-Diameter: There is a known constant $d$ such that every two correct processes are connected via a path of length at most $d$, consisting entirely of correct processes and links.

e. 0-Local Step: The time to execute a local step is 0. More precisely, we take $\tau = 0$ in Property 1 in the definition of synchronous point-to-point networks.
Regarding the first two assumptions, note that \( f \) and \( d \) can be taken to be the number of processes in the network, if no better bounds on these quantities are available. Regarding the third assumption, we note that it is not really necessary but it simplifies the algorithms and their analyses. Moreover, this assumption is reasonable for the type of algorithms that we are considering: The amount of local processing is negligible and can be absorbed in the upper bound on message delay \( \delta \).

### 6.7.3 Achieving Real-Time \( \Delta \)-Timeliness

In a network with timing failures, no Reliable Broadcast can satisfy Real-Time \( \Delta \)-Timeliness. Roughly speaking, the argument runs as follows. Suppose that the clocks of correct processes show real time, while faulty processes have clocks that are \( \Delta' \) ahead of real time, for some \( \Delta' > \Delta \). Assume that a faulty process \( p \) broadcasts a message \( m \) at real time \( t - \Delta' \), i.e., at time \( t \) according to the clocks of faulty processes. Suppose the set of faulty processes “withhold” \( m \) for \( \Delta' \) real-time units, and then “release” \( m \) into the rest of the network at real-time \( t \). To any correct process \( q \), it now seems that the broadcast of \( m \) was initiated at real time \( t \), and that the sender of \( m \), namely \( p \), is actually correct. Thus, \( q \) has to assume that \( p \) delivers \( m \) (by Validity). To satisfy Agreement, \( q \) must also deliver \( m \) thereby violating Real-Time \( \Delta \)-Timeliness.

In contrast, in a network where only omission failures occur (i.e., one where the synchrony assumptions are not violated), the Reliable Broadcast algorithm in Figure 11 does satisfy Real-Time \( \Delta \)-Timeliness:

**Theorem 11** In a synchronous network with omission failures the Reliable Broadcast algorithm in Figure 11 satisfies Real-Time \( \Delta \)-Timeliness, with \( \Delta = (f + d)\delta \).

**Proof:** We first show the following

**Claim:** For any two correct processes \( s \) and \( r \), if \( s \) delivers a message \( m \) at real time \( t_s \), then \( r \) delivers \( m \) at real time \( t_r \) such that \( t_r \leq t_s + d\delta \).

**Proof of Claim:** Suppose \( s \) delivers \( m \) at real time \( t_s \). By Assumption (d), there is a path \( p_1 = s, p_2, \ldots, p_k = r \) (for some \( k, 1 \leq k \leq d + 1 \)) from \( s \) to \( r \), consisting entirely of correct processes and links. We now show that:

\[
\text{for all } i, 1 \leq i \leq k, p_i \text{ delivers } m \text{ by real time } t_s + (i - 1)\delta. \quad (*)
\]

The proof of this is by induction on \( i \). For \( i = 1 \), we have \( p_1 = s \) and the induction hypothesis obviously holds. Suppose it holds for \( i \); we show it also does for \( i + 1 \). By the induction hypothesis, \( p_i \) delivers \( m \) by real time \( t_s + (i - 1)\delta \). By the algorithm, just before delivering \( m \), \( p_i \) sent \( m \) to all its neighbors, including \( p_{i+1} \).

Since \( p_i, p_{i+1} \), and the link between them are correct, by Validity and \( \delta \)-Timeliness of \texttt{send} and \texttt{receive}, \( p_{i+1} \) receives \( m \) by real time \( t_s + i\delta \). By Assumption (e), \( p_{i+1} \) delivers \( m \) by real time \( t_s + i\delta \) — concluding the proof of \((*)\). By \((*)\), \( p_k = r \) delivers \( m \) by real time \( t_s + (k - 1)\delta \). Noting that \( k \leq d + 1 \) concludes the proof of the claim. \( \square \)
We now prove that the algorithm satisfies Real-Time $\Delta$-Timeliness.

**Real-Time $\Delta$-Timeliness:** Suppose a process $p$ broadcasts a message $m$ at real time $t$, and some correct process $q$ delivers $m$ at real time $t'$. We must show that $t' \leq t + \Delta$, where $\Delta = (f + d)\delta$. If $p = q$, then $t' = t$ (by Validity of send and receive, the message delay of the "link" between $p$ and itself is 0), and the result holds. Now assume $p \neq q$. From the algorithm, Uniform Integrity and $\delta$-Timeliness of send and receive, and Assumption (e), there must be a sequence of $k \geq 2$ distinct processes $p_1 = p, p_2, \ldots, p_k = q$, such that for all $i$, $2 \leq i \leq k$, $p_i$ receives $m$ from $p_{i-1}$ and delivers it by real time $t + (i - 1)\delta$. Let $p_j$ be the first correct process in this sequence. It delivers $m$ by real time $t + (j - 1)\delta$. Since $p_1, \ldots, p_{j-1}$ are faulty, and there are at most $f$ faulty processes (Assumption (c)), $j - 1 \leq f$. Thus, $p_j$ delivers $m$ by real time $t + f\delta$. By the above claim, $q$ delivers $m$ at most $d\delta$ real-time units later, i.e., by real time $t + (f + d)\delta$. \qed

### 6.7.4 Achieving Local-Time $\Delta$-Timeliness

Consider a synchronous point-to-point network with timing failures. In such networks, one can implement *approximately synchronized clocks*, i.e., clocks that are always close to each other and whose drift with respect to real time is bounded (for example, see [LM85,ST87a, Cri89]). More precisely these clocks satisfy:

**f. $(\epsilon, \rho)$-Clock Synchronization:** There are known constants $\epsilon \geq 0$ and $\rho \geq 0$ such that for all correct processes $p$ and $q$, and all real times $t > t'$:

- $|C_p(t) - C_q(t)| \leq \epsilon$, and
- $\frac{1}{1 + \rho} \leq \frac{C_p(t) - C_p(t')}{t - t'} \leq 1 + \rho$

With such clocks, we can modify the Reliable Broadcast algorithm in Figure 11 so that it satisfies Local-Time $\Delta$-Timeliness *even if timing failures occur*. The modified algorithm, shown in Figure 12, works as follows. With each message $m$ we now associate a counter that indicates how many links $m$ has traversed so far. Thus, processes send messages of the form $(m, k)$, where $k$ is the counter associated with message $m$. When a process wishes to broadcast a message $m$, it tags $m$ with the local sending time $ts(m)$, and then sends $(m, 0)$ to itself. When a process $p$ receives a message $(m, k)$, $p$ checks whether the local receipt time is less or equal to $ts(m) + k(\delta(1 + \rho) + \epsilon)$. If so, $p$ relays $(m, k + 1)$ to all its neighbors, and then delivers $m$. Otherwise, $p$ simply discards $m$.

**Theorem 12** In a synchronous network with timing failures and approximately synchronized clocks (Assumption (f)), the algorithm in Figure 12 is a Reliable Broadcast that satisfies Local-Time $\Delta$-Timeliness, with $\Delta = (f + d)\delta(1 + \rho) + (f + 1)\epsilon$.

**Proof:** We first show the following

**Claim:** For any two correct processes $s$ and $r$, if $s$ delivers a message $m$ at local time $t_s$, then $r$ delivers $m$ at local time $t_r$ such that $t_r \leq t_s + d\delta(1 + \rho) + \epsilon$.
Algorithm for process \( p \):
To execute broadcast(\( R, m \)):
\( \text{send}(\langle m, 0 \rangle) \) to \( p \)

deliver(\( R, m \)) occurs as follows:
upon receive(\( \langle m, k \rangle \)) do
  if \( p \) has not previously executed deliver(\( R, m \)) and
  \( \text{local time} \leq ts(m) + k(\delta(1 + \rho) + \epsilon) \)
  then
  \( \text{send}(\langle m, k + 1 \rangle) \) to all neighbors
  deliver(\( R, m \))

Figure 12: Reliable Broadcast with Local-Time \( \Delta \)-Timeliness

Proof: Suppose \( s \) delivers \( m \) at local time \( t_s \) on its clock. By Assumption (d), there is a path \( p_1 = s, p_2, \ldots, p_k = r \) (for some \( k, 1 \leq k \leq d + 1 \)) from \( s \) to \( r \), consisting entirely of correct processes and links. We now show that: For all \( i, 1 \leq i \leq k \),

\[ p_i \text{ delivers } m \text{ at time } t^i_s \leq t_s + (i - 1)\delta(1 + \rho) \text{ according to the clock of } s. \]  

(*)

The proof of this is by induction on \( i \). For \( i = 1 \), we have \( p_1 = s \) and \( t^1_s = t_s \), and so the induction hypothesis holds. Suppose it holds for \( i \); we now show it also does for \( i + 1 \). By the induction hypothesis, \( p_i \) delivers \( m \). By the algorithm, it does so upon receiving a message \( \langle m, k_i \rangle \) at local time \( t^i \) (on \( p_i \)'s clock) such that \( t^i \leq ts(m) + k_i(\delta(1 + \rho) + \epsilon) \). Furthermore, immediately after the receipt of \( \langle m, k_i \rangle \), \( p_i \) sends \( \langle m, k_i + 1 \rangle \) to all its neighbors, including \( p_{i+1} \). By Assumption (e) \( p_i \) sends \( \langle m, k_i + 1 \rangle \) to \( p_{i+1} \) at time \( t^i \) (on \( p_i \)'s clock). Since \( p_i, p_{i+1} \), and the link between them are correct, by Validity of send and receive, \( p_{i+1} \) eventually receives \( \langle m, k_i + 1 \rangle \). By \( \delta \)-Timeliness of send and receive, this receipt occurs within \( \delta \) units of real time from the time \( p_i \) sent \( \langle m, k_i + 1 \rangle \). Thus, by Assumption (f), \( p_{i+1} \) receives \( \langle m, k_i + 1 \rangle \) at local time \( t^{i+1} \leq t^i + \delta(1 + \rho) + \epsilon \) on its clock. Note that \( t^{i+1} \leq ts(m) + (k_i + 1)(\delta(1 + \rho) + \epsilon) \). Thus, by the algorithm and Assumption (e), \( p_{i+1} \) delivers \( m \) by local time \( t^{i+1} \). By the induction hypothesis, \( p_i \) delivers \( m \) at time \( t^i_s \leq t_s + (i - 1)\delta(1 + \rho) \), according to the clock of \( s \). Since \( p_{i+1} \) delivers \( m \) within \( \delta \) units of real time from this, \( p_{i+1} \) delivers \( m \) at time \( t^{i+1}_s \leq t_s + i\delta(1 + \rho) \), also according to the clock of \( s \). Thus, the induction hypothesis holds for \( i + 1 \) — concluding the proof of (*)

By (*), process \( p_k = r \) delivers \( m \) at time \( t^k_s \leq t_s + (k - 1)\delta(1 + \rho) \), according to the clock of \( s \). By Assumption (f), this delivery occurs at time \( t_r \leq t^k_s + \epsilon \) on \( r \)'s clock, i.e., at time \( t_r \leq t_s + (k - 1)\delta(1 + \rho) + \epsilon \). Noting that \( k \leq d + 1 \) concludes the proof of the claim.

\( \square \) Claim

We now prove that the algorithm satisfies the three properties of Reliable Broadcast as well as Local-Time \( \Delta \)-Timeliness.

Validity: If a correct process \( p \) broadcasts \( m \), it sends \( \langle m, 0 \rangle \) to itself at local time \( ts(m) \).
By $\delta$-Timeliness of send and receive, the message delay of the "link" between $p$ and itself is 0. Thus, $p$ receives $\langle m, 0 \rangle$ at local time $ts(m)$. By the algorithm, $p$ delivers $m$.

Agreement: Immediate from the above claim.

Uniform Integrity: The proof, similar to the one given for the Algorithm in Figure 11, is omitted.

Local-Time $\Delta$-Timeliness: Suppose some correct process $q$ delivers a message $m$ at local time $t_q$. We must show that $t_q \leq ts(m) + \Delta$, where $\Delta = (f + d)\delta(1 + \rho) + (f + 1)\epsilon$. If $q = \text{sender}(m)$, then $t_q = ts(m)$ (by Validity of send and receive, the message delay of the "link" between $q$ and itself is 0), and the result holds. Now assume $q \neq \text{sender}(m)$. In this case, from the algorithm and Uniform Integrity of send and receive, there is a sequence of $k \geq 2$ distinct processes $p_1 = \text{sender}(m), p_2, \ldots, p_k = q$ such that for all $i, 1 \leq i \leq k - 1$, $p_i$ receives $\langle m, i - 1 \rangle$ by local time $t_i \leq ts(m) + (i - 1)(\delta(1 + \rho) + \epsilon)$, and sends $\langle m, i \rangle$ to $p_{i+1}$ (before delivering $m$). Let $p_j$ be the first correct process in this sequence. It receives $\langle m, j - 1 \rangle$ by local time $t_j \leq ts(m) + (j - 1)(\delta(1 + \rho) + \epsilon)$ on its clock. Since $p_1, \ldots, p_{j-1}$ are faulty, and there are at most $f$ faulty processes (Assumption (e)), $j - 1 \leq f$. Thus, $t_j \leq ts(m) + f(\delta(1 + \rho) + \epsilon)$. By the above claim, since $p_j$ delivers $m$ at local time $t_j$, $q$ delivers $m$ at local time $t_q \leq t_j + d\delta(1 + \rho) + \epsilon$. Thus, $t_q \leq ts(m) + f(\delta(1 + \rho) + \epsilon) + d\delta(1 + \rho) + \epsilon$, i.e., $t_q \leq ts(m) + \Delta$, where $\Delta = (f + d)\delta(1 + \rho) + (f + 1)\epsilon$.

Observation: As in Theorem 9, if the links are FIFO then the algorithm in Figure 12 is actually a Causal Broadcast that satisfies Local-Time $\Delta$-Timeliness! More precisely, this holds when the send and receive primitives satisfy Uniform FIFO Order and the upon statement is indivisible.

6.8 Obtaining Stronger Broadcasts

We now describe how to obtain algorithms for every type of broadcast in point-to-point networks. Starting from the Reliable Broadcast algorithm in Figure 11, we apply the generic transformation that adds FIFO Order (Figure 5) to obtain a FIFO Broadcast algorithm. We then add Causal Order by applying either the non-blocking transformation in Figure 6, or the blocking one in Figure 7. This results in two Causal Broadcast algorithms. Note that the algorithms that we get this way satisfy the uniform versions of FIFO and Causal Order.

To obtain Atomic, FIFO Atomic, or Causal Atomic Broadcast algorithms in a synchronous point-to-point network, we can proceed as follows:

1. Run a clock synchronization algorithm that yields approximately synchronized clocks (Assumption (f) in Section 6.7.4) that also satisfy the Clock Monotonicity property.

2. With such clocks, the Reliable Broadcast algorithm in Figure 12 satisfies Local-Time $\Delta$-Timeliness.

---

Recall that Atomic Broadcast cannot be solved in asynchronous systems.

Typically, clock synchronization algorithms satisfy this property, or can be easily modified to do so.
3. Obtain FIFO and Causal Broadcast algorithms by successively applying the blocking transformations of Figure 5 and 7 to the Reliable Broadcast algorithm of Step 2. Under reasonable assumptions about the local clocks, these transformations preserve Local-Time $\Delta$-Timeliness. Since the given Reliable Broadcast algorithm satisfies this property, so do the resulting FIFO and Causal Broadcast algorithms. \footnote{In general we cannot apply the non-blocking transformation from FIFO to Causal Broadcast described in Figure 6, because it does not preserve $\Delta$-Timeliness unless the given FIFO Broadcast satisfies Uniform Agreement. We can apply this transformation if, in Step 1, we start with an Reliable Broadcast that satisfies Uniform Agreement.}

4. Apply the transformation that adds Total Order (Figure 4) to the Reliable, FIFO, and Causal Broadcast algorithms that were obtained in the previous steps. This gives Atomic, FIFO Atomic and Causal Atomic Broadcast algorithms.

Another way to obtain FIFO Atomic and Causal Atomic Broadcast algorithms is: (1) Derive an Atomic Broadcast by adding Total Order to our Timed Reliable Broadcast as explained above, (2) add FIFO Order (recall that this transformation preserves Total Order), and (3) add Causal Order by applying one of the three non-blocking transformations of Section 5.6.

If a synchronous point-to-point network has FIFO links, one can also implement a Causal Atomic Broadcast algorithm as follows. Start with the algorithm in Figure 12. As we observed in Section 6.7.4, this is already a Causal Broadcast that satisfies Local-Time $\Delta$-Timeliness. Now apply the transformation that adds Total Order (Figure 4).

**Bibliographic Notes**

The algorithm for Reliable Broadcast that satisfies Local-Time $\Delta$-Timeliness and tolerates timing failures (Figure 12) is due to [CASD85]. That paper also presented an Atomic Broadcast algorithm for point-to-point networks using the idea of delaying the delivery of a message $m$ until local time $ts(m) + \Delta$. This technique is the basis of our generic transformation that adds Total Order to any type of Timed Broadcast (Figure 4). Many other broadcast algorithms for specific network types, synchrony assumptions, and failure models have appeared in the literature, including those described in [CM84,BD85,BJ87, PBS89,GSTC90,VM90,BSS91,GMS91,ADKM92].

7 Consensus

7.1 Specification

In the Consensus problem, all correct processes propose a value and must agree on some value related to the proposed values. Formally, we define the Consensus problem in terms of two primitives, propose and decide. If $p$ invokes propose with a value $v$ as a parameter we say that $p$ proposes $v$; in our algorithms we denote this invocation by \texttt{propose($v$)}.
The value proposed is taken from some set $V$. When a process $q$ returns from the execution of `decide` with value $v$, we say that $q$ decides $v$; we denote this by "$\text{decide}(v)$". The Consensus problem requires that if each correct process proposes a value then the following hold:

- **Termination**: Every correct process eventually decides exactly one value.
- **Agreement**: If a correct process decides $v$, then all correct processes eventually decide $v$.
- **Integrity**: If a correct process decides $v$, then $v$ was previously proposed by some process.

Integrity ensures that the decision of a correct process is not created "out of thin air". In particular, if all processes that propose a value, propose the same value $v$, then this decision can only be $v$. As usual, we can strengthen the Agreement and Integrity properties by requiring Uniformity:

- **Uniform Agreement**: If a process (whether correct or faulty) decides $v$, then all correct processes eventually decide $v$.
- **Uniform Integrity**: If a process (whether correct or faulty) decides $v$, then $v$ was previously proposed by some process.

Now consider the specification of Consensus in the case of arbitrary failures. If a process $p$ is subject to such failures, the meaning of "$p$ proposes $v$" or "$p$ decides $v$" is now ambiguous. To circumvent this problem, the properties of Consensus should now refer only to proposals and decisions of correct processes (see Section 3.10). This already holds for Termination and Agreement, but for arbitrary failures Integrity must be redefined as follows:

- **Integrity**: If all processes are correct and a process decides $v$, then $v$ was previously proposed by some process.

### 7.2 Relating Consensus and Atomic Broadcast

In this section we examine the relation between Consensus and Atomic Broadcast. We shall see that the two problems are, under certain conditions, equivalent to each other. That is we can transform any algorithm for one into an algorithm for the other.

The transformation from Atomic Broadcast to Consensus tolerates any number of benign failures. The one from Consensus to Atomic Broadcast assumes that Reliable Broadcast is available and that only crash failures occur.\(^{18}\) Both transformations make no assumptions on the type or synchrony of the communication network.

\(^{18}\)A more complex transformation can actually work for any type of failures [CT92], but it is beyond the scope of this paper.
These two transformations have important consequences regarding the solvability of Atomic Broadcast in asynchronous point-to-point networks with crash failures:

1. Atomic Broadcast can not be solved, even if we assume that links are reliable, at most one process may fail, and it can only fail by crashing (Corollary 2).

2. Atomic Broadcast can be solved using randomization or failure detectors (Corollary 5).

7.2.1 Transforming Atomic Broadcast to Consensus

In Figure 13, we show how to transform any Atomic Broadcast algorithm into a Consensus algorithm. To propose a value \( v \), a process uses the given Atomic Broadcast algorithm to A-broadcast \( v \). To decide a value, a process selects the value of the first message that it A-delivers. By Agreement and Total Order of Atomic Broadcast, all correct processes choose the same value; hence Agreement of Consensus is satisfied. It is easy to verify that Termination and Integrity of Consensus also hold. This transformation makes no assumptions on the type or synchrony of the communication network, and it tolerates any number of benign failures.

---

Algorithm for process \( p \):
To execute propose(\( v \)):
  broadcast(A, \( v \))

\( \text{decide}(\cdot) \) occurs as follows:
upon deliver(A, \( u \)) do
  if \( p \) has not previously executed deliver(A, \( \cdot \))
  then decide(\( u \))

Figure 13: Transforming Atomic Broadcast into Consensus

---

**Theorem 13** The algorithm in Figure 13 transforms any Atomic Broadcast algorithm into a Consensus algorithm.

**Corollary 2** Atomic Broadcast cannot be solved in an asynchronous point-to-point network, even if the network is completely connected, all the links are correct, at most one process may fail, and it can only fail by crashing.

**Proof**: It is well-known that Consensus cannot be solved in such a system [FLP85]. The result now follows from the previous theorem.

The impossibility of Atomic Broadcast in asynchronous systems seems paradoxical since this primitive is a basic service provided by many practical systems which, on the
face of it, appear to be asynchronous. (Such systems include Isis [BJ87, BCJ+90], Amoeba [Kaa92], Delta-4 [VM90], and Transis [ADKM92].) There is no contradiction here. What this indicates is that such systems, at some level, explicitly or implicitly use one of the mechanisms previously mentioned for circumventing the impossibility result. For example, the Isis Atomic Broadcast algorithm uses a failure detector mechanism based on timeouts. This means that it relies, at some level, on synchrony assumptions.

We close this section with a word of caution against confusing the impossibility of Atomic Broadcast and Consensus in asynchronous systems with a seemingly similar but, in fact, quite different impossibility result in fault-tolerant distributed computing, sometimes known as "the generals' paradox" [Gra78]. This concerns a problem, technically known as Non-Blocking Atomic Commitment [BHG87], that cannot be solved if the communication network may partition into two or more components, so that no messages can be exchanged between processes in different components. It is the possibility of network partitioning that makes Non-Blocking Atomic Commitment unsolvable. In fact, this problem cannot be solved even if the network is synchronous (i.e., each message is either delivered within a known bound or not at all). In contrast, the impossibility of Consensus is due to the combination of asynchrony and process failures, and it holds even if communication is reliable, i.e., even if partitioning cannot occur. The difference in the reasons underlying these two impossibility results is reflected in their proofs, which are based on entirely different ideas (compare [FLP85] and [Gra78]).

7.2.2 Transforming Reliable Broadcast and Consensus to Atomic Broadcast

In Figure 14, we show how to transform any Reliable Broadcast and Consensus algorithms into an Atomic Broadcast algorithm [CT91]. This transformation uses repeated (possibly concurrent but completely independent) executions of Consensus. Informally, the kth execution of Consensus is used to decide on the kth batch of messages to be A-delivered. Processes disambiguate between these executions by tagging all the messages pertaining to the kth execution of Consensus with a counter k. Tagging with such counters constitutes a minor modification to any given Consensus algorithm. The propose and decide primitives corresponding to the kth execution of Consensus are denoted by propose(k, −) and decide(k, −).

When a process wishes to A-broadcast a message m, it uses the given Reliable Broadcast algorithm to R-broadcast m (Task 1). When a process p R-delivers m, it adds m to the set R_delivered_p (Task 2). Thus, R_delivered_p contains all the messages submitted for Atomic Broadcast (since the beginning) that p is aware of. When p A-delivers a message m, it adds m to the set A_delivered_p (in Task 3). Thus, R_delivered_p − A_delivered_p is the set of messages that were submitted for Atomic Broadcast but not yet A-delivered, according to p. This set is denoted by A_undelivered_p. Process p periodically checks whether A_undelivered_p is not empty; if so, p participates in the next execution of Consensus, say the kth one, by proposing A_undelivered_p as the kth batch of messages to be A-delivered. It then waits for the decision msgSet of this Consensus execution. Finally, it A-delivers all the messages in msgSet except those it previously A-delivered. More precisely, p A-delivers all the messages in batch_p(k) = msgSet − A_delivered_p, and it does so in some deterministic
Algorithm for process $p$:

**Initialization:**

\[ R_{\text{delivered}} := \emptyset \]
\[ A_{\text{delivered}} := \emptyset \]
\[ k := 0 \]

*To execute broadcast($A, m$):*  

\[
\text{broadcast}(R, m) 
\]

*deliver($A, -)$ occurs as follows:*

\[
\text{upon deliver}(R, m) \text{ do} \quad \{ \text{Task 2} \} 
\]

\[
R_{\text{delivered}} := R_{\text{delivered}} \cup \{m\} 
\]

**do forever**  

\[
A_{\text{undelivered}} := R_{\text{delivered}} - A_{\text{delivered}} 
\]

*if $A_{\text{undelivered}} \neq \emptyset$ then*  

\[
k := k + 1 
\]

\[
\text{propose}(k, A_{\text{undelivered}}) 
\]

\[
\text{wait for decide}(k, \text{msgSet}) 
\]

\[
batch(k) := \text{msgSet} - A_{\text{delivered}} 
\]

*A-deliver all messages in $\text{batch}(k)$ in some deterministic order*  

\[
A_{\text{delivered}} := A_{\text{delivered}} \cup \text{batch}(k) 
\]

Figure 14: Transforming Consensus and Reliable Broadcast into Atomic Broadcast
order that was agreed \textit{a priori} by all processes, e.g., in lexicographical order.

This transformation assumes that the given Reliable Broadcast algorithm satisfies Uniform Integrity, and that only crash failures occur. On the other hand, it makes no assumptions on the type or synchrony of the communication network, and it tolerates any number of crash failures.

The following sequence of lemmata show that the transformation in Figure 14 results in an algorithm that satisfies all the properties of Atomic Broadcast.

\textbf{Lemma 1} For any two correct processes \( p \) and \( q \), and any message \( m \), if \( m \in R_{\text{delivered}}_p \) then eventually \( m \in R_{\text{delivered}}_q \).

\textbf{Proof:} If \( m \in R_{\text{delivered}}_p \) then \( p \) R-delivered \( m \) (in Task 2). Since \( p \) is correct, by Agreement of Reliable Broadcast \( q \) eventually R-delivers \( m \), and inserts \( m \) into \( R_{\text{delivered}}_q \). \( \Box \)

\textbf{Lemma 2} For all correct processes \( p \) and all \( k \geq 1 \):

1. \( \text{batch}_p(k) \) is a set of messages.

2. \( p \) does not A-deliver the messages in \( \text{batch}_p(k+1) \) unless it has previously A-delivered those in \( \text{batch}_p(k) \).

\textbf{Proof:} Let \( v \) be \( p \)'s decision value of the \( k \)th execution of Consensus. By Integrity of Consensus, some process must have proposed \( v \). By the algorithm, \( v \) is a set of messages. Part (1) of the lemma follows from the observation that \( \text{batch}_p(k) = v - A_{\text{delivered}}_p \), and \( A_{\text{delivered}}_p \) is also a set of messages. Part (2) of the lemma is obvious from Task 3. \( \Box \)

\textbf{Lemma 3} For any two correct processes \( p \) and \( q \), and all \( k \geq 1 \):

1. If \( p \) executes \( \text{propose}(k, -) \), then \( q \) eventually executes \( \text{propose}(k, -) \).

2. If \( p \) A-delivers messages in \( \text{batch}_p(k) \), then \( q \) eventually A-delivers messages in \( \text{batch}_q(k) \), and \( \text{batch}_p(k) = \text{batch}_q(k) \).

\textbf{Proof:} The proof is by simultaneous induction on (1) and (2). For \( k = 1 \), we first show that if \( p \) executes \( \text{propose}(1, -) \), then \( q \) eventually executes \( \text{propose}(1, -) \). When \( p \) executes \( \text{propose}(1, -) \), \( R_{\text{delivered}}_p \) must contain some message \( m \). By Lemma 1, \( m \) is eventually in \( R_{\text{delivered}}_q \). Since \( A_{\text{delivered}}_q \) is initially empty, eventually \( R_{\text{delivered}}_q - A_{\text{delivered}}_q \neq \emptyset \). Thus, \( q \) eventually executes Task 3 and \( \text{propose}(1, -) \).

We now show that if \( p \) A-delivers the messages in \( \text{batch}_p(1) \), then \( q \) eventually A-delivers the messages in \( \text{batch}_q(1) \), and \( \text{batch}_p(1) = \text{batch}_q(1) \). From the algorithm, if \( p \) A-delivers messages in \( \text{batch}_p(1) \), it previously executed \( \text{propose}(1, -) \). From part (1) of the lemma, all correct processes eventually execute \( \text{propose}(1, -) \). By Termination of Consensus, every
correct process eventually executes $\text{decide}(1,-)$ exactly once. By Agreement of Consensus, all correct processes execute $\text{decide}(1,\text{msgSet})$ with the same $\text{msgSet}$. Since $A_{\text{delivered}}_p$ and $A_{\text{delivered}}_q$ are initially empty, $\text{batch}_p(1) = \text{batch}_q(1) = \text{msgSet}$.

Now assume that the lemma holds for all $k$, $1 \leq k < l$. We first show that if $p$ executes $\text{propose}(l,-)$, then $q$ eventually executes $\text{propose}(l,-)$. When $p$ executes $\text{propose}(l,-)$, $R_{\text{delivered}}_p$ must contain some message $m$ that is not in $A_{\text{delivered}}_q$. Thus, $m$ is not in $\bigcup_{k=1}^{l-1} \text{batch}_p(k)$. By the induction hypothesis, $\text{batch}_p(k) = \text{batch}_q(k)$ for all $1 \leq k \leq l-1$. So $m$ is not in $\bigcup_{k=1}^{l-1} \text{batch}_q(k)$. Since $m$ is in $R_{\text{delivered}}_p$, by Lemma 1, $m$ is eventually in $R_{\text{delivered}}_q$. Thus, there is a time after $q$ A-delivers $\text{batch}_q(l-1)$ such that $m$ is in $R_{\text{delivered}}_q - A_{\text{delivered}}_q$. So $q$ eventually executes Task 3 and $\text{propose}(l,-)$.

We now show that if $p$ A-delivers messages in $\text{batch}_p(l)$, then $q$ A-delivers messages in $\text{batch}_q(l)$, and $\text{batch}_p(l) = \text{batch}_q(l)$. Since $p$ A-delivers messages in $\text{batch}_p(l)$, it must have executed $\text{propose}(l,-)$. By part (1) of this lemma, all correct processes eventually execute $\text{propose}(l,-)$. By Termination of Consensus, every correct process eventually executes $\text{decide}(l,-)$ exactly once. By Agreement of Consensus, all correct processes execute $\text{decide}(l,\text{msgSet})$ with the same $\text{msgSet}$. Note that $\text{batch}_p(l) = \text{msgSet} - \bigcup_{k=1}^{l-1} \text{batch}_p(k)$, and $\text{batch}_q(l) = \text{msgSet} - \bigcup_{k=1}^{l-1} \text{batch}_q(k)$. By the induction hypothesis, $\text{batch}_p(k) = \text{batch}_q(k)$ for all $1 \leq k \leq l-1$. Thus $\text{batch}_p(l) = \text{batch}_q(l)$.

**Corollary 3** Agreement and Total Order of Atomic Broadcast are satisfied.

**Proof:** Immediate from Lemmata 2, 3, and the fact that correct processes A-deliver messages in each batch in the same deterministic order.

**Lemma 4** Validity of Atomic Broadcast is satisfied.

**Proof:** The proof is by contradiction. Suppose some correct process $p$ A-broadcasts $m$ but never A-delivers $m$. By Corollary 3, no correct process A-delivers $m$. By Task 1 of the algorithm, $p$ R-broadcasts $m$. By Validity and Agreement of Reliable Broadcast, every correct process $q$ eventually R-delivers $m$, and inserts $m$ in $R_{\text{delivered}}_q$ (Task 2). Since correct processes never A-deliver $m$, they never insert $m$ in their $A_{\text{delivered}}$ set. Thus, for every correct process $q$, there is a time after which $m$ is permanently in $R_{\text{delivered}}_q - A_{\text{delivered}}_q$. By the algorithm and Lemma 3, it is easy to show there is a $k_1$, such that for all $l > k_1$, all correct processes execute $\text{propose}(l,-)$, and they do so with sets that always include $m$.

Since all faulty processes eventually crash, there is a $k_2$ such that no faulty process executes $\text{propose}(l,-)$ with $l > k_2$. Let $k = \max\{k_1,k_2\}$. Since all correct processes execute $\text{propose}(k,-)$, by Termination and Agreement of Consensus, all correct processes execute $\text{decide}(k,\text{msgSet})$ with the same $\text{msgSet}$. By Integrity of Consensus, some process $q$ executed $\text{propose}(k,\text{msgSet})$. From our definition of $k$, $q$ is correct and $\text{msgSet}$ contains $m$. Thus all correct processes, including $p$, A-deliver $m$ — a contradiction that concludes this proof.

**Lemma 5** Integrity of Atomic Broadcast is satisfied.
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Proof: We must show that for any message \( m \), every correct process A-delivers \( m \) at most once, and only if \( m \) was A-broadcast by \( \text{sender}(m) \). Suppose a correct process \( p \) A-delivers \( m \). After \( p \) A-delivers \( m \), it inserts \( m \) in \( A\text{-delivered}_p \). From the algorithm, it is clear that \( p \) cannot A-deliver \( m \) again. Furthermore, since \( p \) A-delivers \( m \), it must have previously executed \( \text{decide}(k, \text{msgSet}) \) for some \( k \) and some \( \text{msgSet} \) that contains \( m \). By Integrity of Consensus, some process \( q \) must have executed \( \text{propose}(k, \text{msgSet}) \). So \( q \) previously R-delivered all the messages in \( \text{msgSet} \), including \( m \). By Uniform Integrity of Reliable Broadcast, \( \text{sender}(m) \) R-broadcast \( m \), and therefore it A-broadcast \( m \). □

**Theorem 14** In a system with crash failures, the algorithm in Figure 14 transforms any algorithms for Reliable Broadcast and Consensus into an Atomic Broadcast algorithm.

Proof: Immediate from Lemmata 4, 5, and Corollary 3. □

From the proof of Lemma 5, it is easy to see that if the given Consensus algorithm satisfies Uniform Integrity, the resulting Atomic Broadcast also does so. From Theorems 13 and 14:

**Corollary 4** Consensus and Atomic Broadcast are equivalent in any system with crash failures where Reliable Broadcast can be implemented.

Theorem 14 does not make any assumption on the type or synchrony of the communication network. Now consider asynchronous point-to-point networks with crash failures. In such systems, Reliable Broadcast can be implemented (see Section 6), and Consensus can be solved using randomization [CD89] or failure detectors [CT91]. These results and Theorem 14 imply:

**Corollary 5** In asynchronous point-to-point networks with crash failures, Atomic Broadcast can be implemented using randomization or failure detectors.

**Bibliographic Notes**

Fischer, Lynch and Paterson [FLP85] proved the basic result that Consensus is not solvable deterministically in asynchronous systems. Soon after this result was first published, it was shown that Consensus can be solved with randomized algorithms in asynchronous systems. Such algorithms include [Ben83, Rab83, Bra87], and are surveyed in [CD89]. Unreliable failure detectors were introduced by Chandra and Toueg in [CT91], who gave Consensus algorithms based on failure detectors of varying strength. [CT91] also shows that Reliable Broadcast together with Consensus can be transformed into Atomic Broadcast (Theorem 14). [CHT92] determines the weakest failure detector that can be used to solve Consensus. Ricciardi and Birman consider failure detectors in the context of the group membership problem in [RB91].

Agreement-like problems that are solvable in asynchronous systems in the presence of failures are described in [DLP+86, ABD+87, BW87, Fek90, Fek93]. [BMZ88] gives a graph-theoretic characterization of the problems that can be solved (deterministically) in asynchronous systems with one crash failure. Similar results in the context of shared-memory distributed systems are given by [BG93, HS93, SZ93].
8 Terminating Reliable Broadcast

8.1 Specification

Recall that with Reliable Broadcast any process is allowed to broadcast any message from a set $\mathcal{M}$ of possible messages, at any time. In particular, processes have no a priori knowledge of the impending broadcasts. Thus, as we noted before, if a process $p$ fails immediately after invoking the broadcast primitive, the correct processes cannot be required to deliver any message, as they were not even aware of $p$'s intention to broadcast.

In contrast, in some applications there is a priori knowledge that a particular process, say sender $s$, is supposed to broadcast a single message in $\mathcal{M}$. For example, a distributed control system may have a temperature sensor process $s$ that is supposed to reliably broadcast the temperature at a particular time to three monitoring processes. This broadcast is an instance of Terminating Reliable Broadcast for sender $s$, a type of broadcast that requires correct processes to always deliver a message ("from" $s$) — even if the sender $s$ is faulty and, say, crashes before the broadcast! For this requirement to be satisfiable, processes must be allowed to deliver a message that was not actually broadcast by $s$. Thus, we now allow the delivery of a special message $F_s \notin \mathcal{M}$ stating that the sender $s$ is faulty. By convention, we assume $sender(F_s) = s$.

With Terminating Reliable Broadcast (TRB) for sender $s$, $s$ can broadcast any message $m \in \mathcal{M}$, processes can deliver any message $m \in \mathcal{M} \cup \{F_s\}$, and the following hold:

- **Termination**: Every correct process eventually delivers exactly one message.
- **Validity**: If $s$ is correct and broadcasts a message $m$, then it eventually delivers $m$.
- **Agreement**: If a correct process delivers a message $m$, then all correct processes eventually deliver $m$.
- **Integrity**: If a correct process delivers a message $m$ then $sender(m) = s$. Furthermore, if $m \neq F_s$, then $m$ was previously broadcast by $s$.

The reader should verify that the specification of TRB for sender $s$ implies that a correct process delivers $F_s$ only if $s$ is faulty. Just as with Reliable Broadcast, we can strengthen TRB by requiring it to satisfy Uniform Agreement, or one of the two versions of $\Delta$-Timeliness.

This problem has been studied extensively in the case of arbitrary failures under the name of "Byzantine Agreement" or "Byzantine Generals' Problem". If the sender $s$ is subject to arbitrary failures, the second clause of Integrity, namely the sentence "Furthermore, if $m \neq F_s$, then $m$ was previously broadcast by $s"", is now ambiguous. To circumvent this problem in the usual manner (see Section 3.10), we must reformulate this statement so that it applies only to the case that $s$ is correct. In that case, however, the other three properties of TRB already determine that correct processes must deliver the message broadcast by $s$, and only that. Hence, for arbitrary failures, we can simply drop this second clause, and Integrity reduces to: "If a correct process delivers a message $m$ then $sender(m) = s"."
8.2 Relating Consensus and Terminating Reliable Broadcast

In this section we relate Consensus and Terminating Reliable Broadcast:

- In some synchronous point-to-point networks, Consensus is equivalent to TRB. This allows us to translate both positive and negative results proven for one problem, to the other. For example, the transformation from Consensus to TRB is message- and time-efficient. In particular, it can convert any constant-time randomized Consensus algorithm (such as the one in [FM90]), into a constant-time randomized TRB algorithm.

- In asynchronous systems, these two problems are not equivalent: TRB can be transformed to Consensus, but the converse does not hold (Consensus is solvable with randomization, but TRB is not).

8.2.1 Transforming Terminating Reliable Broadcast to Consensus

The transformation from TRB to Consensus requires the concurrent execution of several independent copies of the given TRB algorithm, one for each process as the sender. Let TRB(p) denote the copy of TRB for sender p, and \( \mathcal{F} \) be the set \( \{F_q\} \) for all processes q.

The transformation is shown in Figure 15. To propose a value v (we assume that \( v \notin \mathcal{F} \)), a process p uses TRB(p) to broadcast v. When p delivers a value from a process q, it inserts that value into entry \( V[q] \) of a vector V that has one entry per process. Once all the entries of V have been filled, p decides the first non-\( \mathcal{F} \) value in V (i.e., the first component of V whose value is not in \( \mathcal{F} \)).

This transformation makes no assumptions on the type or synchrony of the communication network, and it works with any type and number of benign failures.

**Theorem 15** The algorithm in Figure 15 transforms any Terminating Reliable Broadcast algorithm into a Consensus algorithm.

**Proof:** We show that the algorithm that results from the transformation satisfies the properties of Consensus.

*Termination and Integrity:* Consider any correct process p. From the structure of the algorithm, it is clear that p decides at most once. We now show that p does decide, and that its decision value was previously proposed by some process. Suppose p proposes, and hence broadcasts, v. By assumption, \( v \notin \mathcal{F} \). By Validity of TRB(p), p delivers v. Since \( \text{sender}(v) = p \), it sets \( V[p] := v \). By Termination and Integrity of TRB, p never delivers any other message u such that \( \text{sender}(u) = p \). Therefore p never sets \( V[p] \) to a value u different than v.

By Termination of TRB(q) for each process q, p eventually delivers exactly one message from q. Thus, p's execution of the \text{wait for} statement eventually terminates, and at that time V contains at least one non-\( \mathcal{F} \) value, namely \( V[p] = v \). Therefore, p eventually decides
Algorithm for process $p$:
To execute propose($v$):

- broadcast(TRB, $v$

**decide($-$) occurs as follows:**
- $V := (\perp, \perp, \ldots, \perp)$
- **cobegin**
  - **upon deliver**(TRB, $u$) do $V[sender(u)] := u$
  - //
    - **wait for** $(\forall q, V[q] \neq \perp)$
    - **decide**(first non-$\mathcal{F}$ value of $V$)
- **coend**

**Figure 15:** Transforming Terminating Reliable Broadcast into Consensus

---

a non-$\mathcal{F}$ value $u$, where $u = V[s]$ for some process $s$. From the algorithm, $p$ previously delivered $u$ and $sender(u) = s$. By Integrity of TRB, the delivery of $u$ occurred during the execution of TRB($s$). By Integrity of TRB($s$), $u$ was previously broadcast by $s$. Thus, $u$ was previously proposed by $s$.

**Agreement:** By Agreement of TRB($q$) for each process $q$, all correct processes have the same vector $V$ when they use it to decide. Thus, they all decide the same value. 

8.2.2 Transforming Consensus into Terminating Reliable Broadcast

In Figure 16 we show how to transform any Consensus algorithm into a TRB algorithm for any given sender $s$. In contrast to the converse transformation, this one requires several assumptions: The system is a synchronous point-to-point network, it is completely connected with no link failures, and faulty processes are subject to send-omission failures only. Furthermore, we assume that processes have a priori knowledge of the time $t_0$ at which the sender $s$ is supposed to broadcast, and have perfect real time clocks (i.e., $C_p(t) = t$ for all processes $p$). Recall that in a synchronous point-to-point network there is a known upper bound $\delta$ on message transmission time over a link (Condition 3 in Section 6.7).

To broadcast a message $m$, $s$ sends $m$ to every process at the designated time $t_0$. At time $t_0 + \delta$, if a process previously received a message from $s$ then it uses the given Consensus algorithm to propose that message, otherwise it proposes $F_s$. To deliver a message, a process waits for the decision value of the Consensus algorithm and delivers it.

**Theorem 16** Consider a synchronous point-to-point network that satisfies the assumptions listed above. The algorithm in Figure 16 transforms any Consensus algorithm into a Terminating Reliable Broadcast algorithm for any given sender $s$. 

---

66
**broadcast**(TRB, m) occurs as follows:

The sender s at time t₀:

send(m) to all processes  \( \{ m \neq F_s \} \)

Every process at time \( t₀ + δ \):

if receive(m) from s by time \( t₀ + δ \)
then propose(m)
else propose(Fₕ)

**deliver**(TRB, −) occurs as follows:

Every process:

upon decide(v) do

\( \{ v \) is a message m or Fₕ \}

deliver(TRB, v)

Figure 16: Transforming Consensus into Terminating Reliable Broadcast for Sender s

The proof is omitted.

9 Multicast Specifications

So far we have assumed that each broadcast is targeted to all the processes in the system. In some applications, the system is configured as a collection of (possibly overlapping) groups, each consisting of a subset of processes. A *multicast* is a broadcast that is targeted exclusively to the members of some particular group. We shall assume that groups are static, and that each process knows to which groups it belongs and the members of each of these groups. We shall not address the question of how these groups are formed, or how processes join or leave them. This is the *group membership* problem discussed in [Cri90a,RB91], and is outside the scope of this paper.

Formally, a *group* G is a name for a subset of the processes in the system. We say that process p *is in G* (or p is a *member of G*), and write \( p \in G \), when p is in the subset of processes named G. Since each message m is multicast to a particular group, it is tagged with the name of that group, i.e., we assume that m has a field denoted group(m).

Multicasts are defined in terms of two primitives, *multicast* and *deliver*. When a process p invokes *multicast* with a message m as a parameter, we say that p *multcasts m (to group(m))*). We assume that m is taken from a set a set \( M \) of possible messages. When a process q returns from the execution of *deliver*(m) with message m as the returned value, we say that q *delivers m (in group(m))*). As with broadcasts, our definitions of multicasts assume benign failures. The modifications for arbitrary failures are similar to those given in Section 3.10 for broadcasts, and are omitted.
9.1 Reliable Multicast

Reliable Multicast is essentially the Reliable Broadcast problem adapted to groups. It is the basis for all the types of multicasts that we consider. Informally, Reliable Multicast requires that all correct processes in each group \( G \) deliver the same set of messages, that this set include all the messages multicast to \( G \) by correct processes, and that no spurious messages are ever delivered. More precisely, Reliable Multicast is defined in terms of multicast and deliver primitives that satisfy the following:

- **Validity:** If a correct process multicasts a message \( m \), then some correct process in \( \text{group}(m) \) eventually delivers \( m \) or no process in that group is correct.

- **Agreement:** If a correct process delivers a message \( m \), then all correct processes in \( \text{group}(m) \) eventually deliver \( m \).

- **Integrity:** For any message \( m \), every correct process \( p \) delivers \( m \) at most once, and only if \( p \) is in \( \text{group}(m) \) and \( m \) was previously multicast by \( \text{sender}(m) \).

The reader should verify that Reliable Multicast is a generalization of Reliable Broadcast: if \( \text{group}(m) \) is the set of all processes then the above specification is equivalent to the specification of Reliable Broadcast given in Section 3. The key difference from Reliable Broadcast is that only processes in \( \text{group}(m) \) can deliver \( m \).

In some applications processes must be able to multicast messages to groups to which they do not belong. For example, consider a client-server application where the server is replicated for fault-tolerance. In this case, a client broadcasting a request to the distributed server is not a member of the group of processes that implement the service. Thus, the specification of Reliable Multicast does not require that the sender of a message \( m \) be a member of \( \text{group}(m) \).\(^\text{19}\)

9.2 FIFO Multicast

Informally, FIFO Multicast is a Reliable Multicast in which a process \( p \) delivers a message \( m \) only if it has already delivered all messages previously multicast by the sender of \( m \), with the exception of those targeted to groups of which \( p \) is not a member. More precisely, FIFO Multicast is a Reliable Multicast that satisfies the following requirement:

- **Global FIFO Order:** If a process multicasts a message \( m \) before it multicasts a message \( m' \), then no correct process in \( \text{group}(m) \) delivers \( m' \) unless it has previously delivered \( m \).

In some applications, a weaker order requirement is adequate. It stipulates that FIFO Order applies only to messages that are multicast to the same group. More precisely,

---

\(^{19}\)This is why the formulation of Validity for multicasts is different from the one for broadcasts: We can no longer require that the sender of a message deliver its own message.
• **Local FIFO Order:** If a process multicasts a message \( m \) before it multicasts a message \( m' \) such that \( \text{group}(m') = \text{group}(m) \), then no correct process delivers \( m' \) unless it has previously delivered \( m \).

To see the difference between the two FIFO Order properties, consider the following example. Suppose a process \( p \) multicasts a message \( m \) to group \( G = \{ p, q, r \} \) and then it multicasts a message \( m' \) to group \( G' = \{ p, q, r' \} \). Suppose, further, that there are no failures. Since \( q \) is in both groups, it must deliver both messages. In the case of Global FIFO Order, \( q \) must deliver \( m \) before \( m' \). In the case of Local FIFO Order, since \( m \) and \( m' \) were multicast to different groups, \( q \) is not constrained as to the order in which it delivers them.

If the application is such that a process \( p \) delivering a message \( m \) can properly interpret \( m \) if it has already delivered every message that \( \text{sender}(m) \) previously multicast to \( \text{group}(m) \), then Local FIFO Order can be used. In general, however, it may be that to properly understand \( m \), \( p \) must have already delivered every message that \( \text{sender}(m) \) previously multicast to any group of which \( p \) is a member. In this case Global FIFO Order should be used.

### 9.3 Causal Multicast

As we strengthened FIFO Broadcast to obtain Causal Broadcast, we can strengthen FIFO Multicast to obtain Causal Multicast. To do so, we must first define the *causal precedence* induced by the multicasts and deliveries of messages. This is just the → relation defined in Section 2.7 except that the word “broadcast” is substituted with “multicast” in Clause 2. We can now define **Causal Multicast** to be a Reliable Multicast that satisfies:

• **Global Causal Order:** If the multicast of a message \( m \) causally precedes the multicast of a message \( m' \), then no correct process in \( \text{group}(m) \) delivers \( m' \) unless it has previously delivered \( m \).

In the above definition, the causal precedence relation crosses group boundaries: it may relate multicasts and deliveries that “occur” in different groups (hence the name *Global Causal Order*). For example, suppose there are two groups \( G = \{ p, q \} \) and \( G' = \{ p, q, r \} \), and consider the following sequence of events: (a) \( p \) multicasts \( m \) to \( G \); (b) \( p \) multicasts \( m'' \) to \( G' \); (c) \( r \) delivers \( m'' \) in \( G' \); (d) \( r \) multicasts \( m' \) to \( G' \). By definition, the multicast of \( m \) causally precedes the multicast of \( m' \). Since \( q \) is in both \( G \) and \( G' \), Global Causal Order requires that \( q \) deliver \( m \) before \( m' \), even though these two messages were multicast to different groups. Similarly, it requires that \( q \) deliver \( m'' \) before \( m' \).

**Local Causal Order**, a weaker type of Causal Order that does not cross group boundaries, is defined as follows. Given any group \( G \), the causal precedence relation induced by the multicasts and deliveries of messages \( m \) such that \( \text{group}(m) = G \) is called *causal precedence in group \( G \)*. Note that this relation ignores the multicasts and deliveries of messages that are not in group \( G \). We now define Local Causal Order as follows:
• **Local Causal Order:** If the multicast of a message $m$ causally precedes in $\text{group}(m)$ the multicast of a message $m'$, then no correct process delivers $m'$ unless it has previously delivered $m$.

In the previous example, $\text{group}(m) = G \neq \text{group}(m') = G'$. So, the multicast of $m$ does not causally precede in $\text{group}(m)$ the multicast of $m'$, and, in contrast to Global Causal Order, Local Causal Order allows $q$ to deliver $m'$ and $m$ in any order. However, the multicast of $m''$ causally precedes in $G'$ the multicast of $m'$, so Local Causal Order requires that $q$ deliver $m''$ before $m'$.

The following example shows that even if the multicast of $m$ causally precedes the multicast of $m'$ and $\text{group}(m) = \text{group}(m')$, it is still possible that the multicast of $m$ does not causally precede in $\text{group}(m)$ the multicast of a $m'$. Consider groups $G = \{p, q\}$ and $G' = \{p, r\}$, and the following sequence of events: (a) $p$ multicasts $m$ to $G$; (b) $p$ multicasts $m''$ to $G'$; (c) $r$ delivers $m''$ in $G'$; (d) $r$ multicasts $m'$ to $G$ (even though $r$ does not belong to $G$). By definition, the multicast of $m$ causally precedes the multicast of $m'$. Since both messages are multicast to a group of which $q$ is a member, Global Causal Order requires that $q$ deliver $m$ before $m'$. However, even though $m$ and $m'$ were multicast to the same group $G$, the multicast of $m$ does not causally precede the multicast of $m'$ in $G$, since the causality is established via the multicast and delivery of $m''$, a message that is not in $G$. So, in contrast to Global Causal Order, Local Causal Order allows $q$ to deliver $m'$ before $m$.

### 9.4 Atomic Multicast

We consider three types of Atomic Multicast that differ by the strength of their message delivery order requirement.

#### 9.4.1 Local Atomic Multicast

A **Local Atomic Multicast** is a Reliable Multicast that satisfies the following property:

• **Local Total Order:** If correct processes $p$ and $q$ both deliver messages $m$ and $m'$ and $\text{group}(m) = \text{group}(m')$, then $p$ delivers $m$ before $m'$ if and only if $q$ delivers $m$ before $m'$.

This is the total order property guaranteed by the Atomic Multicast primitive that the Isis system provides [BJ87,BCJ+90].

#### 9.4.2 Pairwise Atomic Multicast

Local Total Order allows two correct processes to disagree on the order in which they deliver messages. For example, consider two groups $G = \{p, q, r\}$ and $G' = \{p, q, r'\}$. Suppose $r$ multicasts $m$ to $G$, and $r'$ multicasts $m'$ to $G'$. Local Total Order allows $p$ and
q to deliver the two messages in different order. This disagreement, which is undesirable in some applications, is prevented by Pairwise Atomic Multicast, a Reliable Multicast that satisfies the following property:

- **Pairwise Total Order**: If correct processes p and q both deliver messages m and m', then p delivers m before m' if and only if q delivers m before m'.

This is the total order requirement of several Atomic Multicasts that have appeared in the literature (e.g., [GMS91]).

### 9.4.3 Global Atomic Multicast

Pairwise Total Order is not the strongest possible message ordering requirement for Atomic Multicasts. In particular, it allows cycles in message delivery order. For example, consider three groups, $G_1 = \{p, q\}$, $G_2 = \{q, r\}$ and $G_3 = \{r, p\}$. Note that the intersection of any two of these groups consists of exactly one process. The messages $m_1$, $m_2$ and $m_3$ are multicast to groups $G_1$, $G_2$ and $G_3$, respectively. Pairwise Total Order allows process p to deliver $m_3$ before $m_1$, q to deliver $m_1$ before $m_2$, and r to deliver $m_2$ before $m_3$. This cycle of deliveries is counter to the intuition that Atomic Multicast must provide the abstraction of indivisible, i.e., "simultaneous", deliveries. Moreover, Pairwise Total Order is not strong enough for some applications, as we illustrate with a simple example below.

Consider the Dining Philosophers' Problem with philosophers $G_1$, $G_2$ and $G_3$, and forks p, q and r. $G_1$ needs forks p and q, $G_2$ needs forks q and r, and $G_3$ needs forks r and p. Each philosopher $G_i$ competes for her forks by broadcasting $m_i$ to her forks. $G_i$ wins a fork if her message is the first to be delivered at that fork. If the philosophers use Pairwise Atomic Multicast to broadcast their messages, and a cycle of deliveries occurs as in the scenario described above, each philosopher wins exactly one fork, and they all starve.

Global Atomic Multicast is a type of Atomic Multicast that precludes such cycles. Consider the set of messages delivered by correct processes. We define the relation < on this set as follows: $m < m'$ if and only if any correct process delivers $m$ and $m'$, in that order. A **Global Atomic Multicast** is a Reliable Multicast that satisfies the following property:

- **Global Total Order**: The relation < is acyclic.

Since < is acyclic, the set of messages delivered by correct processes can be totally ordered in a way that is consistent with <, i.e., with the order of message deliveries at each correct process.

Global Total Order is strictly stronger than Pairwise Total Order which is strictly stronger than Local Total Order. However, none of these three properties guarantees FIFO Order. In principle, we can define six types of FIFO Atomic Multicasts by selecting one of the two FIFO Orders (Local or Global) and any one of the three Total Orders above. Of these, the FIFO Atomic Multicast that requires the Local versions of FIFO Order and
Total Order, and the one requiring the Global versions of these two properties, seem the most sensible. The others are of questionable value.

Similarly, we can define six types of Causal Atomic Multicasts, by combining any one of the two types of Causal Order with one of the three Total Orders above. As before, of these six combinations two seem particularly useful: the one combining the Local versions of the order properties, and the one combining the Global versions.

9.5 Timeliness and Uniformity

As with broadcasts, we can impose a bound on the latency of multicasts in terms of local or real time. More precisely, we can require one of these two properties:

- **Local-Time \( \Delta_G \)-Timeliness**: For each group \( G \), there is a known constant \( \Delta_G \) such that no correct process \( p \) delivers a message \( m \) after local time \( ts(m) + \Delta_G \) on \( p \)'s clock.

- **Real-Time \( \Delta \)-Timeliness**: For each group \( G \), there is a known constant \( \Delta_G \) such that if a message \( m \) is broadcast at real time \( t \), then no correct process delivers \( m \) after real time \( t + \Delta_G \).

Note that the bound \( \Delta_G \) on the latency now depends on the group \( G \). A multicast that satisfies any of the above properties is called a *Timed Multicast*.

As with broadcast, we can also define the *Uniform* counterparts for the Agreement, Integrity, Order, and \( \Delta \)-Timeliness properties of multicasts. The formal definitions are straightforward and are omitted.

A Appendix — Model of Point-to-Point Networks

In this appendix we describe our model of point-to-point networks in more detail than in Sections 2 and 6. The overall plan is as follows: First we describe the correct behavior of processes and links. We then define different types of (process and link) failures as violations of some of the properties that describe correct behavior. In the case of synchronous systems, where correct behavior includes the *timely* occurrence of actions, correctness can be violated in two ways: actions that are supposed to take place never occur (omission failures), or they occur late (performance and clock failures).

A.1 Networks with No Failures

A point-to-point network can be modeled as a directed graph, with nodes representing processes, and edges representing communication links between processes. In such a network, any pair of processes that are connected by a link can communicate with each other by sending and receiving messages, as described below. In this section we assume that processes and links do not fail.
Properties of Processes:

Each process is capable of executing certain operations, such as the writing of a local variable, or the sending or receipt of a message. The execution of an operation by a process \( p \) is a step of \( p \). We do not assume that the steps are atomic; a step consists of a sequence of atomic events, delimited by a start and an end event. (The fact that steps are not atomic will not permit us, in the next section, to model failures that interrupt the execution of an operation in the middle.) Hence, the execution of a process \( p \) is modeled as a sequence of events grouped into steps such that the start event of each step (except the first one) immediately follows the end event of the previous step. If this sequence includes the start event of a step, we say that \( p \) has started that step; if it includes the end event of a step, we say that \( p \) completed that step. Associated with each process \( p \) is an automaton whose transition relation describes the legal sequences of events (and thus of steps) for \( p \). We assume that:

a. Every process completes an infinite number of steps.

This implies that every process eventually completes every step that it starts.

Properties of send and receive:

Let \( p \) and \( q \) be any two processes connected by a link from \( p \) to \( q \). Associated with this link are the communication primitives send and receive, which are among the operations that can be executed by \( p \) and \( q \), respectively. The operation send takes a message as a parameter; receive returns a message. The execution of the send primitive with parameter \( m \) is a step denoted send\((m)\); the execution of the receive primitive with return value \( m \) is a step denoted receive\((m)\). We say that \( p \) sends \( m \) to \( q \) if \( p \) starts the step send\((m)\); we say that \( q \) receives \( m \) if \( q \) completes the step receive\((m)\).

Associated with the link from \( p \) to \( q \), \( p \) has an outgoing message buffer, denoted \( omb(p,q) \), and \( q \) has an incoming message buffer, denoted \( imb(p,q) \). Informally, when \( p \) sends a message \( m \) to \( q \), \( p \) inserts \( m \) in \( omb(p,q) \), the link transports \( m \) from \( omb(p,q) \) to \( imb(p,q) \), and \( q \) receives \( m \) from \( imb(p,q) \). More precisely, the send and receive primitives associated with the link from \( p \) to \( q \) satisfy:\(^{20}\)

b. If \( p \) completes the sending of \( m \) to \( q \), then \( m \) is eventually inserted into \( omb(p,q) \).

c. If \( m \) is inserted into \( omb(p,q) \), then \( m \) is eventually inserted into \( imb(p,q) \).

d. If \( m \) is inserted into \( imb(p,q) \), then \( q \) eventually receives \( m \).

These three properties imply:

- If \( p \) sends \( m \) to \( q \) then \( q \) eventually receives \( m \).\(^{21}\)

\(^{20}\)To simplify the formulation of these properties, we assume that each message sent from \( p \) to \( q \) is unique. This can be easily enforced by using link sequence numbers.

\(^{21}\)Note that messages are not necessarily received in the order in which they are sent.
We also assume that:

b'. \( m \) is inserted into \( omb(p, q) \) at most once, and only if \( p \) sends \( m \) to \( q \).

c'. \( m \) is inserted into \( imb(p, q) \) at most once, and only if \( m \) is in \( omb(p, q) \).

d'. \( q \) receives \( m \) at most once, and only if \( m \) is in \( imb(p, q) \).

Properties (b')–(d') imply:

- **Uniform Integrity**: For any message \( m \), \( q \) receives \( m \) at most once from \( p \), and only if \( p \) previously sent \( m \) to \( q \).

To simplify the exposition and the correctness proofs of our algorithms for point-to-point networks, we found it convenient to allow each process to send a message to itself. This is only a fictitious device, and a message “sent” this way does not really go through any buffer or link. We postulate the following property regarding such messages:

- If \( p \) sends \( m \) to itself, then \( p \) receives \( m \) instantaneously.

The preceding definition of a point-to-point network assumes that no failures occur. In the next section we consider some of the failures that can affect processes and links. These failures will be defined as violations of Properties (a)–(d). We will not allow the violation of Properties (b')–(d'); thus, Uniform Integrity holds even in networks with failures. We will also not allow the violation of the postulated property regarding messages sent by a process to itself.

### A.2 Networks with Omission Failures

Failures can be defined as deviations from correct behavior. In networks with omission failures, processes and links may violate Properties (a)–(d).

**Violating Property (a) of Processes:**

To model the violation of Property (a), we introduce a special event called **crash**. Every process \( p \) can execute a **crash** at any time\(^{22}\), and after doing so it stops executing further events. This is modeled by the addition of a new terminal state to the automaton associated with \( p \), and a transition from every other state of \( p \) to that terminal state. The event associated with such a transition is defined as a **crash**. We say that \( p \) **commits a crash failure** if it executes a **crash** event.

Since no event can follow **crash**, a process that crashes can execute only a finite number of events, and therefore completes only a finite number of steps. Thus, a process that crashes violates Property (a). We assume, however, that only processes that crash violate that property. That is, a process that does not crash completes an infinite number of steps.

---

\(^{22}\)In particular, a crash event may occur in the middle of a step, i.e., between the start and the end events of a step. This models a crash that interrupts the execution of a non-atomic operation in the middle.
Violating Properties (b), (c), and (d) of send and receive:

- Process \( p \) commits a send-omission failure on \( m \) if \( p \) completes the sending of \( m \) to \( q \) but \( m \) is never inserted into \( \text{omb}(p, q) \) (violation of Property (b)).

- The link from \( p \) to \( q \) commits an omission failure on \( m \) if \( m \) is inserted into \( \text{omb}(p, q) \) but \( m \) is never inserted into \( \text{imb}(p, q) \) (violation of Property (c)).

- Process \( q \) commits a receive-omission failure on \( m \) if \( m \) is inserted into \( \text{imb}(p, q) \) but \( q \) never receives \( m \) and does not crash (violation of Property (d)).

If a process or a link commits a failure, we say that it is faulty; otherwise it is correct. Recall that in networks with no failures, if \( p \) sends \( m \) to \( q \) then \( q \) eventually receives \( m \). The properties of point-to-point networks with omission failures imply:

- **Validity:** If \( p \) sends \( m \) to \( q \) and \( q \) does not receive \( m \), then one of the following holds:
  
  1. \( p \) does not complete the sending of \( m \), or
  2. \( p \) commits a send-omission failure on \( m \), or
  3. the link from \( p \) to \( q \) commits an omission failure on \( m \), or
  4. \( q \) commits a receive-omission failure on \( m \), or
  5. \( q \) crashes.

This formulation of Validity implies the simpler one stated in Section 6.1. It also implies the Strong Validity property given in Section 6.5 for systems where send-omission failures do not occur.

### A.3 Synchronous Networks with No Failures

Consider the sequence of events executed by a process. Since events are atomic, we can associate with each the real time at which it occurred. We say that \( p \) sends \( m \) at time \( t \) (respectively, \( q \) receives \( m \) at time \( t \)), if the **start** event of \( \text{send}(m) \) (respectively, the **end** event of \( \text{receive}(m) \)) occurs at time \( t \).

A point-to-point network with no failures is **synchronous** if, in addition to the properties of Section A.1, all processes and links satisfy Properties (e)–(i) below (in all our definitions for synchronous networks, the word “time” always refers to real time):

**Synchrony Properties of Processes:**

- **e. \( \tau \)-Local Step:** There is a known constant \( \tau \geq 0 \) such that no process completes a step later than \( \tau \) time units of when it started that step.
f. \textit{\(p\)-Clock Drift}: There is a known constant \(\rho \geq 0\) such that every process \(p\) has a local clock whose drift with respect to time is bounded by \(\rho\). That is, if \(C_p(t)\) denotes the value of the local clock of \(p\) at time \(t\), then for all \(t > t'\):
\[
\frac{1}{1 + \rho} \leq \frac{C_p(t) - C_p(t')}{t - t'} \leq 1 + \rho
\]

\textbf{Synchrony Properties of send and receive:}

There are known constants \(\tau_1, \tau_2,\) and \(\tau_3 \geq 0\), such that for any processes \(p\) and \(q\) connected by a link from \(p\) to \(q\):

- g. If \(p\) sends \(m\) to \(q\) at time \(t\), then \(m\) is not inserted into \(omb(p,q)\) after time \(t + \tau_1\).

- h. If \(m\) is inserted into \(omb(p,q)\) at time \(t\), then \(m\) is not inserted into \(imb(p,q)\) after time \(t + \tau_2\).

- i. If \(m\) is inserted into \(imb(p,q)\) at time \(t\), then \(q\) does not receive \(m\) after time \(t + \tau_3\).

Let \(\delta = \tau_1 + \tau_2 + \tau_3\). The properties of synchronous point-to-point networks imply:

- \(\delta\)-\textit{Timeliness}: There is a known constant \(\delta \geq 0\) such that for any processes \(p\) and \(q\) connected by a link, if \(p\) sends \(m\) to \(q\) at time \(t\) then \(q\) does not receive \(m\) after time \(t + \delta\).

\textbf{A.4 Synchronous Networks with Omission Failures}

In synchronous networks with omission failures, all processes and links satisfy all the synchrony properties (i.e., (e)–(i)), but some may violate Properties (a)–(d). The synchrony properties allow us to redefine crash and omission failures in a way that includes information about the time when each failure occurred.

\textbf{Violating Property (a) of Processes:}

As in Section A.2, we introduce a crash event which can be executed by any process \(p\) at any time, but after which \(p\) may not execute any event. We say that \(p\) \textit{crashes at time} \(t\) if it executes a crash event at time \(t\).

\textbf{Violating Properties (b), (c), and (d) of send and receive:}

- \(\triangleright\) Process \(p\) commits a send-omission failure on \(m\) during \([t, t + \tau_1]\) if \(p\) sends \(m\) to \(q\) at time \(t\), completes the sending of \(m\), but \(m\) is never inserted into \(omb(p,q)\) (violation of Property (b) for a message \(m\) sent at time \(t\)).

- \(\triangleright\) The link from \(p\) to \(q\) commits an omission failure on \(m\) during \([t, t + \tau_2]\) if \(m\) is inserted into \(omb(p,q)\) at time \(t\) but \(m\) is never inserted into \(imb(p,q)\) (violation of Property (c) for a message \(m\) inserted into \(omb(p,q)\) at time \(t\)).

- \(\triangleright\) Process \(q\) commits a receive-omission failure on \(m\) during \([t, t + \tau_3]\) if \(m\) is inserted into \(imb(p,q)\) at time \(t\) but \(q\) never receives \(m\) and does not crash by time \(t + \tau_3\) (violation of Property (d) for a message \(m\) inserted into \(imb(p,q)\) at time \(t\)).
A.5 Synchronous Networks with Clock and Performance Failures

In synchronous networks with clock and performance failures, processes and links may violate the synchrony properties (e), (f), (g), (h), and (i).

Violating Synchrony Properties (e) and (f) of Processes:

- Process \( p \) commits a performance failure if \( p \) completes a step later than \( \tau \) time units of when it started that step (violation of Property (e)).

- Process \( p \) commits a clock failure if during some time interval the local clock \( C_p \) of \( p \) drifts more than \( \rho \) with respect to real time (violation of Property (f)).

Violating Synchrony Properties (g), (h), and (i) of send and receive:

- Process \( p \) commits a performance failure on the sending of \( m \) if \( p \) sends \( m \) to \( q \) at time \( t \) and \( m \) is inserted into \( omb(p, q) \) after time \( t + \tau_1 \) (violation of Property (g)).

- The link from \( p \) to \( q \) commits a performance failure on \( m \) if \( m \) is inserted into \( omb(p, q) \) at time \( t \) and \( m \) is inserted into \( imb(p, q) \) after time \( t + \tau_2 \) (violation of Property (h)).

- Process \( q \) commits a performance failure on the receipt of \( m \) if \( m \) is inserted into \( imb(p, q) \) at time \( t \) and \( q \) receives \( m \) after time \( t + \tau_3 \) (violation of Property (i)).

A.6 Classification of Failures and Terminology

In the preceding sections, we have defined crash, send-omission, receive-omission failures of processes, and omission failures of links. For synchronous systems, we also defined performance and clock failures of processes, and performance failures of links.

It is convenient to group failures into two classes that include both process and link failures:

- **omission failures** consist of crash, send-omission, and receive-omission failures of processes, as well as link omission failures.

- **timing failures** consist of omission, clock and performance failures.

A network with a certain class of failures, is one where processes and links may commit any of the failures included in that class, but no other failures. Thus, a network with omission failures is not subject to clock, performance, or arbitrary failures. Similarly, one with timing failures is not subject to arbitrary failures. **Benign failures** is synonymous to omission failures in asynchronous networks and to timing failures in synchronous networks.

We have not included arbitrary failures among the types of process and link failures defined in this appendix, since these failures are only considered in passing in this paper. It is not difficult to incorporate such failures in the framework of our model. Recall that
we defined a network with no process or link failures by stating various properties that the processes and links must satisfy. The types of failures considered so far were defined as specific violations of some of these properties. We say that a process or link commits arbitrary failures if it can violate arbitrarily the properties that specify its correct behavior.
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