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1. Introduction. In this paper, we consider the following quadratic programming problem:

\[
\min_{x \in \mathbb{R}^n} \{ q(x) = \frac{1}{2} x^T H x + c^T x \}
\]

subject to \[ Ax = b \]
\[ l \leq x \leq u, \]

where \( H \in \mathbb{R}^{n \times n} \) is symmetric and, in general, indefinite; \( c \in \mathbb{R}^n, A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^m, \]
\[ l \in \{ \mathbb{R} \cup \{-\infty\} \}^n, u \in \{ \mathbb{R} \cup \{\infty\} \}^n, \]
and, without loss of generality, \( l < u \). When \( H \) is indefinite, we are interested in locating a local minimizer and call such a minimizer a solution to (1.1).

Problem (1.1) has been studied intensively due to its importance in optimization: many real world problems are posed in the form (1.1). In addition, many algorithms for general nonlinear programming require successively solving subproblems of this form (e.g., "SQP" methods).

Surprisingly, problem (1.1) is very difficult to solve from a complexity point of view. Obtaining a global minimizer is NP-hard; moreover, unless sufficiently strong nondegeneracy assumptions are in force, Murty and Kabadi [16] establish that even obtaining a local minimizer is NP-hard. Nevertheless, the efficient determination of a local minimizer to (1.1), or at least a point satisfying second-order necessary conditions, is often possible in practise. Computational complexity questions regarding a bound on the number of steps, polynomial time guarantees, etc., are questions which we do not address in this paper. Vavasis [21], for example, discusses computational complexity as applied to quadratic programming and other optimization problems.

There are basically two kinds of existing approaches for solving (1.1) in the general case. The most popular strategies follow an active-set or gradient projection philosophy: a piecewise linear path is generated, following faces of the polytope defined by (1.1), e.g., [1], [2], [3], [6], [9], [10], [11], [15], [22]). These methods usually generate a finite sequence of intermediate "approximations". An alternative philosophy is to generate an infinite sequence of strictly feasible (or interior) points, converging in the limit to a local solution. There has been a recent resurgence of interest in such methods for linear programming, and to some degree quadratic programming, especially the convex case, e.g., [12], [5], [8], [17], [23], [24]). Most recently, Ye [24] proposed an affine scaling (interior) method for the general quadratic programming problem (1.1). Ye's method generates a sequence of points converging, in the limit, to a feasible point that satisfies first-order and second-order necessary optimality conditions. The convergence rate of Ye's algorithm is believed to be linear.

In this paper, we propose an interior Newton method using the trust region idea and a new scaling strategy. Our algorithm bears some similarity to Ye's in that the computational cost of each iteration is almost the same and both methods are "interior", i.e., all the iterates stay in the strict interior of the feasible region. But the methods differ in three important ways. First, our proposed method has quadratic convergence properties. Second, in the limit, the resulting linear system of our proposed algorithm is better conditioned\(^1\). Third, the convergence properties of our algorithm are established under weaker assumptions. Preliminary numerical experiments indicate that the new algorithm is efficient. A related work for box-constrained

\(^1\) See the comment in Section 6 (Concluding Remarks).
minimization problems is given in [5].

Conditions for a point \( x \in \mathbb{R}^n \) to be a local minimizer of (1.1) are well-known and can be phrased as follows: Let

\[
\mathcal{F} \overset{\text{def}}{=} \{ x \in \mathbb{R}^n : Ax = b, \ l \leq x \leq u \}
\]

be the feasible point set. If \( x \) is a solution to (1.1), then \( \exists w \in \mathbb{R}^m \) such that

\[
\text{feasibility: } \quad x \in \mathcal{F},
\]

\[
\text{first-order: } \begin{cases} 
(Hx + c + ATw)_i = 0, & \text{if } l_i < x_i < u_i \\
(Hx + c + ATw)_i > 0, & \text{if } x_i = l_i \\
(Hx + c + ATw)_i \leq 0, & \text{if } x_i = u_i,
\end{cases}
\]

\[
\text{second order: } \quad H \geq 0 \text{ in } \mathcal{N},
\]

where

\[
\mathcal{N} = \mathcal{N}(x) \overset{\text{def}}{=} \{ s \in \mathbb{R}^n : As = 0; s_i = 0, \ \forall i \in \mathcal{A}(x) \},
\]

and

\[
\mathcal{A}(x) \overset{\text{def}}{=} \{ i : x_i = l_i \text{ or } x_i = u_i \}.
\]

Conditions (1.3)-(1.5) are necessary optimality conditions. Sufficiency conditions are: \( \exists w \in \mathbb{R}^m \) such that

\[
\text{feasibility: } \quad x \in \mathcal{F},
\]

\[
\text{first-order: } \begin{cases} 
(Hx + c + ATw)_i = 0, & \text{if } l_i < x_i < u_i \\
(Hx + c + ATw)_i > 0, & \text{if } x_i = l_i \\
(Hx + c + ATw)_i < 0, & \text{if } x_i = u_i,
\end{cases}
\]

\[
\text{second order: } \quad H > 0 \text{ in } \mathcal{N}.
\]

The multiplier \( w \) mentioned above is referred to as the Lagrange multiplier.

For a given pair \( l \leq x \leq u, \ w \in \mathbb{R}^m \), let

\[
g = g(x, w) = Hx + c + ATw,
\]

and define a vectors \( \tilde{v} \in \mathbb{R}^n \) as follows: for \( i = 1, \ldots, n, \)

\[
\tilde{v}(x)_i = \begin{cases} 
\min(x_i - l_i, u_i - x_i), & \text{if } l_i > -\infty \text{ or } u_i < \infty \\
1, & \text{otherwise}.
\end{cases}
\]

We also define a map \( \mathcal{M}_x = \mathcal{M}(x) : \mathbb{R}^n \rightarrow \mathbb{R}^n \) as follows: if \( \eta = \mathcal{M}_x(\xi), \) then

\[
\eta_i = \begin{cases} 
x_i - u_i, & \text{if } \xi_i < 0 \text{ and } u_i < \infty \\
-\max(1, \tilde{v}_i), & \text{if } \xi_i < 0 \text{ and } u_i = \infty \\
x_i - l_i, & \text{if } \xi_i \geq 0 \text{ and } l_i > -\infty \\
\max(1, \tilde{v}_i), & \text{if } \xi_i \geq 0 \text{ and } l_i = -\infty.
\end{cases}
\]

Let

\[
v \overset{\text{def}}{=} \mathcal{M}_x(g).
\]
Clearly,

\begin{equation}
0 \leq \tilde{v}_i \leq |v_i|, \quad \forall i.
\end{equation}

Let \(^*\) denote componentwise multiplication. It is easy to see that (1.3) and (1.4) are equivalent to the nonlinear system

\begin{equation}
F(x, w) \overset{\text{def}}{=} \begin{bmatrix}
v \cdot g \\
Ax - b
\end{bmatrix} = 0,
\end{equation}

which implies

\begin{equation}
\tilde{F}(x, w) \overset{\text{def}}{=} \begin{bmatrix}
\tilde{v} \cdot g \\
Ax - b
\end{bmatrix} = 0.
\end{equation}

Suppose \(x \in \text{int}(\mathcal{F}) \overset{\text{def}}{=} \{x \in \mathcal{F} : l < x < u\}, w \in \mathcal{R}^m\) are given. It is reasonable to look for a direction \((s, s')\), with respect to the variable pair \((x, w)\), with the following three properties:

\begin{equation}
(i) \quad s \text{ is a feasible direction with respect to } x, \text{ i.e., } As = 0;
\end{equation}

\begin{equation}
(ii) \quad s \text{ is a descent direction for } q(x);
\end{equation}

\begin{equation}
(iii) \quad (s, s') \text{ is a Newton direction with respect to (1.16) or (1.17) in a neighborhood of a solution}.
\end{equation}

In the following sections, we propose an algorithm which generates directions satisfying (1.18) - (1.20). We establish global and quadratic convergence properties.

In Section 2, we motivate the basic generic method, algorithm \textbf{Interior-Newton}. In Sections 3 and 4, we discuss the strong convergence properties of a particular implementation of the basic method, i.e., algorithm \textbf{Interior-Newton}\(_1\). In Section 5, we give an accelerated version of the basic method, algorithm \textbf{Interior-Newton}\(_2\), and discuss results of preliminary numerical experiments. (In the Appendix we show that the accelerated version of the basic algorithm maintains the theoretical convergence properties of the basic method.) Finally, in Section 6, we have some concluding remarks and observations.

\textbf{2. The Basic Algorithm.} The basic algorithm can be motivated in the following way. Let \(\tilde{v}\) be either \(v\) or \(\tilde{v}\) and \(\tilde{F}\) be either \(F\) or \(\tilde{F}\). Suppose \(x \in \text{int}(\mathcal{F})\), \(w \in \mathcal{R}^m\) are given such that at \((x, w)\), \(\tilde{F}\) is differentiable and \(\nabla \tilde{F}\) is nonsingular. The Newton direction with respect to \(\tilde{F} = 0\) is defined as the solution to

\begin{equation}
\nabla \tilde{F} p' = -\tilde{F},
\end{equation}

where (Matlab notation \(\text{diag}(\cdot)\) will be used to denote a diagonal matrix whose diagonal elements are the specified vector)

\begin{equation}
\nabla \tilde{F} = \begin{bmatrix}
\text{diag}(g) \ast (\nabla_x \tilde{v}) + \text{diag}(\tilde{v})H & \text{diag}(\tilde{v})A^T \\
A & 0
\end{bmatrix}, \quad p' = \begin{bmatrix}
p \\
p_w
\end{bmatrix}.
\end{equation}
System (2.2) leads to the approximation
\begin{equation}
\begin{aligned}
Mp + A^T p_w &= -g \\
Ap &= 0,
\end{aligned}
\end{equation}
where
\begin{equation}
M = H + (\text{diag}(\hat{v})^{-1} \ast (\nabla x \hat{v}) \ast \text{diag}(\text{sign}(g))) \ast \text{diag}(|g|).
\end{equation}
Motivated by (2.4) and in the interests of generality, let us assume that \( M \) is a matrix of the form
\begin{equation}
M = H + D^{-2} \text{diag}(|g|).
\end{equation}
Clearly, in some neighborhood of a solution where the sufficiency conditions hold, \( \text{diag}(\hat{v})^{-1} \ast (\nabla x \hat{v}) \ast \text{diag}(\text{sign}(g)) \geq 0 \), and (2.4) is recovered from (2.5) if \( D = (\text{diag}(\hat{v})^{-1} \ast (\nabla x \hat{v}) \ast \text{diag}(\text{sign}(g)))^{\frac{1}{2}} \); however, for the remainder of this section we assume only that \( M \) has the form (2.5) and \( D \) is a positive diagonal matrix.
Assume \( Z \) is a matrix such that \( \text{null}(A) \equiv \langle Z \rangle \), where \( \langle \cdot \rangle \) denotes the subspace spanned by the columns of a matrix. When \( Z^T M Z \) is nonsingular and \( A \) is of full row rank, we may solve (2.3) as follows: first, we solve
\begin{equation}
Z^T M Z y = -Z^T g
\end{equation}
for \( y \), then
\begin{equation}
p = Z y, \quad \text{and} \quad p_w = -(A A^T)^{-1} A (Mp + g).
\end{equation}
To ensure a well-defined descent direction, we solve
\begin{equation}
\min_y \{ y^T Z^T g + \frac{1}{2} y^T Z^T M Z y : \|D^{-1} Z y\| \leq \Delta \},
\end{equation}
and let \( p = Z y \), where \( D \) is a positive diagonal scaling matrix and \( \Delta \in [\Delta_l, \Delta_u] \) for some given \( 0 < \Delta_l < \Delta_u \). Equivalently, the direction \( p \) is the solution to
\begin{equation}
\min_p \{ \psi(p) \equiv p^T g + \frac{1}{2} p^T M p : Ap = 0, \|D^{-1} p\| \leq \Delta \}.
\end{equation}
Note that subproblems (2.8) and (2.9) have the disturbing property that some elements of \( M \) may approach infinity as some diagonal components of \( D \) go to zero. However, substitution of the scaling matrix \( D \) can ameliorate this problem. Specifically, let \( \tilde{Z} \) be a matrix with orthogonal columns such that
\begin{equation}
\langle \tilde{Z} \rangle = \text{null}(\tilde{A}), \quad \text{where} \quad \tilde{A} = AD.
\end{equation}
Assume that \( D^{-1} Z \) has full column rank, we solve
\begin{equation}
\min_p \{ \tilde{\psi}(p) \equiv p^T \tilde{Z}^T \tilde{g} + \frac{1}{2} p^T \tilde{M} \tilde{Z} \tilde{p} : \|\tilde{p}\| \leq \Delta \},
\end{equation}
where
\begin{equation}
\tilde{M} = D M D = D H D + \text{diag}(|g|), \quad \text{and} \quad \tilde{g} = D g.
\end{equation}
Then
\begin{equation}
(2.13) \quad p = D\tilde{Z}\tilde{p}.
\end{equation}

Note that all the elements of $\tilde{M}$ are bounded. Also,
\begin{equation}
(2.14) \quad \psi(p) = \tilde{\psi}(\tilde{p}).
\end{equation}

It is well known (see, e.g., [20]) that if $\tilde{p}$ is the solution to (2.11), then $\exists \lambda \geq 0$ such that
\begin{equation}
(2.15) \quad (\tilde{Z}^T \tilde{M} \tilde{Z} + \lambda I)\tilde{p} = -\tilde{Z}^T \tilde{g},
\end{equation}
\begin{equation}
(2.16) \quad \tilde{Z}^T \tilde{M} \tilde{Z} + \lambda I \geq 0,
\end{equation}
and
\begin{equation}
(2.17) \quad \lambda(\Delta - \|\tilde{p}\|) = 0.
\end{equation}

By the definition of $\tilde{Z}$, $\exists p_w \in \mathcal{R}^m$ such that
\begin{equation}
(2.18) \quad (\tilde{M} + \lambda I)\tilde{p} + \tilde{g} + A^T p_w = 0,
\end{equation}
or equivalently,
\begin{equation}
(2.19) \quad (M + \lambda D^{-2})p + g + A^T p_w = 0.
\end{equation}

If $(\tilde{A}A^T)^{-1}$ exists, then
\begin{equation}
(2.20) \quad p_w = -((\tilde{A}A^T)^{-1} \tilde{A}((\tilde{M} + \lambda I)\tilde{p} + \tilde{g}),
\end{equation}
which is the least square solution to (2.18).

When moving in the direction $p$, starting from a feasible point, a variable may reach a bound. Therefore, to maintain strict feasibility and yet allow the solution (which may have some of the variables at their bounds) to be approached asymptotically (sufficiently fast) we define a “step back” procedure as follows. For each $k$, compute $\beta^k$ and $\alpha^k$ by a function \textit{stepback}:
\begin{equation}
(2.21) \quad [\beta^k, \alpha^k] = \text{stepback}(x^k, p^k, \theta^k, l, u, r_1, r_2),
\end{equation}
then,
\begin{equation}
(2.22) \quad x^{k+1} = x^k + \alpha^k p^k,
\end{equation}
where\footnote{By Lemma 3.10, $\theta = 0$ if and only if the first-order and second-order necessary optimality conditions are satisfied. So $\theta$ is a good measure of the optimality.}
\begin{equation}
(2.23) \quad \theta^k \overset{\text{def}}{=} \frac{\|v^k \ast g^k\| + |\psi^k(p^k)|}{1 + \|v^k \ast g^k\| + |\psi^k(p^k)|},
\end{equation}
and $r_1 \in (0, 1)$ is given, and $r_2 = 1$. 


The function *stepback* is defined as follows:

\[ \text{function stepback} \]
\[ \text{function } [\beta, \alpha] = \text{stepback} (x, p, \theta, l, u, \tau_1, \tau_2, k) \]

\[ BR = \max\{(l - x)/p, (u - x)/p\}, \]
\[ \beta = \min_{1 \leq i \leq n}\{BR_i\}, \]
\[ \rho = \max(\tau_1, 1 - \theta), \quad (i f \ k = 0, \ v e t \ \rho = \tau_1) \]
\[ \alpha = \min(\tau_2, \rho \beta). \]

A possible way to update the multiplier is based on the fact that at a local minimizer,

\[ \text{diag}(\tilde{v})(Hx + c + ATw) = \tilde{v} \cdot g = 0. \]

So if \( A \cdot \text{diag}(\tilde{v}) \cdot AT \) is nonsingular, the multiplier can be expressed as

\[ w = -(\text{Adiag}(\tilde{v})A^T)^{-1}\text{Adiag}(\tilde{v})(Hx + c). \]

Hence we may compute

\[ w^k = -(A \cdot \text{diag}(\tilde{v}^k) \cdot AT)^{-1}A \cdot \text{diag}(\tilde{v}^k)(Hx^k + c), \quad \forall k. \]

In this case,

\[ g = Hx + c + ATw \]
\[ = (I - AT(A \cdot \text{diag}(\tilde{v}) \cdot AT)^{-1}A \cdot \text{diag}(\tilde{v}))(Hx + c) \]

which is a projection of \( \nabla q(x) = Hx + c \) into the null space of \( A \cdot \text{diag}(\tilde{v}) \), and \( \text{diag}(\tilde{v}^2) \cdot g \) is the orthogonal projection of \( \text{diag}(\tilde{v}^2) \cdot (Hx + c) \) into the null space of \( A \cdot \text{diag}(\tilde{v}^2) \).

Global convergence properties require sufficient reduction in the objective function. In general, the truncated step \( \alpha_kp^k \), where \( p^k \) solves (2.9) and \( \alpha_k \) is determined by function *stepback*, does not guarantee sufficient reduction; therefore, similar to the strategy used in [5], a (truncated) scaled gradient computation is required to "augment" the truncated step \( \alpha_kp^k \). To this end let \( w \) solve the following equation:

\[ AD^2g = AD^2(Hx + c + ATw) = 0, \]

which is satisfied if \( AD^2AT \) is nonsingular and \( w \) is the solution to

\[ (AD)^TW = D(Hx + c). \]

Let

\[ y = \frac{\bar{g}}{\|\bar{g}\|}, \]

and

\[ p_g = \mu Dy = \frac{\mu D\bar{g}}{\|\bar{g}\|}, \]

\[ y = \frac{\bar{g}}{\|\bar{g}\|}, \]

and

\[ p_g = \mu Dy = \frac{\mu D\bar{g}}{\|\bar{g}\|}, \]
where, to match with the formulation in (2.11), $\mu$ is defined as a solution to the following problem:

\[(2.36)\quad \min_{\mu \in \mathcal{R}} \{ \psi_2(\mu) \triangleq \mu y^T \bar{g} + \frac{\mu^2}{2} y^T \bar{M} y : |\mu| \leq \Delta \} . \]

It is clear that

\[(2.37)\quad \psi(p) = \psi_2(\mu), \quad Ap = 0, \]

and, similar to (2.15) - (2.17), $\exists \lambda_g \geq 0$ such that

\[(2.38)\quad (y^T \bar{M} y + \lambda_g) \mu = -y^T \bar{g}, \]

\[(2.39)\quad y^T \bar{M} y + \lambda_g \geq 0, \]

and

\[(2.40)\quad \lambda_g (\Delta - |\mu|) = 0. \]

Also, we may compute $\beta_g$ and $\alpha_g$ using function stepback:

\[(2.41)\quad [\beta_g^k, \alpha_g^k] = \text{stepback}(x^k, p_g^k, \theta^{k-1}, l, u, \tau_1, \tau_2), \]

where $\tau_1, \tau_2 \in (0, 1)$ are given. We use $\theta^{k-1}$ here because $\psi^k(p^k)$ may not be available yet when we compute $p_g^k$. Note that by (2.27),

\[(2.42)\quad \alpha_g^k \leq \tau_2 < 1, \quad \forall k. \]

We can now state the basic generic algorithm.

**Algorithm Interior-Newton**

Let $x^0 \in \text{int}(\mathcal{F})$ be given.

For $k = 0, 1, 2, \cdots$

1. Determine $D^k$, and compute $w^k$, e.g., by (2.33).
2. Compute $s^k$ such that $x^k + s^k \in \text{int}(\mathcal{F})$, e.g., $s^k$ is an affine combination of $\alpha_g^k p^k$ and $\alpha_g^k p_g^k$, defined by (2.13), (2.27), (2.35) and (2.41), respectively.
3. Update $x^{k+1} = x^k + s^k$.

Algorithm **Interior-Newton** allows for considerable freedom in its definition; for example, the positive diagonal matrix $D^k$ is unspecified. Two natural choices are $D^k = (\bar{V}^k)^{\frac{1}{2}}$ and $D^k = |V^k|^{\frac{1}{2}}$. We consider each choice in turn. In the next two sections we consider the convergence properties of algorithm **Interior-Newton** when $D^k = (\bar{V}^k)^{\frac{1}{2}}$: we call this version of the basic algorithm, **Interior-Newton$_1$**.

3. Convergence of Algorithm Interior-Newton$_1$. In this section we establish global convergence properties of algorithm **Interior-Newton** when the
diagonal scaling matrix, $D^k$, is chosen $D^k = (\bar{V}^k)^{\frac{1}{2}}$; \textbf{Interior-Newton}_1 denotes this specification of the basic algorithm.

In this and the following section, the notations \{$s^k$, \{$x^k$, \{$w^k$, and \{$D^k = (\bar{V}^k)^{\frac{1}{2}}$\ are reserved for the sequences in algorithm \textbf{Interior-Newton}_1. In each iteration,

$$\Delta^k \in [\Delta_l, \Delta_u],$$

where $0 < \Delta_l < \Delta_u < \infty$ are two given scalars.

We will drop the superscript $k$ sometimes when there is no confusion. All the norms considered here are $\| \cdot \|_2$ except where otherwise specified. When needed, we denote $f^k = f(x^k)$ (or $f(x^k, w^k)$) for any function $f(x)$ (or $f(x, w)$). Sometimes, we use the capital letter to denote $\text{diag}(\cdot)$ for a given vector. For example, $\bar{V} \overset{\text{def}}{=} \text{diag}(\bar{v})$ and $|G| = \text{diag}(|g|)$.

The following lemma defines a few basic equalities used throughout the remainder of this paper.

\begin{lemma}
Let $\bar{p}$, $p$ and $\beta$ be defined by (2.11), (2.13) and (2.25). Let $\mu$, $y$, $p_g$ and $\beta_g$ be defined by (2.36), (2.34), (2.35) and (2.41). Then

$$q(x) - q(x + s) = -\psi(s) + \frac{1}{2} s^T D^{-2} |G| s;$$

$$\psi(\sigma p) = \bar{\psi}(\sigma \bar{p}) = -\sigma (1 - \frac{\sigma}{2} \bar{\beta}^T (\bar{Z}^T \bar{M} \bar{Z} + \lambda I) \bar{p} - \frac{\sigma^2}{2} \lambda \|\bar{p}\|^2 \leq 0, \forall \sigma \in [0, \min(1, \beta)];$$

$$\psi(\sigma p_g) = \psi_g(\sigma \mu) = -\sigma (1 - \frac{\sigma}{2}) (y^T \bar{M} y + \lambda_g) \mu^2 - \frac{\sigma^2}{2} \lambda_g \mu^2 \leq 0, \forall \sigma \in [0, \min(1, \beta_g)].$$

\end{lemma}

\textbf{Proof.} (i) is a direct consequence of the definition of $\psi$. (ii) and (iii) are true by (2.15), (2.16), (2.38), and (2.39).

Throughout this paper, the following two assumptions will be in force.

\begin{itemize}
\item[(AS1)] The level set $\mathcal{L} = \{x \in \mathcal{F} : q(x) \leq q(x^0)\}$ is compact.
\item[(AS2)] $\bar{A} \bar{V} A^T$ is nonsingular $\forall x \in \mathcal{L}$.
\end{itemize}

The assumption (AS1) is standard and condition (AS2) is a nondegeneracy assumption. By (AS1) and (AS2), $\exists C_1 > 0$ such that

$$\|(A \bar{V} A^T)^{-1}\| \leq C_1, \forall x \in \mathcal{L},$$

By (1.15) and (AS2), we see that $A|V|A^T$ is nonsingular and we may choose $C_1$ sufficiently large so that

$$\|(A|V|A^T)^{-1}\| \leq C_1, \forall x \in \mathcal{L}, \forall w \in \mathbb{R}^m.$$

To distinguish from the computed $w^k$, for any $x \in \mathcal{L}$, we let $w_{ls} = w_{ls}(x)$ denote the solution to

$$\begin{align*}
(AD)^T w &\overset{\text{LS}}{=} -D(Hx + c),
\end{align*}$$
and

\[(3.8) \quad g_{ls} = g_{ls}(x) = Hx + c + A^T w_{ls}.\]

For a specific \(x^*\), we write

\[(3.9) \quad w_{ls}^* \overset{\text{def}}{=} w_{ls}(x^*) \quad \text{and} \quad g_{ls}^* \overset{\text{def}}{=} H x^* + c + A^T w_{ls}^*.\]

By (AS2), we have

\[(3.10) \quad w_{ls}^k = -(A V_k A^T)^{-1} A V_k (H x^k + c), \quad \forall k.\]

Accordingly,

\[(3.11) \quad g_{ls}^k = H x^k + c + A^T w_{ls}^k,\]

while

\[(3.12) \quad g^k = H x^k + c + A^T w^k.\]

A condition we need for \(\{w^k\}\) is as follows:

(CD1) We say that \(\{w^k\}\) satisfies (CD1) if \(w_{kj} \rightarrow w_{ls}^*\) whenever \(x_{kj} \rightarrow x^* \in \mathcal{C}\),

where \(\mathcal{C}\) is a complementarity set which is defined by

\[(3.13) \quad \mathcal{C} \overset{\text{def}}{=} \{ x \in \mathcal{F} : \mathring{\nu} \ast (H x + c + A^T w) = 0 \text{ for some } w \in \mathcal{R}^m \}.\]

Clearly (CD1) can be satisfied in practice. For example, choose \(w^k = w_{ls}^k\) for all \(k\).

To ensure convergence we need to guarantee that the reduction in the quadratic model \(\psi^k\) is a fraction of the reduction obtained by the (truncated) scaled gradient step. The following condition formalizes this.

Let \(\gamma > 0\) be given.

(CD2) We say that a vector \(\xi\) satisfies (CD2) if

\[
\psi^k(\xi) \leq \gamma \psi^k(\alpha^k p^k),
\]

where \(\alpha^k\) and \(p^k\) are defined by (2.41) and (2.35).

We note that similar conditions have been used in [5] and [14] for box-constrained and unconstrained problems respectively.

**Theorem 3.2.** Let \(\{s^k\}\) be generated by Algorithm Interior-Newton\(_1\). Suppose \(s^k\) satisfies (CD2) for all \(k\) sufficiently large. Then \(\{q(x^k)\}\) converges and

\[(3.14) \quad D^k g_{ls}^k \rightarrow 0.\]

**Proof.** For all \(k\) sufficiently large, by (3.2), (CD2) and (3.4),

\[(3.15) \quad q(x^k) - q(x^k+1) \geq -\gamma \psi^k(\alpha^k p^k) \geq 0.\]
So \( \{q(x^k)\} \) is monotonically decreasing, therefore, \( \{q(x^k)\} \) converges by (AS1). To show (3.14), using (3.15) and (3.4) again, we have

\[
\alpha_g^k \left( 1 - \frac{(\alpha_g^k)^2}{2} \right) \left( (y^k)^T \bar{M} y^k + \lambda_g^k \right) (\mu^k)^2 \to 0.
\]

Using (2.38) and (2.34), we have

\[
(y^T \bar{M} y + \lambda_g)\mu = -y^T D g_{ls} = -\|D g_{ls}\|.
\]

So if (3.14) is false, then \( \exists \epsilon > 0 \) and a subsequence \( \{k_j\} \) such that

\[
\|D_{k_j} g_{ls}^j \| \geq \epsilon.
\]

Applying (3.17), we see that \( ((y^{k_j})^T \bar{M}^{k_j} y^{k_j} + \lambda_g^{k_j}) (\mu^{k_j})^2 \) is bounded away from zero. Hence (3.16) and (2.27) imply

\[
\alpha_{g}^{k_j} \to 0.
\]

Therefore, by (2.27), \( \beta_{g}^{k_j} \to 0. \) Since \( n \) is finite, from the definition of \( \beta_{g} \), we may (without loss of generality) assume that \( \beta_{g}^{k_j} = \frac{u_1 - x_1^{k_j}}{(p_{g}^{k_j})_1} \). Note that \( \|p_{g}^k\| \leq \Delta_u \|D^k\| \) is bounded by (2.35) and (AS1), so \( u_1 - x_1^{k_j} \to 0 \) and when \( k_j \) is sufficiently large, \( \tilde{v}_1^{k_j} = u_1 - x_1^{k_j} \to 0. \) But by (2.35),

\[
\frac{\|D_{k_j} g_{ls}^j \|}{(\mu^{k_j} g_{ls}^j)_1} = \frac{\tilde{v}_1^{k_j}}{(p_{g}^{k_j})_1} \to 0.
\]

Therefore, we must have \( \|D_{k_j} g_{ls}^j \| \to 0 \) since \( |\mu^{k_j} g_{ls}^j|_1 \) is bounded above. This contradicts (3.18).

**Corollary 3.3.** Let \( \{x^k\} \) be generated by Algorithm Interior-Newton1. Suppose \( x^* \) is any limit point of \( \{x^k\} \) and \( x^{k_j} \to x^* \). If \( s^k \) satisfies (CD2) for all \( k \) sufficiently large, then

\[
\tilde{v}^* \cdot g_{ls}^* = \tilde{v}^* \cdot (H x^* + c + A^T w_{ls}^*) = 0.
\]

Furthermore, if \( \{w^k\} \) satisfies (CD1), then

\[
w^{k_j} \to w_{ls}^*.
\]

**Proof.** It is clear that \( w_{ls}^{k_j} \to w_{ls}^* \). So by Theorem 3.2, (3.21) holds, and then, (3.22) is true by (CD1).

Next we show that \( \{x^k\} \) is convergent. We define

\[
S = \{x : x \text{ is a limit point of } \{x^k\}\},
\]

and, \( \forall x^* \in S \),

\[
B^* = B(x^*) = \{x \in \mathcal{F} : x_i = x_i^*, \forall i \in \mathcal{A}^*\},
\]

\[
B_i^* = B_i^* (x^*) = \{x \in B^* : \tilde{v}_i \neq 0, \forall i \text{ such that } \tilde{v}_i^* \neq 0\}.
\]
By Corollary 3.3 and (AS1), \( C \supseteq \mathcal{S} \neq \emptyset \) if \( s^k \) satisfies (CD2) for all \( k \) sufficiently large. It is easy to see that \( B^* \) is the face of \( \mathcal{F} \) which includes \( x^* \) while \( B^*_I \) is the (relative) interior of \( B^* \). Usually, \( x^* \in B^*_I \subset B^* \). But when \( x^* \) is a vertex, \( x^* = B^*_I = B^* \).

We will use the following notations: given any index set \( \mathcal{I} \), any matrix \( A \in \mathcal{R}^{m \times n} \), and any vector \( x \in \mathcal{R}^n \), let \( A_I \) denote the submatrix of \( A \) which consists of those columns of \( A \) with their column indices in \( \mathcal{I} \), and let \( x_I \) denote the subvector of \( x \) which consists of those components of \( x \) with their row indices in \( \mathcal{I} \). We assume the following strict complementarity condition throughout this paper:

(AS3) \( \forall x \in C, \) if \( (Hx + c + ATw)_i = 0 \), then \( \tilde{v}_i \neq 0 \).

Under assumption (AS3), if \( x^* \in C \), then

\[
(A^{*c} = \{i : l_i < x_i^* < u_i\} = \{i : (g_{i}^*)_i = 0\},
\]

where \( A \) is defined by (1.7).

The following crucial result depends on the fact that \( q \) is a quadratic function.

**Lemma 3.4.** Suppose \( x^* \in C \cap L \). Then \( B_I^* \cap (C \cap L) = x^* \).

**Proof.** The lemma is clearly true if \( x^* \) is a vertex. Now assume \( x^* \) is not a vertex. If the lemma is false, then \( \exists x^* \in B_I^* \cap (C \cap L) \) and \( x^* \neq x^* \). Let

\[
(3.26) \quad x(t) = x^* + t(x^* - x^*), \quad \forall t \geq 0.
\]

Then

\[
(3.27) \quad Ax(t) = b \quad \text{and} \quad x(t)_{A^*} = x_{A^*}^*, \quad \forall t \geq 0.
\]

By (AS2), \( A_{A^*} \) has full row rank. Hence the projection matrix into \( \text{null}(A_{A^*}) \)

\[
(3.29) \quad P^* \overset{\text{def}}{=} I - A_{A^*}^T(A_{A^*}A_{A^*}^T)^{-1}A_{A^*},
\]

is well-defined. By (3.13), \( \exists w^* \) and \( w^* \) such that

\[
(3.30) \quad D^*(Hx^* + c + ATw^*) = 0,
\]

\[
(3.31) \quad D^*(Hx^* + c + ATw^*) = 0.
\]

Since \( x^*, x^* \in B_I^* \), we have \( \tilde{v}_{A^*} > 0 \) and \( \tilde{v}_{A^*} > 0 \). Hence

\[
(3.32) \quad (Hx^* + c + ATw^*)_{A^*} = 0,
\]

\[
(3.33) \quad (Hx^* + c + ATw^*)_{A^*} = 0.
\]

Note that \( (A^T w)_{A^*} = A_{A^*}^Tw, \forall w \in \mathcal{R}^m \), we have

\[
(3.34) \quad P^*(Hx^* + c)_{A^*} = P^*(Hx^* + c + ATw^*)_{A^*} = 0,
\]

\[
(3.35) \quad P^*(Hx^* + c)_{A^*} = P^*(Hx^* + c + ATw^*)_{A^*} = 0,
\]

and,

\[
(3.36) \quad P^*(H(x^* - x^*))_{A^*} = 0.
\]
It follows from (3.34), (3.36) and (3.27),

\[(3.37) \quad P^*(H x(t) + c)_{A^*c} = P^*(H x^* + c)_{A^*c} + tP^*(H(x^* - x^*))_{A^*c} = 0, \forall t \geq 0.\]

So, \(\forall t \geq 0, \exists w(t) \in \mathbb{R}^m\) such that

\[(3.38) \quad (H x(t) + c)_{A^*c} = -A^T_{A^*c} w(t),\]

i.e.,

\[(3.39) \quad (H x(t) + c + A^T w(t))_{A^*c} = 0, \forall t \geq 0.\]

Applying (3.39) and the second equality of (3.28), we have

\[(3.40) \quad D(x(t))(H x(t) + c + A^T w(t)) = 0, \forall t \geq 0.\]

Note that \(x(0) = x^*, x(1) = x^*,\) \(\tilde{v}_{A^*c}^* > 0,\) and \(\tilde{v}_{A^*c}^* > 0,\) we must have

\[(3.41) \quad \tilde{v}(x(t))_{A^*c} > 0, \forall t \geq 0,\]

since otherwise, there would be a \(t_0 > 1\) such that \(x(t_0) \in \mathcal{F}\) and \(\tilde{v}(x(t_0))_i = 0\) for some \(i \in \mathcal{A}^c.\) But then (AS3) would be violated by (3.39) and (3.40). Therefore

\[(3.42) \quad l_{A^*c} \leq q(t)_{A^*c} \leq u_{A^*c}, \forall t \geq 0,\]

and, by (3.28), (3.42), we have

\[(3.43) \quad x(t) \in \mathcal{F}, \forall t \geq 0.\]

Note that

\[(3.44) \quad (H x^* + c)^T (x^* - x^*) = (H x^* + c)_{A^*c}^T (x^* - x^*)_{A^*c} \quad \text{(since \(x_{A^*}^* = x_{A^*}^*\))}\]

\[= -(A^T w^*)_{A^*c}^T (x^* - x^*)_{A^*c} \quad \text{(by (3.32))}\]

\[= -(A^T w^*)^T (x^* - x^*)\]

\[= -(w^*)^T A(x^* - x^*) = 0, \quad \text{(since \(A(x^* - x^*) = 0\))}\]

and

\[(3.45) \quad (x^* - x^*)^T H(x^* - x^*)\]

\[= (x^* - x^*)_{A^*c}^T (H(x^* - x^*))_{A^*c}\]

\[= (x^* - x^*)_{A^*c}^T (-A^T (w^* - w^*))_{A^*c} \quad \text{(by (3.32) and (3.33))}\]

\[= -(A(x^* - x^*))^T (w^* - w^*) = 0.\]

Therefore, by (3.27), (3.44) and (3.45), we have

\[(3.46) \quad q(x(t)) = q(x^*) + t(H x^* + c)^T (x^* - x^*) + \frac{t^2}{2} (x^* - x^*)^T H(x^* - x^*)\]

\[= q(x^*) \leq q(x^0), \forall t \geq 0.\]

Hence,

\[(3.47) \quad x(t) \in \mathcal{L}, \forall t \geq 0,\]
which is a contradiction to (AS1).

**Lemma 3.5.** Let \( \{s^k\} \) be generated by Algorithm Interior-Newton\(_1\). Suppose \( s^k \) satisfies (CD2) for all \( k \) sufficiently large. Then \( S \) is finite and \( \exists x^* \in S \) such that \( B^* \cap S = x^* \).

**Proof.** It is clear that \( S \subset C \cap L \). So by Lemma 3.4, the interior of any face or edge of \( F \) includes at most one element of \( S \). Since the total number of faces, edges, and vertices of \( F \) is finite, \( S \) is finite. Choose \( x^* \in S \) satisfying

\[
|A^*| = \max_{x \in S} |A(x)|.
\]

We now show that \( B^* \cap S = x^* \). In fact, if \( A^* = \emptyset \), then by the definitions of \( B^* \) and \( B^*_1 \), \( B^*_1 = B^* \). So by Lemma 3.4, our claim follows. The claim is certainly true if \( x^* \) is a vertex. Now suppose that \( A^* \neq \emptyset \) and that \( x^* \) is not a vertex. If the claim is false, then \( \exists x^* \in B^* \cap S \), \( x^* \neq x^* \). By Lemma 3.4, \( x^* \notin B^*_1 \). Hence, \( x^*_A = x^*_A \), and \( \exists i \in A^* \) such that \( \delta_i^* = 0 \). Therefore \( |A^*| > |A^*| \), which is a contradiction to the choice of \( x^* \).

To establish convergence of \( \{ x^k \} \), we need to first establish a boundedness condition on the steps \( s^k \). Let \( \gamma_0 > 0 \) be given. (Recall that by (3.1), \( \Delta_k \) is bounded above and below.)

\[
(\text{CD3}) \quad \left\{ \begin{array}{l}
\text{We say that a vector } \xi \text{ satisfies (CD3) if } \\
\frac{1}{\|\xi\|}(D_k)^{-1} \xi \leq \gamma_0 \Delta_k.
\end{array} \right.
\]

Condition (CD3) is satisfied, for example, if \( \xi = \alpha_k p_k \) or \( \xi = \alpha_{g_k} p_{g_k} \), where \( \alpha_k, p_k, \alpha_{g_k} \) and \( p_{g_k} \) are defined by (2.27), (2.13), (2.41) and (2.35).

**Theorem 3.6.** Let \( \{s^k\} \) be generated by Algorithm Interior-Newton\(_1\), and suppose \( s^k \) satisfies (CD2) and (CD3) for all \( k \) sufficiently large. Then \( \{x^k\} \) converges to \( x^* \) which satisfies (3.48).

**Proof.** Let \( x^* \) satisfy (3.48). By Lemma 3.5, \( B^* \cap S = x^* \). If \( A^* = \emptyset \), then \( B^* = F \) and \( F \cap S = x^* \) and the theorem is true. So we assume that \( A^* \neq \emptyset \).

If \( \{x^k\} \) does not converge to \( x^* \), then let

\[
S' \overset{\text{def}}{=} S - \{x^*\} \neq \emptyset,
\]

\[
\epsilon^* \overset{\text{def}}{=} \min_{i \in A^*} ||(g_{i*})_i|| > 0,
\]

\[
C_\gamma \overset{\text{def}}{=} \frac{1}{3(1 + \gamma_0 \Delta_u)}.
\]

Since \( S \) is finite and \( B^* \cap S = x^* \), \( \exists 0 < \epsilon < \epsilon^* \) such that \( 0 < C_\gamma \epsilon < 1 \) and

\[
\forall x^* \in S', \exists \epsilon^* = i(x^*) \in A^*, \text{ such that } |x^*_i - x^*_i| > \epsilon.
\]

Therefore, \( \exists K_1 > 0 \) such that for each \( k \geq K_1 \),

\[
\text{either } |x^k_i - x^*_i| \leq C_\gamma \epsilon, \forall i \in A^*, \text{ or } |x^k_i - x^*_i| > \frac{3}{2} \epsilon, \text{ for some } i \in A^*.
\]

Also, if \( \epsilon \) is sufficiently small, \( \exists K_2 \geq K_1 \), such that \( \forall k \geq K_2 \),

\[
\text{if } |x^k_i - x^*_i| \leq C_\gamma \epsilon, \forall i \in A^*, \text{ then } \delta^k_i = |x^k_i - x^*_i|, \forall i \in A^*.
\]
and by (CD3),

$$\tag{3.55} |(s^k)_i| \leq \gamma_0 \Delta_u (\bar{s}^k_i)^{\frac{1}{2}}, \quad \forall i \in A^*, \text{ if } |x_i^k - x_i^*|^\frac{1}{2} < C\gamma \epsilon, \quad \forall i \in A^*. $$

Since $x^* \in S$, $\exists k_0 \geq K_2$, such that

$$\tag{3.56} |x_i^{k_0} - x_i^*|^\frac{1}{2} < C\gamma \epsilon, \quad \forall i \in A^*. $$

Then by (3.55), we have

$$\tag{3.57} |x_i^{k_0+1} - x_i^*| \leq (1 + \gamma_0 \Delta_u)|x_i^{k_0} - x_i^*|^\frac{1}{2} \leq \frac{1}{3C\gamma} |x_i^{k_0} - x_i^*|^\frac{1}{2} \leq \frac{\epsilon}{3}, \quad \forall i \in A^*. $$

So, by (3.53),

$$\tag{3.58} |x_i^{k_0+1} - x_i^*|^\frac{1}{2} < C\gamma \epsilon, \quad \forall i \in A^*. $$

Hence, by induction, we have that $\forall k \geq k_0$,

$$\tag{3.59} |x_i^k - x_i^*| \leq |x_i^{k_0} - x_i^*|^\frac{1}{2} < C\gamma \epsilon \leq \frac{\epsilon}{3}, \quad \forall i \in A^*. $$

This is a contradiction to (3.49) and (3.52).

We can now establish a first-order convergence result.

**Lemma 3.7.** The sequence $\{x^k\}$ generated by Algorithm Interior-Newton converges to a first-order point $^3 x^*$ if for all $k$ sufficiently large, $s^k$ satisfies (CD2), (CD3) and the following:

$$\tag{3.60} \text{sign}((s^k)_i) = -\text{sign}((g_{ls}^k)_i), \quad \forall i \in A^*. $$

**Proof.** Let $x^*$ be the point in Theorem 3.6. We only need to show that $x^*$ satisfies (1.4). In fact, by (3.21), $x_i^* (g_{ls}^k)_i = 0, \forall i$. So, if $l_i < x_i^* < u_i$, then $(g_{ls}^k)_i = 0$. Suppose $x_i^* = l_i$. Then we must have $(g_{ls}^k)_i > 0$. Since otherwise, $(g_{ls}^k)_i < 0$ and by (3.60), $x_i^{k+1} > x_i^k$ for all $k$ sufficiently large. Then, $\lim x_i^k \neq l_i$, which is a contradiction to that $\lim x_i^k = x_i^* = l_i$. Similarly, we can show that if $x_i^* = u_i$, then $(g_{ls}^k)_i \leq 0$.

Condition (3.60) is crucial to the first-order convergence result; therefore, it is important to realize it can be satisfied with the scaled gradient direction, $p_{ls}^k$. This we prove next.

**Lemma 3.8.** The vector $p_{ls}^k$ satisfies (CD2), (CD3) and (3.60) $\forall k$ sufficiently large, where $p_{ls}^k$ is defined by (2.35).

**Proof.** (CD2) and (CD3) are obviously satisfied. To prove (3.60), note that $(g_{ls}^k)_i \neq 0, \forall i \in A^*$. So when $k$ is sufficiently large, $\text{sign}((g_{ls}^k)_i) = \text{sign}((g_{ls}^k)_i)$, and by (2.39) and (3.17), $\mu^k < 0$. Hence, by (2.35), we have

$$\tag{3.61} \text{sign}((p_{ls}^k)_i) = \text{sign}(\mu^k \frac{\nabla h_i^k}{\|D^k g_{ls}^k\|}) = -\text{sign}((g_{ls}^k)_i) = -\text{sign}((g_{ls}^k)_i), \quad \forall i \in A^*. $$

$^3$ i.e., $x^*$ satisfies condition (1.4).
One implication of the previous two results is that algorithm \textbf{Interior-Newton} guarantees first-order convergence if we replace $s_k$ with the scaled gradient direction whenever (3.60) is not satisfied.

Now, we turn to the second-order optimality condition. The following lemma reveals the relation between the definiteness of $H$ in $\mathcal{N}$ and that of $\bar{Z}^T \bar{M} \bar{Z}$.

**Lemma 3.9.** Suppose $x^*$ satisfies (3.21). Let

$$\bar{M}^* \overset{\text{def}}{=} (\bar{Z}^*)^T \bar{M}^* \bar{Z}^* = (\bar{Z}^*)^T (D^*HD^* + |G^*|) \bar{Z}^*.$$

Then

(i) $H \succeq 0$ in $\mathcal{N}^*$ if and only if $\bar{M}^* \succeq 0$.
(ii) $H > 0$ in $\mathcal{N}^*$ if and only if $\bar{M}^* > 0$.

**Proof.** We will prove (ii). (i) can be proved similarly. Assume first that $H > 0$ in $\mathcal{N}^*$. Let $s \in \mathbb{R}^{n-m}$ and $s \neq 0$. By (AS2), $AD^*$ has full row rank. So $\bar{Z}^* \in \mathbb{R}^{n \times (n-m)}$ and $\bar{Z}^*s \neq 0$. Let

$$\nu \overset{\text{def}}{=} s^T \bar{M}^* s = (D^*\bar{Z}^*s)^T H (D^*\bar{Z}^*s) + (\bar{Z}^*s)^T |G^*| \bar{Z}^*s.$$

Note that $AD^*\bar{Z}^* = 0$ and $(D^*\bar{Z}^*s)_i = 0$, $\forall i \in \mathcal{A}^*$, we have $D^*\bar{Z}^*s \in \mathcal{N}^*$. So $(D^*\bar{Z}^*s)^T H (D^*\bar{Z}^*s) \geq 0$. Hence $\nu \geq 0$. If $D^*\bar{Z}^*s \neq 0$, then $\nu > 0$, we are all set. Otherwise, $(\bar{Z}^*s)_i = 0$, $\forall i \in \mathcal{A}^c$. Since $\bar{Z}^*s \neq 0$, $\exists i \in \mathcal{A}^*$ such that $(\bar{Z}^*s)_i \neq 0$. But by (AS3), $(g^*_i)_i \neq 0$, $\forall i \in \mathcal{A}^*$. So $\nu > 0$, and therefore, $\bar{M}^* > 0$.

Now assume that $\bar{M}^* > 0$. Let $x \in \mathcal{N}^*$ and $x \neq 0$. Define $\tilde{x} \in \mathbb{R}^n$ as follows:

$$\tilde{x}_i = \begin{cases} \frac{x_i}{\bar{x}_i}, & \forall i \in \mathcal{A}^c \\ 0, & \text{otherwise.} \end{cases}$$

Then $x = D^* \tilde{x}$. Since $AD^* \tilde{x} = Ax = 0$, $\exists \tilde{x}$ such that $\tilde{x} = \bar{Z}^* \tilde{x}$. Note that $x \in \mathcal{N}^*$ and $x \neq 0$, we have $\tilde{x} \neq 0$ and $\tilde{x} \neq 0$. Hence

$$0 < \tilde{x}^T \bar{M}^* \tilde{x} = \tilde{x}^T (\bar{Z}^*)^T D^*HD^*\bar{Z}^* \tilde{x} + \tilde{x}^T (\bar{Z}^*)^T |G^*| \bar{Z}^* \tilde{x} = x^T H x,$$

which implies that $H > 0$ in $\mathcal{N}^*$.

Before proceeding to the second-order optimality conditions, we justify the fact that $\theta$ defined by (2.23) is a good measure of optimality.

**Lemma 3.10.** Let $\theta$ be defined by (2.23). Then $\theta = 0$ if and only if $x$ satisfies the first-order and second-order optimality conditions.

**Proof.** We first assume that $\theta = 0$. Then $v^*g = 0$ which implies that $x$ satisfies the first-order condition. In addition, $\psi(p) = 0$. So by (2.14) and (2.15), we have

$$\frac{1}{2} \tilde{p}^T \bar{Z}^T \bar{M} \bar{Z} \tilde{p} + \lambda \|ar{p}\|^2 = 0.$$

By (2.15) and (2.16), $\bar{p}^T \bar{Z}^T \bar{g} \leq 0$. So $\psi(\bar{p}) = \psi(p) = 0$ yields

$$\frac{1}{2} \tilde{p}^T \bar{Z}^T \bar{M} \bar{Z} \tilde{p} \geq 0.$$
Hence,

\[ \lambda \| \bar{p} \|^2 = 0. \]  

Then, by (2.17) and \( \lambda \geq 0, \lambda = 0. \) Therefore, by (2.16),

\[ \bar{Z}^T \bar{M} \bar{Z} \geq 0, \]

which implies that \( x \) satisfies the second-order condition by Lemma 3.9.

Now we assume that \( x \) satisfies the first-order and second-order conditions. Then first, \( \| v \star g \| = 0. \) Also, \( \bar{g} = \bar{0}. \) So (2.15) implies

\[ \bar{p}^T \bar{Z}^T \bar{M} \bar{Z} \bar{p} + \lambda \| \bar{p} \|^2 = 0. \]

Then by Lemma 3.9 and the second-order conditions, we see that \( \bar{p}^T \bar{Z}^T \bar{M} \bar{Z} \bar{p} \geq 0 \)

which by (3.66) implies that

\[ \psi(p) = \tilde{\psi}(\bar{p}) = \frac{1}{2} \bar{p}^T \bar{Z}^T \bar{M} \bar{Z} \bar{p} = 0. \]

The next result claims that if the point of convergence is a complementarity point, i.e., (3.21) is satisfied, then \( \{ \alpha^k \} \) defined by (2.27) is bounded away from zero.

**Lemma 3.11.** Suppose \( \{ w^k \} \) satisfies (CD1). Suppose \( \{ x^k \} \) converges to a point \( x^* \) that satisfies (3.21). Then \( \exists \alpha_0 > 0 \) such that \( \alpha^k \geq \alpha_0, \forall k, \) where \( \alpha^k \) is defined by (2.27).

**Proof.** If the lemma is false, then \( \exists \) a subsequence \( \{ k_j \} \) such that

\[ \alpha^{k_j} \to 0. \]

Therefore, by (2.27), \( \beta^{k_j} \to 0. \) Since \( n \) is finite, from the definition of \( \beta \), we may (without loss of generality) assume that \( \beta^{k_j} = \frac{u_1 - x^{k_j}_1}{(p^{k_j})_1}. \) Note that \( \| p^k \| \leq \Delta_u \| D^k \| \) is bounded by (2.13) and the convergence of \( \{ x^k \} \), so \( u_1 - x^{k_j}_1 \to 0 \) and when \( k_j \) is sufficiently large, \( v^{k_j}_1 = u_1 - x^{k_j}_1 \to 0. \) Hence, \( v^{k}_1 = 0 \) and by (AS3), \( |(g_{1s}^*)_1| > 0. \)

But by (2.19),

\[ D^2 H p + |G| p + \lambda p + D^2 g + D^2 A^T p_w = 0, \]

and so

\[ \frac{|g^{k_j}_1| + \lambda^{k_j}}{(H p^{k_j})_1 + g_{1s}^{k_j} + (A^T p_{w}^{k_j})_1} = \frac{v^{k_j}_1}{(p^{k_j})_1} \to 0. \]

Therefore, by the fact that \( g^{k_j}_1 \to (g_{1s}^*)_1, \) we must have

\[ |(H p^{k_j})_1 + g^{k_j}_1 + (A^T p_{w}^{k_j})_1| \to \infty, \]

which is impossible since by (AS2), (CD1), (2.20) and the convergence of \( \{ x^k \}, \)

\[ \| H p^k + g^k + A^T p_w^k \| \] is bounded.

\[ \blacksquare \]
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Guaranteeing a reduction in $\psi^k$ which is a fraction of the reduction obtained by the truncated trust region step, $\alpha^k p^k$, where $\alpha^k$ and $p^k$ are defined by (2.27) and (2.13), allows us to establish convergence to a second-order point. This is the reason for the following condition.

\begin{equation}
\text{(CD4)} \quad \begin{cases}
\text{We say that a vector } \xi \text{ satisfies (CD4) if } \\
\psi^k(\xi) \leq \gamma \psi^k(\alpha^k p^k),
\end{cases}
\end{equation}

where $\alpha^k$ and $p^k$ are defined by (2.27) and (2.13).

\textbf{Theorem 3.12.} Suppose $\{w^k\}$ satisfies (CD1) and $s^k$ satisfies (CD4) for all $k$ sufficiently large. Suppose $\{x^k\}$ converges to a point $x^*$ that satisfies (3.21). Then $x^*$ satisfies (1.5).

\textbf{Proof.} By (3.2), (CD4) and (3.3), for all $k$ sufficiently large,

\begin{equation}
q(x^k) - q(x^{k+1}) \geq -\gamma \psi^k(\alpha^k p^k) \geq -\frac{\gamma}{2} \lambda^k \|p^k\| \rightarrow 0.
\end{equation}

By Lemma 3.11, we see that $\lambda^k \|p^k\| \rightarrow 0$, and by (2.17),

\begin{equation}
\lambda^k \rightarrow 0.
\end{equation}

Hence, by (2.16),

\begin{equation}
(\tilde{Z}^*)^T \tilde{M}^* \tilde{Z}^* \geq 0.
\end{equation}

Therefore, (1.5) holds at $x^*$ by Lemma 3.9.

To sum up, we have the following theorem:

\textbf{Theorem 3.13.} Suppose $\{w^k\}$ satisfies (CD1) and $s^k$ satisfies (CD2), (CD3), (CD4), and (3.60) for all $k$ sufficiently large. Then the sequence $\{x^k\}$ generated by Algorithm Interior-Newton$_1$ converges to a point $x^*$ which satisfies the first-order and second-order necessary optimality conditions. Further more, if $H > 0$ in $N^*$, then $x^*$ is a solution to (1.1).

As pointed out before, (CD1) can be satisfied by letting $w^k = w^k_{\text{is}}$. We now show how (CD2), (CD3), (CD4), and (3.60) can be satisfied simultaneously. First, we define a parameter as follows: let $\xi, \eta \in \mathbb{R}^n$,

\begin{equation}
\sigma = \sigma^k(\xi, \eta) \overset{\text{def}}{=} \begin{cases}
1, & \text{if } \psi^k(\xi) \leq \tau \psi^k(\eta), \\
0, & \text{otherwise}.
\end{cases}
\end{equation}

Clearly, if $\alpha^k$, $p^k$, $\alpha^k_p$ and $p^k_p$ are defined by (2.27), (2.13), (2.41) and (2.35), and $s^k = \sigma^k \alpha^k p^k + (1 - \sigma^k) \alpha^k_p p^k$, (CD2), (CD3) and (CD4) are satisfied. Next, we show that (3.60) is also satisfied.

\textbf{Lemma 3.14.} Suppose $\{w^k\}$ satisfies (CD1) and $s^k$ satisfies (CD2), (CD3), and (CD4) for all $k$ sufficiently large. Then for all subsequences $\{p^{k_j}\}$ such that $p^{k_j} \rightarrow 0$, we have

\begin{equation}
\text{sign}(p^{k_j}_i) = -\text{sign}((g^*_{k_j})_i), \quad \forall i \in A^*, \quad \forall k_j \text{ sufficiently large},
\end{equation}
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where $p^{k_j}$ is defined by (2.13).

Proof. By Theorem 3.6 and Corollary 3.3, $\{x^k\}$ converges to $x^*$ where $x^*$ satisfies (3.21). Also, by (AS2), (CD1), (2.20) and the convergence of $\{x^k\}$, $\|Hp^k + g^k + ATp_w^k\|$ is bounded, and by (AS3), $|\langle g^*_i, \rangle| > 0$, $\forall i \in A^*$. So, by (3.69), $\exists C_2 > 0$ such that for all $k$ sufficiently large,

$$
(3.77) \quad |p^k_i| \leq \frac{|H_1^k| + \lambda^k}{\langle g^*_i \rangle} \leq C_2 \langle g^*_i \rangle^{1/2}, \quad \forall i \in A^*;
$$

and consequently, by (2.13),

$$
(3.78) \quad \langle \bar{z}^k p^k \rangle_i = \frac{|p^k_i|}{(\langle g^*_i \rangle^{1/2})} \leq C_2 (\langle g^*_i \rangle^{1/2} \rightarrow 0), \quad \forall i \in A^*.
$$

So,

$$
(3.79) \quad |G^k| \bar{z}^k p^k \rightarrow 0, \quad \text{since} \quad g_i^k \rightarrow 0, \quad \forall i \in A^*.
$$

Hence by the assumption that $D_{kj} \bar{z}^k p^k = p^{kj}$, we have

$$
(3.80) \quad \bar{m}^{kj} \bar{z}^k p^k \rightarrow 0.
$$

Therefore, by (2.20), (AS2), (3.73), and the fact that $g^k \rightarrow 0$, we have

$$
(3.81) \quad \text{sign}(p^k_i) = \text{sign}(\bar{z}^k \frac{|H_1^k + g_i^k + (ATp_w^k)|}{\langle g^*_i \rangle} + \lambda^k) = \text{sign}(g_i^k) = -\text{sign}(\langle g^*_i \rangle).
$$

Theorem 3.15. Suppose for all $k$ sufficiently large, $w^k = w^k_{ls}$ and $s^k = \sigma^k \alpha^k p^k + (1 - \sigma^k)\alpha^k p^k$, where $\alpha^k$, $p^k$, $\alpha^k$ and $p^k_{ls}$ are defined by (2.27), (2.13), (2.41) and (2.35). Then the sequence $\{x^k\}$ generated by Algorithm Interior-Newton converges to a point $x^*$ which satisfies the first-order and second-order necessary optimality conditions. Further more, if $H > 0$ in $N^*$, then $x^*$ is a solution to (1.1).

Proof. By Theorem 3.13, we only need to show that $s^k$ satisfies (3.60) for all $k$ sufficiently large. By (3.61), it suffices to show that

$$
(3.82) \quad \text{sign}(p^k_i) = -\text{sign}(\langle g^*_i \rangle), \quad \forall i \in A^*, \quad \forall k \text{ sufficiently large, and } \sigma^k = 1.
$$

In fact, for all $k$ such that $\sigma^k = 1$, we have $s^k = \alpha^k p^k$. So by Lemma 3.11 and the convergence of $\{x^k\}$,

$$
(3.83) \quad \{p^k : \sigma^k = 1\} \rightarrow 0.
$$

Hence, by Lemma 3.14, we see that (3.82) holds.
We complete this section with two observations.

First, we remark on the computational cost of each iteration. If Algorithm Interior-Newton is implemented with \( w^k = w^k_0 \) and \( s^k = \sigma^k \alpha^k p^k + (1 - \sigma^k) \alpha^k \), then the main cost in each iteration is the QR-factorization of \( AD^k \) (to get \( Z^k \) and \( w^k \)) and a trust region subproblem solution. This is reasonably practical for small and medium-sized problems.

Second, we note that our choice of \( \sigma \) in (3.75) is just one of numerous possible ways to allow for an effective combination of the scaled gradient and trust region directions. Another possibility, for example, is to follow the "dogleg" idea, (e.g., [18]), a popular idea used in unconstrained minimization settings. Specifically, let

\[
\sigma = \sigma^k(\xi, \eta) \overset{\text{def}}{=} \{ 0 \leq \sigma \leq 1 : \phi^k(\sigma) \overset{\text{def}}{=} \psi^k(\sigma \xi + (1 - \sigma) \eta) = \min \}.
\]


In this section we consider the local convergence rate properties of algorithm Interior-Newton: we establish superlinear and quadratic convergence results.

Recap: For ease of reference we summarize here the global assumptions used throughout this section and the next. Recall that \( \tilde{V} \) is a diagonal matrix, defined by (1.12), and \( C \) is the set defined by (3.13), i.e.,

\[
C \overset{\text{def}}{=} \{ x \in \mathcal{F} : \tilde{v} \ast (Hx + c + ATw) = 0 \text{ for some } w \in \mathcal{R}^m \}.
\]

The least-squares multipliers, \( w_{ls} \), are defined in (3.9) and (3.10).

(AS1) The level set \( \mathcal{L} = \{ x \in \mathcal{F} : q(x) \leq q(x^0) \} \) is compact.

(AS2) \( A\tilde{V}AT \) is nonsingular \( \forall x \in \mathcal{L} \).

(AS3) \( \forall x \in \mathcal{C} \), if \( (Hx + c + ATw_{ls})_i = 0 \), then \( \tilde{v}_i \neq 0 \).

We also summarize the various conditions that will be referred to in different results to follow. Bear in mind that ultimately the conditions will be satisfied by appropriate and computable quantities.

(CD1) We say that \( \{ w^k \} \) satisfies (CD1) if \( w^{k_j} \rightarrow w^*_s \) whenever \( x^{k_j} \rightarrow x^* \in \mathcal{C} \).

(CD2) \[
\begin{cases}
\text{A vector } \xi \text{ satisfies (CD2) if} \\
\quad \psi^k(\xi) \leq \gamma \psi^k(\alpha^k p^k), \\
\quad \text{where } \alpha^k \text{ and } p^k \text{ are defined by (2.41) and (2.35).}
\end{cases}
\]

(CD3) \[
\begin{cases}
\text{A vector } \xi \text{ satisfies (CD3) if} \\
\quad ||(D^k)^{-1}\xi|| \leq \gamma_0 \Delta^k.
\end{cases}
\]

(CD4) \[
\begin{cases}
\text{A vector } \xi \text{ satisfies (CD4) if} \\
\quad \psi^k(\xi) \leq \gamma \psi^k(\alpha^k p^k), \\
\quad \text{where } \alpha^k \text{ and } p^k \text{ are defined by (2.27) and (2.13).}
\end{cases}
\]

We assume that for all \( k \) sufficiently large, \( w^k \) satisfies (CD1), \( s^k \) satisfies (CD2),
(CD3), (CD4), and (3.60). Therefore, by Theorem 3.13 and Lemma 3.10,

\[(4.2) \quad w^k \to w_{i^*}, \]

\[(4.3) x^k \to x^* \]
satisfying the first-order and second-order optimality conditions,

and

\[(4.4) \quad \theta^k \to 0, \]

where \(\theta^k\) is defined by (2.23).

**Lemma 4.1.** Assume \(H > 0\) in \(N^*\). Then \(p^k \to 0, p^k_w \to 0, \lambda^k = 0,\) and 
\((\bar{Z}^k)^T \bar{M}^k \bar{Z}^k > 0\) for all \(k\) sufficiently large, where \(p^k\) and \(p^k_w\) are defined by (2.13) and (2.20), \(\lambda^k\) is defined by (2.15).

**Proof.** Since \(H > 0\) in \(N^*\), by Lemma 3.9, \(\bar{M}^* > 0\). So by (3.73), \(\exists C_3 > 0,\) such that for all \(k\) sufficiently large, 
\[(4.5) \quad \|(\bar{Z}^k)^T \bar{M}^k \bar{Z}^k + \lambda^k I\)^{-1} \| \leq C_3. \]

Hence, from (2.15) and the fact that \(\bar{g}^k \to 0,\) we have

\[(4.6) \quad \bar{p}^k \to 0. \]

Therefore,

\[(4.7) \quad p^k = D^k \bar{Z}^k p^k \to 0, \]

and by (2.17),

\[(4.8) \quad \lambda^k = 0, \forall k \text{ sufficiently large}. \]

So,

\[(4.9) \quad (\bar{Z}^k)^T \bar{M}^k \bar{Z}^k > 0, \forall k \text{ sufficiently large}. \]

Finally, similar to (3.80), we have

\[(4.10) \quad p^k_w \to 0. \]

**Lemma 4.2.** Suppose \(H > 0\) in \(N^*\). Then \(\alpha^k \to 1,\) where \(\alpha^k\) is defined by (2.27).

**Proof.** \(\forall i \in A^c, \bar{v}_i^* > 0.\) So by (4.7),

\[(4.11) \quad BR_i^k = \max \left\{ \frac{l_i - x_i^k}{p_i^k}, \frac{u_i - x_i^k}{p_i^k} \right\} \to \infty, \forall i \in A^c. \]

Recall that \((g_{i^*}^k)_i \neq 0, \forall i \in A^*.\) Without loss of generality, assume that \((g_{i^*}^k)_i > 0.\) Then \(x_i^* = l_i\) and similar to (3.81), when \(k\) is sufficiently large, \(p_i^k < 0.\) By considering (3.69), (4.7), (4.8), and (4.10), we see that

\[(4.12) \quad BR_i^k = l_i - x_i^k = \bar{v}_i^k = \frac{|g_i^k| + \lambda^k}{(Hp_i^k)_i + g_i^k + (AT p_i^k)_i} \to 1, \forall i \in A^*. \]
Therefore, by (2.25), (2.26), (2.27), and (4.4), we have $\beta^k \to 1$, $\rho^k \to 1$, and $\alpha^k \to 1$. 

Next we cite a standard result (see, e.g., [7]), used subsequently.

**Theorem 4.3.** Let $D \subseteq \mathbb{R}^n$ be an open convex set, $F : \mathbb{R}^n \to \mathbb{R}^n$. $y^* \in D$, $F(y^*) = 0$, $\nabla F(y^*)$ nonsingular, and $\nabla F$ is Lipschitz continuous at $y^*$ in $D$. Let $\{T_k\}$ be a sequence of nonsingular matrices in $\mathbb{R}^{n \times n}$, and suppose for some $y^0 \in D$ that the sequence of points generated by $y^{k+1} = y^k - T_k^{-1}F(y^k)$ remains in $D$, and satisfies $y^k \neq y^*$ for all $k$, and $y^k \to y^*$.

If $\|T_k - \nabla F(y^*)\| \to 0$, then $\{y^k\}$ converges superlinearly to $y^*$.

If $\|T_k - \nabla F(y^*)\| = O(\|y^k - y^*\|)$, then $\{y^k\}$ converges quadratically to $y^*$.

Theorem 4.3 cannot be applied directly to $\tilde{F}$ or $F$ since these systems are not differentiable at some points. Instead, we apply Theorem 4.3 to the following function:

$$
\tilde{F}(x, w) \overset{\text{def}}{=} \begin{bmatrix}
\hat{v} * g \\
Ax - b
\end{bmatrix} : \mathcal{R}^{m+n} \to \mathcal{R}^{m+n},
$$

where

$$
\hat{v}(x)_i \overset{\text{def}}{=} \begin{cases}
\frac{i + u_i}{2}, & \text{if } x_i^* = \frac{i + u_i}{2} \\
v_i, & \text{otherwise}
\end{cases}
$$

It is clear that $\hat{v}(x^*) = \hat{v}(x^*)$. So

$$
\tilde{F}(x^*, w^*_x) = 0.
$$

Also, $\nabla \tilde{F}$ exists and continuous everywhere in $\mathcal{R}^{m+n}$. Since

$$(g_{is})^*_i = 0, \quad \forall i \in A^c,$$

$$(\nabla \hat{v})_{ii} = \text{sign}((g_{is})^*_i), \quad \forall i \in A^*,$$

we have, in a neighborhood of $(x^*, w^*_x)$,

$$
\nabla \tilde{F}(x, w) = \begin{bmatrix}
\nabla \hat{v}G + \hat{V}H & \hat{V}AT \\
A & 0
\end{bmatrix} = \begin{bmatrix}
|G| + \hat{V}H & \hat{V}AT \\
A & 0
\end{bmatrix}.
$$

**Lemma 4.4.** $\nabla \tilde{F}(x^*, w^*_x)$ is nonsingular.

Proof. Let $\nabla \tilde{F}s = 0$, where $s = (s_x, s_w)$ has appropriate size. Then by (4.16),

$$
As_x = 0
$$

$$
(\|G_{is}\| + \hat{V}s) \delta_x + \hat{V}ATs_w = 0.
$$

It follows from (4.18) that $\hat{v}_{A^*} = 0$, we have

$$
(|G_{is}| + \hat{V}s) \delta_x + \hat{V}ATs_w = 0.
$$

But $(g_{is})^*_i \neq 0, \forall i \in A^*$, so $(s_x)_{A^*} = 0$ and by (4.17), we see that

$$
s_x \in \mathcal{N}^*.
$$
Also from (4.18), and that \((g^*_w)_{A^{*c}} = 0, \, \hat{v}_i^* \neq 0, \, \forall i \in A^{*c},\) we have \((Hs_x)_{A^{*c}} + (A^Ts_w)_{A^{*c}} = 0.\) Thus

\[(4.21)p_x^THs_x = s_x^THs_x + s_x^T(A^Ts_w) = (s_x)^{A^{*c}}(Hs_x)_{A^{*c}} + (s_x)^{A^{*c}}(A^Ts_w)_{A^{*c}} = 0.\]

By the assumption that \(H > 0\) in \(\mathcal{N}^*,\) we have \(s_x = 0.\) Then from (4.18) and (A.3), \(s_w = 0.\) So \(s = 0,\) which implies that \(\nabla \hat{F}^*\) is nonsingular.

**Lemma 4.5.** \(\exists \delta > 0\) and a neighborhood \(B_\delta(x^*, w^*_{ls})\) of \((x^*, w^*_{ls})\), such that \(\nabla \hat{F}\) is Lipschitz continuous at \((x^*, w^*_{ls})\) in \(B_\delta(x^*, w^*_{ls})\), and \(\forall (x, w) \in B_\delta(x^*, w^*_{ls}),\) \(\nabla \hat{F}\) is nonsingular.

**Proof.** The existence of \((\nabla \hat{F}(x, w))^{-1}\) in \(B_\delta(x^*, w^*_{ls})\) is obvious by Lemma 4.4. For the Lipschitz continuity, \(\forall (x, w) \in B_\delta(x^*, w^*_{ls}),\) \(\exists C_6 > 0,\) such that

\[(4.22) \|\nabla \hat{F}(x, w) - \nabla \hat{F}(x^*, w^*_{ls})\| \leq C_6 \|x - x^*\|.

It is not clear how to directly apply Theorem 4.3 to the sequence \(\{(x^k, w^k)\}\) since \(\{w^k\}\) is not updated in the form of \(w^{k+1} = w^k + p^k_w.\) Therefore, to establish the convergence rates of \(\{(x^k, w^k)\}\) and \(\{z^k\},\) intermediate steps need be inspected. Specifically, we consider the sequence \(\{(w^k, \hat{w}^k)\}\) where \(\{\hat{w}^k\}\) is defined by

\[(4.23) \hat{w}^k = w^{k-1} + p^k_w, \quad \forall k = 1, 2, \ldots,

and \(\{p^k_w\}\) is defined by (2.20). By considering (4.10) and (CD1), we see that

\[(4.24) \hat{w}^k \rightharpoonup w^*_{ls}.

By (2.19), note that \(\lambda^k = 0\) for all \(k\) sufficiently large, we have

\[(4.25) (H + D^{-2}G)p + A^TP_w = -g.

So, if for \(k = 1, 2, \ldots,\) we let

\[(4.26) \hat{p}^k_w = \hat{w}^{k+1} - \hat{w}^k,

(4.27) \hat{g}^k = Hx^k + c + A^T\hat{w}^k,

then

\[(4.28) (H + D^{-2}G)p + A^T\hat{p}_w = -\hat{g}.

Define

\[(4.29) T_\alpha \overset{\text{def}}{=} \begin{bmatrix} \frac{1}{\alpha}(\hat{V}D^{-2}|G| + \hat{V}H) & \hat{V}A^T \\ \frac{1}{\alpha}A & 0 \end{bmatrix}.

\]
Since $\tilde{\nabla}^k(D^k)^{-2}|G^k| \rightarrow |G_{ls}^*|$, by Lemma 4.2, we have

$$T^k_\alpha \rightarrow \nabla \hat{F}^*.$$  

(4.30)

So $\forall k$ sufficiently large, $T^k_\alpha$ is nonsingular and

$$\alpha^k p^k, \tilde{\rho}^k = -(T^k_\alpha)^{-1} \tilde{\nabla}(x^k, \hat{w}^k).$$  

(4.31)

Hence,

$$\begin{align*}
(x^{k+1}, \hat{w}^{k+1}) &= (x^k, \hat{w}^k) - (T^k_\alpha)^{-1} \tilde{\nabla}(x^k, \hat{w}^k) \\
&= (x^k, \hat{w}^k) - (T^k_\alpha)^{-1} \tilde{\nabla}(x^k, \hat{w}^k).
\end{align*}$$  

(4.32)

Using Theorem 4.3 and (4.30), we have the following theorem:

**Theorem 4.6.** Suppose $H > 0$ in $\mathcal{N}^*$. Suppose for all $k$ sufficiently large, $s^k = \alpha^k p^k$, where $\alpha^k$ and $p^k$ are defined by (2.27) and (2.13). Then $(x^k, \hat{w}^k)$ converges to $(x^*, \hat{w}_{ls}^*)$ superlinearly.

Next, we show that $\{(x^k, \hat{w}^k)\}$ converges quadratically to $(x^*, \hat{w}^*_{ls})$.

**Lemma 4.7.** Suppose $H > 0$ in $\mathcal{N}^*$. Suppose for all $k$ sufficiently large, $w^k = w_{ls}^k$ and $s^k = \alpha^k p^k$, where $\alpha^k$ and $p^k$ are defined by (2.27) and (2.13). Then $|1 - \alpha^k| = O(||x^k - x^*||)$.

**Proof.** First, for all $k$ sufficiently large,

$$\begin{align*}
w_{ls}^k - w^k &= w_{ls}^k - w_{ls}^k \\
&= (A\tilde{\nabla}^* A^T)^{-1} A\tilde{\nabla}^* (Hx^* + c) - (A\tilde{\nabla}^* A^T)^{-1} A\tilde{\nabla}^* (Hx^* + c),
\end{align*}$$  

(4.33)

By (3.5), it is easy to verify that

$$\|w^k - w_{ls}^k\| = O(||x^k - x^*||).$$  

(4.34)

Consequently,

$$\|	ilde{v}^k * g^k\| = O(||x^k - x^*||).$$  

(4.35)

By (2.13) and (2.19), we have

$$\begin{bmatrix}
|G^k| + \tilde{\nabla}^k H & \tilde{\nabla}^k A^T \\
A & 0
\end{bmatrix} \begin{bmatrix}
p^k \\
p_{w}^k
\end{bmatrix} = \begin{bmatrix}
-\tilde{v}^k * g^k \\
0
\end{bmatrix}.$$  

(4.36)

It is easy to see that the limit of the coefficient matrix is $\nabla \hat{F}^*$. So, by (4.35),

$$\begin{align*}
\|p^k\| + \|p_{w}^k\| &= O(||x^k - x^*||), \\
\psi^k(p^k) &= O(||x^k - x^*||), \\
\theta^k &= O(||x^k - x^*||), \quad \text{and} \quad 1 - p^k = O(||x^k - x^*||).
\end{align*}$$  

(4.37)

(4.38)

(4.39)

Meanwhile, similar to (4.12), $\forall i \in A^*$ and all $k$ sufficiently large,

$$|1 - BR_i^k| = \frac{\left((Hp^k)_i + (ATp_{w})^k_i\right)}{(H^2p^k)_i + \theta^k_i + (ATp_{w})^k_i} = O(||x^k - x^*||).$$  

(4.40)
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So,

\begin{equation}
|1 - \beta^k| = O(\|x^k - x^*\|),
\end{equation}

and therefore, by (4.39),

\begin{equation}
|1 - \alpha^k| = O(\|x^k - x^*\|).
\end{equation}

\begin{proof}
\end{proof}

**Theorem 4.8.** The sequence \{\( (x^k, \hat{w}^k) \)\} converges to \( (x^*, w_{\text{ls}}^*) \) quadratically under the assumptions of Lemma 4.7.

**Proof.** We show that

\begin{equation}
\|T_{\alpha}^k - \nabla \hat{F}^*\| = O(\|x^k - x^*\|).
\end{equation}

Then by Theorem 4.3, the result follows. In fact, let \( \| \cdot \|_F \) denote the Frobenius norm, we have

\begin{equation}
\|T_{\alpha}^k - \nabla \hat{F}^*\|_F = \|\frac{1}{\alpha^k} \hat{V}^k (D^k)^{-2} |G^k| - |G_{\text{ls}}^*|\|_F + \|\frac{1}{\alpha^k} \hat{V}^k - \hat{V}^*\|_F H\|_F + \|\frac{1}{\alpha^k} - 1\| A\|_F.
\end{equation}

It is not hard to show that

\begin{equation}
\|\hat{V}^k (D^k)^{-2} |G^k| - |G_{\text{ls}}^*|\|_F + \|\hat{V}^k - \hat{V}^*\|_F = O(\|x^k - x^*\|).
\end{equation}

So by (4.42), and the equivalence of the norms, (4.43) holds.

Next we establish the convergence rate of the sequences \{\( x^k \)\} and \{\( (x^k, w^k) \)\}. To do this, we need the following lemma which can be regarded as a complement to Theorem 4.3. Its proof is similar to that of Theorem 8.2.4 in [7].

**Lemma 4.9.** Suppose in Theorem 4.3, there is a partition \( y = (y_1, y_2) \) and \( \|T_k - \nabla F(y^*)\| = O(\|y_1^k - y_1^*\|) \). Then \( \exists C > 0 \) such that for all \( k \) sufficiently large,

\begin{equation}
\|y_1^{k+1} - y_1^*\| \leq C \|y_1^{k+1} - y_1^k\| \|y_1^k - y_1^*\|.
\end{equation}

**Theorem 4.10.** Suppose \( H > 0 \) in \( \mathcal{N}^* \). Suppose for all \( k \) sufficiently large, \( w^k = w_{\text{ls}}^k \) and \( s^k = \alpha^k p^k \), where \( \alpha^k \) and \( p^k \) are defined by (2.27) and (2.13). Then \( \exists C > 0 \) such that for all \( k \) sufficiently large,

\begin{equation}
\|x^{k+1} - x^*\| \leq C \|x^{k-1} - x^*\| \|x^k - x^*\|,
\end{equation}

\begin{equation}
\|(x^{k+1}, w^{k+1}) - (x^*, w_{\text{ls}}^*)\|
\leq C \|(x^{k-1}, w^{k-1}) - (x^*, w_{\text{ls}}^*)\| \|(x^k, w^k) - (x^*, w_{\text{ls}}^*)\|.
\end{equation}

**Proof.** By (4.43) and Lemma 4.9, \( \exists C > 0 \) such that for all \( k \) sufficiently large,

\begin{equation}
\|x^{k+1} - x^*\| \leq C \|(x^{k+1}, \hat{w}^{k+1}) - (x^k, \hat{w}^k)\| \|x^k - x^*\|.
\end{equation}
Therefore, (4.47) and (4.48) follow by (4.23), (4.34), and (4.37).

Theorem 4.10 shows that the convergence rates of \( \{x^k\} \) to \( x^* \) and \( \{(x^k, w^k)\} \) to \( (x^*, w^*_n) \) are almost quadratic, stronger than both superlinear and 2-step quadratic.

The last result of this section shows that \( s^k = \alpha^k p^k \), where \( p_k \) is given by (2.13) and \( \alpha_k \) is given by (2.27), will ultimately hold for all \( k \). Therefore, the convergence rate results mentioned above will apply to algorithm **Interior-Newton**.

**Theorem 4.11.** Suppose \( H > 0 \) in \( N^* \). Suppose for all \( k \) sufficiently large, \( s^k = \sigma^k \alpha^k p^k + (1 - \sigma^k) \alpha^k g^k p^k \), where \( \sigma^k \) is defined by (3.75) and \( \alpha^k, p^k, g^k \) and \( p_g^k \) are defined by (2.27), (2.13), (2.41) and (2.35). Then \( s^k = \alpha^k p^k \) for all \( k \) sufficiently large.

**Proof.** By (3.75), We need to show that

\[
\psi^k(\alpha^k p^k) \leq \tau \psi^k(\alpha^k g^k p^k), \quad \forall k \text{ sufficiently large.}
\]

In fact, by (2.15) and (4.8), we have

\[
\psi^k(\alpha^k p^k) = \alpha^k (2 - \alpha^k) \psi^k(p^k).
\]

On the other hand, \( \| (D^k)^{-1} \alpha^k g^k p^k \| \leq \Delta^k \), so

\[
\psi^k(\alpha^k g^k p^k) \geq \psi^k(p^k) = \psi^k(p^k).
\]

Therefore, by Lemma 4.2,

\[
\frac{\psi^k(\alpha^k p^k)}{\psi^k(\alpha^k g^k p^k)} = \frac{\alpha^k (2 - \alpha^k) \psi^k(p^k)}{\psi^k(\alpha^k g^k p^k)} \geq \alpha^k (2 - \alpha^k) \longrightarrow 1.
\]

Since \( \tau < 1 \), we see that (4.50) is true.

5. **An Accelerated Version of Algorithm Interior-Newton and Numerical Experiments.** We have shown above that Algorithm **Interior-Newton** has strong convergence properties. However, this version of **Interior-Newton** uses \( D^k = \tilde{V}^{\frac{1}{2}} \) which is based on the nonlinear system (1.17). System (1.17) is weaker than (1.16). In particular, (1.16) includes the “sign condition” for optimality, whereas (1.17) is derived solely from feasibility and complementarity slackness conditions. Therefore, an algorithm based on (1.16) would be expected to outperform a similar algorithm based on the weaker system (1.17): non-optimal points, satisfying complementarity slackness and feasibility, are attractors for (1.17) but not for (1.16).

This logic leads, apparently, to the use of \( D^k = |V^k|^{\frac{1}{2}} \) in algorithm **Interior-Newton**. Unfortunately, the unbridled use of \( D^k = |V^k|^{\frac{1}{2}} \) does not appear to yield a convergent process. Nevertheless, computational performance using \( D^k = |V^k|^{\frac{1}{2}} \) often yields a significant improvement over the use of \( D^k = \tilde{V}^{\frac{1}{2}} \). Consequently, we have developed an algorithm that mixes the use of these two different scaling matrices. We use \( D^k = |V^k|^{\frac{1}{2}} \) when progress is good - in most cases this scaling accelerates progress toward a neighborhood of the solution. If progress is weak, \( D^k = \tilde{V}^{\frac{1}{2}} \) is used. In this fashion impressive computational performance is achieved whilst maintaining the
strong global convergence properties of algorithm **Interior-Newton**. The second-order convergence rate is maintained. We denote this algorithm, **Interior-Newton**. Specifically, algorithm **Interior-Newton** is defined to be **Interior-Newton** with Step 1 and Step 2 being described below.

Let \( 0 < \tau_1, \tau_2, \tau_3, \tau_4, \tau_5 < 1 \), and \( \gamma_1, \gamma_2, \Delta_l, \Delta_u > 0 \) be given. For each \( k \), let

\[
\Delta^k \in [\Delta_l, \Delta_u].
\]  

(5.1)

**Step 1.** First, select a trial \( D^k \):

\[
D^0 = (\tilde{V}^0)^{1/2}, \text{ and for } k \geq 1,
\]

If \( \frac{\psi^{k-1}(\alpha^{k-1}p^{k-1})}{\psi^{k-1}((\alpha^{k-1}p^{k-1})} \leq \min(\tau_3, \tau_4\theta^{k-1}) \) or \( \frac{\psi^{k-1}(\alpha^{k-1}p^{k-1})}{\psi^{k-1}(\alpha^{k-1}p^{k-1})} \leq \tau_5 \)

\[
(5.2)
D^k = (\tilde{V}^k)^{1/2};
\]

else

\[
(5.3)
\hat{g}^k = Hx^k + c + ATw^{k-1};
\]

\[
(5.4)
\hat{v}^k = \mathcal{M}_x(\hat{g}^k);
\]

\[
(5.5)
D^k = |\tilde{V}^k|^{1/2};
\]

end.

Then, perform an acceptance test to determine \( D^k \):

If \( D^k \neq (\tilde{V}^k)^{1/2} \)

\[
(5.6)
i^k = ||\hat{v}^k \cdot \hat{g}^k||/(1 + ||\hat{v}^k \cdot \hat{g}^k||);
\]

compute \( w^k, \tilde{g}^k \); e.g., by (2.33);

and compute \( p_g^k \); e.g., by (2.35);

if \( \psi^k(\alpha^k p_g^k) / \psi^k(p_g^k) \leq \min(\tau_3, \tau_4 i^k) \)

\[
D^k = (\tilde{V}^k)^{1/2};
\]

end

end

Finally:

If \( D^k = (\tilde{V}^k)^{1/2} \)

compute \( w^k, \tilde{g}^k \); e.g., by (2.33);

and compute \( p_g^k \); e.g., by (2.35);

end

**Step 2** First, compute \( p^k \); e.g., by (2.13); then compute \( s^k \) such that

\[
\psi^k(s^k) \leq \min(\gamma_1 \psi^k(\alpha^k p^k), \gamma_2 \psi^k(\alpha^k p_g^k)).
\]  

(5.7)
In the Appendix, we verify that algorithm Interior-Newton\textsubscript{2} has the same strong convergence properties as algorithm Interior-Newton\textsubscript{1}. Here we make a few remarks before discussing our computational experiments.

1. As we show in the Appendix, due to the acceptance test in Step 1 for safeguarding, the convergence of \(\{x^k\}\) is independent of the choice between \(D^k = |V^k|^\frac{1}{2}\) and \(D^k = (V^k)^{\frac{1}{2}}\). However, a proper choice is important for improved practical performance: the rule we specify has done well in our numerical experiments.

2. Note that the computation of \(\hat{g}^k\) is based on \(z^k\) and \(w^{k-1}\) since \(w^k\) is not available yet at this stage. (We could compute \(\hat{g}^k\) based on \(z^k\) and \(w_{fs}^k\) but an additional QR-factorization would be required.)

3. We show in the Appendix that, ultimately, only one computation is needed for \(w^k, \hat{z}^k\) and \(p_2^k\) in each iteration; therefore, ultimately there is no extra cost for the acceptance test.

4. To satisfy (5.7), we compute \(s^k = \sigma^k\alpha^k p^k + (1 - \sigma^k)\alpha^k p_2^k\), where \(\sigma^k\) is defined by (3.75).

We have implemented our algorithms in Matlab 4.0 and conducted some preliminary testing to investigate the practical viability of our approach. The experiments were performed on a Sun (Sparc) workstation. In the remainder of this section we present and discuss our preliminary numerical results.

**Problem Generating:** The Moré/Toraldo [15] QP-generator was adapted to generate the test problems. All the problems reported here are dense, and of moderate size. For positive definite problems the single global solution, with prescribed characteristics, was generated. For indefinite problems, the local minimizer determined by the algorithm(s) may have little relationship with point generated (with prescribed characteristics) by the test problem generator: indefinite problems have many local minimizers.

**Starting and Stopping:** For each test problem, a feasible starting point was found using a feasible point determination algorithm [13]. This procedure does not involve the matrix \(H\) nor the vector \(c\); therefore, the feasible starting point can be considered somewhat arbitrary with regard to problem (1.1).

As usual, choosing a robust stopping criteria is not easy. We have used stopping criteria based on three computations: the relative difference in the objective function values of two successive iterations, the size of \(\alpha\), and the size of \(\theta\) which is defined by (2.23). We terminate the iteration if:

\[
\begin{align*}
q(x^k) - q(x^{k+1}) & \leq tol \ast (1 + |q(x^k)|) \\
\text{and} & \\
\alpha^k & \geq 0.1,
\end{align*}
\]

or

\[
\theta^k \leq tol,
\]

or

\[
k = 100.
\]
Criterion (5.9) is reasonable since we have proven that $\theta = 0$ if and only if the first-order and second-order necessary optimality conditions are satisfied at $x$. Criterion (5.8) is a commonly used one which means no significant progress can be made. We introduced $\alpha^k \geq 0.1$ since we did not want to stop the iteration if (5.8) was caused by a very small step length. In our experiments, $tol = 10^{-12}$. This stopping criteria was successful for our experiments since for every problem we tested, the first-order and second-order optimal conditions were confirmed.

**Computation and Parameter Setting:** Our implementation is straightforward: i.e., $w^k$ is computed by (2.33), $p^k$ is computed by (2.35), and $p^k$ is computed by (2.13), etc..

We compute $s^k = \sigma^k \alpha^k p^k + (1 - \sigma^k) a^k p^k$, where $\sigma^k$ is given by (3.75) and we set $\tau = 0.95$.

Here are the settings we used in our experiments:

$$
(5.11) \quad \tau_1 = 0.8; \quad \tau_2 = 0.9999; \quad \tau_3 = 0.001; \quad \tau_4 = \tau_5 = 0.5.
$$

We adjust $\Delta^k$ as follows:

**Updating $\Delta^k$**

Let $0 < \tau_6 < \tau_7 < 1$, $0 < \delta_1 < 1 < \delta_2$, and $0 < \Delta_l < \Delta_u$ be given, $\Delta^0 = 1$;

For $k = 0, 1, 2, \ldots$

$$
bd^k = \sigma^k \alpha^k + (1 - \sigma^k) a^k;
$$

If $bd^k \leq \tau_6$

$$
\Delta^{k+1} = \max (\Delta_l, \delta_1 \Delta^k);
$$

end.

If $bd^k \geq \tau_7$

$$
\Delta^{k+1} = \min (\Delta_u, \delta_2 \Delta^k);
$$

end.

The corresponding parameters are set as follows:

$$
\tau_6 = 0.5; \quad \tau_7 = 0.9;
$$

$$
\delta_1 = 0.75; \quad \delta_2 = 1.25;
$$

$$
\Delta_l = 0.1; \quad \Delta_u = 10;
$$

**Experimental Results:** We tested four groups of problems using Algorithm Interior-Newton and the results are tabulated in Tables 1 – 4. For each case, three problems were attempted. The table entries are the numbers of iterations required to satisfy the stopping criteria. Positive definite problems are reported in Tables 1 and 2; indefinite problems are reported in Tables 3 and 4. For each problem in Tables 3 and 4, about 10% of the eigenvalues of $H$ are negative.

The lower bounds were all set to zero. The upper bounds were all set to unity in Table 1 and 3 while in Table 2 and 4, about 10% were set to be infinity (that is what

29
For all the problems, about $0.8 \ast (n - m)$ components of the generated $x$ were set to the bounds and $\text{cond}(H) = \text{cond}(A) = \text{cond}$.

We did not encounter any instance where $q(x^k) \rightarrow -\infty$; however, for our generated indefinite problems, with some infinite bounds, there is no guarantee that $q$ is bounded below in the feasible region.

Very few iterations needed more than a single $QR$ factorization (see Theorem 8.10). Over all 3806 iterations (for the 216 test problems), only 18 extra $QR$ factorizations were used. On average, $D^k = (\hat{V}^k)^{\frac{1}{2}}$ was used about twice per problem (remember that $D^1$ is always set to be $(\hat{V}^1)^{\frac{1}{2}}$). The average cost for finding a feasible starting point was 4.30 linear system solves, each of order $(m + n)$.

| size | cond=$10^3$ | cond=$10^6$ | cond=$10^9$
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>m</td>
<td>max</td>
<td>avg</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
<td>18</td>
<td>17</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>16</td>
<td>13</td>
</tr>
<tr>
<td>100</td>
<td>90</td>
<td>12</td>
<td>10.3</td>
</tr>
</tbody>
</table>

| size | cond=$10^3$ | cond=$10^6$ | cond=$10^9$
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>m</td>
<td>max</td>
<td>avg</td>
</tr>
<tr>
<td>200</td>
<td>20</td>
<td>17</td>
<td>16</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>20</td>
<td>18.3</td>
</tr>
<tr>
<td>200</td>
<td>180</td>
<td>15</td>
<td>13.3</td>
</tr>
</tbody>
</table>

| size | cond=$10^3$ | cond=$10^6$ | cond=$10^9$
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>m</td>
<td>max</td>
<td>avg</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
<td>18</td>
<td>16.3</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>15</td>
<td>12.7</td>
</tr>
<tr>
<td>100</td>
<td>90</td>
<td>13</td>
<td>11</td>
</tr>
</tbody>
</table>

| size | cond=$10^3$ | cond=$10^6$ | cond=$10^9$
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>m</td>
<td>max</td>
<td>avg</td>
</tr>
<tr>
<td>200</td>
<td>20</td>
<td>17</td>
<td>16</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>21</td>
<td>18.3</td>
</tr>
<tr>
<td>200</td>
<td>180</td>
<td>15</td>
<td>13.7</td>
</tr>
</tbody>
</table>
### TABLE 3

**Indefinite Problems, pctinf = 0**

<table>
<thead>
<tr>
<th>size</th>
<th>cond=10^3</th>
<th>cond=10^6</th>
<th>cond=10^9</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>m</td>
<td>max</td>
<td>max</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
<td>20</td>
<td>18.3</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>20</td>
<td>19.3</td>
</tr>
<tr>
<td>100</td>
<td>90</td>
<td>13</td>
<td>11.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>size</th>
<th>cond=10^3</th>
<th>cond=10^6</th>
<th>cond=10^9</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>m</td>
<td>max</td>
<td>max</td>
</tr>
<tr>
<td>200</td>
<td>20</td>
<td>21</td>
<td>20.3</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>25</td>
<td>21.7</td>
</tr>
<tr>
<td>200</td>
<td>180</td>
<td>17</td>
<td>15.7</td>
</tr>
</tbody>
</table>

### TABLE 4

**Indefinite Problems, pctinf = 0.1**

<table>
<thead>
<tr>
<th>size</th>
<th>cond=10^3</th>
<th>cond=10^6</th>
<th>cond=10^9</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>m</td>
<td>max</td>
<td>max</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
<td>19</td>
<td>17.7</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>20</td>
<td>18.3</td>
</tr>
<tr>
<td>100</td>
<td>90</td>
<td>13</td>
<td>11.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>size</th>
<th>cond=10^3</th>
<th>cond=10^6</th>
<th>cond=10^9</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>m</td>
<td>max</td>
<td>max</td>
</tr>
<tr>
<td>200</td>
<td>20</td>
<td>39</td>
<td>26</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>27</td>
<td>22</td>
</tr>
<tr>
<td>200</td>
<td>180</td>
<td>16</td>
<td>15.3</td>
</tr>
</tbody>
</table>

**Observations:** On the whole, the experiments indicate that algorithm **Interior-Newton** is efficient. The iteration numbers are insensitive to problem size and condition number. Though our experiments are limited, they clearly indicate that the new algorithm is promising.

For purposes of comparison, we have used Algorithm **Interior-Newton** to solve the same set of problems as in Table 1, and the results are presented in the following table. In most cases both algorithms terminated at (almost) the same function values for each problem; however, the required numbers of iterations are quite different. On average, the number of iterations is 16.1 in Table 1 but is 31.0 in Table 1'. The largest number is 23 in Table 1 but is 89 in Table 1'.
6. Concluding Remarks. We have proposed an interior Newton method with a new scaling strategy for general quadratic programming problems. The algorithm is robust and has stronger convergence properties than existing interior methods for the general quadratic programming problem. Specifically, the main theoretical property of our proposed method can be summarized as follows. Under compactness and nondegeneracy assumptions, i.e., (AS1), (AS2), and (AS3), our proposed algorithm generates a sequence \( \{x^k\} \) converging to a point \( x^* \) satisfying first-order and second-order necessary conditions. Moreover, if \( x^* \) satisfies second-order sufficiency conditions, then the local rate of convergence is 2-step quadratic. Nevertheless, it may be possible to weaken some of the nondegeneracy assumptions, especially for the first-order convergence results. This is a subject of future research.

Preliminary numerical experiments suggest that the method is efficient for dense problems of moderate size. Inspection of the conditioning of the underlying linear systems, in the limit, indicates that robust asymptotic behavior is to be expected from this approach, even in the presence of near-degeneracy and ill-conditioning. This is in sharp contrast to the limiting linear system in Ye’s approach [24] which always approaches singularity. To further explore this remark, consider the following.

Suppose \( H > 0 \) in \( \mathcal{N}^* \). Then for all \( k \) sufficiently large, the resulting coefficient matrix of Ye’s affine scaling method can be formulated as

\[
(\hat{Z}^k)^T \hat{V}^k H \hat{V}^k \hat{Z}^k,
\]

where

\[
< \hat{Z}^k > = \text{null}(A\hat{V}^k), \text{ and the columns of } \hat{Z}^k \text{ are orthonormal}.
\]

Alternatively, the underlying system can be formulated with the following coefficient matrix:

\[
\Sigma_1^k \triangleq \begin{bmatrix}
\hat{V}^k H \hat{V}^k & (A\hat{V}^k)^T \\
A\hat{V}^k & 0
\end{bmatrix}.
\]
The limit matrix of (6.3),

\begin{equation}
\Sigma_1^* = \lim \Sigma_1^k = \begin{bmatrix}
\tilde{V}^* H \tilde{V}^* & (A \tilde{V}^*)^T \\
A \tilde{V}^* & 0
\end{bmatrix} \in \mathcal{R}^{(m+n) \times (m+n)},
\end{equation}

is singular: it is easy to see that there exists a permutation matrix \( P_1 \) such that

\begin{equation}
P_1^T \Sigma_1^* P_1 = \begin{bmatrix}
0 & 0 \\
0 & B_1
\end{bmatrix}
\end{equation}

for some \( B_1 \in \mathcal{R}^{(m+n-|A^*|) \times (m+n-|A^*|)} \). Therefore, the limit matrix

\begin{equation}
(\tilde{Z}^*)^T \tilde{V}^* H \tilde{V}^* \tilde{Z}^*
\end{equation}

of (6.1) is singular. When \( \tilde{v}_i^k \to 0 \), the \( i \text{th} \) row and \( i \text{th} \) column of \( \Sigma_1^k \) go to zero at the rate of \( O(\tilde{v}_i^k) \). This ill-conditioning of \( \Sigma_1^k \) is unavoidable no matter how well \( H \) and \( A \) are conditioned.

In contrast, for all \( k \) sufficiently large, the resulting coefficient matrix of our algorithm can be formulated as

\begin{equation}
(\tilde{Z}^k)^T \tilde{M}^k \tilde{Z}^k = (\tilde{Z}^k)^T (D^k H D^k + |G^k|) \tilde{Z}^k.
\end{equation}

Alternatively, the underlying system can be solved using the coefficient matrix

\begin{equation}
\Sigma_2^k \overset{\text{def}}{=} \begin{bmatrix}
D^k H D^k + |G^k| & (A D^k)^T \\
A D^k & 0
\end{bmatrix} \in \mathcal{R}^{(m+n) \times (m+n)},
\end{equation}

The limit matrix of (6.8),

\begin{equation}
\Sigma_2^* = \lim \Sigma_2^k = \begin{bmatrix}
D^* H D^* + |G^*| & (A D^*)^T \\
A D^* & 0
\end{bmatrix} \in \mathcal{R}^{(m+n) \times (m+n)},
\end{equation}

is well-behaved under (AS3) since there exists a permutation matrix \( P_2 \) such that

\begin{equation}
P_2^T \Sigma_2^* P_2 = \begin{bmatrix}
diag(|g_{i*}^*|) & 0 \\
0 & B_2
\end{bmatrix}
\end{equation}

for some \( B_2 \in \mathcal{R}^{(m+n-|A^*|) \times (m+n-|A^*|)} \) and \( B_2 \) is nonsingular. The limit matrix

\begin{equation}
(\tilde{Z}^*)^T (D^* H D^* + |G^*|) \tilde{Z}^*
\end{equation}

of (6.7) is well-conditioned under (AS3). Any possible ill-conditioning of \( \Sigma_2^k \) can only come from the ill-conditioning of \( H \), the rank deficiency of \( A \), and the degeneracy of the original problem (1.1). Moreover, even in the degenerate case, i.e., for some \( i \), \( \tilde{v}^*_i + |g^*_i| = 0 \), the \( i \text{th} \) row and \( i \text{th} \) column of \( \Sigma_2^k \) go to zero at the rate of \( O((\tilde{v}^*_i)^{\frac{1}{2}}) \), much slower than \( O(\tilde{v}^*_i) \).

The interior approach we have explored in this paper is an exciting new way to solve quadratic programming problems: it is theoretically interesting and practically viable. As it stands it is not suitable for large-scale quadratic programming in that it requires full-dimensional trust region computations and several matrix factorizations in each major iteration. In response to this we are currently investigating a modification
of this approach involving iterative and approximate linear solvers. This will be the topic of a future report.
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8. Appendix: The convergence properties of Algorithm Interior-Newton$_2$. In this appendix, we verify that algorithm Interior-Newton$_2$ has the same convergence properties as algorithm Interior-Newton$_1$. To be specific, and simplify the presentation, we will assume that $w^k$ is computed by (2.33) and $p_g^k$ is computed by (2.35). We are content with this assumption because it can be satisfied easily, i.e., a single least-squares solve in each iteration. On the other hand, it appears the convergence results in this appendix remain valid if this assumption is replaced by more general conditions, e.g., (CD1), (CD2), etc..

The first result we establish is that $\{q(x^k)\}$ converges if $w^k$, $p_g^k$ are computed by (2.33), (2.35) and $s^k$ satisfies (5.7) for all $k$ sufficiently large. However, Theorem 3.2 may not be true since $D^k$ is not always equal to $(\hat{V}^k)^{1/2}$. Instead, we will show directly that (3.21) is true for any limit point of $\{x^k\}$, and that (3.55) holds. These two results imply the convergence of $\{x^k\}$. First, we give a simple general result; the proof is straightforward and so it is omitted.

**Lemma 8.1.** Suppose $H \geq 0$ is any symmetric matrix. Then

\[ \|Hx\|^2 \leq x^T H x \|H\|. \]  

\[ (8.1) \]

**Lemma 8.2.** Suppose $w^k$ is computed by (2.33). Then $\{|w^k|\}$ and $\{\lambda_g^k\}$ are bounded, where $\lambda_g^k$ is defined by (2.38).

**Proof.** The boundedness of $\{|w^k|\}$ can be seen from (3.5), (3.6) and the way $w^k$ is computed. To consider $\{\lambda_g^k\}$, note that by (2.38), we have

\[ \lambda_g^k \mu^k = -(y^k)^T \hat{M}^k y^k \mu^k - (y^k)^T \hat{g}^k, \quad \forall k. \]

So, by the boundedness of $\{|w^k|\}$ and (AS1), $\exists C_4 > 0$ such that

\[ (8.2) \quad \lambda_g^k |\mu^k| \leq C_4. \]

Hence, by (2.40), $\lambda_g^k$ is bounded.

The following set will be useful subsequently:

\[ (8.3) \quad \mathcal{K} \triangleq \{k : D^k = (\hat{V}^k)^{1/2} \text{ at the end of Step 1}\}. \]

We let $\mathcal{K}^c$ denote the complementary set of $\mathcal{K}$. It is clear that $k \in \mathcal{K}^c$ if and only if $D^k = |V^k|^{1/2}$ at the end of Step 1.
Theorem 8.3. Suppose \( w^k \) and \( p_g^k \) are computed by (2.33) and (2.35) for all \( k \) sufficiently large. Suppose \( \{k_j\} \subset K^c \) and \( x^{k_j} \to x^* \). Then (3.21) holds and for all \( k_j \) sufficiently large,

\[
\tilde{v}_i^{k_j} = \tilde{v}_i^{k_j}, \quad \forall i \in A^c,
\]

where \( \tilde{v}^k \) is defined by (5.4).

Proof. First, assume that zero is a limit point of \( \{\tilde{w}^{k_j}\} \), where \( \tilde{w}^k \) is defined by (5.6). Without loss of generality, assume \( \tilde{w}^{k_j} \to 0 \). Then

\[
\tilde{v}_i^{k_j} \cdot g_i^{k_j} \to 0.
\]

By the boundedness of \( \{||w_k||\} \) and (1.14), both \( \{w^{k_j-1}\} \) and \( \{\tilde{v}_i^{k_j}\} \) have at least one limit point. Assume \( w^{k_j-1} \to w^* \) and \( \tilde{v}_i^{k_j} = \tilde{v}_i^* \). Then

\[
\tilde{v}_i^* \cdot g_i^{k_j} = 0, \quad \text{where} \quad g_i^* \overset{\text{def}}{=} Hx^* + C + A^T w^*.
\]

So by (1.15), \( \tilde{v}_i^* \cdot g_i^* = 0 \) which implies that \( w^* = w_i^{k_j} \) by (AS2). Hence \( g^* = g_i^{k_j} \) and

\[
\tilde{v}_i^* \cdot g_i^{k_j} = \tilde{v}_i^* \cdot g_i^{k_j} = 0.
\]

Now assume that \( \{\tilde{w}^{k_j}\} \) is bounded away from zero. Then for some \( \epsilon > 0 \),

\[
\tilde{w}^{k_j} \geq \epsilon, \quad \forall k_j.
\]

Since \( k_j \in K^c \), by the convergence of \( \{q(x^k)\}, (3.2), (5.7) \), and by the acceptance test in Step 1, we have

\[
q(x^{k_j}) - q(x^{k_j+1}) \geq -\gamma_2 \psi^{k_j}(\alpha_g^{k_j}p_g^{k_j}) \geq \gamma_2 \min(\tau_3, \tau_4 \epsilon)(-\psi^{k_j}(p_g^{k_j})) \to 0.
\]

So, by (3.3),

\[
((y^{k_j})^T M^{k_j} y^{k_j} + \lambda_g^{k_j})(\mu_g^{k_j})^2 \to 0.
\]

Considering Lemma 8.2, we see that \( ||(y^{k_j})^T M^{k_j} y^{k_j} + \lambda_g^{k_j}|| \) is bounded. So (2.38) and Lemma 8.1 yield that (remember that \( AD^{k_j} \tilde{Z}^{k_j} = 0 \))

\[
||(\tilde{Z}^{k_j})^T D^{k_j}(Hx^{k_j} + c)|| = ||(\tilde{Z}^{k_j})^T \tilde{g}^{k_j}|| = (y^{k_j})^T \tilde{g}^{k_j} = -(y^{k_j})^T M^{k_j} y^{k_j} + \lambda_g^{k_j})\mu_g^{k_j} \to 0,
\]

where \( D^{k_j} = |\tilde{V}^{k_j}|^{1/2} \). Let \( \tilde{v}^* \) be any limit point of \( \{\tilde{v}^{k_j}\} \) and assume that \( \tilde{v}^{k_j} \to \tilde{v}^* \). Let \( \tilde{Z} = \lim \tilde{Z}^{k_j} \). Then

\[
(\tilde{Z}^*)^T \tilde{D}^*(Hx^* + c) = 0.
\]

Since \( < \tilde{Z}^*> = \text{null}(AD^*), \exists w^* \in \mathbb{R}^m \) such that

\[
\tilde{D}^*(Hx^* + c) + (AD^*)^T w^* = 0,
\]

35
\[ (8.13) \quad \dot{D}^* g^* = \dot{D}^* (H x^* + c + A^T w^*) = 0, \]

which gives us (8.6) again and consequently, (8.7) is true.

To show (8.4), let \( \tilde{v}^* \) be any limit point of \( \{ \tilde{v}^{kj} \} \). Repeat the arguments above, we have

\[ (8.14) \quad \tilde{v}^* \ast g_{i_0}^* = 0. \]

Then, \( \forall i \in \mathcal{A}^* \), \( \tilde{v}_i^* = \tilde{v}_i^{*} = 0 \). Therefore, for all \( k_j \) sufficiently large, (8.4) holds.

**Theorem 8.4.** Suppose \( w^k \) and \( p^k_g \) are computed by (2.33) and (2.35) for all \( k \) sufficiently large. Suppose \( x^* \) is any limit point of \( \{ x^k \} \) and \( x^{kj} \longrightarrow x^* \). Then (3.21) holds. Furthermore, if \( s^k \) satisfies (CD3) with \( D^k = (\tilde{V}^k)^{1/2} \) or \( D^k = |\tilde{V}^k|^{1/2} \) for all \( k \) sufficiently large, then \( \{ x^k \} \) converges to \( x^* \) which satisfies (3.48).

**Proof.** If \( k_j \in K \), then \( s^{kj} \) is computed based on \( D^{kj} = (\tilde{V}^{kj})^{1/2} \), and otherwise, based on \( D^{kj} = |\tilde{V}^{kj}|^{1/2} \). So if there are infinitely many \( k_j \in K^c \), then by Theorem 8.3, (3.21) holds. Otherwise, by (5.7) and Corollary 3.3, (3.21) holds also.

To see the convergence of \( \{ x^k \} \), we first show that (3.55) is true. In fact, since \( s^k \) satisfies (CD3) with \( D^k = (\tilde{V}^k)^{1/2} \) or \( D^k = |\tilde{V}^k|^{1/2} \) for all \( k \) sufficiently large, (3.55) is obviously true for those \( k \in K \) and is also true for those \( k \in K^c \) by (8.4). Note that the conditions used by Lemma 3.4, Lemma 3.5 and Theorem 3.6 are only (3.21) and (3.55), we see that \( \{ x^k \} \) converges to \( x^* \) which satisfies (3.48).

Note that the convergence of \( \{ x^k \} \) does not depend on whether \( D^k = (\tilde{V}^k)^{1/2} \) or \( D^k = |\tilde{V}^k|^{1/2} \) for the trial \( D^k \) in Step 1. This flexibility gives us freedom to choose \( D^k \) with performance in mind.

The next results establish the convergence of \( \{ w^k \} \), and the convergence of \( \{ x^k \} \) to a first-order point.

**Corollary 8.5.** The sequence \( \{ w^k \} \) converges to \( w^* \) under the assumptions of Theorem 8.4.

**Proof.** Let \( w^* \) be any limit point of \( \{ w^k \} \) and assume that \( \{ w^{kj} \} \longrightarrow w^* \). If there are infinitely many \( k_j \in K \), then \( w^* = w_{i_0}^* \). Otherwise, for all \( k_j \) sufficiently large, \( k_j \in K^c \) and by (2.33),

\[ (8.15) \quad w^{kj} = -(A|\tilde{V}^{kj}|A^T)^{-1}A|\tilde{V}^{kj}|(H x^{kj} + c). \]

Let \( \tilde{v}^* \) be any limit point of \( \{ \tilde{v}^{kj} \} \) and assume that \( \tilde{v}^{kj} \longrightarrow \tilde{v}^* \). Then by (8.14), (3.6) and (8.15), we have

\[ (8.16) \quad w_{i_0}^* = -(A|\tilde{V}^*|A^T)^{-1}A|\tilde{V}^*|(H x^* + c) = \lim w^{kj} = w^*. \]
Lemma 8.6. If $s^k$ satisfies (3.60) for all $k \in \mathcal{K}$ sufficiently large, the limit point $(x^*, w^*)$ satisfies (1.4).

Proof. If there are infinitely many $k \in \mathcal{K}$, say $\{k_j\} \subset \mathcal{K}$, then $\hat{g}_{i_k}^{k_j} \rightarrow g^*_{i_k}$ by Corollary 8.5. Let $\tilde{v}^*$ be any limit point of $\{\hat{v}^{k_j}\}$. By Theorem 8.3, $\tilde{v}^* \cdot g^*_{i_k} = 0$ and $\forall i \in \mathcal{A}^+, \tilde{v}^*_i = \hat{v}^*_i = 0$. So $v^* \cdot g^*_{i_k} = 0$. That is (1.4).

If $k \in \mathcal{K}$ for all $k$ sufficiently large, then we are identically using Algorithm Interior-Newton$_1$, and, by Corollary 3.7, the result holds as well.

Comparing Lemma 8.6 to Lemma 3.7, we see that Corollary 8.6 is stronger since (3.60) needs to be satisfied only by those $s^k$ with $k \in \mathcal{K}$ to get a first-order limit point. As indicated in Lemma 3.8, one possible strategy to guarantee first-order convergence is to replace the direction $s^k$ with the scaled gradient $p^k_\theta$ whenever (3.60) fails. Alternatively, satisfaction of (CD4) will yield first-order convergence, and more.

The following result, with proof similar to the proof of Theorem 3.12, establishes convergence to a second-order point.

Theorem 8.7. Suppose $w^k$ is computed by (2.33) and $\alpha^k p^k$ satisfies (CD4) for all $k$ sufficiently large. Further, assume $\{x^k\}$ converges to a point $x^*$ that satisfies (3.21). Then $x^*$ satisfies (1.5).

It is easy to verify that all the remaining results in Sections 3 and 4 for Interior-Newton$_1$ also hold for Interior-Newton$_2$. To sum them up, we have the following results:

Theorem 8.8. Suppose for all $k$ sufficiently large, $w^k$ and $p^k_\theta$ are computed by (2.33) and (2.35), $s^k$ satisfies (3.60) and (CD3) with $D^k = (\tilde{V}^k)^{1/2}$ or $D^k = |\tilde{V}^k|^{1/2}$, and $\alpha^k p^k$ satisfies (CD4). Then the sequence $\{x^k\}$ generated by Algorithm Interior-Newton$_2$ converges to a point $x^*$ which satisfies the first-order and second-order necessary optimality conditions. Further more, if $H > 0$ in $N^*$, then $x^*$ is a solution to (1.1).

The next result establishes that the point of convergence is a second-order point; moreover, the rate of convergence is at least 2-step quadratic. (Recall that (4.47) implies that a 2-step quadratic convergence rate.)

Corollary 8.9. Suppose for all $k$ sufficiently large, $w^k$ and $p^k_\theta$ are computed by (2.33) and (2.35), $s^k = \sigma^k \alpha^k p^k + (1 - \sigma^k) \alpha_k^k p^k_\theta$, where $\sigma^k$ is defined by (3.75) and $\alpha^k$, $p^k$ and $\alpha_k^k$ are defined by (2.27), (2.13) and (2.41). Then the sequence $\{x^k\}$ generated by Algorithm Interior-Newton$_2$ converges to a point $x^*$ which satisfies the first-order and second-order necessary optimality conditions. Further more, if $H > 0$ in $N^*$, then $\{x^k\}$ satisfies (4.47) and $x^*$ is a solution to (1.1).

Our final result in this appendix is to show that, ultimately, only one computation is needed for $w^k$, $\tilde{Z}^k$, and $p^k_\theta$ in each iteration. Clearly, this is true if we can establish:

(8.17) The trial $D^k$ is unchanged in Step 1 for all $k$ sufficiently large.
Theorem 8.10. Suppose $w^k$ and $p^k_\delta$ are computed by (2.33) and (2.35). Suppose $x^k \rightarrow x^*$ and $H > 0$ in $N^*$. Then (8.17) holds.

Proof. First, we show the following:

(8.18) \[ \exists \alpha_0 > 0 \text{ such that } \alpha_0^k \geq \alpha_0, \forall k. \]

In fact, by (8.4), whether $D^k = (\tilde{V}^k)^\frac{1}{2}$ or $D^k = |\tilde{V}^k|^\frac{1}{2}$, we always have that

\[ D^k_i = (\tilde{v}^k_i)^\frac{1}{2}, \forall i \in A^*, \forall k \text{ sufficiently large}. \]

If (8.18) is false, then repeat the arguments between (3.19) and (3.20), note that $\|g^k_{ls}\|$ is bounded, we would have

(8.19) \[ \frac{||D^k_i g^k_{ls}||}{|\mu^k_{ls}|} \rightarrow 0. \]

But on the other hand, since $AD^2g_{ls} = 0$, $\exists \xi \in R^{n-m}$ such that $Dg_{ls} = \tilde{Z}\xi$. Hence

(8.20) \[ y^T \tilde{M} y = \frac{1}{\|Dg_{ls}\|^2} g^T_{ls} D^2 M D^2 g_{ls} = \frac{\xi^T \tilde{Z}^T \tilde{M} \tilde{Z} \xi}{\|\xi\|^2}, \]

where $y$ is defined by (2.34). By Lemma 3.9, $(\tilde{Z}^*)^T \tilde{M}^* \tilde{Z}^* > 0$. So $\exists \epsilon > 0$ such that

(8.21) \[ (y^k)^T \tilde{M} g^k \geq \epsilon. \]

Then, using (3.17), we have

\[ \frac{||D^k_i g^k_{ls}||}{|\mu^k_{ls}|} \geq \epsilon, \]

which is a contradiction to (8.19). Hence, (8.18) is true.

Now, to show (8.17), it suffices to show that $\{\psi^k(\alpha^k_\delta p^k_\delta)/\psi^k(p^k_\delta)\}$ is bounded away from zero since $\iota^k \rightarrow 0$. This is true because it is easy to see that $(p^k_\delta)^T g^k \leq 0$, so $\alpha^k_\delta p^k_\delta g^k \leq (\alpha^k_\delta)^2 (p^k_\delta)^T g^k$ since $\alpha^k_\delta \leq 1$, and then, by (8.18),

(8.22) \[ \frac{\psi^k(\alpha^k_\delta p^k_\delta)}{\psi^k(p^k_\delta)} \geq \frac{(\alpha^k_\delta)^2 \psi^k(p^k_\delta)}{\psi^k(p^k_\delta)} \geq \alpha_0^2 \]

for all $k$ sufficiently large. \[ \square \]
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