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Abstract

Large collections of full-text documents are now commonly used in automated information retrieval.
When the stored document texts are long, the retrieval of complete documents may not be in the users’
best interest. In such circumstances, efficient and effective retrieval results may be obtained by using
passage retrieval strategies designed to retrieve text excerpts of varying size in response to statements of
user interest.

New approaches are described in this study for implementing selective passage retrieval systems, and
identifying text passages responsive to particular user needs. An automated encyclopedia search system
is used to evaluate the usefulness of the proposed methods.

Introduction

In operational retrieval environments, it is now possible to process the full text of all stored documents.
Many long, book-sized documents are stored, often containing a mix of different topics covered in more or
less detail. In these circumstances, it is not useful to maintain the integrity of complete undivided documents.
Instead individual text passages should be identified that are more responsive to particular user needs than
the full document texts.

Several advantages are apparent when individual text passages are independently accessible. First, the
efficiency of text utilization may be improved because the users are no longer faced with large masses of
retrieved materials, but can instead concentrate on the most immediately relevant text passages. Second,
the effectiveness of the retrieval activities may also be enhanced because relevant short texts are generally
more easily retrievable than longer ones. The longer items covering a wide diversity of different subjects
may not closely resemble narrowly-formulated, specific user queries. As a result, many potentially relevant
items may be rejected. When text excerpts are accessible, the query similarity is often higher for the text
excerpts than for the corresponding full texts, leading to the retrieval of additional relevant material with
corresponding improvements in recall and precision.

Most text items are naturally subdividable into recognizable units, such as text sections, paragraphs,
and sentences. This leads to the notion of assembling text excerpts of varying size covering just the right
amount of information to satisfy the user population. In the remainder of this study, effective methods are
introduced for identifying relevant text excerpts in response to user interest statements, and assembling these
excerpts into retrievable text passages responsive to individual user needs.

Classical Text Excerpting

Methods have been introduced in the past for the use of text passages in information retrieval and automatic
abstracting. The standard approaches utilize bottom-up procedures based on the identification of important
text sentences that are later assembled into retrievable text units. Typically, each text sentence is assigned
a score, or weight, depending on its perceived importance in the texts under consideration. Retrievable text
passages, or text abstracts, are then formed by grouping a number of important highly-weighted sentences
into units that are then independently processed for particular purposes.
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Different methods have been used for the sentence scoring process. Typically, weights are assigned to the
individual text words, and the complete sentence scores are then based on the occurrence characteristics of
highly-weighted terms in the respective sentences. In passage retrieval applications where the task consists
in retrieving text excerpts that are similar to available user queries, the number and concentration of query
words included in the individual sentences is used to generate the sentence score. Increasing concentration of
query terms, measured by the closeness of these terms in the text sentences, leads to higher assigned sentence
weights. In text abstracting, or text summarization applications where user queries are not necessarily
available, the sentence score is similarly based on the number and concentration of text words thought to be
important in representing text content.

In addition to using the occurrence characteristics of highly-weighted terms, the sentence scoring system
may be influenced by a number of additional factors such as:

1. The location of the sentences in the texts under consideration, special importance being given to texts
representing figure captions, titles, and section headings.

2. The inclusion in the sentences of special clue words and clue phrases that are thought to be important
in the determination of topicality and sentence value.

3. The use of syntactic relationships detected between particular words and sentences in the text, indi-
cating that the corresponding text units are related and ought to be jointly retrieved. [1-8]

Various procedures have also been suggested for assembling individual text sentences into meaningful larger
units. For example, specific rules have been proposed for generating so-called connected, concentrated, and
compound text passages. [9-11]

Unfortunately, it is difficult to produce readable text passages by using the low-level term-weighting
approaches normally available for this purpose. Alternative strategies have therefore been advocated for
use in text abstracting and summarization based on deep semantic analysis techniques, and the use of pre-
constructed frames, or templates, that are appropriately filled by information extracted from the document
texts. [12-13] It is possible that approaches based on deep knowledge of particular subject fields will be
useful for restricted tasks, such as, for example, the construction of medical summaries of certain types.
When unrestricted subject matter must be treated, as is often the case in practice, the passage retrieval and
text summarization methods proposed heretofore have not proven equal to the need.

One suggestion that may represent a step in the right direction is based on the use of text paragraphs,
rather than sentences for the construction of text passages. In that case, relationships are computed between
individual text paragraphs, based on the number of common text components in the respective paragraphs.
Certain paragraphs are then chosen for abstracting purposes, replacing the originally available texts. [14] In
the present study, the use of complete paragraphs is generalized to include text passages of varying length,
covering the subject at varying levels of detail, and responding to varying kinds of user needs. A top-down
approach is used whereby large text excerpts are chosen first, that are successively broken down into smaller
pieces covering increasingly specific user needs. This makes it possible to retrieve full texts, text sections,
text paragraphs, or sets of adjacent sentences depending on particular user requirements.

Global-Local Processing in Text Analysis and Retrieval

The Smart retrieval strategies are based on the vector processing model, where document and query texts
are represented by sets, or vectors, of weighted terms. A term may be a word stem, or phrase, included
in a particular text, and the term weights are chosen so as to favor terms that occur with high frequency
inside particular documents, while being relatively rare in the collection as a whole. [15] To determine the
similarity between a query and a stored document, or between two stored documents, the corresponding
term vectors are compared, and coefficients of similarity are computed based on the number and the weight
of common terms included in a vector pair. This makes it possible to rank the documents at the output in
decreasing order of the computed query similarity.

The global vector similarity reflects global coincidence between query and document texts. The assump-
tion is that when two vectors do not exhibit a given minimal global similarity, the corresponding texts are not
related. Documents whose query similarity falls below a stated threshold are therefore rejected. The reverse



Query: [9562] Gall (Parasitic growth in plants)

Retrieved Simple Restricted
Document Query Unrestricted  Sentence Sentence
Number Similarity Title Output Match Match

1. 9567 0.30 Galle (city in Sri Lanka) . x N

2. 1494 0.28 Art Gallery . x N

3. 9563 0.27 Galla (African people) . x N

4. 12134 0.27 Insect . . .

5. 17675 0.24 Parasite . . .

6. 23008 0.24 Turner, J.M.W. (painter) . . x N

7. 20402 0.24 St. Gallen (city) . . x N

8. 11847 0.24 Hymenoptera (insects) . ° .

9. 17061 0.23 Oak . . .
10. 22077 0.23 Tannins . . °
11. 18414 0.23 Plant . . .
12. 22034 0.23 Tamarisk . . .
13. 170 0.22 Acorn (cross-reference) . x N
14. 9578 0.21 Gallium (metal) . x N
15. 22075 0.21 Tannic Acid . . .
16. 11913 0.20 Ichneumon Fly . . .
17. 4953 0.20 Chalcid (parasite) . . .
18. 18228 0.20 Phylloxera (insect) . X R
19. 7304 0.19 Diseases of Plants
20. 23827 0.19 Wasp

Table 1: Effect of Local Sentence Match Restrictions for Query [9562] Gall
(removal of 7 nonrelevant (N) items and 1 relevant (R) item)

assumption may or may not hold, that is, when the global similarity between two vectors is sufficiently large,
the texts may nevertheless be unrelated because the common vocabulary may be used in different senses
in the respective texts. Thus, based on a global vector similarity computation, documents about table salt
might be retrieved in answer to queries about the SALT treaties.

Problems caused by language ambiguity can be largely solved by making appeal to the “use theory”
of meaning proposed by Wittgenstein and others, which states that the meaning of* words and expressions
depends on the use of these words in the language. [16] This suggests that linguistic ambiguities and multiple
meanings can be eliminated by checking the local context in which text words and expressions occur. The
linguistic context of a term such as “salt” is likely to be the same for many different texts dealing with the
SALT treaties. The same is true for texts discussing table salt. On the other hand, the contexts differ when
the query texts are related to arms control but the documents deal with food consumption.

In practice, a dual text comparison system can be used, designed to verify both the global similarity
between query and document texts, as well as the coincidence in the respective local contexts: [17,18]

1. The global text similarity is computed first by comparing the respective term vectors as previously
explained. Text pairs without sufficient global similarity are not further considered.

2. The local text environments are considered next for texts with sufficient global similarity, and local
structures included in the texts such as sections, paragraphs and sentences are compared. When
globally similar text pairs also contain a sufficient number of locally similar substructures, the texts
are assumed to be related.

The effect of the global/local text comparison system is illustrated in the example of Table 1. Here
an article included in the Funk and Wagnalls encyclopedia is used as a search request, and other related
encyclopedia articles are retrieved in response to the query articles. [19] Table 1 shows the 20 items exhibiting
the highest similarity with the query article “Gall” (article number [9562]) based on the global vector
similarity between query and retrieved article texts. Normally a minimum threshold of 0.20 applies for
retrieval purposes, and documents with smaller global similarities are rejected.



The list of retrieved articles shown in Table 1 includes for the most part relevant items dealing with
parasitic insects that cause the formation of galls in plants. Unfortunately, a number of extraneous documents
are included on the list of items in Table 1, such as “Galle”, a city in Sri Lanka, and “J.M.W. Turner”,
a British painter. The retrieval errors are produced by the term truncation used in constructing the term
vectors: normally word stems, rather than complete words, are used in the query and document vectors, so
that terms such as “gallery”, “Galla”, “gallium”, and so on, are all reduced to gall, matching the term “gall”
in the query.

The left-most column of bullets in Table 1, entitled “unrestricted output”, identifies the top 18 items
that are retrieved in answer to [9562] Gall by the simple global vector similarity computation. The next
column to the right entitled “simple sentence match” represents a local retrieval strategy where at least one
matching pair of sentences must be found in query and retrieved document texts above a sentence matching
threshold of 75.0 in addition to a sufficiently large global similarity. [17,18] As the middle column of bullets
shows, six of the originally retrieved items do not fulfill the simple local sentence matching requirement.
This includes five obviously nonrelevant items (article [170] Acorn is not relevant because the whole article
consists of only a cross-reference to another article), plus a possibly relevant item, [18228] Phylloxera, that
appears at the bottom of the list.

The sentence matching strategy used to carry out the simple sentence match is based on a straightforward
computation of pair-wise sentence similarity between all sentence pairs in the respective query and document
texts. When a term is highly weighted, as is the case for “gall” in most of the retrieved articles, the required
sentence similarity threshold of 75.0 may be reached even though a sentence pair has only that single term
in common without additional matching context. To avoid that possibility, a restricted sentence match
requirement can be used specifying that at least two matching terms must be present in a matching sentence
pair, with no single term contributing more than 90 percent of the total sentence similarity. The right-most
column of Table 1 shows that the two remaining nonrelevant items ([23008] J.M.W. Turner and [20402] St.
Gallen) are now rejected because of the restricted local sentence match requirement.

An evaluation of the global/local text matching system is presented in the first 3 columns of figures of
Table 2(a). The results of Table 2(a) are average recall and precision figures obtained by using as queries
all encyclopedia articles starting with the letter G, and comparing them with all other encyclopedia articles.
A global similarity threshold of 0.20 is used, and all query articles are included in the evaluation for which
the relevance assessors found at least one relevant document. This represents a total of 982 “G” queries.
Full relevance data were obtained from the owners of the encyclopedia for all articles retrieved by the simple
sentence match (run 2 of Table 2(a), but not for the extra 5,000 documents retrieved by the unrestricted
run 1 that were rejected by the local sentence-matching process of run 2. All these items are treated as
nonrelevant in the evaluation of Table 2(a). The detailed example of Table 1 shows that items rejected by
the local matching process are indeed generally nonrelevant. This is also confirmed by the detailed recall
and precision figures included in Table 2(a) which both increase sharply between runs 1 and 2.

The precision figures included in Table 2 are exact; the recall figures must be interpreted as relative recall
representing the total number of retrieved relevant items divided by the total number of known relevant for
each query. Overall, the average precision improves by 9 percent over the unrestricted global text match
of run 1 when the simple local sentence match is used, and by an additional 2 percent for the restricted
sentence matching system.

Retrieval of Text Excerpts

The global/local text matching strategy described in the previous section is capable of retrieving relevant
documents with a high degree of accuracy. However, restricting the retrieval to full document texts presents
two main problems. Most obviously, the users will be overloaded rapidly when large document texts are
involved. Second, a potential loss in retrieval effectiveness (recall) occurs because the global query similarity
of the long, discursive documents that cover a number of different topics will be low, implying that many
long documents will be rejected, even when they contain relevant passages.

The user overload can be reduced and the retrieval effectiveness enhanced by making it possible to
retrieve text passages instead of full documents only, whenever the query similarity of a text excerpt is
larger than the similarity of the complete document. This suggests that a hierarchical text decomposition



1. Global Text  2.Simple 3. Restricted 4. Output 5. Full Text

Evaluation Parameters Match (un- Sentence Sentence With Text Sections or
* restricted) Match Match Sections Paragraphs
Retrieved Documents
all queries 17,328 12,491 11,206 12,285 13,669
Recall after 5 docs 0.5366 0.5820 0.5915 0.6316 0.6164
Recall after 15 docs  0.7705 0.8027 0.7978 0.8702 0.8631
Precision after 5 docs  0.6051 0.6629 0.6887 0.7097 0.6938
Precision after 15 docs 0.3862 0.4167 0.4214 0.4466 0.4391
11-point Average 0.6988  0.7623 0.7779 0.8569 0.8340  (0.9280)
Precision +9.1% +11.3% +22.5% +19.3%  (+24.7%)

a) Retrieval Evaluation for 982 Query Articles (letter “G”)
(partial relevance assessments based on run 4)

3. Restricted 4. Output 5. Full Text
Evaluation Parameters Sentence With Text Sections or
Match Sections Paragraphs

Retrieved Documents

all queries 1106 1204 1345
Recall after 5 docs 0.4583 0.4834 0.5043
Recall after 15 docs 0.6667 0.7141 0.7631
Precision after 5 docs 07680 07867 0.8067
Precision after 15 docs 0.5022 0.5274 0.5519
11-point Average 0.6920 0.7520 0.8198

Precision +9.7% +18.5%

b) Retrieval Evaluation for 90 “G” Query
(full relevance assessments for all retrieved items)

Table 2: Evaluation of Global/Local Text Comparison and Passage Retrieval

system be used which successively considers for retrieval text sections, text paragraphs, and sets of adjacent
text sentences. In each case, the text excerpt with the highest query similarity may be presented to the
user first, while providing options for obtaining larger or smaller text pieces. Because of the local context
checking requirement used for retrieval purposes, text excerpts such as paragraphs and sentences are already
individually accessible, and the additional resources needed for passage retrieval purposes are relatively
modest.

The basic operations of a section and paragraph retrieval capability are illustrated in Table 3 for the
query [9562] Gall, previously used in the illustration of Table 1. The left-most column of bullets in Table
3 corresponds to the restricted sentence match retrieving full documents only (equivalent to the right-most
column of bullets in Table 1). In the middle column of Table 3, text sections are retrievable in addition
to full documents, with the right-most column covering paragraph retrieval as well as sections and full text
items.

The move to section retrieval promotes a number of retrieved items. Thus, the full article on Insects
[12134] which contains 43 text paragraphs is replaced by section 10 of that article describing insect reproduc-
tion, and particularly the reproduction of gall wasps. Furthermore, the query similarity for vector [12134.c10]
is 0.32, instead of 0.27 for the full document. This lifts the material on insects from retrieval rank 4 to rank 1.
The section retrieval system also raises a previously unretrieved relevant item above the retrieval threshold
of 0.20. Table 3 shows that the article on Wasps [23827] was originally rejected because of the low query
similarity of 0.19. The query similarity for Section 4 of that article ([23827.c4]) reaches 0.20, leading to the
retrieval of that relevant item.

Additional relevant items are promoted when paragraphs are added to the retrieval process as shown in
the right-most column of Table 3. Thus, [11913] Ichneumon Fly is lifted from rank 14 to rank 12, [11847]
Hymenoptera is raised from rank 7 to rank 2, and section 5 on Parasitic Plants ([17675.c5]) is replaced by
paragraph 6 of that document ([17675.p6]) and raised from rank 5 to rank 3.

The effects of the passage retrieval capability are further detailed in the example of Table 4,



Query: [9562] Gall

Retrieved Restricted  Output  Section and
Document Query Sentence With Paragraph
Number Similarity  Title Match Sections Output
1. 12134.c10 0.32 Insect/Reproduction . .
2. 11847.p6 0.32 Hymenoptera .
3. 17675.p6 0.28 Parasite .
4. 12134 0.27 Insect .
5. 17675.cH 0.25 Parasite/Parasitic Plants .
6. 17675 0.24 Parasite .
7. 11847 0.24 Hymenoptera . °
8. 17061 0.23 Oak . . .
9. 22077 0.23 Tannins . . .
10. 18414 0.23 Plant . . .
11. 22034 0.23 Tamarisk . . .
12.  11913.p3 0.22 Ichneumon Fly .
13. 22075 0.21 Tannic Acid . . °
14. 11913 0.20 Ichneumon Fly . .
15. 4953 0.20 Chalcid . . .
16. 23827.c4 0.20 Wasp/Characteristics . .
17. 23827 0.19 Wasp

Table 3: Effect of Retrieval of Text Excerpts (Sections and Paragraphs)
for Query [9562] Gall (c; = section ¢; p; paragraph j)

covering a retrieval run for query [9561] on Galileo. Here all items retrieved by the restricted sentence
match are relevant to the query, but the section and paragraph retrieval strategies are able to locate large
numbers of previously unretrieved relevant items. A comparison of the three columns of bullets in Table 4
shows that the six originally retrieved full-text items are replaced by four full text items plus 8 text sections
(see the middle columns representing section retrieval), and by one full-text item, two text sections, and 17
text paragraphs in the right-most column covering paragraph and section retrieval in addition to full texts.

All the long, originally retrieved items, such as [1640] Astronomy (39 paragraphs), and [20683] Science
(25 paragraphs), are subdivided in the passage retrieval mode, and the retrieved sections and paragraphs
are much more closely related to the query topic [9561] Galileo than the original full articles. Furthermore,
a large number of long, originally rejected articles are retrieved in the passage retrieval mode, including very
long items such as the documents on Physics [18234] containing 146 paragraphs of text, and on Philosophy
[18179] containing 117 paragraphs. Many shorter relevant items are also obtained for the first time in the
passage retrieval mode, including [6284] Cosmology (30 paragraphs), [12132] Inquisition (21 paragraphs),
and [19463] Renaissance (27 paragraphs).

The efficiency improvements provided by the section and paragraph retrieval modes are illustrated at the
bottom of Table 4. When full documents are retrieved, the average number of paragraphs contained in each
retrieved item is nearly 16 for the Galileo query. This drops to only a little over 5 paragraphs per retrieved
item in the section mode, and to only 1.3 paragraphs on average for the combined section plus paragraph
mode. For the 982 query articles that start with the letter G, the average reduction in retrieved text length
is 43 percent for the section retrieval, and 54 percent for paragraph retrieval. The users necessarily benefit
when shorter text excerpts are obtained that are immediately related to the query topic instead of only
full-text items.

The effectiveness of the section and paragraph retrieval is reflected by the evaluation data appearing in
the two right-most columns of Table 2(a), covering section, and section plus paragraph retrieval, respectively.
The recall and precision figures show that the passage retrieval techniques furnish substantially better output
than the standard restricted sentence match for full documents alone. The average precision data of Table
2(a) show that the section output (run 4) is about 9 percent better than the restricted sentence match of
run 3. This indicates that the vast majority of the 1,000 or so additional documents obtainable through the
section output are indeed relevant, as shown earlier in the examples of Tables 3 and 4.


















