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This dissertation investigates selected issues related to rural poverty in Sub-

Saharan Africa and evaluates whether information – such as that regarding a farmer’s

soil nutrient levels or agroforestry practices – can provide rural households with the

needed skills and knowledge to break the cycle of poverty. The setting of the research

is western Kenya, a densely populated area where agriculture is the primary economic

activity. Many of the farms in the area are very small, often only one acre, and the

lack of effective fertilizer and other input use has contributed to crop yields far be-

low potential. The essays in this dissertation seek to determine whether information

regarding agroforestry practices and soil nutrient levels can be effective tools for eco-

nomic development, and, additionally, analyze the effect. the effect of information

spread through peer networks on agricultural productivity.

The first essay (Chapter 2) focuses on the potential of agroforestry to reverse

environmental degradation in Kenya by increasing tree coverage and providing a

renewable source of household fuelwood. The results show that the various sources of

fuelwood, such as collecting fuelwood from off the farm and producing it on the farm

through agroforestry, are not readily substituted by households in western Kenya,

primarily due to gender-specific labor roles within households. As a result, there

is an effective limit on the extend of agroforestry in the area unless gender norms

for household labor change. In Chapter 3, we analyze the effect of soil information

transfers on household agricultural input demand by sampling soils from small-scale

farms in western Kenya. After testing the soils and returning the soil nutrient results
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to farmers, we used experimental auctions both before and after the farmers received

the results to measure changes in agricultural input demand. We find that soil testing

and input recommendations do have a significant effect on farmer input demands,

though the results are heterogeneous by input type and gender. Chapter 4 analyzes

peer network effects on agricultural productivity in western Kenya. We find that

female peers tend to increase male farmer’s productivity, and hypothesize that this is

due to the higher levels of social capital (proxied by network centrality) found among

men in the village samples, which increases their bargaining power with those less

central in the networks (often women). The three essays point to the important role

of gender in resource allocation, social dynamics, and factors influencing agricultural

productivity in western Kenya. Overall, this dissertation shows both the opportunities

of information diffusion for further economic development in Kenya, but also the

challenges posed by cultural norms that limit the spread of productivity enhancing

information.
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Chapter 1: Introduction

The World Bank estimates that 67.5 percent of the population in Sub-Saharan Africa

(SSA) earn the equivalent of less than $3.20 dollars per day (PPP), indicating exten-

sive levels of poverty across the continent (The World Bank, 2018). Farm yields in

Africa are generally low and far below potential (Zingore et al., 2015), a major factor

limiting growth in rural incomes. In addition, climate change has increasingly led

to unpredictable weather patterns, and together with deforestation, poor land man-

agement, and damaging environmental practices, has increased soil erosion in many

places (Garćıa-Ruiz et al., 2017). This soil degradation, exacerbated by the lack of ef-

fective input use, has contributed to stagnating crop yields (Zingore et al., 2015). Due

to these various obstacles, rural households often struggle to increase their incomes

and accumulate assets. Instead, decreasing yields lower farmers’ incomes, which leads

to a reduced capacity to purchase agricultural inputs, further decreasing yields. This

“ poverty trap” leads to a downward spiral of poverty from which it is often difficult

for rural households to escape (Dasgupta, 1997).

This objective of this dissertation is to investigate selected problems related to

rural poverty in Sub-Saharan Africa and evaluate potential tools that policymakers

and institutions can use – such as providing better information regarding agroforestry

practices and on-farm soil nutrient levels – which can provide rural households with

the needed skills and knowledge to break the cycle of poverty. The chapters in this

dissertation focus on the use of information, on environmental degradation related to

deforestation and soil nutrient deficiencies, and on social inequities, especially with

respect to gender, that can potentially lead to unequal trajectories of economic growth

within rural African communities. Whether these resource and social obstacles can
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be overcome depends in large part on access to information, which is often limited

by constraints including financial costs, cultural practices, and the structure of local

social networks.

1.1 Rural poverty and information diffusion in Sub-Saharan

Africa

A large volume of studies over several decades has shown that information can greatly

shape agricultural and environmental behavior in general, and in SSA, specifically

(see Foster and Rosenzweig (2010) and Nakasone et al. (2014) for reviews). Histori-

cally, information has often been communicated from institutions to farmers in SSA

is through extension field agents, though evidence has been mixed as to the efficacy

of this system (Anderson and Feder, 2004). Non-governmental organizations have

also played an increasing role in many countries where traditional extension services

have foundered. With the technological revolution in communications, there has also

been an expansion of efforts to transfer information through mobile phones (Aker,

2011), which many people in rural areas of SSA now own. Recent evidence has shown

that these efforts may be effective in encouraging farmer adoption of improved pesti-

cides (Cole and Fernando, 2012) and in increasing agricultural productivity (Casaburi

et al., 2014). Farmer field schools, organized by governments or NGOs, often train

participants in the use of new technologies with the hopes that these farmers will then

communicate improved information to others in their villages. Studies have shown

that field schools can be effective at technology diffusion (Davis et al., 2012), though

not necessarily in every situation (Feder et al., 2004a,b).

Underlying the farmer field school paradigm is the general consensus, supported by

an extensive literature, that individuals often learn most effectively from their peers.
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Proximity to those who live nearby enables individuals to experience first-hand the

success of new technologies or practices (Kondylis et al., 2017). An individual’s peers

also have a “safety credibility,” providing increased trust in the information they

provide (Rogers, 1995). Indeed, studies have shown that information diffusion is typ-

ically more effective when communicated through peers than through extension agents

(Conley and Udry, 2010; Krishnan and Patnam, 2014). However, as demonstrated

in this dissertation, information diffusion through peer connections is not always effi-

cient, and can create inequities between those more central in village social networks

and those on the periphery, while providing relatively greater benefits to those with

more advantageous social connections (Chapter 4). In addition, conformity effects

within a village can prevent adoption of a practice or technology, biasing individuals

towards traditional methods (Moser and Barrett, 2006). Moreover, entrenched cul-

tural practices or norms, such as strict gender divisions in household labor activities,

can limit the impact of new information and prevent new technologies and practices

from reaching optimal scales (Chapter 2). However, for farmers in rural SSA to accu-

mulate assets in the face of soil degradation and unpredictable weather patterns, they

must incorporate new and improved information regarding optimal agricultural prac-

tices and technologies. In the chapters of this dissertation, we focus on two practices

in particular: agroforestry and the use of organic inputs.

Over the past century, forests have degraded substantially in Sub-Saharan Africa.

In a recent study, Aleman et al. (2018) estimate that closed canopy forest coverage has

decreased on the continent by 22 percent since 1900, with 290,000 hectares of forest

lost in the first decade of the 21st century alone (Food and Agriculture Organization:

UN, 2010). Increasing demands for cropland and livestock are major contributors

to deforestation in SSA, although fuelwood collection and charcoal production for

household energy use is the single largest cause (Hosonuma et al., 2012). Not only
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does forest degradation increase the effort required by households to collect fuelwood,

but it also decreases soil health by increasing erosion and decreasing the soil’s ability

to retain water (Karltun et al., 2013). Agroforestry, or the planting of trees on-farm

as a crop, is a potential solution that has become more common in recent years. Agro-

forestry enables farmers to obtain fuelwood for household energy consumption, and

also increases soil organic matter and soil moisture, and decreases nutrient leaching

(Mbow et al., 2014). While agroforestry has many benefits, traditional customs and

practices, including strict divisions in on-farm labor roles between genders, can limit

the adoption and scale of agroforestry in SSA (Chapter 2).

Nutrient deficiencies are common in soils across SSA, where inputs into the soil

have not kept pace with agricultural intensification (Drechsel et al., 2001). One major

result is low crop yields: on average, maize yields in SSA have been claimed to be no

more than sixteen percent of their potential (Nkonya et al., 2016). Yet, in many areas

of Kenya, inorganic fertilizer use is well established. In fact, in some regions, inorganic

fertilizers such as DAP (diammonium phosphate) are used in excess of profitable levels

(Sheahan et al., 2013). Moreover, many soils in the area are unresponsive to inorganic

fertilizer use due to low levels of organic matter (Vanlauwe et al., 2001). Studies find

that farmers in SSA must increase their use of organic inputs to recover soil nutrient

levels and increase crop yields (Mateete et al., 2010). Organic inputs, such as crop

residues, farmyard manure, and compost are traditionally used in farming, but often

at insufficient levels due to their high opportunity cost (Place et al., 2003; Berazneva

et al., 2017).

In addition to exploring methods to increase soil fertility and access to renewable

sources of household energy, a major theme running through the essays in this disser-

tation relates to gender differentials: I explore the impacts of differences between men

and women in such matters as household labor roles, their valuation of agricultural
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inputs, and crop yields. In western Kenya, as in many areas of SSA, women are re-

sponsible for both agricultural and household work, often creating a large time burden

on women known as the “double workday” (Kes and Swaminathan, 2006). Female-

managed plots are generally allocated fewer resources within the household (Udry

et al., 1995), have lower crop yields (Slavchevska, 2015), and women are less likely

to have adopted improved agricultural practices on plots that they manage (Ndiritu

et al., 2014). Additionally, women tend to be less centrally positioned within their

village social networks, limiting their ability to effectively collect and incorporate

agricultural information on their farms (Chapter 4).

In the essays in this dissertation, I use data collected from western Kenya to

analyze the effect of agricultural information on farmer management strategies, their

demands for agricultural inputs, and crop productivity. I first examine the elasticity

of demand for household fuelwood sources (Chapter 2) to determine if improved

information regarding agroforestry practices and alternatives is likely to be effective

in decreasing environmentally damaging fuelwood collection practices. In Chapter

3, I detail an experiment where we provided detailed, personalized information to

respondents regarding various agricultural inputs to determine whether their demands

change for these inputs based on the information provided. The third essay (Chapter

4) focuses on the effect of social capital, measured by the centrality of household

members within their social network, on agricultural productivity, and, specifically,

investigates the gender differences in these peer effects. These essays collectively add

to several different strands of the development economics literature. They contribute

to the literatures on household labor, resource management, information provision

and technology adoption, social capital, gender and development, and the effects of

peer linkages on economic growth. Moreover, the second essay adds significantly to

the literature on experimental auctions in developing countries, which are increasingly
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being used as a tool to measure willingness to pay for various products, including

fertilizer, in SSA.

1.2 Research area and data

The data used in this thesis come from two separate sources. Data for the first essay

(Chapter 2, on agroforestry in western Kenya) were collected by Julia Berazneva,

PhD, for her dissertation “Reconciling Food, Energy, and Environmental Outcomes:

Three Essays on the Economics of Biomass Management in Western Kenya” (Cornell

University, 2015) and are used with her permission here. These data were collected in

2011-2012 from households in the western Kenyan highlands that comprise areas of

the former provinces of West Kenya, Nyanza, and the Rift Valley. From 15 villages,

315 randomly selected households were chosen to participate in the study. These

15 villages were divided into three research “blocks,” and the villages in each block

were in relative proximity to the others. Farms of the participants in this study

had their soils tested for nutrients and the trees on their farms were counted and

measured. Participants were also asked questions related to household production

activity, socio-demographic characteristics, and labor market participation, among

other topics. Additional details regarding this data set are provided in the 2015

Berazneva dissertation (Chapter 1) and in Chapter 2 of this dissertation.

I collected the data used in the latter two essays (Chapters 3 and 4) from farmers

surveyed in four counties of western Kenya: Bungoma, Busia, Kakamega, and Nandi

(Figure 3.A.2). The former three counties are in the former Western province of

Kenya, while Nandi County is adjacent to Kakamega county and in the former Rift

Valley Province. Agriculture is the primary economic activity in these counties. Most

farms are small (less than five acres) and managed by individual households. Over the
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past century, maize has emerged as the primary food crop grown in these areas, while

beans, bananas, and cassava are also widely cultivated. Major cash crops include

sugarcane (Bungoma, Busia, and Kakamega counties), tobacco (Busia and western

Bungoma counties), and tea (Nandi County). While many farmers attempt to grow

enough crops to sell to market after harvest, many others practice subsistence farming

or are net buyers of foodstuffs, relying on off-farm wage income to supplement their

household agricultural production. Household incomes are generally low: in 2016, the

year these surveys were conducted, an agricultural day laborer earned the equivalent

of 200 to 300 Kenyan Shillings for a full day’s work (roughly two to three U.S. dollars

at the exchange rates then prevailing). Since it is rare for more than one spouse

to work off-farm, per-person incomes in households with small landholdings in these

rural areas are very low.

This research in this dissertation builds on two projects currently in implemen-

tation through Cornell University in partnership with the International Institute of

Tropical Agriculture (IITA) and the World Agroforestry Center (ICRAF). One of

these projects, “Improving bean yields by reversing soil degradation and reducing

soil borne pathogens on small-holder farms in western Kenya,” began in 2012 and

is funded by USDA’s National Institute of Food and Agriculture. This project has

tested various agricultural inputs on seventy different researcher and farmer-managed

plots across Kakamega, Bungoma, and Busia counties in Kenya. Researchers in this

project have analyzed how various agricultural inputs affect crop yields, nutrient lev-

els, and pathogen suppression. The inputs tested include biochar, vermicompost,

mazao fertilizer, agricultural inoculants, and various combinations of these products

(these inputs are defined and described in detail later in this dissertation). The results

have found significant increases in bean yields through the use of these organic inputs.

A second project, “Sharing Knowledge on the Use of Biochar for Sustainable Land
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Management” focuses on biochar-related information diffusion and is funded through

the Global Environmental Facility. This project, which took place in Kenya in 2016-

2017, held workshops and demonstrations in Nandi County to educate farmers about

biochar. Farmers were divided into various treatments of biochar and other inputs

and provided with biochar for their experimental plots. The project found farmers’

knowledge of biochar production and use increased substantially, and biochar com-

bined with DAP fertilizer produced the greatest yield increases among participating

farmers.

For the research reported in Chapters 3 and 4 below, we identified participants by

acquiring village-level household lists from area chiefs in the areas of these research

projects. We then randomly selected participants from these village lists, and visited

and interviewed each household head and his/her spouse between July and November

2016 (Bungoma, Busia, and Kakamega counties), and March to April 2017 (Nandi

county). In total, we sampled 992 individuals in 612 households. When visiting

the households, local enumerators asked each participant a wide range of questions

including regarding agricultural production and input use, household assets, and de-

mographic characteristics. To analyze the effects of soil nutrient information transfers

on farmer behavior, we also collected soil samples from the primary maize plots on

each household’s farm. With help from IITA, these soil samples were analyzed to

determine the levels of various soil nutrients as well as the pH and texture of the

soils. To investigate issues related to information diffusion and the effect of informa-

tion on farmer behavior (Chapter 3), we included an experimental auction module

and a peer network model after Conley and Udry (2010) with the survey instrument

that was used to gather data for Chapters 3 and 4. At the time of the survey, we

used handheld GPS devices to measure the precise locations of the homesteads and

plots, as studies have shown that farmers in SSA generally to not provide accurate
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estimates about the size of their land (Carletto et al., 2015).

1.3 Overview of dissertation

The first essay in this dissertation, entitled “Fuelwood Source Substitution, Gender,

and Shadow Prices in Western Kenya” (Chapter 2), analyzes households’ choices of

fuelwood sources, which have ramifications for fuelwood scarcity and deforestation in

western Kenya. Fuelwood scarcity is a major environmental problem in much of the

developing world, and often places a major burden particularly on women and chil-

dren in the rural areas of these countries. Consequently, many governments, donors

and non-governmental organizations have encouraged on-farm fuelwood production

and agroforestry practices. Whether, however, fuelwood from different sources can be

easily substituted is an important empirical question, as the degree of substitutabil-

ity can depend on local markets and households’ resource endowments and incomes.

If limited substitution exists in this context, then this will decrease the impact of

programs seeking to increase fuelwood sourced from agroforestry. In this essay, I

examine the substitution among three fuelwood sources in rural western Kenya: fu-

elwood collected off-farm, fuelwood produced on-farm, and that which is purchased.

Using household-specific shadow prices for fuelwood and male and female wages, I

find that strict gender divisions in household labor result in limited substitution be-

tween fuelwood sources. Among the implications of these findings are that programs

and policies promoting agroforestry will have limited success without first addressing

the structural differences in labor markets.

The research in the second essay, “Underground Knowledge: Estimating the Im-

pacts of Soil Information Transfers through Experimental Auctions” (Chapter 3), an-

alyzes the impacts of soil information transfers on farmer behavior to learn whether
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these transfers can be an effective method to aid in recovering soil nutrients in Sub-

Saharan Africa (SSA). Soil degradation more often than not necessitates the use of

fertilizers to increase soil fertility and improve crop yields. However, rural small-

holders usually do not have sufficient information about their soil nutrient levels to

make profit-maximizing decisions about fertilizer usage. This leads to sub-optimal

combinations of inputs, and frequently, further soil and environmental degradation,

food insecurity, and a reduced ability to increase household incomes. In this essay, I

report on a two-round experimental auction approach (after BDM) to test whether

providing soil test information and fertilizer recommendations to farmers affected

their behavior and ability to optimize their input choices. I auctioned packages of

inorganic and organic inputs,1 dividing farmers into different soil fertility information

treatments, and analyzed the data using triple difference estimation methods. I find

that providing soil fertility information has significant effects on farmers’ demands for

agricultural inputs: recommendations to farmers to use inorganic fertilizer increase

willingness to pay by 61% compared to the baseline, while recommendations to use

organic fertilizers lead to more nuanced effects that depend on the gender of the

respondent. Overall, the research reported in this essay strongly suggests that soil

information transfers can enable more effective fertilizer optimization among farmers

and can potentially be a cost-effective way to reverse localized ecological degradation

and increase crop yields.

In the third essay in the dissertation, “Social Capital and Gendered Peer Net-

works,” I use peer network data coupled with agricultural production data collected

from surveys of rural households in western Kenya to analyze the relationship between

an individual’s position in a social network and agricultural productivity. Women in

1The inputs auctioned were biochar, vermicompost, diammonium phosphate (DAP), cow manure,
and combinations of these inputs. Additional details are included in Chapter 3.
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SSA are often located at the periphery of social networks, which limits their accu-

mulation of social capital, leading to a weakened bargaining position for information

exchange and potential negative effects on economic outcomes. Using social network

data from nearly 1,000 individuals from four counties, I construct various measures of

network centrality and demonstrate the relative periphery of female farmers in these

social networks. Then, using linear-in-means estimation, I find evidence consistent

with differential levels of bargaining power between genders in the sample: among

men, we find that increasing the share of female peers corresponds with increases in

agricultural productivity (controlling for a multitude of other factors), while no ben-

efits accrue to women based on the gender share of their peers. These results show

that men are advantaged in their placement within social structures in these villages,

which increases their ability to obtain information. This study adds an important

economic dimension to the existing literature on gendered social networks in SSA and

points to the detrimental effects of lower social capital accumulation among women

on their economic outcomes.

These essays together highlight both the possibilities and obstacles to productivity-

enhancing information diffusion in SSA. While information about agroforestry can

provide benefits both to farmers and their environment, Chapter 2 of the dissertation

shows that cultural norms can lead to sub-optimal allocation of land for on-farm fu-

elwood collection. In Chapter 3, results from experimental auctions for agricultural

inputs show that soil information transfers have strong impacts on farmer behavior.

In Chapter 4, however, we see that the location of individuals within their social

network is related to the quantity of information they receive, affecting their agricul-

tural productivity. Overall, this dissertation shows that the role of new information

in increasing the economic opportunities for farmers in SSA is extremely important,

but our results also identify the obstacles impeding the diffusion of information and
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how these limitations can potentially be addressed. Cultural norms, in particular,

often limit the flow of information. While these norms typically change slowly, the

general direction in SSA is towards more open and equitable societies that aid in the

spread of improved knowledge regarding agricultural practices and energy sources.

The results from this dissertation thus contribute towards our understanding of infor-

mation diffusion in rural SSA, with potential applications to other developing country

regions as well. In the final chapter of the dissertation, I summarize the conclusions

and impacts from these essays, as well as opportunities for future research.
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Chapter 2: Fuelwood Source Substitution, Gender,

and Shadow Prices in Western Kenya

Much of the world’s population, especially the poor in rural areas of developing coun-

tries, rely on biomass (crop residues, animal dung, and fuelwood) for basic household

energy requirements. In rural Sub-Saharan Africa (SSA), for example, 80 percent of

the population depends on biomass for daily cooking fuel, with most of the biomass

coming from fuelwood (International Energy Agency, 2014). This dependency on fu-

elwood carries many implications for the environment and for households’ livelihoods,

gender roles, and health.

The environmental impacts of fuelwood use include greenhouse gas (GHG) emis-

sions and deforestation. In the year 2000, net residential GHG emissions in SSA

totaled 79 million metric tons of carbon (MtC), 61 percent of which were due to fu-

elwood use (Bailis et al., 2005). These emissions are projected to increase. Under a

“business as usual” scenario, cumulative residential GHG emissions in SSA are esti-

mated to reach 6.7 billion tons of carbon by 2050, or 134 MtC per year – the equivalent

of more than four large coal-fired power plants operating at full capacity over the pe-

riod (World Wide Fund for Nature, 2007). Fuelwood off-farm collection, along with

charcoal production, also contributes to widespread deforestation (Hosonuma et al.,

2012). From all sources, the last decade witnessed 13 million hectares of trees lost ev-

ery year globally (Food and Agriculture Organization: UN, 2010), including 290,000

hectares in Africa (Joint Research Center: The European Commission, 2013). Other

environmental concerns include the loss of animal habitat and decreases in soil nu-

trients and moisture, leading to desertification (World Meteorological Organization,

2010).

In addition to environmental concerns, the use of fuelwood as an energy source
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places a particular burden on women in the household, given that women in SSA

are often responsible for both fuelwood collection and food preparation. Increasing

scarcity of fuelwood means increasing collection times. This adds to the labor burden

of women, as traditional roles such as raising children, cooking, and other household

tasks create a “double workday” and mean that women often work much longer

hours than their male spouses (Kes and Swaminathan, 2006). Moreover, smoke from

all biomass sources (including fuelwood) is associated with millions of deaths per

year in SSA due to respiratory diseases (Lim et al., 2012). As incomes increase,

households are unlikely to quickly switch in large numbers to more modern fuels

such as kerosene or LPG (Cooke et al., 2008). Instead, households often engage in

“fuel stacking,” gradually adding new sources of energy while continuing to consume

traditional biomass such as fuelwood (Masera et al., 2000; Van Der Kroon et al.,

2013).

Renewable forestry management has frequently been viewed as a potential remedy

for these related problems. On-farm fuelwood production and agroforestry, for exam-

ple, can reduce the environmental impacts of fuelwood and charcoal use (Mbow et al.,

2014) and mitigate household search costs associated with deforestation. Since the

1970s, many research and non-governmental organizations have focused on promoting

agroforestry in SSA,2 with many projects paying particular attention to transferring

agroforestry skills to women (Bradley and Huby, 1993; Maathai, 1993; Kiptot and

Franzel, 2012). These projects have been influential in shifting on-farm tree man-

agement from non-fuelwood uses to fuelwood usage and in increasing the absolute

number of trees on-farm.

The main goals of this paper are to investigate 1) whether household fuelwood

2In Kenya, for example, the Green Belt Movement and the Stockholm Environmental Institute
are two of the best known organizations. The World Agroforestry Centre (ICRAF) is also very
active in the promotion of agroforestry in the area studied here.
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sources (fuelwood collected off-farm, that produced on-farm, or purchased) are close

substitutes or differentiated products, and 2) whether gender roles persist in fuelwood

on-farm production and off-farm collection. Few studies have analyzed whether mul-

tiple fuelwood sources themselves are close substitutes to one another using shadow

prices. The answer to this question, however, can have important implications for

policies centered on reducing forest degradation or promoting agroforestry to produce

a renewable fuelwood source. Most of the empirical literature examining household

energy needs thus far has focused on understanding the substitution between aggre-

gate fuelwood consumption (or consumption from a single source) and other biomass

options such as agricultural residues, and has relied on data from South Asia, with

only a few studies of fuelwood demand in SSA (table 2.1).

We examine fuelwood substitution and gender roles in the context of western

Kenya. In the area of our study, fuelwood markets are imperfect and household

production and consumption decisions are non-separable.3 Following Heltberg et al.

(2000) and Palmer and MacGregor (2009), we modify the agricultural household

model to focus on the substitution among different fuelwood sources and on the role

of a household’s labor endowment. Empirically, we first estimate shadow prices for

different fuelwood sources using household-specific male and female wages. Control-

ling for potential selection bias and endogeneity, we then estimate demand equations

for different sources of fuelwood: fuelwood collected off-farm, fuelwood produced on-

farm, and that bought at the market. The data used in the empirical estimation come

from a recent detailed production and consumption survey of over 300 households in

the western Kenyan highlands (Berazneva et al., 2017). Since the majority of exist-

ing fuelwood demand studies focus on South Asia, our analysis offers new evidence

3We test for and confirm non-separability in the household energy market following Dillon and
Barrett (2017).
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of fuelwood consumption patterns in East Africa.

We show that cross-price elasticities between fuelwood sources are very low (rang-

ing from 0.02 to 0.24), suggesting that Kenyan households do not readily substitute

between fuelwood sources. As expected, we also find that own-price demand elas-

ticities for non-purchased fuelwood are negative and inelastic (-0.55 to -0.61). As

the implicit cost increases for a particular source of fuelwood, there is only limited

substitution with other fuelwood sources. This limited substitution is, we suggest,

partially explained by gender roles. The data show that women are primary collec-

tors of fuelwood off-farm and men are primary producers of fuelwood on-farm. This

gender division is also reflected in the econometric results, with female and male

shadow wages tied to off-farm fuelwood collection and on-farm fuelwood production,

respectively. It appears that the lack of labor substitutability contributes to limited

opportunities to substitute between fuelwood sources.

This paper is related to a rich body of research in economics that examines house-

hold energy decisions. As fuelwood scarcity increases, households react to the rising

implicit cost of obtaining fuelwood in various ways: they substitute other fuels, pur-

chase fuelwood from the market, plant trees on their own farm, adopt higher efficiency

stoves, or increase off-farm collection times (see Cooke et al. (2008) for a review of

the literature). The empirical evidence in support of these hypotheses, however, has

been mixed. Several studies that look at the use of fuelwood, crop residues, and

animal dung find no evidence of substitution (Pattanayak et al., 2004; Palmer and

MacGregor, 2009; Damte et al., 2012), while others find evidence of complementarity

between fuelwood and cut grass and leaf fodder (Cooke, 1998a) and animal dung

(Mekonnen, 1999). Other studies analyze fuelwood sourcing from forest reserves.

Cooke (2014), for example, shows that the level of restrictions on fuelwood collection

in the community managed forests in South Asia determines the quantity that is
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collected from other sources; while in Uganda, Miteva et al. (2017) find proximity to

forest resources to increase the likelihood of fuelwood collection (and the likelihood of

purchasing fuelwood increases as the distance to market decreases). Amacher et al.

(1993), Amacher et al. (1996, 1999) and Pattanayak et al. (2004) find that owning

more efficient stoves leads to a significant decrease in fuelwood consumption, although

Heltberg et al. (2000) find no such effect. Finally, the response of labor supply to

increases in the scarcity of fuelwood (and in the implicit cost of fuelwood) is always

positive, but the evidence is mixed as to whether the magnitude is greater than or less

than that of the own-price elasticity (Amacher et al., 1996; Cooke, 1998a; Heltberg

et al., 2000; Palmer and MacGregor, 2009).

To our knowledge, no existing study has specifically focused on the substitution

among rural households’ three major sources of fuelwood – fuelwood collected off-

farm, produced on-farm, and purchased. In perfectly functioning fuelwood and labor

markets, the costs of the fuelwood coming from different sources would be equal

(given the same quality of fuelwood demanded). Market imperfections, however, can

create divergences between the household-specific implicit or shadow prices of differ-

ent fuelwood sources and the market price, and can lead to source-specific own-price

and cross-price elasticities. Several studies that estimate the demand for off-farm col-

lection and on-farm fuelwood production do not, however, estimate cross-price elas-

ticities to measure their substitution (Amacher et al., 1993; Heltberg et al., 2000).

They also use collection time as a proxy variable for the shadow price, and in the

case of Heltberg et al. (2000) combine fuelwood produced on-farm with crop residues

and animal dung. In contrast, we estimate own-price elasticities for three separate

fuelwood sources using shadow prices and market prices, and then analyze the substi-

tution patterns among the sources given by cross-price elasticities. An understanding

of household substitution among fuelwood sources can help reveal whether house-
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holds treat fuelwood as a homogeneous product, as is often implicitly assumed in the

literature, or whether it is a differentiated product based on its source. If indeed

households do differentiate among fuelwood based on its source and if strong prefer-

ences exist for certain fuelwood sources, policies that promote agroforestry will likely

be ineffective unless the factors influencing these preferences are first addressed.

The rest of this paper is organized as follows. In Section 2 we describe the back-

ground to the research area and data collected in western Kenya in 2011-2012. Sec-

tion 3 presents a non-separable agricultural household model that takes into account

the various fuelwood sources and household labor endowments. In Section 4 we de-

scribe our empirical strategy, which includes maximum likelihood estimation of the

Heckman estimators to control for selection bias in the imputed wages and fuelwood

source groups, and two-stage least squares estimation to control for endogeneity in the

shadow prices. We present our results in Section 5 and highlight their management

and policy implications in Section 6.

2.1 Background

Forests cover less than seven percent of Kenya’s land area, yet they make a signif-

icant contribution to the national economy and provide many direct and indirect

goods and services to its people (Republic of Kenya: Ministry of Environment, 2014).

Historically, Kenyan forests have been cleared both to create land for agriculture and

for the sale and subsistence use of forest products. In recent years, deforestation

has been largely driven by the latter, as the private consumption of forest products

doubled between 2000 and 2010 (Crafford et al., 2012). The rate of deforestation

has averaged about 5,000 hectares per year in the Kenyan montane forests (Crafford

et al., 2012) and has had substantial effects on many aspects of the Kenyan envi-
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ronment and economy. Evidence suggests, for example, that deforestation has raised

ambient surface temperatures and increased the incidence of malaria (Yasuoka and

Levins, 2007), augmented river sedimentation and harmed fish habitats (Simonit and

Perrings, 2011), and reduced water flow used for irrigation and energy production

by hydropower plants (Crafford et al., 2012), among other impacts. The impacts of

deforestation have been estimated to cost the Kenyan economy 5.8 billion Kenyan

shillings (69 million US dollars) in 2010 (Crafford et al., 2012).

Roughly 80 percent of Kenyan households and businesses still depend on fuelwood

as a primary energy source (Republic of Kenya: Ministry of Environment, 2014). The

Kenyan government and many non-governmental organizations have promoted private

tree cultivation on household lots in an effort to curb further deforestation (see, for

example, Kenya Forest Service, 2009; Mathu, 2011). As a result of these longstanding

policies and programs, fuelwood in rural Kenya is often collected both from off-farm

sources and from private farm woodlots. In many villages, fuelwood is also purchased

either from neighbors or in local markets. The labor division in fuelwood sourcing is

strict. Similar to women in other SSA countries, women in Kenya are engaged both

in “productive” activities, such as fuelwood and water collection, and “reproductive”

activities, such as cooking, cleaning, and childcare (Kes and Swaminathan, 2006).

Men, on the other hand, are generally engaged only in “productive” activities, both

on-farm (growing crops and trees, rearing livestock) and off-farm wage labor. The

“double workday” for women often means that women work longer hours than men,

which limits their opportunity for participation in the off-farm labor market (Kes and

Swaminathan, 2006).

Qualitative studies from the early 1990s show strong cultural taboos against

women participating in on-farm tree management (Chavangi and Adoyo, 1993; Kiptot

and Franzel, 2012; Mugure and Oino, 2013). In Kakamega County in western Kenya,
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for example, the belief exists that “if a woman plants a tree, she will become barren”

(Chavangi and Adoyo, 1993, pg. 66). This differs from practices in South Asia: while

Amacher et al. (1993) and Heltberg et al. (2000) find that women and children are the

primarily collectors of fuelwood off-farm and men are the primary collectors on-farm,

Kohlin and Amacher (2005) and St. Clair (2016) show significant contributions of

men to off-farm fuelwood collection in India and Nepal, respectively. In data collected

for this study, 94 percent of primary fuelwood collectors off-farm are women and 67

percent of on-farm woodlots are managed by men. We reflect these gender differences

in fuelwood collection in our theoretical model below and subsequently empirically

test whether male or female shadow wages are correlated with a particular method

of fuelwood acquisition.

The household data used in our analysis were collected in 2011-2012 in 15 villages

in Kakamega, Kericho, Kisumu, Siaya, Uasin Gishu, and Vihiga counties of Kenya

(Berazneva et al., 2017).4 The full survey included 21 randomly sampled households

in each village and covered a wide range of Living Standards Measurement Survey

(LSMS) components. Importantly, the survey included a detailed module on house-

hold energy consumption and production from all available sources. Households were

asked about their energy use from fuelwood, agricultural residues, charcoal, kerosene,

LPG, and electricity during each month of the 2011 calendar year, as well the sourcing

of energy from on-farm, off-farm, and market.

The vast majority of households in the sample (98 percent) use fuelwood as a

primary cooking energy and most acquire their fuelwood from more than one location.

In the research area, land is privately owned. While the majority of households reports

collecting fuelwood from neighboring farms or unfarmed area in their communities,

4Three villages were randomly selected from each of the five 10-kilometer blocks, originally used
in the Western Kenya Integrated Ecosystem Management Project that was implemented by the
Kenya Agricultural Research Institute and the World Agroforestry Center in 2005-2010.
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paying access fees is not common. A small number of households reports collecting

fuelwood from government forest reserves. These forest reserves do have restrictions

on fuelwood collection activities, but anecdotal evidence suggests that they are not

often enforced. Only a small portion of households (about 15 percent) grows trees

on dedicated woodlots that are generally close to the homestead; most households,

however, grow trees on their farms - along the farm boundaries, plot edges, and

scattered throughout plots. The majority of trees are planted by households (very

few are native species left from land clearing). Main species are Eucalyptus saligna,

Cupressus lusitanica, Markhamia lutea, Grevillea robusta, Persea Americana, Psidium

guajava, Mangifera indica, and Sesbania sesban, among others, and many are planted

with several goals in mind: fuelwood production, erosion control, property boundaries,

shade around the homestead, etc.

In our analysis, following the methodology of Acharya and Barbier (2002) and

Palmer and MacGregor (2009), if a household uses fuelwood from different sources,

we consider the household to be present in each of the three source groups. For

example, a household that obtains fuelwood both from off-farm and on-farm sources

is considered to be both in the off-farm fuelwood collection group and the on-farm

production fuelwood group. As a consequence, as in table 2.2, the total number of

observations in the three fuelwood groups added together is greater than the total

number of households in the sample.

Several differences among source groups are immediately apparent (table 2.2).

Fuelwood buyers, for example, on average have larger households, higher annual in-

comes (though not per capita incomes), more education, and less land area than the

other two groups. All of these differences are to be expected. Households with greater

incomes can more readily afford to buy fuelwood, and smaller land areas mean less

room for on-farm woodlots. Off-farm collectors, on the other hand, have the lowest
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mean income of the three groups, have younger household heads, a lower number of

trees on-farm, smaller land parcels, and have a lower asset index.5 In addition, lower

incomes among fuelwood off-farm collectors limit fuelwood purchases and fewer on-

farm trees imply lower fuelwood production from private woodlots. Finally, on-farm

fuelwood producers have larger landholdings, a greater absolute number of trees, a

larger herd size, lower wages for men and women, and a smaller share of income

earned off the farm. Larger landholdings suggest lower opportunity costs for on-farm

woodlots, all else being equal, as more land is available for tree cultivation. A larger

herd size and smaller share of income earned off-farm suggest that on-farm fuelwood

producers expend more labor hours working on-farm. This may lead to lower opportu-

nity costs of on-farm production as farmers may be able to practice tree management

concurrent with other on-farm activities.

2.2 Theoretical household model

In rural Kenya, as elsewhere in SSA, a typical household consumes much of its own

production. As a result, and given likely imperfections in markets for both labor and

goods, market wages may not reflect household opportunity costs when it comes to

off-farm collection and on-farm fuelwood production (Skoufias, 1994; Amacher et al.,

1996). While hired labor is used in this part of Kenya for agricultural activities, no

households in our sample hired labor for fuelwood acquisition. In a constrained labor

market, labor allocated to private energy collection is thus subject to an unobserved

shadow wage that forms the basis for households’ production decisions (Strauss, 1986).

In our dataset, 63 percent of households consuming fuelwood purchased none from

the market.

5Following Sahn and Stifel (2003), an asset index is derived from a factor analysis on household
durables and housing quality (table 2.A.1 in the Appendix).
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The opportunity cost, as measured by the shadow price or shadow cost, of fuel-

wood for these households can therefore be substantially different from the market

price. Strauss (1986), Jacoby (1993), and Skoufias (1994) were among the first to

develop the concept of shadow wages and shadow prices in a general agricultural

context, and Amacher et al. (1996) were first to apply it specifically to fuelwood.

Heltberg et al. (2000) and Palmer and MacGregor (2009) extended the non-separable

agricultural household model to focus on traditional energy substitutes and, in the

case of Palmer and MacGregor (2009), the substitution between fuelwood collected

and purchased. We build on their model and include three different fuelwood sources

(fuelwood collected off-farm, fuelwood produced on-farm, and that purchased), as well

as account for the substitution of fuelwood with traditional fuels (e.g., agricultural

residues) and other alternatives (e.g., kerosene).

More formally, let a representative agricultural household maximize a monotonic,

continuous, quasi-concave utility function U :

(1)MaxU
CE ,CX ,C

M
L ,CF

L

= U(CE, CX , C
M
L , C

F
L ; zh),

where CE stands for consumed goods requiring energy inputs, CX represents all other

consumed goods, CM
L is leisure consumed by men in the household, CF

L is leisure

consumed by women in the household, and zh is a vector of household characteristics

that affect consumption.

Household goods CE are produced according to function θ using a mixture of

energy types and technology:

(2)CE = θ(CFW , CB, CA;S).

Here, CFW represents fuelwood consumed, which can be from fuelwood collected off-

farm, produced on-farm, or purchased. CB stands for other traditional biomass fuels

such as crop or animal residues usually produced on farm, CA represents the con-

sumption of more advanced fuels such as kerosene, and S represents stove technology.
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Based on our data from Kenya, in our model we assume women are the primary

collectors of fuelwood off-farm and men are the primary producers of fuelwood on-

farm. We also assume that male and female labor is not perfectly substitutable.

Therefore, the consumption of leisure in the model is divided between women and

men, CF,M
L , and is given by:

(3)CF,M
L = LF,M − lF,MAG − l

F,M
off − l

F,M
FW ,

where L is the total endowment of labor, lAG is labor devoted to agricultural activities,

loff is off-farm labor, and lFW is labor allocated to fuelwood on-farm production or off-

farm collection. Fuelwood production on-farm (P ) and fuelwood collection off-farm

(C) are given by continuous, quasi-concave functions of household labor:

qPFW = fPFW (lMFW ; zPFW ), (4)

qCFW = fCFW (lFFW ; zCFW ), (5)

where qFW is the quantity of fuelwood produced on-farm or collected off-farm and

zFW includes other household characteristics.

For simplicity6 we assume that all fuelwood collected off-farm, produced on-farm,

or purchased by the household is consumed such that

qBFW = CFW − qPFW − qCFW ≥ 0, (6)

where qBFW is the quantity of fuelwood bought by a household. Net consumption is

positive for buyers and equal to zero for non-buyers. The agricultural production,

qAG, is a function of male and female labor (lAG), agricultural residues used for soil

fertility management and animal feed (qB), agricultural inputs such as land (aAG),

6Only twelve households in the sample (four percent) sell fuelwood.
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and other household endowments (zAG), as follows:

qAG = fAG(lMAG, l
F
AG, qB, aAG; zAG), (7)

qB = αqAG − aAG, (8)

where α is the proportion of the agricultural production that results in residues, so

that qB is the amount of residues left after use for agricultural production.

The household budget constraint is given by Equation 9:

(9)PXCX + PFW (CFW − qPFW − qCFW ) + PACA = PAGqAG + wM l
M
off + wF l

F
off + V,

where PX , PFW , PA, PAG are the prices of the respective goods, wM,F are wage rates

for men and women, and V represents other household income such as remittances.

Assuming an interior solution and substituting equations 2 and 3 into equation 1,

we thus have the following Lagrangian:

L = U [θ(CFW , CB, CA;S), CX , L
M − lMAG − lMoff − lMFW , LF − lFAG − lFoff − lFFW ; zh]

−λ[PXCX +PFW (CFW − qPFW − qCFW ) +PACA−PAGqAG−wM lMoff −wF lFoff −V ]

− µAG[qAG − fAG(lMAG, l
F
AG, αqAG − qB; zAG)]− µPFW [qPFW − fPFW (lMFW ; zPFW )]

− µCFW [qCFW − fCFW (lFFW ; zCFW )] + η[CFW − qPFW − qCFW )].
(10)

where λ, µ, and η are the multipliers on the budget, production, and consumption

constraints. We also assume that the shadow prices of fuelwood and agricultural

production (e.g., yields) are positive (µAG, µFW > 0).
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Selected first-order conditions for utility maximization are given as:

∂L
∂CFW

=
∂U

∂θ

∂θ

∂CFW
− λPFW + η = 0, (11)

∂L
∂CX

=
∂U

∂CX
− λPX = 0, (12)

∂L
∂qAG

= λPAG + µAG

[
α
∂fAG
∂qAG

− 1

]
= 0, (13)

∂L
∂qPFW

= λPFW − µPFW − η = 0, (14)

∂L
∂qCFW

= λPFW − µCFW − η = 0, (15)

∂L
∂lF,MAG

= µAG
∂fAG

∂lF,MAG
− ∂U

∂CF,M
L

= 0, (16)

∂L
∂lF,Moff

= λwF,M − ∂U

∂CL
F,M

= 0, (17)

∂L
∂lFFW

= µCFW
∂fCFW
∂lFFW

− ∂U

∂CF
L

= 0, (18)

∂L
∂lMFW

= µPFW
∂fPFW
∂lMFW

− ∂U

∂CL
M

= 0, (19)

CFW − qPFW − qCFW ≥ 0. (20)

Rearranging the first-order conditions produces a number of important relationships.

Equations 11, 14, and 15, for example, suggest that the marginal utility of fuelwood

consumption is equal to the shadow price of fuelwood:

∂U

∂θ

∂θ

∂CFW
= λ

(
PFW −

η

λ

)
= µPFW = µCFW , (21)

where µPFW and µCFW are, respectively, the shadow prices of on-farm fuelwood pro-

duction and off-farm fuelwood collection, which in equilibrium are equal. In practice,

however, these shadow prices can differ due to household preferences, lack of substi-

tutability of labor between male and female household members, and environmental
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factors, among other reasons.

Rearranging equations 16 through 19 we have:

∂U

∂CL
F

= µCFW
∂fCFW
∂lFFW

= µAG
∂fAG
∂lFAG

= λwF , (22)

∂U

∂CL
M

= µPFW
∂fPFW
∂lMFW

= µAG
∂fAG
∂lMAG

= λwM . (23)

Equations 22 and 23 demonstrate that the marginal utility of leisure is equal to the

marginal value product of labor in fuelwood production on-farm/off-farm collection

and the marginal value product of labor in agriculture, which also depends on the

household specific wage rate for men and women. The non-separability of households’

on-farm and off-farm fuelwood consumption decisions thus implies that household

labor activities are subject to household-specific unobserved opportunity costs or

shadow prices. In particular, the household consumption of fuelwood depends on the

household-specific shadow price of fuelwood (for non-buyers), which is further divided

into the shadow prices of on-farm production, µPFW , and off-farm collection, µCFW .

From the first-order conditions we also obtain the following reduced-form equa-

tions for the quantity of fuelwood produced on-farm, qPFW , collected off-farm, qCFW ,

and purchased, qBFW :

qPFW

qCFW

qBFW


= f(PFW , PX , PAG, PA, w

F,M , zh, zP,CFW , L, S, V ). (24)

It is not clear whether the price of fuelwood, PFW , must be the market price in the

case of fuelwood collected off-farm or produced on-farm in a labor constrained market.

More likely, the price is endogenous and a function of shadow prices. The wage rate,
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wF,M , is also not exogenous but a function of implicit household wage rates.

2.3 Estimation strategy

In order to estimate the demand equations (Equation 24), we first need to estimate

shadow prices of fuelwood from different sources that take into account the opportu-

nity costs of production on-farm and collection off-farm. The shadow price of off-farm

fuelwood collection, for example, captures the time spent collecting fuelwood off-farm

as well as the opportunity cost of labor, so that the increased time it takes to collect

each kilogram of fuelwood, or the higher the opportunity cost of the labor, the more

expensive each unit of fuelwood becomes (Mekonnen, 1999). The variable used to

represent the shadow price of collecting fuelwood has varied in the literature. Cooke

(1998a,b), Mekonnen (1999), and Baland et al. (2010), for example, use the opportu-

nity cost of labor (shadow wage) multiplied by the time spent collecting each unit of

fuelwood. The data on amounts of fuelwood collected, however, are often difficult to

obtain, so Amacher et al. (1993), Heltberg et al. (2000), and Palmer and MacGregor

(2009), for example, use the time spent collecting fuelwood as a proxy. This variable,

however, does not capture the value of time and often leads to underestimates of the

elasticity of demand for fuelwood (see table 2.1).

Following Cooke (1998a,b), Mekonnen (1999), and Baland et al. (2010), we define

the average shadow price of fuelwood collected from off-farm for household i in the

collecting group C as:

µCi =

(
HC
i

qCi

)
ωFi , (25)

where H is the monthly number of hours spent collecting fuelwood, q is the monthly

amount of fuelwood collected, and ω is the household-specific opportunity cost of
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female labor, i.e., female shadow wage.7 Since the shadow wage is given in Kenyan

Shillings per hour, the unit value of the shadow price is Kenyan shilling per kilogram

(KES/Kg).

Similarly, we define the shadow price of fuelwood produced on-farm. In western

Kenya, as elsewhere in SSA, on-farm fuelwood production is often a by-product or

co-product of growing trees for timber and other purposes (Buck et al., 1999). Since

producing fuelwood on-farm does not necessarily require felling trees, data on the

time spent producing fuelwood on-farm only are not available. We approximate the

number of hours spent producing fuelwood on-farm by the number of on-farm trees

and the time necessary to cultivate and manage an individual tree:

µPi =

(
γPT Pi
qPi

)
ωMi , (26)

where γ is the average number of hours needed to grow one tree, T is the number

of on-farm trees, q is the amount of fuelwood per month produced by household i in

the on-farm producing group P , and ω is the household-specific opportunity cost of

male labor – the male shadow wage. The value for γ comes from the Kenya Forestry

Research Institute (KEFRI) estimates for growing Eucalyptus trees (Oballa et al.,

2010). Eucalyptus is very common in the research area and is a primary choice

for agroforestry in Kenya – being among the most popular tree species planted on

household farms in this area (Scherr, 1995; Henry et al., 2009).8 In the survey, house-

holds that purchased fuelwood were asked their individual price paid for a particular

quantity. Because this market price may be correlated with unobserved household

characteristics, we follow a 2SLS strategy as outlined below.

7In this section, the subscript FW for fuelwood is dropped.
8Using KEFRI’s data, γ is approximately equal to 1.6 hours of work per tree over its life. 1.6

hours is equivalent to 0.01 man months, assuming eight hours in a work day and twenty days in a
work month.
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Estimating both Equations 25 and 26 also requires shadow wages for men and

women. Since not all households in the sample engage in off-farm wage labor, we es-

timate the household-specific shadow wages for men and women following the method-

ology to account for self-selection proposed by Heckman (1979) and Olsen (1980) and

used by Cooke (1998a,b) in a similar setting.9 We estimate these shadow wages using

maximum likelihood for greater efficiency, especially important due to the sample

size restrictions in the data.10 Results for these estimations are in table 2.A.2 in the

Appendix.

There are several additional aspects to our estimation of demand elasticities. First,

in order to estimate cross-price elasticities, it is necessary to proxy shadow prices

and market prices for households that do not participate in all groups. For example,

households that only collect fuelwood off-farm do not have estimates for shadow prices

for fuelwood produced on-farm or prices for fuelwood bought at the market. To create

these full sample variables, we follow the strategy suggested by Mekonnen (1999)

and use the village-specific maximum values for hours spent collecting, the number

of on-farm trees and market prices, when household-specific values are absent. The

household’s decision to participate (or not) in each of the fuelwood groups (producing

on-farm, collecting off-farm, and purchasing) must reflect the household-specific cost

of participation. So, if the household is not observed in a particular group, it is likely

the case that its cost of participation is greater than the cost of any other participating

household in the village.

9Overall, 37 percent of men and 19 percent of women in the sample are engaged in wage labor. See
also Binder and Scrogin (1999), Levison et al. (2008), and DeGraff and Levison (2009) for examples
of this methodology in the development literature.

10Our exclusion restrictions necessary to control for selection bias include the dependency ratio
and the distance from the village center. The dependency ratio here is defined as number of children
under 15 and elderly over 65 divided by number of adults between 15 and 65. Individuals are more
likely to enter the off-farm workforce if they live closer to the village center, but the majority of
households (74 percent in this sample) live on inherited land so that their farm location is thus
exogenously determined.
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Second, we are concerned that households may self-select into their respective

fuelwood source group(s), which may bias our results. To account for this selection

bias, we add a variable to the second stage estimation of the demand elasticities

following Olsen (1980) and Wooldridge (2002).11 Third, we take precautions against

endogeneity due to the likelihood of simultaneity and omitted variable bias arising

from the shadow price variable and report results from the two-stage least squares

(2SLS) estimation. We borrow an instrumental variable estimation strategy from

the demand literature. To instrument for the market price, we use the average of

all (except own) market prices in the sample. As in Hausman et al. (1994), the key

assumption is that random household-level factors influencing the market price are

independent of other households.

As for the likely endogenous shadow prices for on-farm producers and off-farm

collectors, we match each household with five other households in the sample outside

their own block (households in the same village and two neighboring villages) based

on the most similar shadow price. For off-farm collectors, we use the average of the

hours spent collecting of the matched households as an instrument on the shadow

price of fuelwood collecting of the first household, while for on-farm producers, we

use the average number of trees owned as the instrument on the shadow price of on-

farm production of the first household.12 By excluding households in the own-block

in the matching, we prevent possible validity issues arising from geographic proximity

11table 2.A.3 in the Appendix presents the first-stage results of the jointly estimated linear prob-
ability models that show the likelihood of participating in a particular fuelwood source group. Ex-
clusion variables for these estimations are number of parcels for off-farm collecting households, land
slope for on-farm producing households, and distance to the nearest town for purchasing households.

12For example, if household 1 has a shadow price of off-farm collecting fuelwood of x, we find five
other households outside the same geographic area (block) that have the most similar shadow price
of off-farm collecting to x. We then take the average of hours spent collecting of these five matched
households, and use that as an instrument on the first household. By design, the instrument is
relevant, and because these matched households are far away geographically, the instrument is valid.
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of some villages.13 First-stage IV results are in table 2.A.4 in the Appendix.

In order to allow for inter-household comparisons, continuous variables (e.g. shadow

prices, shadow wages, land area, etc.) are scaled by adult equivalent units, which ac-

counts for differing numbers and ages of participants in each household (Cavendish,

2002).14 Our results can then be interpreted as per-capita monthly15 values. We es-

timate the household-specific demand equations for fuelwood collected off-farm, qCi ,

produced on-farm, qPi , and bought in the market, qBi :

qji = β0 + β1µ
j
i + β2ν

k
i + β3ϕi + β4ω

M
i + β5ω

F
i + β6Xi + ζ + εji , (27)

qBi = β0 + β1P
B
i + β2ν

C
i + β3ψ

P
i + β4ω

M
i + β5ω

F
i + β6Xi + ζ + εBi . (28)

In Equation 27, superscripts j, k represent either collecting off-farm or producing on-

farm (j 6= k), µi is the shadow price of either collecting off-farm or producing on-farm,

ν and ϕ are the shadow prices and market prices with full observations, ωM and ωF

are the average shadow wages for men and women, Xi are household variables that

influence fuelwood use, ζ are geographic fixed effects (at the block level), and ε is

the error term. In equation 28, Pi is the market price paid by a household that

purchases fuelwood and νC and ψP are shadow prices for fuelwood collected off-farm

and produced on-farm with full observations, respectively. Given possible automated

regressor bias, we bootstrap all standard errors.

13Because households may know one another between villages in proximity (within the research
block), we exclude all households from within a household’s own block to ensure that households
have no connection with one another outside the similarity in their shadow price values

14Unlike Cavendish (2002), we do not have data on amount of time during the year that each
individual lived at home, so cannot account for this in our adult equivalent unit adjustment. We
do however account for number of individuals, their ages, and gender. We thank an anonymous
reviewer for suggesting this adjustment.

15Monthly fuelwood values are annual quantities of fuelwood divided by twelve. This provides an
average monthly value that avoids problems of seasonality.
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2.4 Results

We first estimate household-specific shadow prices of collecting fuelwood off-farm and

producing fuelwood on-farm, following Equations 25 and 26, and using household-

specific wages for men and women. Our results, reported in table 2.3, suggest imper-

fections in fuelwood and labor markets in western Kenya. The median off-farm col-

lection shadow price (1.53 KES/kg) is below the median on-farm production shadow

price (5.21 KES/kg), which is in turn below the median market price (5.85 KES/kg).

This ordering is consistent with the traditional agricultural household model. When

shadow prices for a particular fuelwood source approach and exceed the market price,

the household switches to purchasing from the market (given that one is available)

(Key et al., 2000). On-farm production shadow prices above that of off-farm collec-

tion shadow prices can have several explanations, including higher time requirements

for managing woodlots on-farm compared to collecting from off-farm, as well as the

opportunity cost of planting woodlots instead of food crops.

We then estimate demand equations (Equations 27 and 28) for different fuelwood

sources, including the respective shadow prices, fuelwood market price, and wages as

right-hand side variables. Table 2.4 shows the regression results from ordinary least

squares estimation, as well as the results from two-stage least squares estimations

that control for the endogeneity of shadow prices and potential selection bias. The

results across the three estimations (OLS, 2SLS, and 2SLS+Olsen Estimator) are

quite similar. Although the tests of endogeneity and selection bias suggest exogeneity

in both off-farm collection and on-farm fuelwood production regressions, for the sake

of caution, we use coefficient values from the 2SLS-Olsen regressions when interpreting

our results (third column for each fuelwood source group). The coefficients on shadow

prices in table 2.4 can be interpreted as elasticities as all variables are used in log form.
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As expected, own-price elasticities are negative, inelastic, and statistically significant

at a p-value of five percent or less across all groups and specifications. Moreover, they

are very similar across non-purchased fuelwood sources: own-price elasticities range

from -0.48 to -0.61 for off-farm fuelwood collectors and -0.50 to -0.55 for on-farm

fuelwood producers for all specifications. The inelastic own-price elasticity means

that increases in fuelwood costs lead to less than equi-proportionate decreases in the

amount of fuelwood obtained from that source, suggesting that fuelwood is a necessity

good for the households in our sample. Our own-price elasticity values are somewhat

higher in magnitude than elasticities found in other studies (table 2.1). Geography

can play a large role in the elasticity differences in fuelwood demand. Amacher et al.

(1996) and Amacher et al. (1999), for example, find large differences in own-price

elasticities between hill and plain-dwelling populations in Nepal. Most of the existing

studies on this subject are primarily from South Asia, and none are from household

samples in East Africa or Kenya specifically.

Cross-price elasticities are also inelastic, but positive. The very low cross-price

elasticities suggest that substitution between fuelwood sources is low. Although fuel-

wood is often considered to be a homogeneous product, households in western Kenya

do not readily substitute between fuelwood sources. For example, an increase of ten

percent in the shadow price of on-farm production of fuelwood (corresponding to an

increase of 1.40 KES/kg), leads to a decrease in fuelwood produced on-farm of 10.13

kg per month, evaluated at the mean. Moreover, substitution to a different source

is low: an increase of ten percent in the shadow price of on-farm production leads

to the increase of fuelwood both bought and collected off-farm by only 5.19 kg per

month, evaluated at the mean. This shadow price increase, therefore, leads to a net

decrease of 4.19 kg per month in fuelwood consumed, holding other fuelwood costs

constant. This low quantity is surprising, given the mean consumption of about 210
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kg per month, and illustrates the lack of substitutability between fuelwood groups.

This lack of substitution between fuelwood sources demonstrated by our results

can be explained in part by the gender division in household labor. We find that

female shadow wages in the demand equations are statistically significant with respect

to fuelwood collected and male shadow wages are likewise statistically significant

with respect to fuelwood produced on-farm (table 2.4). The coefficients in both

cases are positive, similar to findings in other studies (Amacher et al., 1996; Cooke,

1998a; Amacher et al., 1999). Higher female wages increase the amount of fuelwood

collected off-farm, demonstrating the impact of female labor opportunity on fuelwood

collection. Meanwhile, male wages have no significant effect on fuelwood quantity

collected off-farm, consistent with our data showing men are not actively engaged

in off-farm fuelwood collection in this area. The opposite relationship is found with

respect to fuelwood produced on-farm, as men’s work opportunity is correlated with

fuelwood produced on-farm through their shadow wage, and the time women work has

no significant effect on fuelwood produced on-farm. This again is consistent with our

data and qualitative evidence from the area that women are less engaged in on-farm

fuelwood production than men.

Our results also show that changes in the shadow price of off-farm collecting lead

to significant increases in the amount of female labor spent gathering fuelwood off-

farm. Using the same 2SLS regression as above (Equation 27) but with the number

of hours spent collecting off-farm per month as the dependent variable, we find that

a ten percent increase in the shadow price of off-farm collecting increases the hours

spent collecting off-farm by 3.6 percent (table 2.A.5 in the Appendix. See table

2.1 for comparisons with other papers). The magnitude of the elasticity of labor

for fuelwood collection is greater than the magnitudes of the cross-price elasticities of

off-farm collecting with respect to either on-farm producing or buying fuelwood. This
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illustrates that households prefer to increase labor devoted to the off-farm collecting

of fuelwood rather than substitute toward on-farm producing or purchasing fuelwood

in the wake of shadow price increases.

Coefficients for additional estimation regressors, including household character-

istics and charcoal and kerosene prices, are in Appendix table 2.A.6. We find few

variables to be statistically significant. The coefficient on age of household head is

one exception, which is positive and statistically significant with respect to fuelwood

produced on-farm, and negative and significant for fuelwood collected off-farm. In

addition, while substitution with alternative energy sources is not a focus of this

study (due to data constraints), we include the price of charcoal and kerosene in the

regressions. The price of charcoal lacks statistical significance for any fuelwood source

group, while the price of kerosene is negatively correlated and marginally statistically

significant with fuelwood produced on-farm, suggesting a complementary relation-

ship. Due to the relatively small number of individuals using charcoal and kerosene

in the sample, we are cautious to give weight to these findings.

2.5 Conclusion and policy implications

This paper examines households’ energy use in the western Kenya highlands, fo-

cusing specifically on the substitution among different fuelwood sources – fuelwood

produced on-farm, collected off-farm, and purchased – and the role of households’

labor endowments in energy sourcing. We find that the median household shadow

price of fuelwood collected off-farm (1.5 Kenyan shillings per kilogram (KES/kg)) is

well below the median shadow price of fuelwood produced on-farm (5.2 KES/kg) and

the median market price of purchased fuelwood (5.8 KES/kg). The most plausible

explanations for this result, suggested by the patterns in our data and estimation, are

36



the potential lack of off-farm employment opportunities for women (that depress the

shadow price of fuelwood collected off-farm) and possible competition of agroforestry

with on-farm crops, among other factors (that increase the shadow price of fuelwood

produced on-farm). In our sample of households, women earn less than men: 3,000

KES ($36) per month compared to 4,000 KES ($47), 95 percent of fuelwood collec-

tors are women, and most woodlots are managed by men (male household heads or

male children or grandchildren in households headed by women). In line with the

data, coefficients on the female shadow wages in the demand equations are statisti-

cally significant with respect to fuelwood collected off-farm and coefficients on the

male shadow wages are likewise statistically significant with respect to fuelwood pro-

duced on-farm. These results echo earlier findings from qualitative studies in western

Kenya that show strong social and cultural norms behind household division of labor

(Chavangi and Adoyo, 1993).

Looking specifically at fuelwood collected off-farm, we also find that the own-price

elasticity for non-purchased fuelwood is greater in absolute value terms than the labor

supply elasticity. Households prefer to increase the labor dedicated to exploiting a

fuelwood source with an increasing shadow price rather than substitute away from it.

Given higher shadow prices for fuelwood collected off-farm, rural Kenyan households

respond by increasing female labor, rather than substituting toward other fuelwood

sources. This finding has important implications for efforts against forest degradation.

It shows, for example, as fuelwood scarcity increases, households will expend more

time and effort to collect fuelwood off-farm rather than switch to fuelwood production

on-farm or fuelwood purchases, which may come from more renewable sources.

Our findings also imply that fuelwood is not a homogeneous resource. The very

limited substitution as shown by our results suggests that increases in the shadow

price of fuelwood from any particular source can potentially have significant effects
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on household labor. Increasing opportunities for female work off-farm increases the

relative cost of fuelwood collected off-farm, which could lead to greater relative de-

pendence on on-farm fuelwood production and lower overall use as fewer people are

at home during the day (Burke and Dundas, 2015). Planting woodlots and producing

fuelwood on-farm are arguably more sustainable practices than collecting off-farm, as

the trees planted on-farm in agroforestry systems partially offset GHG emissions from

biomass use and have other environmental and agricultural benefits; these include

decreases in air and soil temperatures from greater tree coverage in the landscape,

decreased soil erosion, and improved water retention, among others (Unruh et al.,

1993; Mbow et al., 2014). In the short run, however, any increases in the shadow

price of fuelwood collected off-farm are likely to increase the work burden for women.

As Bluffstone (1995) finds, off-farm labor opportunities will stabilize tree coverage

by increasing the opportunity cost of labor. However, these labor opportunities must

exist for both genders, which implies increasing the labor substitutability between

men and women in the labor force.

Another technology, improved cookstoves, also have the potential to decrease fuel-

wood use in SSA. Improved combustion or pyrolysis stoves are more efficient, can use

substitutes for fuelwood (e.g., crop residues, grasses), require fewer units of biomass

for cooking than traditional stoves, and can produce valuable soil amendments such

as biochar (Torres-Rojas et al., 2011). However, more efficient stoves can lead to a

“rebound effect,” wherein households continue to use similar quantities of biomass

but increase cooking activities (Nepal et al., 2011). Moreover, projects in Kenya

seeking to increase the use of improved cookstoves have found adoption rates to be

low, given many households’ attachments to traditional cooking techniques (Tigabu,

2017). Further research is needed to identify strategies to increase the use of improved

cookstoves in Kenya and to mitigate rebound effects.
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In conclusion, reforestation efforts in western Kenya that include promotion of on-

farm agroforestry may be ineffective in inducing households to collect less fuelwood

off-farm unless there are changes to traditional norms regarding female participation

in on-farm tree management and in the off-farm labor market. These norms indeed

appear to be gradually changing. The new Kenyan constitution, approved by a sig-

nificant majority of Kenyan citizens in 2010, codifies new rights for women in society

(Kramon and Posner, 2011). Over the upcoming years, changing norms may lead to

increasing substitution between male and female labor in rural labor markets, with

consequent increases in agroforestry, tree coverage and the associated environmental

benefits, as this paper suggests.
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Table 2.A.1: Asset Index

Variable Weight Variable Weight
Durables: number of Characteristics: indicator for
House 0.411 Brick/cement walls 0.700
Radio 0.389 Mabati (corrugated iron) roof 0.379
Telephone (mobile) 0.649 Cement/wood floor 0.666
Fridge/freezer 0.620 Private piped water 0.447
Television 0.688 Water from neighbor -0.068
Electronic Equipment 0.559 Borehold water 0.036
Air conditioning 0.339 River/stream water -0.184
Furniture 0.743 No toilet -0.279
Kettle/iron 0.446 Traditional toilet -0.293
Mosquito net 0.602 Improved toilet -0.703
Computer 0.529 Kerosene light -0.717
Internet access 0.351 Electricity light -0.763
Electric/gas stove 0.526 Solar light -0.112
Improved stove 0.217
Bicycle 0.332
Motorcylce 0.483
Car/truck 0.568
Bank account 0.699
Generator 0.291
Large battery 0.177
Solar panel 0.338
LPG 0.636

Observations 309 Observations 309
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Table 2.A.3: First Stage Joint Linear Regressions for Shadow Price Estimation

(1) (2) (3)
VARIABLES Collect Wood Produce Wood Buy Wood

Full Shadow Price Collecting 0.038*** -0.018**
(0.007) (0.007)

Full Shadow Price Producing 0.087*** 0.033**
(0.015) (0.014)

Full Market Price -0.044 0.011
(0.027) (0.022)

Female Wage -0.014 0.012 -0.079
(0.077) (0.063) (0.069)

Male Wage -1.74*** 0.090* 0.045
(0.063) (0.049) (0.055)

Household Head Measures
Age -0.005** 0.004 -0.002

(0.002) (0.002) (0.002)
Male 0.040 0.185*** 0.011

(0.080) (0.064) (0.071)
Land Area (Acres) -0.024** 0.003 -0.010

(0.010) (0.008) (0.009)
Asset Index -0.330*** -0.119 0.236**

(0.126) (0.101) (0.110)
TLU Herd Size 0.037 0.006 0.017

(0.046) (0.038) (0.044)
Adult Men 0.069** -0.039 0.047

(0.030) (0.024) (0.026)
Adult Women -0.010 0.040 0.060**

(0.033) (0.027) (0.029)
Children Number 0.001 -0.008 0.017*

(0.010) (0.008) (0.009)
Female Children Number -0.026 0.021 0.041*

(0.026) (0.021) (0.023)
Charcoal Price -0.043 -0.013 0.014

(0.058) (0.047) (0.054)
Kerosene Price -0.200** -0.104 0.213

(0.090) (0.074) (0.079)
Number of Parcels 0.114***

(0.041)
Slope 0.042*

(0.022)
Distance to Town (Km) -0.043**

(0.017)

Block Dummies Yes Yes Yes
Constant 2.435*** 0.272 -0.157

(0.511) (0.426) (0.501)
Observations 301 301 301

All shadow prices, market prices, and wages are in log form. Continuous variables in per-capita form after
Cavendish (2002). “Full” variables include imputed values for households not participating in respective fuelwood
source groups. Regressions are jointly estimated. *** p<0.01, ** p<0.05, * p<0.1.
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Table 2.A.5: Elasticity of Labor for Fuelwood Collection

(1) (2) (3)
VARIABLES OLS 2SLS 2SLS+Olsen

Shadow Price Collecting 0.417*** 0.368* 0.363*
(0.112) (0.200) (0.220)

Full Shadow Price Producing 0.0721 0.0789 0.114
(0.0523) (0.0524) (0.138)

Full Market Price 0.171 0.173 0.152
(0.124) (0.131) (0.151)

Female Wage -0.283 -0.244 -0.259
(0.269) (0.315) (0.318)

Male Wage -0.133 -0.138 -0.188
(0.190) (0.200) (0.297)

Household head age -0.0231*** -0.0243** -0.0266**
(0.00854) (0.00952) (0.0135)

Household head sex (1=male) 0.330 0.320 0.344
(0.291) (0.301) (0.311)

Land area (acres) 0.0817 0.0771 0.0706
(0.135) (0.142) (0.152)

Asset index -0.436 -0.528 -0.685
(0.866) (0.954) (1.158)

TLU herd size 0.175 0.189 0.213
(0.188) (0.195) (0.231)

Number adult males -0.183 -0.183 -0.208
(0.123) (0.124) (0.149)

Number adult females 0.0653 0.0721 0.0700
(0.137) (0.143) (0.145)

Number of children 0.0151 0.0197 0.0212
(0.0340) (0.0365) (0.0399)

Number of female children -0.0369 -0.0359 -0.0440
(0.0900) (0.0942) (0.0969)

Charcoal price -0.119 -0.117 -0.132
(0.213) (0.229) (0.231)

Kerosene price 0.303 0.319 0.233
(0.354) (0.341) (0.470)

Lambda coefficient -0.414
(1.359)

Constant 2.703 2.366 2.942
(2.506) (2.465) (3.007)

Observations 131 131 131

Kleibergen-Paap rk LM P-value 0.0000 0.0000
Kleibergen-Paap rk Wald F stat 35.657 31.271
Stock-Yogo 10Hausman Test P-value 0.801 0.784

All continuous variables are in log form. Explanations for “full” variables and IV provided in text. Bootstrapped
standard errors (1000 replications) in parentheses. ***p¡0.01, **p¡0.05, *p¡0.1. ***p<0.01, **p<0.05, *p<0.1.
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Chapter 3: Underground Knowledge: Estimating

the Impacts of Soil Information Transfers through

Experimental Auctions

Climate change, environmental degradation, land fragmentation, and rapid popula-

tion growth represent some of the biggest challenges facing smallholder farmers in

Sub-Saharan Africa (SSA). Together they contribute to widespread food insecurity

and rural poverty (Sanchez, 2002; Frelat et al., 2016; Garćıa-Ruiz et al., 2017). One

potential response to food insecurity is to increase crop productivity (yield per acre),

though yields have remained stagnant over the past decade. Growth in agricultural

production has more commonly been driven by cropland expansion and soil nutrient

mining. Soil mining – the insufficient application of inputs into the soil to replenish

those removed by harvest and erosion – frequently leads to soil degradation and a

downward yield spiral (Drechsel et al., 2001; Tully et al., 2015). This “poverty trap,”

in which poor yields lead to still lower incomes, further limits the amounts of inputs

that farmers can invest in their land (Dasgupta, 1997; Barrett and Bevis, 2015). Be-

cause of the highly degraded state of many African soils, the quantities of inorganic

fertilizers required to achieve adequate crop yields are often not profitable in the

short term (Antle et al., 2006; Marenya and Barrett, 2009). To achieve sustainable

agricultural intensification, therefore, it is of major importance that inorganic and

organic fertilizers are used in quantities and locations where they are most efficient,

profitable, and environmentally appropriate.

A major challenge arises, however, because crop growth response to soil amend-

ments often varies significantly according to soil properties and fertility levels (Tit-

tonell et al., 2008a,b; Kihara et al., 2016). Because of this, as well as the often limited

ability of smallholder farmers to purchase fertilizers, plot-specific soil information and
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recommendations represent potentially significant improvements in fertilizer use and

efficiency for staple crops. Little experimental evidence exists, however, as to whether

farmers alter their behavior and input choices when presented with improved soil in-

formation and input recommendations. In this study, we test whether providing

individualized soil test information and input recommendations from low-cost soil

analysis kits to a sample of farmers in western Kenya influences their demands for

a number of agricultural inputs, including both inorganic nitrogen fertilizers and

organic inputs. We develop an economic model that posits that farmers develop

perceptions about their farms’ soil properties through exposure to information via a

Bayesian process which affects their willingness to pay (WTP) for a particular input.

The model shows that farmers’ WTP for inputs will change as they learn about the

optimal combinations of inputs for their particular soil nutrient levels and that they

adjust their valuations accordingly.

To estimate WTP for this study, we use experimental auctions among a sample

of 884 small-scale western Kenyan farmers randomly chosen from village rosters. We

conducted auctions after Becker, DeGroot, and Marschak (BDM; 1964) for various

organic and inorganic inputs, implemented in two rounds to measure changes in WTP

before and after the information transfers to participants. We test the efficacy of dif-

ferent transfer strategies by randomly dividing the total sample into several treatment

groups and a control group. Farmers in the primary treatment group received the

individualized soil test results and recommendations for most effective combinations

of inorganic and organic input usage.

Results from triple difference estimations show that the effects of the primary

treatment are uniformly positive and large for inorganic fertilizers: a recommendation

to use DAP (diammonium phosphate) increases average bids for that fertilizer by 61%
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compared to the baseline.16 However, the effects of recommendations for the use of

organic inputs (e.g. animal manure, vermicompost, biochar) are mixed and vary

significantly by gender. We conduct a cost benefit analysis using the willingness

to pay results from our experimental auctions that shows that individual soil tests

have positive net benefits under most scenarios, with the net benefits of the tests

particularly high for those who had been using relatively expensive inorganic fertilizers

on unresponsive soils.

Determining whether a farmer’s increased knowledge of his/her soil type and qual-

ity alters one’s behavior with regard to input demands can help address whether

widespread soil testing and accompanying input recommendations can effectively con-

tribute to moving farmers out of poverty by overcoming information constraints. At

present, most farmers are unable to discern nutrient deficiencies since they lack ac-

cess to standard diagnostic analysis. Significant spatial variation of soil properties

and fertilizer requirements across individual farmer fields (Tittonell et al., 2005, 2013)

limits the ability of farmers to learn from their neighbors (Tjernström, 2016). High-

resolution geo-referenced soil data that rely on interpolation also appear to be limited

as a mechanism to estimate soil characteristics at the individual farm level (Berazneva

et al., 2018). Scaling up the use of low-cost soil analysis kits that provide comprehen-

sive recommendations for plot-specific soil fertility management is one of the more

viable and promising options to improve input use efficiency and crop productivity.

This study adds to several strands of literature. A significant amount of previous

research has analyzed the effects of information transfers on farmer behavior in the

developing world. This study, however, is among the first that uses individual soil

tests and personalized input recommendations as the focus of the information trans-

16Or, by another measure, this recommendation increases willingness to pay by 24% of the average
price compared to the counterfactual group.
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fer. A major contribution of this research therefore is to demonstrate the favorable

benefits relative to the costs of individualized soil testing in improving the well-being

and food security of small-scale farmers in SSA. In addition, while several past studies

looking at the effect of information transfers on individuals in the developing world

have used data from experiments (Lybbert et al., 2013; Steur et al., 2013; De Groote

et al., 2016), as far as we know, this is the first study that uses a two-round BDM

auction methodology to analyze changes in behavior after an information transfer in

a developing country. A major contribution of this research therefore in using ex-

perimental data is to demonstrate the benefits of individualized soil test information,

relative to the costs of the technology, in potentially improving farm productivity and

economic well-being for smallholder farmers.

The effects on behavior that arise from peer comparisons have also been exten-

sively explored in the behavioral economics literature (Goldstein et al., 2008; Ayres

et al., 2009; Allcott, 2011). This study, which includes treatments that seek to dis-

cover how comparisons between peers in a village influence the behavior of farmers

with respect to agricultural inputs, is the first to examine this research question in

a developing country. Finally, this research contributes to the literature on the role

of gender in agriculture in developing countries. We conduct separate auctions with

men and women to test hypothesized gender differences in perceptions and impacts

of soil information transfers. We find significant differences in organic input demands

between men and women, which appear to be related to the lower access to organic

resources among female farmers. This appears to be due both to the preferences given

in intra-household organic input allocation to male-managed plots (Udry et al., 1995)

and to lower levels of livestock ownership among female-headed households (Ndiritu

et al., 2014).

This article is organized as follows: first, we review some of the most important
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literature on learning and information transfers, then explain the state of soil degra-

dation and agriculture in western Kenya. Next, we present the theoretical model,

followed by a description of the data and the experimental design. Following that, we

discuss the empirical results from our difference-in-differences estimations, as well as

the findings from our cost-benefit analysis. We conclude by summarizing the impli-

cations of this study and the policy recommendations stemming from this research.

3.1 Learning and information transfers

A substantial literature exists that analyzes technology adoption and learning in

the developing world (see Feder et al. (1985) and Foster and Rosenzweig (2010) for

extensive reviews). Several studies in this area have demonstrated that a major

hurdle to the diffusion of information regarding productivity-enhancing technologies

is the heterogeneity of growing conditions among farms at the village scale. Munshi

(2004) finds that during the Green Revolution in India, the adoption of high- yielding

varieties was more rapid for wheat than for rice, and concludes that this was due

to the fact that wheat-growing regions have more homogeneous growing conditions

than those growing rice. Therefore, a farmer can gain more reliable information from

his neighbor’s experience growing wheat than growing rice. In the U.S. context,

because GM soybean seeds are sensitive to individual farm characteristics, Ma and

Shi (2015) find that the information impact from peers is less than that from self-

experimentation. Meanwhile, Magnan et al. (2015) find rather muted peer effects on

the adoption of a newly introduced practice, laser land leveling in India, in part due

to the heterogeneity in production characteristics that leads to varying levels of yield

improvements from using the technology. Tjernström (2016) shows that information

exchange about the use of new hybrid seed varieties within a peer network in Kenya
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can be severely constrained by heterogeneity in soil health characteristics of croplands.

However, farmers can reduce uncertainty regarding soil fertility status and input usage

by sharing or selling the results of their soil tests among their peers.

Information transfers to individuals can in fact significantly affect the demands for

new products and technologies. The economics of advertising literature, in particular,

has shown that information transfers can increase the ability of individuals to make

optimal matches between product characteristics and their preferences (e.g., Anand

and Shachar (2011)). Johnson and Myatt (2006) demonstrate that such “real infor-

mation” aspects of information transfers increase the dispersion in product valuations

by individuals across a sample and rotates the demand curve, as individuals are able

to more accurately determine the suitability of the product relative to their wants or

needs. A number of empirical papers such as Rickard et al. (2011) and Liaukonyte

et al. (2015) have demonstrated strong effects of in-formation transfers on behavior,

often using experimental auctions to elicit incentive-compatible WTP. Rickard et al.

(2011) show, for instance, that commodity-specific (versus broad-based) information

transfers regarding fruit and vegetable attributes lead to an increase in the dispersion

of valuations, providing evidence of individuals matching their preferences to products

as a result of the new information.

The behavior of individuals can also be affected through social norms or proscrip-

tions (Akerlof, 1980). For example, studies show that farmers may not adopt a new

technology or practice if it is antithetical to social traditions (Moser and Barrett,

2006). Many microfinance interventions and savings groups take advantage of social

norms to ensure payments or savings (e.g, Dupas and Robinson, 2013). Information

provided to an individual regarding the characteristics or behavior of their peers can

also significantly affect behavior. An example of this in a different context is that of

Goldstein et al. (2008), who show that informing hotel guests that the majority of
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their fellow guests reuse their towels decreases laundry costs more than using a nor-

mative message regarding environmental sustainability. Similarly, Ayres et al. (2009)

and Allcott (2011) find that providing information to utility consumers regarding the

energy usage of their neighbors decreases energy consumption by a significant margin.

It remains to be seen, however, if such effects also exist in the context of this study,

that is, with respect to soil management in developing countries.

In a parallel literature that informs the present study, there has also been an ex-

pansion of research that has looked specifically at the role of women in agriculture. In

SSA, plots managed by women tend to have lower productivity than men (Croppen-

stedt et al., 2013). In part, this appears to be due to inefficient allocation of resources

within the household, where plots managed by men receive relatively larger amounts

of inputs (Udry et al., 1995; Udry, 1996). Women also tend to adopt agricultural

technologies and practices at lower rates than men (Doss and Morris, 2001; Ndiritu

et al., 2014). This gender gap is likely due to several factors. Gilligan et al. (2014)

suggest that this result is due to weaker household bargaining positions by women,

although this would not necessarily account for the effect in female-headed house-

holds where males are absent. Doss and Morris (2001), Croppenstedt et al. (2013),

and Ndiritu et al. (2014) suggest that at least part of the explanation lies with the

lower levels of resources available to female farmers. For example, if female-headed

households tend to have lower levels of livestock, this would limit the adoption of

manure or compost as organic fertilizers since markets for these inputs are not highly

developed.

As mentioned previously, farmers do not necessarily hold accurate beliefs regard-

ing their own soil nutrient levels, which may further limit their use of the appropriate

kinds and levels of agricultural inputs. Perceptions of soil health are primarily based

on yield, which not only is a lagged indicator, but does not necessarily inform the
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farmer precisely of which nutrients, if any, are deficient (Marenya et al., 2008; Be-

razneva et al., 2018). Uncertainty therefore exists on the part of the farmer as to

whether a particular input will be an optimal match for the soil characteristics of

that particular farm plot. The model in this article suggests that this will likely

decrease input usage if the farmer is risk averse. Information transfers in the form

of results from soil tests may thus be an effective remedy to increase agricultural

input adoption and usage, and in turn generate higher crop yields and potentially an

escape from the poverty. Along with this study, several recent and ongoing projects

are also looking at this or related questions. Fishman et al. (2016) find no evidence of

an effect on fertilizer usage from an Indian government initiative to provide fertilizer

recommendations to farmers. In Tanzania, early results from Michelson et al. (2017)

show that fertilizer recommendations coupled with vouchers are effective in increas-

ing fertilizer purchases compared to the practices of a control group and a group

comprised of participants who only received recommendations. Ongoing research by

Corral et al. (2017) analyzes the effects of both individualized and average village-

level fertilizer recommendations coupled with subsidies for fertilizer purchases. The

research reported in this article is thus highly complementary to ongoing research in

this area.

3.2 Soil degradation and agricultural input use in western

Kenya

Western Kenya, where this research was carried out, has some of the highest popula-

tion densities in SSA. The majority of rural communities consist of smallholder farm

households that depend on own agricultural production to meet most of their food

needs. Limiting crop productivity in the humid tropics of Kenya, however, is the
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heavy weathering of the region’s soils. This makes farmers’ croplands more prone to

nutrient depletion and acidification, significantly undercutting the productivity and

fertilizer efficiency of staple crops like maize, sorghum, and beans (Sanchez, 2002;

Tittonell et al., 2008b; Tully et al., 2015).Compounding the problems faced by farm-

ers, soils with low fertility cause additional ecological problems, including a greater

susceptibility to pests, diseases, and weeds, especially Striga (Witchweed), which has

caused substantial yield losses in maize crops across East Africa (Mateete et al., 2010).

Over the long run, the well-being of smallholder households can be further jeopar-

dized by downward spiraling crop yields and soil fertility, leading to a “poverty trap”

outcome (Dasgupta, 1997; Barrett and Bevis, 2015). To reverse this situation, it is

crucial that farmers’ usage rates, as well as the efficiency of inorganic and organic

inputs on farmlands, be increased to reverse these outcomes and generate sustainable

agricultural intensification.

In our research area in western Kenya, however, we find that farmers are often

investing, sometimes substantially, in fertilizers, especially inorganic fertilizers such

as diammonium phosphate (DAP) which is widely used as a source of nitrogen and

phosphorus in crop cultivation. Indeed, Sheahan et al. (2013) found that in many

regions of Kenya, including the area of this study, farmers are often using nitrogen

fertilizers in excess of profitable levels. This comes after years of promotion and

subsidization of such fertilizers, especially DAP, by the government of Kenya.

DAP and other inorganic nitrogen and phosphorus fertilizers are, however, not

necessarily universally effective across farms or even on plots within the same farm.

Without comprehensive information regarding the soil nutrient levels on a farm, there

exists significant risk of non-responsiveness - that is, that no satisfactory response in

crop yields will be achieved with the input investments (Wopereis et al., 2006). Meta-

analyses of maize fertilizer responses in SSA show that a large proportion of farmer

58



fields exhibit low yield responses when blanket input recommendations are followed

(Vanlauwe et al., 2011; Kihara et al., 2016). On-farm trials by Roobroeck et al.

(2017) find that rates of inorganic fertilizer applications in line with government

recommendations did not increase maize yields by more than one ton per hectare

for 19% to 30% of farmers’ fields, thus leading to a frequent financial loss on this

investment by farmers.

Croplands that demonstrate non-responsiveness to nitrogen fertilizers typically

have low amounts of soil organic matter, extractable nutrients, and/or high acidity.

For reference, table 3.1 shows the proportion farmers’ fields in this experiment where

soil nutrient levels were rated very low. Applications of nitrogen fertilizers often do

not increase crop yields for soils that have low soil organic matter (Vanlauwe et al.,

2002), further decreasing profitability (Marenya and Barrett, 2009). The efficiency of

inorganic nitrogen by crops grown on acidic soils is commonly lower, and prolonged

use of DAP can acidify the soil (Bekunda et al., 1997), further decreasing fertilizer

profitability (Burke et al., 2017). Farmers in western Kenya have little access to soil

fertility information services to determine whether crop yields are suffering due to

a lack of a soil nutrient (e.g. nitrogen, phosphorus), organic matter, whether their

soils are acidic, or whether a combination of these factors is at play in limiting crop

productivity.

In sum, field studies in western Kenya show that the use of both organic and

inorganic fertilizers is of critical importance in sustainably intensifying agricultural

production, particularly on highly degraded soils (Solomon et al., 2007; Ngoze et al.,

2008; Güereña et al., 2016). Organic fertilizers like animal manure and crop residues

have been used in cropping systems for millennia to replenish soil nutrients. Organic

fertilizers not only are a source of soil nutrients, but they also help increase soil

organic matter (carbon), reduce soil acidity, enhance water retention, suppress pests
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and diseases, and stimulate beneficial soil biota (Ngetich et al., 2012). Because of

many factors including high transportation costs, most organic fertilizers are produced

on-farm in the developing world (Place et al., 2003). Yet, farmers frequently face

tradeoffs in allocating household resources for use as fertilizer, since crop residues

can serve as animal fodder, fuel for cooking, and for many other uses, reducing the

availability of organic resources for agriculture. Gathering, processing, and applying

organic inputs are also labor-intensive activities and are thus frequently limited by

household labor availability. As a result, household shadow prices (opportunity costs)

for these products are high relative to household incomes (Berazneva et al., 2017).

Thus, although many households produce and manage manure, compost, and crop

residues, their high opportunity costs frequently limit the intensity of their use and

adoption as fertilizers.

Organic inputs such as animal manure, traditional compost, crop residues, etc.

accordingly can be extremely effective tools to aid in the recovery of degraded soil.

However, they will not be equally effective on all types of soils and in many cases

inorganic fertilizers should be used in combination with these inputs, especially given

the high opportunity costs of their use. Studies have demonstrated that organic and

inorganic inputs should be used together to replenish depleted soils, as inorganic

fertilizers have higher concentrations of nutrients such as nitrogen and phosphorus,

while organic inputs help to replenish soil organic matter and control acidity (Palm

et al., 1997; Mateete et al., 2010). At the same time, the combination with inorganic

fertilizers enables farmers to offset the high opportunity costs of organic inputs.

For farmers to assess whether they should expend valuable resources – cash, time,

opportunity costs – to acquire these inputs, knowledge about the soil fertility of their

croplands can be very advantageous. Here we investigate whether providing informa-

tion to smallholder farmers about the nutrient status of their soils, as well as input
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recommendations for maize crops, will effectively alter their demands for agricultural

inputs. In general, it can be expected that comprehensive decision support tools en-

able farmers to form more accurate and effective matches between soils, crops and

inputs, leading to greater efficacy and profitability of inorganic and organic fertilizers.

Understanding how the behavior of farmers is affected by soil fertility information,

here determined by low-cost testing kits, and the associated input recommendations

individualized to each farmer’s circumstances, is an important contribution to re-

search and policies that are undertaken to improve the use of fertilizer inputs not

only in Kenya but across SSA.

3.3 A model of farmer information updating

The main objective of this model is to demonstrate the willingness to pay (WTP)

of an individual farmer for a particular input combination and the effect on farmer

WTP of having received new information about his/her soils. We examine the case

of a farmer evaluating his/her expected profit using an input that differs from the

input combination the farmer has traditionally used. It may be the case that for

a particular farmer, the traditional input combination will be a null set (no inputs

used). WTP in this context can be conceptualized as the difference in the utility

to the farmer between the use of the novel input set (k), comprised of new input or

input combinations used, and the traditional input set (r), consisting of prior inputs

or input combinations used (Zapata and Carpio, 2014). For producers, this utility

is derived from differences in expected profits, and is known as a variation function

(since compensating and equivalent variation are identical for producers (Just et al.,

2004, p. 53)). We model this variation function for farmer i in period t as:
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E(dkit) = E[πk,rit − πrit] (29)

where E(πk,rit ) is the expected profits in period t using novel input set k and traditional

input set r, and πrit is the expected profits, all in period t, if only the traditional

inputs are used. In other words, the willingness to pay for the new input set is the

difference between the maximized expected profits of the farmer using both new and

traditionally used input sets, and expected profits if s/he had not used new inputs.

If farmer i has not yet adopted the new input set, this value will be zero.

A representation of a farmer’s profit function optimizing across the new and tra-

ditionally used input sets is:

E(πk,rit ) = E
[
P
(
Akit(x

k
it)

1
2Lkit + (xkit)

1
2Lkitεit

)
− ckt xkitLkit +RLrit + γLkit + αi

]
(30)

where P is the per unit sale price for the crop, which is assumed to be fixed in the short

run and known by all farmers in period t, and R is the net per acre returns using the

traditional input set. We let Akit be the product, and plot-specific agronomic efficiency,

that represents the farmer’s soil suitability for that particular input set k. Agronomic

efficiency is defined as the increase in maize yield per unit of fertilizer inputs applied

on the soil of farmer i (Vanlauwe et al., 2011). The agronomic efficiency for input set

k is not known by farmers with accuracy, but their estimate is distributed N(Ākit, ζ
2
it).

We define the accuracy of the estimate of the agronomic efficiency A by farmer i for

product k as θk = 1
ζ2

(θk > 0), or the inverse of the variance. Term x is the quantity

of the new input set used by farmer i in period t, and Lk is the number of acres on

which the input set is applied (including land on which traditionally used inputs are

also used), while Lr represents land on which only the traditionally used input set is
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used. Term c is the per unit price of the input set x, which is assumed to be fixed in

the short run and known by all farmers in period t. Stochastic variable ε represents

weather or others sources of variability: ε ∼ N(0, η2
it). Term αi is a measure of farmer

expertise, ability, or other demographic characteristics such as education, which may

affect profitability. We assume Lk + Lr = L, L is fixed in the short run, and for

simplicity we assume that in estimating his/her expected profit, the farmer assumes

s/he will continue to devote at least some land to the traditional set of inputs, thus

Lr > 0. However, the farmer may not plan to devote any land to the new input set,

in which case Lk ≥ 0, thus γLk = 0.

If we assume that the farmer has CARA (constant absolute risk aversion) risk

preferences on the profit function in Equation 2, we have:

E(πk,rit ) = PĀkit(x
k
it)

1
2Lkit − ckt xkitLkit +R(Li − Lkit) + γLkit + αi −

1

2
%P 2(Lkit)

2xkit

(
1

θkit
+ η2

it

)
(31)

where % is the measure of absolute risk aversion. Expected profit is clearly increasing

in the accuracy of the belief of the agronomic efficiency of θ, and in the mean of the

perceived agronomic efficiency for input set k, Āk. We thus have the following FOCs:

∂E(πk,r)

∂Lk
= PĀkit(x

k
it)

1
2 − ckt xkit −R + γ − %P 2xkitL

k
it

(
1

θkit
+ η2

it

)
= 0 (32)

∂E(πk,r)

∂xk
=
PtĀ

k
itL

k
it

2(xkit)
3
2

− cktLkit − %P 2(Lkit)
2

(
1

θkit
+ η2

it

)
= 0 (33)

Due to the complementary slackness condition, if Lk = 0, γ ≥ 0, then

0 ≤ γ = −PĀkit(xkit)
1
2 + ckt x

k
it +R

(34)
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which is equivalent to:

R ≥ PtĀ
k
it(x

k
it)

1
2 − ckt xkit (35)

From Equation 7, we see that the farmer will not use the new input set if the returns

to the traditional input set (R) are greater or equal to the net returns of the new

input set (PtĀ
k
it(x

k
it)

1
2 − ckt xkit) for farmer i. Therefore, if the expected return to the

new input set k, Ākit(x
k
it)

1
2 , increases, it is more likely that the farmer would adopt

the input set. As shown below, receiving a positive information signal related to the

agronomic efficiency of input set k for farmer i’s soil would be one potential pathway

for this to occur.

The variation equation for input set k (producer’s willingness to pay) from Equa-

tion 1 will thus equal Equation 3 minus the expected profits using the traditional

input set, E[πr] = RLi:

dkit = E[πk,rit − πr] = PĀkit(x
k
it)

1
2Lkit − ckt xkitLkit +R(Li − Lkit) + γLkit + αi −RLi

− 1

2
%P 2(Lkit)

2xkit

(
1

θkit
+ η2

it

)
= E[πk,rit − πr] = PtĀ

k
it(x

k
it)

1
2Lkit − ckt xkitLkit + αi −RLkit + γLkit −

1

2
%P 2(Lkit)

2xkit

(
1

θkit
+ η2

it

)

Rearranging terms,

dkit = Lkit

[
PĀkit(x

k
it)

1
2 − ckt xkit −R + γ + αi −

1

2
%P 2Lkitx

k
it

(
1

θkit
+ η2

it

)]
(36)
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which has the following FOCs,

∂dkit
∂Lk

= PĀkit(x
k
it)

1
2 − ckt xkit −R + γ − 1

2
%P 2Lkitx

k
it

(
1

θkit
+ η2

it

)
= 0 (37)

∂dkit
∂Āk

= P (xkit)
1
2Lkit = 0 (38)

∂dkit
∂θ

=
%P 2(Lkit)

2xkit
2(θkit)

2
= 0 (39)

We can see from Equation 8 that if the amount of land on which the new input

set k is used is zero (Lk = 0), then the WTP for input set k is 0. We can also

see that WTP is decreasing with the cost of the input set c, the net return of the

traditional input set R, and the variance, η2, of the stochastic variable ε. WTP is

increasing in the net profit of the new input, in the level of accuracy of farmer i’s

estimate of his/her agronomic efficiency of k on the soil of i, θk, and in the mean of

the perceived agronomic efficiency for input set k, Āk. The closer that the individual

farmer believes that the input set k matches his/her soil characteristics, the greater

the perceived agronomic efficiency the input set will have, and the more s/he values

input set k.

3.3.1 Updating WTP

On learning new information about the farm-specific agronomic efficiency of input

set k, farmers will update their WTP. We assume that this information about the

agronomic efficiency is accurate, and thus we can represent the updating of his/her

WTP as Bayesian. We also assume that the incoming information signal υ regarding

the agronomic efficiency of k for the soil of i is distributed N(µit, σ
2
it). The inverse

of the variance of the signal, 1
σ2
it

, can be thought of as the trust the individual places

in the accuracy of the information signal. Intuitively, an individual would tend to
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have greater trust in information if the information is more precise (i.e. less variable).

Thus, if we assume a standard Bayesian updating process (for example, as used by

Foster and Rosenzweig (1995)), the accuracy of the farmer’s belief in the agronomic

efficiency of input set k on his/her soil, θk, in period t+ 1 after receiving υ will be:

ζ2
it+1 =

1
1
ζ2it

+ 1
σ2
it

θkit+1 = θkit +
1

σ2
it

(40)

In other words, the accuracy of farmer i’s information regarding his/her soil suitability

in t+ 1 is equal to the accuracy in his/her belief in the previous period plus his/her

trust in the accuracy of the new signal s/he has received regarding the agronomic

efficiency of k on his/her soil. Thus, with each new information transfer, the farmer’s

beliefs in his/her soil characteristics will be nondecreasing in accuracy (it is possible

that they may stay the same). Again using a Bayesian process, the updated mean of

the farmer’s estimate of the agronomic efficiency of k is:

Ākit+1 =
ζ2
itµit + σ2

itĀ
k
it

ζ2
it + σ2

it

=
µit + θkitσ

2
itĀ

k
it

1 + θkitσ
2
it

(41)

which states that the farmer’s actual belief in the level of his/her soil character-

istics and its compatibility with a particular input will increase if the information

received indicates an agronomic efficiency greater than was believed previously, and

will decrease if the information received indicates that the agronomic efficiency of a

particular input is lower than the previous belief.

Assuming variables x, c, L, and η remain constant (as is the case in our empirical

setting) and we are analyzing the effect of information on WTP as a result of the
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information transfer alone, we develop several propositions that we can empirically

test:

3.3.1.1 Proposition 1 If dkit 6= dkit+1, then Ākit+1 6= Ākit or θkit+1 > θkit .

This means that if we observe a difference in the WTP for an individual who

receives information about the agronomic efficiency of k, then at least one of two

possibilities must be true: the information either increased/decreased his/her belief

of Ak, or it increased his/her accuracy or certainty of θk.

Proof. See Appendix 3.A.1

If we assume a scenario where |θkit+1− θkit|< ε (at or near zero), then we can conclude

that:

3.3.1.2 Corollary 1 dkit+1 > dkit if and only if Ākit+1 > Ākit

If there is no effect of an increase in accuracy on WTP, then the impact of an

increase in the belief of the agronomic efficiency of k will increase the WTP for that

input set.

Proof. See Appendix 3.A.1

3.3.1.3 Proposition 2 If dkit+1 < dkit, then Ākit+1 < Ākit.

Because θk is nondecreasing, if the WTP of a farmer for input set k decreases, it

must follow that s/he received negative information related to (Ak), the agronomic

efficiency of k.

Proof. See Appendix 3.A.1
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Empirically testing these propositions can show whether farmers are updating

their beliefs as a result of the soil information transfer through a change in their

previously held perceptions about their soil fertility and fertilizer efficiencies, and

whether these changes are significantly different compared to a counterfactual control

group that did not receive the soil information.

3.4 Data and experiment

We collected data for this research in three counties of western Kenya: Bungoma,

Busia, and Kakamega. The partner organization, the International Institute of Trop-

ical Agriculture (IITA), selected eighteen villages based on familiarity with the area.

The villages covered a wide area of western Kenya (see map in Appendix 3.A.2 for

positions of the sampled villages). We obtained village rosters of household heads

from village elders or regional chiefs, and randomly selected household heads using a

random number generator. Staff from the project then visited each of the randomly

chosen household heads, and after obtaining consent, took a sample of their soil. To

analyze the acidity and levels of key nutrients in soil samples from farmers’ plots, we

used the SoilDoc wet chemistry system because it is mobile, relatively inexpensive,

and easy to operate (Earth Institute, 2017). Additional information about SoilDoc is

given in Appendix 3.A.3.

After two to three months, completed soil test information was returned to the

farmers by trained research staff. For each household, we attempted to survey the

husband and wife individually, although in many instances, the spouse was not present

and could not be interviewed.17 The survey included questions about household and

individual demographic characteristics, household market activity, and agricultural

17This was often due to migration, where the husband had gone to work long-term in a larger city,
or where the household head was a widow/er.
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production, including input use practices, over the past two complete cropping seasons

for each of their crops. The final sample consists of 884 individuals in 548 households.

Table 4.1 shows key summary statistics for individuals and households.

The table demonstrates that we captured a wide variety of individuals through the

random sample selection. The average age and years of education of the respondents

was 48.3 and 8.0 years respectively, with large ranges on each variable. Because the

number of years of education does not necessarily capture the quality of education

for an individual, we also tested their math ability at the time of the survey by

asking each respondent to perform a simple multiplication problem, which 56% could

answer correctly. The final sample contained a majority of women (58%), due in part

to migration by many men to work in cities, and due to the number of widows in the

sample. While many individuals in the sample had more than one occupation, 88%

identified farming as their primary occupation.

As mentioned above, farms in the sample were generally very small, 1.06 acres

on average. This was in part due to design: our selection criteria excluded from the

village rosters farms with significantly greater than average farm sizes; these were

often commercial farms with absentee landlords. Household sizes of the farms varied

significantly, with a mean of 5.29 people per household. Household expenditures

also varied significantly across households. Only considering expenditures on food

and beverages, average weekly household expenditures averaged 1,228 KSh (roughly

$12.00 U.S.), with a range from 0 to 21,000 KSh and a median of 800 KSh. Although

most of the individuals sampled were women, a majority of the household heads in the

sample are male (55%). Most of the households use inputs on their agricultural plots,

with 88% using at least one type of inorganic fertilizer in the past two cropping seasons

prior to the survey. The number who used organic inputs (e.g. animal manure) was

lower, amounting to 45% of households over the same period. Only 7% of households
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in the sample did not use any inputs, organic or inorganic, over the same period of

time.

As shown in table 3.1, farmers in the sample had highly degraded soils, with high

proportions of croplands demonstrating very low levels of N, P, K, S and/or active C.

Yet, these soil characteristics were not reflected in farmers’ perceptions of soil quality.

We find that 85% of farmers ranked the overall soil quality on their farm as average

(“3” on a 5-point scale), and only 11.5% ranked their soil as below average. This

corresponds to research by Berazneva et al. (2018) in Kenya and Tanzania which

shows that farmers’ perceptions of soil quality are generally unrelated to soil nutrient

levels. Therefore, providing soil information transfers to farmers should result in

significant updating of their prior beliefs regarding input suitability to their soils.

3.4.1 Experimental auction design

In this research, we use experimental auctions after Becker et al. (1964) to estimate

incentive-compatible WTP for agricultural inputs among individual respondents in

our sampled households. We implement these auctions in two rounds, both before

and after the information treatment to measure the effect of the information transfer

on behavior.

Experimental auctions have been commonly used for decades in the industrial-

ized world, but have only recently begun to be used in developing countries to elicit

incentive-compatible estimates of WTP. Several recent studies have used experimen-

tal auctions to investigate the demand for a variety of products, such as insecticide-

treated bednets in Uganda (Hoffmann et al., 2009), biofortified maize in Ghana (De

Groote et al., 2011), and aflatoxin-free maize in Kenya (De Groote et al., 2016).

Many studies use a Becker-DeGroot-Marschak (BDM) methodology to obtain their

WTP estimates, as they have been shown to be incentive-compatible and are conve-
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nient to implement at the individual level (Shogren, 2005). However, as discussed in

Morawetz et al. (2011), precautions should be taken when transferring experimental

auction methodologies used in the developed world to Africa, including the need for

intensive training of auction experimenters and multiple practice auction rounds for

each participant.

BDM auctions, as used in this research, are particularly suited to field experiments

as participants make bids against a randomly generated price (Becker et al., 1964).

This makes it possible to conduct the auctions with individual participants, which

limits the bias that might otherwise arise from the respondent’s observations of the

behavior of other participants. While this methodology is somewhat more complex

than more conventional auctions, with practice auctions to familiarize the partici-

pants with the methodology in Ghana, Morawetz et al. (2011) find that the increased

complexity does not lead to bias in the WTP results when compared to a first-price

auction. One innovation in our study was using a two-stage BDM auction, where

we conducted a baseline auction for the agricultural inputs prior to receiving the

treatment, and a post-treatment auction was then conducted immediately afterward.

Prior to beginning the baseline auction for the inputs, the enumerators conducted

practice auctions with the participants in which the auction methodology was ex-

plained in detail (all auction scripts are in Appendix 3.A.4). The enumerator ex-

plained to the participant that s/he would receive a cash endowment and make bids

for several items, and afterward, one item would be chosen at random and a random

price would be chosen for that item. If the respondent bid at least the amount of the

random price, they would pay that random price and receive the item. Otherwise,

they would keep the cash endowment. The enumerator gave each participant 70 KSh

(about 0.69 USD) and the participant bid on different varieties of cookies and 50 KSh
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cash notes.18 After this first practice auction, the enumerator gave each participant

another 70 KSh and repeated the practice auction to assure participants’ familiarity

with the auction methodology.

For the actual experimental auction, each participant was given a cash endowment

of 700 KSh (about 6.90 USD).19 We found that in our experiment 95% of bids were

below 500,20 and the mean bid across all inputs and all quantities was about 200,

thus we conclude that this was an effective choice for the cash endowment.

In this study, the auction was first conducted with the household head, and the

spouse (if present) was asked to leave. After the household head participated in the

auction, the spouse, if available, was asked to return for his/her auction. After receiv-

ing the cash endowment, the enumerator read a brief statement that described some

of the inputs that might be new to the participant (the script used by enumerators

included in Appendix 3.A.4). The participant then made bids for DAP, biochar,21

a biochar DAP mix, vermicompost,22 a biochar vermicompost mix, and cow manure

18The motivation for auctioning cash notes is to emphasize that the participant should be bidding
what s/he perceives as the true value of the good. Thus, for a 50 KSh cash note, the participant
should bid 50 KSh. If they did not, then the enumerator would explain to the participant why this
is the optimal strategy.

19In choosing the amount of the cash endowment, we needed to ensure that the endowment was
sufficient enough that the participant could bid his/her true WTP. If it was too little, the bids might
be biased downward. On the other hand, some research has shown that a larger cash endowment
can lead to overstated WTP estimates (Loureiro et al., 2003). Adding to this concern is that the
majority of the farmers in this area are poor, and average agricultural wages are about 300 KSh per
day. Thus, 700 KSh is about twice the value of the more expensive quantities of goods that we were
auctioning, and is therefore a standard cash endowment in line with the literature (Morawetz et al.,
2011; De Groote et al., 2016).

2098% of bids were below 700. If a respondent bid greater than 700 KSh, the enumerator was in-
structed to remind the participant that they would be responsible for payment above 700 if necessary
and asked them to confirm their bid.

21Biochar results from the thermal decomposition of biomass in the absence of oxygen, generating
a type of charcoal. It is produced from left-over plant material of field crops on farm like maize cobs
and stovers, rice husks and haulms, sugarcane bagasse, coconut shells, and others. If applied to soil
at the optimal rate, biochar helps to improve crop production by increasing the uptake of fertilizers,
manure and water (Lehmann and Joseph, 2009).

22Vermicompost is the end-product of the breakdown of organic matter by an earthworm, also
called worm castings. If applied to the soil at the optimal rate vermicompost will improve crop
production because it contains substantial amounts of nutrients, has a large water holding capacity

72



and the enumerator presented them in a random order. After all of these bids were

collected, a random number generator on the enumerator’s tablet computer assigned

the participant to one of four treatment groups:

Treatment 1 (Input Recommendation [IR]): Enumerators presented the partici-

pants with their soil test results, which included a binary indicator indicating whether

a particular soil nutrient level was low, and provided fertilizer recommendations tai-

lored to their individual farms using the SoilDoc system.

Treatment 2 (Village Comparison [VC]): Enumerators showed the participant

a chart comparing their soil test results with other anonymized test results for all

the participants in their village. The enumerator pointed out the average nutrient

level in the village, and the results for each participating farmer relative to the village

distribution, but did not provide specific fertilizer recommendations about nutrient

levels.

Treatment 3 (Combined Treatment [IR&VC]): Participants in this treatment

received both Treatments 1 and 2 together.

Control: Participants received no information transfer between auction rounds.

Participants assigned to Treatments 1 and 3 received a copy of their soil test

results that included a binary (yes/no) indicator of whether to apply or not apply N,

P, K, and organic C inputs based on critical thresholds of soil nutrient requirements

for cereal production in SSA built into the SoilDoc system (an example is shown

in Appendix 3.A.5). The enumerators, who had been extensively trained in making

input recommendations based on the soil test results, then gave a detailed explanation

of the meaning of the soil tests, and how farmers could optimize their input usage

based on this information. For example, a farmer with low nitrogen or phosphorus was

and enriches the soil with micro-organisms (Jack and Thies, 2006).
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advised to use DAP, CAN, or NPK fertilizer, unless their soil was acidic (pH<5.5), in

which case the farmer was advised to avoid DAP because of its potential to further

acidify the soil. For soils with low carbon levels, compost, animal manure, biochar,

and crop residues were typically recommended. The enumerator also explained the

benefits of the complementary use of inorganic and organic resources in improving

soil health. After these recommendations, the enumerator answered any questions

the respondent had.

If the participant was assigned to Treatments 2 or 3, they were presented with a

chart that showed their soil nutrient levels compared to others in the village (Appendix

3.A.5). The enumerator showed the participant his/her placement on the chart, and

also identified the average in the village. Because most soils in the sample were of

poor quality, the enumerator explained to the participant that this was a relative

position, and explained where the threshold was for adequate levels of the nutrient

in the soil. However, for those in Treatment 2, no input recommendations were made

to the participant.23

The second auction round proceeded exactly as the first. Immediately after the

baseline auction (and before receiving any treatment) each participant played a five

minute memory game on the enumerator’s tablet computer. This was done primar-

ily so that the control group would have an activity between the two rounds, and

for consistency this was done for all participants. Afterward, the tablet computer

randomly chose one auction round (the baseline or the second round), one product,

and a random price. If the participant had bid at least the amount of that random

price for that item in that round, they paid the random price and received the input,

otherwise they kept the full cash endowment.

23For consistency, those participants in Treatment 3 always received the soil test results and
recommendations before seeing the village charts.
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3.4.2 Sample from experiment

By having the tablet computer randomly assign participants to one of the four exper-

imental treatments between the auction rounds, we prevented any possibility of bias

arising from prior knowledge of the participant’s treatment group by the enumerator.

The minor disadvantage to this method was that this created unevenly distributed

participant numbers in treatment groups, as table 3 below illustrates. Because indi-

viduals were randomly assigned to the various treatment groups and a control group,

we would assume that there would be no significant differences in the characteristics

of individuals between the various groups, nor in the likelihood of a particular enu-

merator implementing that treatment. In Appendix 3.A.6, we include balance tables

(tables 3.A.6-1 through 3.A.6-4) that show average differences between those in a

particular treatment/control group and those who are not in that group. Overall,

these tables demonstrate that the randomization was effective, as most variables are

balanced. One notable exception is farmland area, which is the only variable that

is unbalanced in more than one treatment group (Treatment 1 and Control). The

magnitude of the difference, however, is not particularly large (0.92 and 1.17 acres for

Treatment 1 and non-Treatment 1, respectively, and 1.29 and 1.04 acres for Control

and non-Control, respectively). We include farmland in all regressions to help prevent

potential bias from this imbalance affecting the estimation results.24

24Overall, we have 884 individuals making bids in two auction rounds for two quantities of six
inputs, providing a total bid sample of 21,216. To avoid making any inferences based on extreme
values, we decided to trim the sample in two ways. First, we took the difference between the second
bid and first bid for a particular input-quantity for an individual, and dropped both bids if the
difference was in the top or bottom 1% of the sample. These individuals were outliers who changed
their bids by extreme amounts between auction rounds. This amounted to 358 total bids or 1.7%
of the sample. We next dropped any remaining bids that were at least double the cash endowment
(1,400 KSh), as these were not realistic bids by participants. This eliminated another 42 bids. The
final sample size of all bids for both auction rounds used in the analysis is 20,816. By trimming the
sample, there were no individuals who were completely eliminated, and the number of individuals
remains at 884. Table 3.A.6-5 in the Appendix shows the average bids and standard deviations for
each input by treatment and by auction round.
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3.5 Empirical model

Using triple and quad difference estimations, we take a closer look at the precise

input recommendations (for Treatments 1 and 3) and placement on the village charts

(for Treatments 2 and 3) and analyze the direction and the degree to which these

treatments affect farmer valuations of different types of inputs (testing Corollary 1

and Proposition 2). We find that the treatments do have an impact, but the impacts

are heterogeneous across gender, treatment, and input type. Our primary results

from Treatment 1 show that the soil test results and input recommendations had

a large and significant effect for inorganic fertilizers (e.g., DAP): recommendations

to use DAP led to 61% higher average bids compared to the baseline. For organic

inputs, the results are statistically significant, though lower, and we find evidence of

heterogeneity in the effects by gender (discussed below). In addition, we conducted

a cost-benefit analysis of the program (described below) and find that under most

conditions, an enlarged program of soil testing and fertilizer recommendations is likely

cost-effective.

3.5.1 Difference-in-differences estimation

To empirically test Corollary 1 and Proposition 2 and analyze the directional effects

of the information provided, we use a difference-in-differences estimation with three

differences: the auction round (first and second), treatment status (particular treat-

ment and control), and information type (treatment specific – in Treatment 1, for

example, this is the difference between those who received a positive recommenda-

tion to use a particular type of input, and those who were recommended not to use

that input).

A key assumption of the difference-in-differences estimation is the parallel paths
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or parallel trend assumption, that is, the two groups being compared would have the

same trend in the absence of any treatment (Angrist and Pischke, 2008). Because we

are using triple-differences (auction round, treatment status, and information type),

we have two sets of parallel paths that should hold: the difference between the treat-

ment and control, and the difference in the type of information received. The parallel

paths assumption in the former should hold based on the random assignment: both

the treatment and control were randomly assigned at the time of the auction and

the characteristics among these groups are well balanced on the whole (see tables

3.A.6-1 through 3.A.6-4). In the latter case, the parallel paths assumption for the

difference in the information treatment is less clear-cut. If parallel paths existed, this

would mean, for example, that individuals in Treatment 1 who receive information

advising them to use more organic inputs would, in the absence of treatment, behave

in the same way as those who received advice that they do not need to use organic

inputs. Because farmers have limited knowledge of the nutrient levels of their soils,

especially with respect to specific nutrients, the parallel paths assumption seems plau-

sible. Using the control group as a guide, we show estimation results in Appendix

3.A.7 (tables 3.A.7-1 and 3.A.7-2) that support this assumption. We conclude that

there is sufficient evidence to support the existence of parallel paths in this sample.

We therefore perform triple difference estimations for each treatment, comparing

the impact of each treatment compared to the control:

(42)

dikt = α + δ1roundt + δ2treatmenti + δ3infoi + δ4(round× treatment)it
+ δ5(round× info)it + δ6(treatment× info)i
+ δ7(round× treatment× info)it +

∑
n

φinβn +
∑
k

ωkιk + ξ + εikt

where round, treatment, and info are binary variables. The variable round indicates

the auction round t, treatment indicates whether the individual is in the treatment

or the control, and info is the information type that the individual receives (or would
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have received if in the control group). For example, in Treatment 1, info would be

equal to 1 if an individual either received a recommendation that s/he should use

input k on his/her farm, or would have received this recommendation given his/her

soil test results, but was in the control group. Interactions between these variables

are included, and the coefficient of interest, δ7, for Treatment 1 measures the impact

of the information on those in the treatment group after the second auction compared

to those in the control group in the baseline auction who would not have received a

recommendation for input k. Exogenous characteristics of the individual, household,

and farm are given by φn, ω controls for the input type k, ξ are fixed effects for

enumerator, village, and survey month, and ε are i.i.d errors. Additionally, given

the strong differences in results between men and women in the mixed model, the

difference between men and women is also added to our estimations.25

3.6 Results

We first look at the results of the triple and quad differences for Treatment 1 (input

recommendations). In this treatment, the individual received the results of his/her

soil test and the enumerator also made targeted recommendations based on these

results. For example, if the participant had a farm with low soil nitrogen levels,

the enumerator would recommend using DAP (unless the soil was also acidic), CAN

(calcium ammonium nitrate fertilizer), or NPK (nitrogen phosphorus potassium fer-

tilizer). If nitrogen levels were high, the enumerator informed the farmer that the use

of nitrogen inputs was not a priority. If active carbon was low, the enumerator would

recommend the use of animal manure, crop residues, compost, etc. For each individ-

ual, we create a variable (“Use nitrogen input” recom.), which is “1” if a nitrogen

25We show in Appendix 3.A.7 that the parallel paths assumption still holds with this additional
difference added.
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input (DAP) was recommended (78.12% of individuals), and “0” otherwise. Likewise,

we create a variable (“Use organic input” recom.) for organic inputs (e.g., animal

manure), which is “1” if an organic input was recommended (66.21% of individuals),

and “0” otherwise. Those in the control group also have observations for this variable,

indicating the potential treatment that was never received during the experiment. For

example, a farmer with low soil nitrogen levels in the control group would have a “1”

value for “Use nitrogen input” variable, though being in the control group, would

not receive the actual recommendation. Therefore, as a shorthand in the discussion

of our triple difference results, we refer to the “counterfactual group” as those in the

control group who, if had they been randomly chosen to be in the treatment group,

would not have received a recommendation to use a particular input.

Table 3.4 shows the results of these estimations. Looking first at the results of the

treatment on bids for DAP, we see that in the triple difference estimation (Column I),

those in the treatment who received a positive recommendation for inorganic nitrogen

fertilizers on average bid 61.97 KSh more than those in the counterfactual group.

The average quantity of DAP auctioned was about 2.5kgs, and at the time of the

survey, one goro-goro (about 2kgs) of DAP in the local market was about 200 KSh.

Therefore the recommendations for DAP led to an economically meaningful effect on

farmer valuation for the input.

In our estimations, we use clustered standard errors to control for possible within-

village dependence between individuals, but the small number of village clusters (17)

may lead to underestimates of the standard errors. Therefore, we also estimate ad-

justed p-values using the Wild bootstrap method after Cameron et al. (2008), which

corrects for the small number of village clusters. For the triple difference estimations

in Column I, both of the p-values from these methods are near zero, and the results

are highly statistically significant.
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Moving to Column II, which has results for the quad difference estimates that

include gender, we see that including the difference between men and women lowered

the average impact of the soil tests to 49.56 KSh, while the difference for women

compared to men in the counterfactual are positive but not statistically significant

(22.04 KSh). This indicates that men and women did not have statistically significant

differences in their behavior in the auctions with respect to DAP fertilizer.

Marginal calculations from these experimental results for DAP on treated individ-

uals show that after setting all regressors at their means, the average predicted WTP

at the baseline for one kilogram of DAP is 56.6 KSh. After a positive recommenda-

tion to use DAP, the predicted WTP for DAP increases to 91.2 KSh, a 61% increase.

After a negative recommendation, the average WTP for DAP decreases to 6.8 KSh.

These values are all below the average market price for one kilogram of DAP in the

project area (100 KSh), which we would expect: farmers should not be willing to

pay more than the market price for a particular input. These values along with 95%

confidence intervals are included in figure 1. This appears to support Corollary 1 and

Proposition 2, which imply that farmers’ WTP for a fertilizer generally move in the

direction of fertilizer recommendations.

Columns III and IV on table 3.4 show estimation results for bids by participants

on all organic inputs.26 Looking at the triple-difference estimates, we find that those

in the treatment group who received a recommendation to use organic inputs in-

creased their bids by a modest 17.8 KSh (significant at p=0.05) compared to those

in counterfactual group. When we include a gender difference in a quad-differences

estimation as shown in Column IV, however, we find that the information treatment

appears to have had no overall effect compared to the counterfactual group. For

26These included animal manure, biochar, compost (vermicompost), biochar-compost mix, and
biochar-DAP mix.
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women though, we see an increase in the average bid by 28.5 KSh compared to men

in the counterfactual (though less statisically significant).

To understand these estimation results, it is helpful to go back to the different

levels of access that men and women have to organic inputs. When we break down

the data to the crop-plot-season level, we see that women use far lower levels of

organic inputs on the crops they manage compared to men. Because women face

greater constraints in obtaining organic inputs, when our auctions essentially created

a temporary market at their home and recommended to women that their soil results

indicated that they should use organic inputs, women strongly increased their bids in

hopes of making a purchase. For men, slackness may exist in the supply of organic

inputs, as they can reallocate organic inputs from the woman’s plot to their own, or

they may allocate fewer organic resources for cooking, as building material, etc., and

instead apply these inputs to agricultural uses. Women in the household, however, are

typically not able to make these input reallocations due to their underlying scarcity.

We believe that the intrahousehold allocation of organic inputs is likely the major

reason why there was no significant effect from the organic fertilizer recommendation

for men compared to women.

These conclusions echo results from other studies, where men in SSA are found

to be the primary household decision-makers in the allocation of agricultural inputs

(Udry et al., 1995; Udry, 1996). As decision-makers, men are more likely to allocate

organic inputs to their own plots than to their spouse’s. In addition, female-headed

households are less likely to own livestock. Markets for organic inputs are nearly non-

existent in rural Kenya, and most organic inputs are obtained from a household’s own

animals. Thus, lower levels of livestock ownership in female-headed households are a

significant constraint to the use of organic inputs.
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3.6.1 Additional treatments

In the remaining treatments, we test whether comparisons with peers can help in-

centivize farmers to invest in their soil quality and optimize their fertilizer usage.

Project enumerators presented participants in Treatments 2 and 3 with five charts,

each for a different soil nutrient (Nitrate, Phosphate, Phosphorus, Potassium, and

Active Carbon). On each chart, soil test results for each household were plotted so

that an individual could compare his/her soil results with his/her village peers’ re-

sults (example in Appendix 3.A.5). The charts also show the village mean of the soil

results for that particular nutrient.

To estimate the effects of this information on WTP, we create a variable that

divides the placements in each chart into quintiles and then averages the quintile

placements for each individual.27 We then create a binary variable that is equal to

“1” if their average placement is greater than the third quintile of village soil nutrient

levels (432 individuals), and “0” otherwise (452 individuals). This variable represents

the broad impression that the respondent received from viewing his/her placements

on the charts. Similar to Treatment 1, those in the control group also had observations

for this variable, indicating the potential treatment that was not received during the

experiment.

The results from Treatment 2 (village comparison) are given in table 3.5. The

first column shows the triple-difference estimation for all inputs that were auctioned.

We see that for those who had an average soil nutrient quintile placement in their

village greater than “3” (i.e., above-average levels of soil nutrients compared to their

peers), they on average decreased their bids by 13.23 KSh (significant at the 5%

27For example, if an individual is in the first quintile in his/her village for nitrogen, in the third
quintile for phosphorus, second quintile for potassium, fifth quintile for sulfur, and third quintile for
carbon, his/her average would be 2.8, meaning their overall soil nutrient level was below average
(3.0).
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level) compared to those in the control who had an average soil nutrient quintile

placement less than or equal to “3”. This suggests that participants who had soil

nutrient levels that were better than average decreased their bids after learning their

relative position. Column II shows results including an additional gender difference.

In this estimation, compared to those in the control group who have below-average

soil quality, there is a stronger decrease in bids when participants learned they had

better than average soils (-22.2 KSh).

The results for DAP from Treatment 2 in Columns III and IV of table 3.5 are

insignificant and near zero, indicating that the treatment did not impact these in-

dividuals. However, the results for organic inputs in Columns V and VI are similar

to the overall input results in Columns I and II: there is a strong overall decrease in

bids when participants learned that their soils have better than average soil quality

compared to the those in the control group with below average soil quality.

Farmers in general, on learning that they have below average soil quality, increase

their demand for organic inputs. However, if they see their soil quality is above av-

erage, they decrease their bids, reverting towards the village mean. This decrease in

average WTP for inputs among individuals who learn that their soil is above average

represents what social psychologists describe as a “boomerang effect,” or an unin-

tended consequence of peer information. For example, studies have documented that

those consuming below average amounts of electricity will increase their electricity

consumption if they learn that others are consuming more (Clee and Wicklund, 1980;

Schultz et al., 2007). This is an example of the “destructive power of social norms,”

and in our context, is related to farm households’ knowledge that their soils have

higher soil quality than average in their village. These outcomes can be avoided,

as discussed by Cialdini (2003), by including “injunctive norms,” which suggest to

the respondent what they should do as a result of new information. Participants in
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Treatment 3, then, receive the village comparisons in addition to the input recom-

mendations that may serve as injunctive norms.

The results for WTP for fertilizer inputs in the combined treatment in Treat-

ment 3 are presented in Tables 3.6 and 3.7. In Table 3.6, which reports results for

Treatment 3 using the same quintile variables as the estimations for Treatment 2, the

estimated coefficients are generally smaller in magnitude than those for Treatment

2 and lack statistical significance. The decrease in magnitude compared to the co-

efficients from the Treatment 2 results indicate that the input recommendations are

affecting behavior in the opposite direction as the social norms (from those who have

above average soil quality), effectively eliminating the boomerang effect. In table 3.7,

we estimate the results from Treatment 3, showing the effects of the input recommen-

dations conditional on having also seen the village comparison charts. The direction

of the results is similar to Treatment 1: the effect of the recommendation to use DAP

is positive and statistically significant across the full sample. When the gender dif-

ference variable is added, however, the coefficients remain positive but lose statistical

significance. Overall, the treatment impacts on WTP for those in Treatment 3 are

smaller compared to Treatment 1.

This outcome is a bit surprising; we expected that Treatment 3 might have the

strongest effect as the participants received the most information and the enumerator

spent the most time discussing the results. However, there are several reasons why

this may not be the case. First, the combination of input recommendations and com-

parisons with one’s peers may have influenced the participants in opposite directions.

For example, if a respondent had higher than average soil quality compared to his/her

neighbors, the results from Treatment 2 (Column I) suggest that s/he would decrease

their WTP for inputs. However, a recommendation to use an input would likely in-

crease one’s WTP for that input. This therefore could lead to the offsetting effects
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that we see on table 3.7 for Treatment 3. Also, the relatively long amount of time

spent on this treatment compared to the others may have caused some participants

to lose focus and their bids may have been less accurate. Finally, due to how the

random assignment was implemented, Treatment 3 contained the fewest number of

participants. As discussed earlier, the tablet computer randomly assigned a treatment

to a participant between the auction rounds. As a result, the treatment groups had

uneven numbers of participants. Treatment 3 had the fewest participants in total,

especially among men, possibly leading to coefficients estimated with less precision.

3.6.2 Cost-benefit analysis

The results from the experimental auctions in this study show that personalized

fertilizer recommendations exert an optimizing effect on the behavior of small-scale

farmers with respect to their input allocations. This raises the question – relevant

to SSA governments and NGO’s – as to whether scaling up this intervention is a

cost-effective method to improve crop productivity and enhance farmer well-being.

A related question is whether the SoilDoc system (or potentially other forms of soil

testing technology, such as soil spectroscopy) used to assess soil nutrient levels could

be self-financing, wherein revenues generated from providing plot-specific soil fertility

information to farmers could cover the expenses involved, rather than relying on

subsidies or other sources of financing.

Table 3.8 presents the assumed component parameters and estimated results of

cost-benefit analyses that assess the net benefits of testing soils under 12 different

price-cost-yield scenarios that might be faced by farmers in western Kenya (the

methodology and assumptions for the cost-benefit analysis are described more fully

in Appendix 3.A.8). Because DAP fertilizer is widely available for purchase in the

study area and farmers are very familiar with its price, we focus on its net benefits.
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From the soil test information, we can identify two groups of farmers: those for whom

DAP is recommended (Group A), and those for whom it is not recommended (Group

B) (these groups constitute 78.1% and 21.9% of the sample, respectively). For those

in Group A, the net benefit is therefore the average increase in crop yield minus the

cost of the soil test and the cost of the additional DAP used. Based on the results

from the soil testing, we assume for this analysis that use of DAP is ineffective on

the soils of those in Group B and does not affect crop yield; thus the net benefit for

Group B is the average change in the value of DAP used minus the cost of the soil

test.

Although we include 12 scenarios in table 8, the discussion here focuses on Scenario

9, which uses average values for many of the parameters and a per sample cost of

the soil test of 1,000 KSh (approximately $10 U.S), which includes program and

infrastructure costs for a large-scale project (additional detail on cost estimates are

available in Appendix 3.A.8). Under these assumptions, Scenario 9 shows that farmers

in Group A would enjoy an average net benefit from the soil test information of

2,481 KSh per hectare of maize planted, while those in Group B would have a larger

average net benefit of 13,894 KSh per hectare. The higher average net benefit for

those in Group B is due to the large savings that accrue from not purchasing DAP,

a relatively expensive input, for use on unresponsive soil, i.e., soils that scored above

the threshold for N or had acidic soil. Despite the fact that most farms in this area

are less than one hectare in size, the amount of fertilizer inputs used – and thus the

potential savings from not purchasing DAP when it is unnecessary – are nonetheless

significant; recall from Table 4.1 that the mean amount spent on food and drink per

week for a household in the survey is 1,229 KSh. For farmers in Group B, extension

agents would recommend that they allocate their savings toward fertilizers that are

expected to be more effective on their soils than solely using DAP fertilizer.
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For nearly all of the scenarios identified in table 8, the improved information about

soil fertility and nutrient input requirements leads to major net benefits, calculated

using the total cost of the soil analysis. This leads to the question whether farmers

would be willing to pay for individualized soil information. Ongoing complementary

research by Fabregas et al. (2014) in western Kenya suggests that farmers are willing

to pay for soil information, indicating that inexpensive soil testing may well be an

effective tool for increasing crop productivity and food security in SSA.

3.7 Discussion and implications

In Sub-Saharan Africa, smallholder farmers have access to very little information

about the soil fertility of their croplands that can be used to facilitate profit-maximizing

decisions regarding the use of fertilizer inputs. Although individuals know when soil

fertility is lower than in the past or than that on nearby croplands, they are usually

unable to discern what specific types of nutrient inputs are required for improving crop

yields. This can lead to a downward cycle of agricultural productivity, farm incomes,

and overall living standards, in which progressively fewer resources are available to

spend on fertilizer input for croplands.

This article analyzes whether providing small-scale farmers with soil test results

and associated information in the form of personalized agricultural input recommen-

dations will affect their behavior and lead to improved optimization of their agri-

cultural input choices. We took soil samples from randomly selected farms of 884

individuals in western Kenya, analyzed them, and returned to the households with

farm specific test results. At the time of the survey, we divided the sample into

three information treatment groups and a control group. To measure the impact of

the information treatments, we used a two-round experimental auction methodology
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after Becker et al. (1964) and compared these treatment groups to a control group.

While experimental auctions have been used in the recent past in SSA, especially to

measure WTP for novel food items (for example, De Groote et al., 2011, 2016), this

is the first study that, to our knowledge, uses a two-stage BDM field auction in SSA

to test the impacts of information transfers on behavior.

To test Corollary 1 and Proposition 2 (explained above) and acquire a more precise

understanding of the impacts of the type of information received with each treatment,

we use triple-difference estimations (differences in auction round, treatment-control,

and information type). For Treatment 1, we specifically look at the difference in WTP

between those who receive a particular input recommendation (such as those advised

to use an organic input) and those who do not. Overall, we find a statistically

significant and economically large effect in the change in WTP for DAP fertilizer

between those who are recommended a nitrogen input in the treatment group and

those in the counterfactual control group. Overall, the recommendation to use DAP

fertilizer increased bids by 61% compared to the baseline. For organic inputs, however,

we find a significant effect, though one smaller in magnitude. When we add a fourth

difference to the estimation (between men and women), we find no overall effect of the

recommendation to use organic inputs compared to the counterfactual control group,

but for women, there is a statistically significant and positive effect: women in the

treatment group who are recommended to use an organic input (e.g., animal manure)

to recover soil health on average bid 28.5 KSh higher than men in the counterfactual

control group. We believe that the differential impact between men and women

from the organic input recommendation is connected to the general lack of access to

resources among women in the household.

In Treatment 2, enumerators provided the participants with charts that enabled

them to compare their own soil quality levels to that of their peers. We find that,
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in general, if their soil quality is above average, they tend to decrease their bids

for agricultural inputs, suggesting a counterproductive effect of the peer informa-

tion. Participants in Treatment 3 received both types of information transfers (input

recommendations and village comparisons). We find that this treatment had fewer

statistically significant effects than either Treatments 1 or 2. We posit that the pri-

mary reason for these results are the offsetting effects of the two types of information

treatments: comparisons with peers appears to decrease bids for agricultural inputs

among those who have higher than average soil quality levels, while recommendations

to use inputs for the majority of individuals tend to increase bids.

The results from Treatment 2 inform us about the potential limitations of using

peer comparisons to influence behavior. The very limited number of economic studies

that have tested the effects of peer comparison on behavior (Goldstein et al., 2008;

Ayres et al., 2009; Allcott, 2011) show that they lead to private and public bene-

fits. However, it appears that showing the peer comparisons alone (Treatment 2)

can lead to a “boomerang effect,” as those with soil quality above-average decrease

their demand for inputs. Treatment 3 seems to have reduced the boomerang effect,

decreasing the magnitude of the effects to the point where they are not statistically

significant. Cialdini (2003) and Schultz et al. (2007), among others, demonstrate that

“injunctive norms” can be used to mitigate this negative impact of peer comparisons,

and our study appears to show that input recommendations in this context can serve

the same purpose.

Throughout this research, we attempted to reduce the information constraint that

farmers face in optimizing their agricultural input choices. However, farmers face

numerous other constraints, including the lack of resources available to invest in agri-

cultural inputs, lack of financial liquidity, and high opportunity costs of domestically

available inputs such as animal manure. By providing a cash endowment to partici-
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pants through the experimental auction design, we eliminate any liquidity constraint

and directly provide resources for the bidding. Moreover, during the explanation of

the auction method, it was made clear to participants that they could use the cash

endowment for other purposes outside of the auction. This assures us that our es-

timates are incentive-compatible since participants’ actual money was used during

the auction. These results therefore should be interpreted as those that would arise

given access to sufficient liquidity. Other research, such as the well-known Duflo et al.

(2011) study, analyzes methods to alleviate liquidity constraints among farmers that

arise from the timing of fertilizer purchasing. This article therefore attempts to ad-

dress one important constraint, accurate information, and while we also address the

liquidity constraint, we cannot adequately address all constraints simultaneously.

While we advocate the above explanations of our results, other explanations for

the participant’s behavior during the auctions are possible. Specifically, it could be

argued that in the auctions, the participants may have attempted to bid in a manner

to appease the enumerators. This “experimenter demand effect” (Zizzo, 2010), it is

argued, could bias the auction results. A “house money” effect also may have caused

bias as experiment participants usually make more risky decisions with “windfall”

cash that they do not fully consider their own (Thaler and Johnson, 1990). While

not dismissing these effects, we believe that several aspects of the experiment mitigate

the possibility of these sources of bias.

The first is that the cash endowment was made prior to the auction, which Davis

et al. (2010) show mitigates the house money effect: by giving participants actual

possession of the money, this transforms the house money into their own money in the

minds of the participants. Second, enumerators strongly emphasized to respondents

that the cash endowment was theirs to keep and could be used for any purpose.

Third, the enumerators conducted practice auctions with the participants so that
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they knew that real money was at stake. These actions emphasized to participants

that rational decision-making was in their best interest. Our results also serve to

minimize concern over these potential sources of bias: we find heterogeneous effects

of the information across treatments, inputs, and by gender. If experimenter demand

bias was a significant problem, we would expect to see stronger results across the board

in the direction of the recommendations. Finally, we also control for enumerator fixed

effects in the regressions, neutralizing idiosyncratic impacts on auction results arising

from the behavior of particular enumerators.

In addition to the experimental results above, our cost-benefit analysis shows the

potential of plot-specific soil tests to significantly enhance the well-being of farm

households in western Kenya: information about the prevalence of soil nutrient defi-

ciencies that curb the productivity of crops suggests the importance of making further

investments in fertilizer inputs and directs the allocation of scarce resources toward

more profitable uses. The results in this study suggest that widespread soil testing

may be an effective way of increasing agricultural input optimization among farmers.

Subsidization is one vehicle that might be employed, but this is costly to govern-

ments, generates distortions in the market, and can cause farmers to over-allocate

their resources towards ineffective or deleterious inputs. It appears from this study

that testing soils, whether by SoilDoc (used in this research) or some other soil test-

ing technology, has significant potential to pay for itself in terms of the additional

revenues that accrue to farmers from improved crop productivity relative to the cost

of the tool. More research is needed to gain a more detailed understanding of the

costs versus benefits of soil testing programs when scaled up to reach farmers at a

much wider scale.

These results also suggest that development programs should increase their tar-

geting of women to increase access to both inorganic and organic agricultural inputs.
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While many studies and development projects have focused on the former, there has

been insufficient attention placed on organic input access given the importance of

complementary usage of both inorganic and organic inputs for soil nutrient recov-

ery. One potential example is livestock access. Because it appears that men tend to

allocate their household’s resources, including organic resources like animal manure,

for use on their own plots, women do not have the same access to organic resources

necessary for improved soil as do men. Programs that focus on increasing ownership

of livestock among women will help to give women access to animal manure, as well

as animals, and thus enhance soil health and crop yields on plots that they manage.

Extensive rural poverty and food insecurity has remained a persistent problem

in SSA and much of the developing world. A major cause is soil and environmen-

tal degradation and the resulting low crop yields that prevent accumulation of as-

sets. Farmer optimization of agricultural input use can improve soil health and move

farmers out of a resource poverty trap. Organic agricultural inputs are generally

underused in SSA yet have particular potential for improving crop yields, especially

in areas with highly carbon-degraded soils. However, it is difficult for farmers to

gain accurate measures of their soil nutrient levels in order to determine an optimal

match with agricultural input levels. Coupled with liquidity constraints, uncertainty

regarding appropriate input use for a particular farmer’s soil nutrients and soil type

limits the adoption and intensity of use of often necessary soil amendments. Soil

testing may therefore be a key tool in optimizing farmers’ agricultural input choices,

reversing soil degradation, and improving the ecology and farmer livelihoods in rural

SSA.
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Note: Marginal values for treated individuals. Post (No Rec): Those who did not receive a recommendation to use
DAP; Post (Rec): Those who received a recommendation to use DAP. Horizontal red dotted line is the market price
for 1KG of DAP. Vertical red lines show 95% confidence intervals.

Figure 3.1: Predicted WTP for 1KG Diammonium Phosphate
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Table 3.1: Soil fertility in western Kenyaa

Indicator Threshold Valueb Farms below threshold (%) (N=559c)

Nitrate-N 20mg NO3 per kg soil 71.7
Phosphate-P 0.5mg PO−3

4 per kg soil 84.3
Potassium-K 30mg K per kg soil 37.8
Sulfate-S 10mg SO−2

4 per kg soil 26.7
Active Carbon 350mg Active C per kg soil 33.3
pH 5.5 18.4

Note: aKakamega, Bungoma, and Busia counties. See Appendix A1 for a map of sample village locations.
bThresholds developed by Weill and Palm. cThe number of households in this sample greater than elsewhere in
paper due to sample attrition between soil sample collection and household interviews.
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Table 3.2: Summary statistics

Variable Mean Std. Dev. Min Max

Individual (n=884)
Age 48.29 16.09 19.00 109.00a

Years of Education 7.95 3.80 0.00 26.00b

Yes=1:
Basic math abilityc 0.56 0.50 0.00 1.00
Female 0.58 0.49 0.00 1.00
Widow/er 0.14 0.35 0.00 1.00
Primary occupation is farmer 0.88 0.33 0.00 1.00
Anglican 0.29 0.45 0.00 1.00
Catholic 0.17 0.37 0.00 1.00
Pentecostal 0.42 0.49 0.00 1.00
Bukusu subtribe 0.37 0.48 0.00 1.00
Luhya tribe (except Bukusu) 0.31 0.46 0.00 1.00
Iteso tribe 0.29 0.45 0.00 1.00

Household (n=548)
Household sized 5.29 3.27 0.00 40.00
Total farm area (excluding homestead) 1.06 1.06 0.02 8.87
Household spending on food per week (KSh)e 1228.52 1773.12 0.00 21000.00

Yes=1:
Household head is male 0.55 0.50 0.00 1.00
Organic inputs (within past two seasons) 0.45 0.50 0.00 1.00
Inorganic inputs (within past two seasons) 0.88 0.33 0.00 1.00
No inputs (within past two seasons) 0.07 0.25 0.00 1.00
NGO contact 0.13 0.34 0.00 1.00
River as water source 0.43 0.50 0.00 1.00
Electricity (grid) 0.13 0.33 0.00 1.00
Solar panels 0.29 0.45 0.00 1.00
Metal roof 0.87 0.33 0.00 1.00
Mud walls 0.77 0.42 0.00 1.00
Earth/Mud floor 0.72 0.45 0.00 1.00
Polygamous household 0.10 0.30 0.00 1.00
Own cow(s) 0.37 0.48 0.00 1.00

Village (n=17)
Individuals (interviewed per village) 52.00 13.91 38.00 97.00
Households (sampled per village) 32.24 8.39 21.00 57.00

Note: aThere was one woman who claimed she was 109 years old. bThe sample included a couple of individuals who
were university professors and had PhDs. cWas able to do a basic multiplication problem. dDefined as the number
of individuals who spent the night at that dwelling last night. e1 USD was approximately equal to 102 KSh at the
time of the survey.
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Table 3.3: Sample size by groupa

Treatment Women Men Total

T1: IR 137 96 233
T2: VC 117 101 218
T3: IR & VC 128 77 205
Control 129 99 228
Total 511 373 884

Note: IR: Input recommendation; VC: Village comparison; IR & VC: Input recommendation and village comparison.
aUneven distribution among treatments due to random assignment by tablet computer at time of auction.
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Appendix 3.A.1: Proofs of propositions

Proposition 1 dkit 6= dkit+1 if and only if Ākit+1 6= Ākit or θkit+1 > θkit

Proof. We begin with Equation 36, and assume that variables Lk, xk, ck, and η2 do

not change between t and t+ 1, as would be the case between two auction rounds in

the same sitting, and that θk in the first period t is greater than zero. Thus we have:

dkit = Lki

[
PĀkit(x

k
i )

1
2 − ckxki −R + γ + αi −

1

2
%P 2Lki x

k
i

(
1

θkit
+ η2

i

)]
(43)

The proposition is that dkit 6= dkit+1, or

(44)
Lki

[
PĀkit(x

k
i )

1
2 − ckxki −R + γ + αi −

1

2
%P 2Lki x

k
i

(
1

θkit
+ η2

i

)]
6= Lki

[
PĀkit+1(xki )

1
2 − ckxki −R + γ + αi −

1

2
%P 2Lki x

k
i

(
1

θkit+1

+ η2
i

)]
Canceling out and rearranging terms:

Ākit − Ākit+1 6=

(
%P 2Lki (x

k
i )

1
2 (θkit+1 − θkit)

2θkitθ
k
it+1

)
(45)

First, let Ākit+1 6= Ākit and θkit+1 = θkit (θ is nondecreasing so cannot take a negative

value at any t). If θkit+1 = θkit, the the right side of Equation 17 is zero. Since

Ākit+1 6= Ākit, the left side of Equation 17 must be nonzero, and the inequality holds.

Next, let Ākit+1 = Ākit and θkit+1 > θkit. If Ākit+1 = Ākit, then the left side of Equation

17 is zero. If θkit+1 > θkit, then the right side of Equation 17 must be greater than zero,

and the inequality holds.

The other direction follows trivially and is not shown here.
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Corollary 1 If we assume that θkit+1 − θkit is zero, then dkit+1 > dkit if and only if

Ākit+1 > Ākit

Proof. We continue with the same assumption as Proposition 1 but add that θkit+1−θkit

is zero. We first show that dkit+1 > dkit implies Ākit+1 > Ākit. Again using Equation 8,

we have:

(46)
Lki

[
PĀkit(x

k
i )

1
2 − ckxki −R + γ + αi −

1

2
%P 2Lki x

k
i

(
1

θkit
+ η2

i

)]
< Lki

[
PĀkit+1(xki )

1
2 − ckxki −R + γ + αi −

1

2
%P 2Lki x

k
i

(
1

θkit+1

+ η2
i

)]
Again canceling terms and rearranging, we have:

Ākit − Ākit+1 <

(
%P 2Lki (x

k
i )

1
2 (θkit+1 − θkit)

2θkitθ
k
it+1

)
(47)

If θkit+1 − θkit is zero, then the right hand side of Equation 19 is zero, and Ākit+1 > Ākit.

Showing the other direction is trivial and not shown here.

Proposition 2 If dkit+1 < dkit, then Ākit+1 < Ākit.

Proof. We assume again that variables Lk, xk, ck, and η2 do not change between t

and t + 1, and that θk at time t is greater than zero and nondecreasing. We thus

have:

(48)
Lki

[
PĀkit(x

k
i )

1
2 − ckxki −R + γ + αi −

1

2
%P 2Lki x

k
i

(
1

θkit
+ η2

i

)]
> Lki

[
PĀkit+1(xki )

1
2 − ckxki −R + γ + αi −

1

2
%P 2Lki x

k
i

(
1

θkit+1

+ η2
i

)]
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After canceling terms, we get the familiar equation below:

Ākit − Ākit+1 >

(
%P 2Lki (x

k
i )

1
2 (θkit+1 − θkit)

2θkitθ
k
it+1

)
(49)

First assume that Ākit+1 = Ākit. Then the left hand side of the equation is zero.

As we know, θkit is nondecreasing, so min(θkit+1 − θkit) is zero. Thus, when we have

min(θkit+1 − θkit), we get 0 > 0 and a contradiction.

Next, assume Ākit+1 > Ākit. We again take the minimum value of the right hand

side, which is zero as θkit is nondecreasing. This leads to Ākit > Ākit+1, a contradiction.
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Appendix 3.A.2: Project area
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Appendix 3.A.3: SoilDoc soil testing system information

SoilDoc offers a diagnostic kit and management system for the use in ‘plot-specific’

analysis of soil properties that are related to fertility and nutrient availability, and

uses geo-referencing to generate soil maps. The analysis of N, P, active C, sulfur, and

aggregate stability offered by the SoilDoc kit has comparable accuracy as standard

laboratories. Other advantages of the SoilDoc system are that 1) it can be deployed

anywhere, 2) it offers low cost per test, 3) it has high accuracy, and 4) gives fast diag-

nosis of the soil fertility status. One trained person can complete full SoilDoc analysis

for 40 and 60 samples per week (2000 samples per year). Including the chemicals,

other consumables, and replacement of all instruments over a three year period, the

cost for one full suite of tests remains under 3 USD with less than 1,000 samples per

year, and is close to 2 USD with 2,000 samples per year. Overall, soil analysis by

the SoilDoc system costs significantly less than at any research or commercial lab.

At the moment, research efforts are being undertaken to validate and improve the

fertilizer recommendations for maize crops through meta-analysis of trials. So far,

a single threshold value is being used to establish whether fertilizers should be used

or not, but more comprehensive models of SoilDoc tests are being developed to give

more detailed recommendations.

In this research project, soil samples were taken two to three months before the

onset of rains by trained staff, making a composite from five evenly staggered po-

sitions in a field where farmers planned to grow maize in the subsequent growing

season. The soil was thoroughly mixed by hand and a 250g subsample was carried

to the field lab. Before analysis, the soil samples were placed in solar driers for 4

days and manually sieved over 2mm. The pH of soils (a measure of acidity) and

electric conductivity (an indicator for the total amount of exchangeable nutrients
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in soils) were measured in a solution of 10g soil and 20mL water using electrodes.

These soil solutions were further subjected to calcium chloride extraction (0.01 mol

salt per liter) and then filtered for analysis. Nitrate and potassium in soil extracts

were measured with ion-specific electrodes that were calibrated against two standard

solutions each day of measurement. Phosphorus and sulfate-S in soil extracts were

analyzed through reactions with molybdate and barium chloride that were measured

with pocket photo-spectrometers, checked against one standard solution each day.

Active C in soils was analyzed through permanganate digestion of 2.5g subsamples,

after which supernatant was measured against a three point calibration curve using

a pocket photo-spectrometer. Samples were processed in batches of 15 samples per

day plus one reference soil that was measured in all batches. All of the analysis were

carried out with drinking water from local sources, and blank water corrections were

made in calculations of soil nutrient contents for each batch separately. The values of

nutrient content were disaggregated in multiple ranges related to soil fertility, whereas

fertilizer recommendations were binary, i.e. advising to apply when nutrient levels

were below moderate values listed below in table 3.A.3.
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Appendix 3.A.4: Auction scripts

Practice Auction Script We will now play a market game. Here is 70 shillings.

This 70 shillings is yours to keep and do as you wish. You can use the money in

the game, but you are not required to. We are interested in finding out how much

you would pay for several items. We have a vanilla cupcake, chocolate cupcake, some

cookies, and a 50 shilling note. We will ask you to tell us the maximum price you

are willing to pay for each of these items. After you have told how much you would

pay for each item, one item will be selected at random by the computer. A price will

then be randomly chosen for that item by the computer. If the price you tell me is

higher than the random price, you will pay the random price that was chosen and

I will give you the item. If the random price is lower than the maximum you are

willing to pay, you will keep all the money I have given you and I will keep the item.

Under this procedure, it is in your best interest to tell me exactly the maximum you

are willing to pay for each item; no more and no less. If you tell me a price that is

higher than the maximum you actually want to pay for an item and it is chosen, you

will be required to pay this price if it is randomly chosen. If the price you tell me is

lower than the maximum you would pay for an item, then if a good price is chosen

by the computer but your price is lower, you will not be allowed to buy the item at

the good price even if you want to. Do you understand how this game works?

Baseline Auction Script We will now play the same market game for agricultural

inputs. Here is 700 shillings. This 700 shillings is yours to keep and do as you wish.

You can use the money in the game, but are not required to. We are now interested

in finding out how much you would pay for several agricultural items. The game

procedure will be exactly the same as for the food items. Under this procedure, it is
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in your best interest to tell me exactly the maximum you are willing to pay for each

item; no more and no less. If you tell me a price that is higher than the maximum

you actually want to pay for an item and it is chosen, you will be required to pay this

price if it is randomly chosen. If the price you tell me is lower than the maximum

you would pay for an item, then if a good price is chosen by the computer but your

price is lower, you will not be allowed to buy the item at the good price even if you

want to. Do you understand how this game works?

Second Auction Script Now that you have heard the (soil test results), we will play

the same market game again. After this round, either this round or your previous

round will be chosen as the binding round. One item will be randomly selected from

either this round or the previous round, and a random price will be chosen for it by

the computer. It is in your best interest to tell me exactly the maximum you are

willing to pay for each item; no more and no less. If you tell me a price that is higher

than the maximum you actually want to pay for an item and it is chosen, you will be

required to pay this price if it is randomly chosen. If the price you tell me is lower

than the maximum you would pay for an item, then if a good price is chosen by the

computer but your price is lower, you will not be allowed to buy the item at the good

price even if you want to. **[You may leave your bid unchanged from the first round

if you desire.]

**Note: As part of another study, this sentence was added to the instructions to

about half of the participants (randomized by village).

Agricultural Input Explanation “Biochar” is a type of charcoal that is produced

from left-over plant material of field crops on farm like maize cobs and stovers, rice

husks and haulms, sugarcane bagasse, coconut shells, and others. If applied to soil at
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the correct rate, biochar helps to improve crop production by increasing the uptake

of fertilizers, manure and water. “Vermicompost” is the end-product of the break-

down of organic matter by an earthworm, also called worm castings. It is compost

produced using earthworms. If applied to the soil in the correct rate vermicompost

will improve crop production because it contains substantial amounts of nutrients,

has a large water holding capacity and enriches the soil with micro-organisms.

Kiswahili

Zoezi la mnada wa nakala Sasa tutacheza mchezo wa soko. Chukua hii shillingi

70. Hii shilling 70 ni yako na unaweza kufanya nalo kile unachotaka. Unaweza tumia

pesa hii kwa mchezo huu, na hiyo pia sio lazima. Tungependa kujua ni kiasi gani ya

thamani gani utalipia vitu mbali mbali. Tunalo (queen cakes) aina ya vanilla, chako-

leti , kuki zingine , na shilling 50. Tutakuuliza utuambie kile bei ya juu zaidi unaweza

lipa kununua kila mmoja ya hivi vitu. Baada ya kutuambia kile malipo unaweza lipa

kwa kila bidhaa , bidhaa moja itachaguliwa ki nasibu kupitia njia ya tarakilishi . Bei

ya bidhaa hiyo vile vile itachaguliwa ki nasibu kupitia njia ya tarakilishi. Kama bei

ulichoniambia ni zaidi ya kile bei kilichochaguliwa ki nasibu na tarakilishi, utalipa kile

bei kilichochaguliwa ki nasibu na tarakilishi na nitakupatia bidhaa hiyo. Kama bei

ilichochaguliwa ki nasibu ni chini zaidi ya ile bei ya juu uliyosema unaweza lipa ku-

nunua bidhaa, utabaki na pesa zote nilichokupatia na mimi nitabaki na bidhaa zangu.

Katika hii utaratibu ni kwa mvuto yako kuniambia bei ya juu kamili na halisi unaweza

lipia kununua kila bidhaa; bila kuweka bei ya juu zaidi au ya chini sana. Ukiniambia

hile bei ya juu zaidi ya hile wewe hasa ungependa kuweka kama bei yako ya juu ya

kununua bidhaa na bidhaa ichaguliwe ki nasibu, itabidii ulipe hii bei kununua bidhaa
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hiyo. Kama bei ulichoniambia ni chini zaidi ya bei wewe hasa ungependa kulipa kama

kiwango cha juu basi utalipia bidhaa, Kisha kama bei imechaguliwa ki nasibu na bei

yako ni chini, hutakubaliwa kununua bidhaa kwa bei nafuu hata ukiwa unahitaji. Je’

unaelewa jinsi huu mchezo unachezwa?

Msingi wa mnada wa nakala Sasa tutacheza huu mchezo ya soko tena. Kutumia

hii ni shilingi 700. Hii shilingi 700 ni yako ya kuweka na kutumia utakavyo. Un-

aweza kumia hii pesa kati huu mchezo. Lakini sio lazima. Sasa tungependa kujua

ni kwa thamani gani utalipia pembejeo kadhaa. Utaratibu ya mchezo huu utafanana

kabisa na ule wa vitu vya kula hapo . Katika huu utaratibu ni kwa mvuto wako

kuniambia bei ya juu kamili na halisi unaweza lipia kununua kila bidhaa; bila kuweka

bei ya juu zaidi au ya chini sana. Ukiniambia hile bei ya juu zaidi ya ile wewe hasa

ungependa kuweka kama bei yako ya juu ya kununua bidhaa na bidhaa mabei wewe

hasa ungependa kulipa kama kiwango cha juu basi utalipia bidhaa, kisha ikiwa bei

imechaguliwa ki nasibu na bei yako ni chini, hutakubaliwa kununua bidhaa kwa bei

nafuu hata ikiwa unahitaji. Je’ unaelewa jinsi huu mchezo unachezwa?

Udongo ya Mnada Kwa vile umesikia kuhusu (utafiti ya udongo) Tutacheza michezo

ya hawali tena . Baada ya huu msururu, huu msuru au msururu ya hapo hawali

itachaguliwa kuwa msururu wa mwisho. Bidhaa moja itachaguliwa ki nasibu kati

huu msururu au musururu ya hapo hawali, na kwa njia ya kinasibu bei itachaguliwa

na tarakilishi .Katika hii utaratibu ni kwa mvuto wako kuniambia bei ya juu kamili

na halisi unaweza lipa kununua kila bidhaa; bila kuweka bei ya juu zaidi au ya chini

sana. Ukiniambia hile bei ya juu zaidi ya hile wewe hasa ungependa kuweka kama

bei yako ya juu ya kununua bidhaa na bidhaa ichaguliwe kinasibu, itabidii ulipe hii

bei kununua bidhaa hiyo. Kama bei ulichoniambia ni chini zaidi ya bei wewe hasa
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ungependa kulipa kama kiwango cha juu basi utalipia bidhaa, Kisha ikiwa bei imech-

aguliwa kinasibu na bei yako ni chini, hutakubaliwa kununua bidhaa kwa bei nafuu

hata ikiwa unahitaji.

Maelezo ya mbolea ya kilimo “Biochar” “Makaa ya shamba” ni aina ya makaa

ambaye inatengenezwa kutoka kwenye mabaki ya mimeya kama msogoro, na vijiti za

mahindi, bagasse ya miwa, mabakio ya nazi na zinginezo. Ikimwagwa kwenye udongo

shambani kwa kiwango inayo faa, Makaa ya shamba (Biochar) usaidia kuwepo mazao

mazuri kwa kuongeza uwepo wa madini, mbolea ya wanyama na maji. “Vermicom-

post” ni bidhaa inayo totakana na kinyesi ya earthworm (mniambo). Ikimwagwa

kwenye udongo shambani kwa kiwango inayo faa mbolea ya vermicompost itaongeza

mazao kwa sababu ina madini mingi sana, na pia inashikilia unyevu kwa kiwango

kikubwa na vile vile inaoneza vihini bora kwenye udongo.
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Appendix 3.A.5: Experimental auction supplements

Sample soil test report
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Sample village comparison chart: Akiriamet village
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Appendix 3.A.6: Sample tables

Table 3.A.6-1: Treatment 1 balance table

Variable Treatment 1 Non-Treatment 1

Female 0.58 (0.49) 0.57 (0.49)
Age 47.75 (16.12) 48.48 (16.09)
Household size 5.52 (3.25) 5.39 (3.10)
Years education 7.76 (3.70) 8.02 (3.83)
Asset indexa 0.01 (0.93) 0.03 (0.96)
TLUb 1.21 (2.38) 1.07 (1.58)
Uses inorganic inputs 0.87 (0.34) 0.89 (0.31)
Uses organic inputs 0.42 (0.49) 0.47 (0.50)
Math ability 0.55 (0.50) 0.56 (0.50)
Widow 0.15 (0.36) 0.14 (0.34)
Usually home 0.98 (0.13) 0.98 (0.14)
NGO contact 0.11 (0.32) 0.14 (0.35)
Total acres 0.92 (0.85) 1.17 (1.13)∗∗∗

Anglican 0.26 (0.44) 0.30 (0.46)
Catholic 0.19 (0.39) 0.16 (0.36)
Pentecostal 0.43 (0.50) 0.42 (0.49)
Other Christian 0.10 (0.30) 0.11 (0.31)
Other religion 0.02 (0.13) 0.02 (0.13)
Bukusu 0.35 (0.48) 0.38 (0.49)
Other Luhya 0.33 (0.47) 0.30 (0.46)
Iteso 0.29 (0.46) 0.29 (0.45)
Other tribe 0.03 (0.17) 0.03 (0.17)
Enumerator 1 0.23 (0.42) 0.20 (0.40)
Enumerator 2 0.30 (0.46) 0.29 (0.46)
Enumerator 3 0.23 (0.42) 0.30 (0.46)∗∗

Enumerator 4 0.18 (0.39) 0.17 (0.38)
Enumerator 5 0.06 (0.24) 0.04 (0.18)

Note: Standard deviations located next to respective means. a Asset index compiled through factor analysis after
Sahn and Stifel (2003). b Tropical Livestock Units. Difference between means T-test statistical significance:
***p<0.01, **p<0.05, *p<0.1.
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Table 3.A.6-2: Treatment 2 balance table

Variable Treatment 2 Non-Treatment 2

Female 0.54 (0.50) 0.59 (0.49)
Age 49.04 (15.82) 48.04 (16.19)
Household size 5.20 (3.64) 5.49 (2.96)
Years education 8.30 (3.64) 7.84 (3.84)
Asset index† 0.12 (0.98) -0.01 (0.94)∗

TLU 1.24 (1.74) 1.07 (1.85)
Inorganic inputs 0.90 (0.30) 0.88 (0.32)
Organic inputs 0.47 (0.50) 0.45 (0.50)
Math 0.59 (0.49) 0.55 (0.50)
Widow 0.15 (0.36) 0.14 (0.34)
Usually home 0.97 (0.16) 0.98 (0.13)
NGO contact 0.14 (0.35) 0.13 (0.34)
Total acres 1.15 (0.97) 1.09 (1.10)
Anglican 0.31 (0.46) 0.28 (0.45)
Catholic 0.17 (0.38) 0.16 (0.37)
Pentecostal 0.38 (0.49) 0.44 (0.50)
Other Christian 0.11 (0.31) 0.11 (0.31)
Other religion 0.03 (0.16) 0.01 (0.12)
Bukusu 0.34 (0.48) 0.38 (0.49)
Other Luhya 0.34 (0.48) 0.30 (0.46)
Iteso 0.29 (0.45) 0.29 (0.45)
Other tribe 0.02 (0.15) 0.03 (0.17)
Enumerator 1 0.23 (0.42) 0.20 (0.40)
Enumerator 2 0.29 (0.45) 0.30 (0.46)
Enumerator 3 0.29 (0.46) 0.27 (0.45)
Enumerator 4 0.16 (0.36) 0.18 (0.38)
Enumerator 5 0.03 (0.18) 0.05 (0.21)

Note: Standard deviations located next to respective means. a Asset index compiled through factor analysis after
Sahn and Stifel (2003). b Tropical Livestock Units. Difference between means T-test statistical significance:
***p<0.01, **p<0.05, *p<0.1.
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Table 3.A.6-3: Treatment 3 balance table

Variable Treatment 3 Non-Treatment 3

Female 0.62 (0.49) 0.57 (0.50)
Age 48.79 (16.32) 48.14 (16.03)
Household size 5.36 (2.37) 5.44 (3.34)
Years education 7.89 (4.08) 7.97 (3.71)
Asset indexa 0.01 (0.96) 0.03 (0.95)
TLUb 1.07 (1.55) 1.12 (1.90)
Inorganic inputs 0.90 (0.30) 0.88 (0.32)
Organic inputs 0.48 (0.50) 0.45 (0.50)
Math 0.55 (0.50) 0.56 (0.50)
Widow 0.14 (0.35) 0.14 (0.35)
Usually home 0.99 (0.12) 0.98 (0.14)
NGO contact 0.16 (0.36) 0.13 (0.34)
Total acres 1.07 (1.04) 1.12 (1.08)
Anglican 0.27 (0.45) 0.29 (0.46)
Catholic 0.16 (0.37) 0.17 (0.37)
Pentecostal 0.45 (0.50) 0.42 (0.49)
Other Christian 0.11 (0.31) 0.11 (0.31)
Other religion 0.01 (0.10) 0.02 (0.14)
Bukusu 0.39 (0.49) 0.37 (0.48)
Other Luhya 0.27 (0.44) 0.32 (0.47)
Iteso 0.31 (0.46) 0.28 (0.45)
Other tribe 0.03 (0.18) 0.03 (0.17)
Enumerator 1 0.18 (0.38) 0.22 (0.42)
Enumerator 2 0.30 (0.46) 0.29 (0.46)
Enumerator 3 0.31 (0.46) 0.27 (0.44)
Enumerator 4 0.18 (0.39) 0.17 (0.38)
Enumerator 5 0.03 (0.18) 0.04 (0.21)

Note: Standard deviations located next to respective means. a Asset index compiled through factor analysis after
Sahn and Stifel (2003). b Tropical Livestock Units. Difference between means T-test statistical significance:
***p<0.01, **p<0.05, *p<0.1.
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Table 3.A.6-4: Control balance table

Variable Control Non-Control

Female 0.57 (0.50) 0.58 (0.49)
Age 47.67 (16.18) 48.50 (16.07)
Household size 5.60 (3.13) 5.36 (3.15)
Years education 7.88 (3.79) 7.98 (3.81)
Asset indexa -0.05 (0.94) 0.05 (0.96)
TLUb 0.92 (1.44) 1.18 (1.94)∗

Inorganic inputs 0.88 (0.33) 0.89 (0.31)
Organic inputs 0.46 (0.50) 0.46 (0.50)
Math 0.54 (0.50) 0.57 (0.50)
Widow 0.11 (0.32) 0.15 (0.36)
Usually home 0.98 (0.13) 0.98 (0.14)
NGO contact 0.14 (0.34) 0.14 (0.34)
Total acres 1.29 (1.32) 1.04 (0.96)∗∗∗

Anglican 0.31 (0.46) 0.28 (0.45)
Catholic 0.14 (0.34) 0.18 (0.38)
Pentecostal 0.43 (0.50) 0.42 (0.49)
Other Christian 0.11 (0.31) 0.11 (0.31)
Other religion 0.01 (0.11) 0.02 (0.13)
Bukusu 0.41 (0.49) 0.36 (0.48)
Other Luhya 0.29 (0.46) 0.32 (0.47)
Iteso 0.27 (0.44) 0.30 (0.46)
Other tribe 0.03 (0.17) 0.03 (0.17)
Enumerator 1 0.21 (0.41) 0.21 (0.41)
Enumerator 2 0.29 (0.45) 0.30 (0.46)
Enumerator 3 0.29 (0.45) 0.27 (0.45)
Enumerator 4 0.18 (0.38) 0.17 (0.38)
Enumerator 5 0.04 (0.20) 0.04 (0.20)

Note: Standard deviations located next to respective means. a Asset index compiled through factor analysis after
Sahn and Stifel (2003). b Tropical Livestock Units. Difference between means T-test statistical significance:
***p<0.01, **p<0.05, *p<0.1.
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Appendix 3.A.7: Parallel paths assumption

Identification based on difference-in-differences regressions relies on the assumption

that the two groups being compared would have the same general trajectory over time

in the absence of an intervention. We believe that because the treatment and control

groups were randomly assigned at the auction and the groups are generally well-

balanced, we can assume that the parallel paths trend applies to these groups. Here,

we analyze whether we can make the same assumption for those who received different

information. For example, in Treatment 1, we need to demonstrate that in the absence

of information, those who received recommendations to use organic inputs would

have on average changed their bids in the same manner as those who did not receive

a recommendation to use these inputs. Because the recommendations are based

on the soil nutrient levels of an individual’s farm, it is possible (though seemingly

unlikely), that they may behave in a fundamentally different way based on their own

soil characteristics. We can easily test for this by looking at the control group, which

did not receive any information treatment. However, we have information about what

the recommendation would have been for each individual if they were in the treatment

group. We can thus compare the differences between these two groups among those

who did not receive a treatment.

In Columns I and III of table 3.A.7-1 we show results of a difference-in-differences

estimation among those in the control group, looking at the difference between

whether they would have received the input recommendation if they had been ran-

domly assigned to the treatment group. For organic input recommendation, there are

no statistically significant differences between the change in bids between the first and

second auctions. For the nitrogen input recommendation, there is only very marginal

statistical significance at the p=0.1 level. Similarly, in table 3.A.7-2, we do the same
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estimation but divide the control group by whether they would have seen their posi-

tion on the village soil charts as above or below that of their peers. Columns I and III

in table 3.A.7-2 also show no significant differences. This leads us to conclude that

the parallel paths assumption holds for the triple difference estimation.

When we include gender however, we need to show parallel paths for men and

women. We look at this difference among those in the control group conditional

on whether they would have received the input recommendation for Treatment 1

or seen they had above average soil quality in Treatment 2. These results are in

Columns II and IV in tables 3.A.7-1 and 3.A.7-2, and we find no significant differences

between men and women for organic input recommendations. For nitrogen input

recommendations, there is only a very marginal significance at the p=0.1 level. These

results suggest that conditional on the potential information treatment, there are

parallel paths between men and women.
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Appendix 3.A.8: Cost-benefit analysis methodology

In this appendix, we describe additional assumptions and methods for the calcula-

tions of the cost-benefit analysis of table 3.8. We present these in the order of the

parameters in table 3.8.

Soil price As described in Appendix A2, the cost of the soil test (including mate-

rials) is 3 USD with less than 1,000 samples per year, and about 2 USD with 2,000

samples per year. We add to this wages for the soil technician, field staff, transporta-

tion, lab space, and other associated costs. This increases the price to between 5

and 10 USD per sample (about 500 to 1000 KSh). The price depends greatly on the

scale of the testing, with larger quantities of soil testing leading to a lower price per

sample.

DAP price (KSh kg−1) We use the average self-reported per kilogram DAP price

paid by farmers for 2KG packs of DAP (1 goro-goro) in the sample.

Maize price (KSh kg−1) The average self-reported price of one kilogram of maize

in the sample is 29.1 KSh. The price is the amount that the farmer can sell his/her

maize at the market. In some scenarios, we also use a lower per kilogram maize price

(24.1 KSh) or a higher maize price (34.1 KSh) to illustrate the effect of different av-

erage maize prices on the net benefit.

N-Agronomic efficiency (kg (kg N−1) N-AE measures the increase in kilograms

of maize produced per hectare for each additional kilogram of nitrogen. We use values

from a survey of agronomic trials in SSA by Vanlauwe et al. (2011), who find that the

mean N-AE value of farmer managed maize plots is 19 (kg (kg N−1)) while those who

use organic fertilizers as complements with inorganic fertilizers on research managed

plots reach a N-AE of 32 (kg (kg N−1)). We use values in this range for the various
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scenarios presented in table 3.8.

Price elasticity of DAP To determine the price elasticity of DAP in the sam-

ple, we estimate a 2SLS regression of DAP quantity on the household specific price

paid per kilogram with exogenous controls and fixed effects for village, enumerator,

and survey month. As an instrument for the price of DAP, we use the average of

all (except own) prices in each village (Hausman et al., 1994). The results are not

reproduced in full here but are available upon request. We find a demand elasticity

of -1.03, with a 95% confidence interval between -0.87 and -1.20. We therefore use

these three values in the scenarios present in table 3.8.

Q0 (DAP kg ha−1) The initial quantity of kilograms of DAP used per hectare is

the average value used by respondents in our sample.

DAP prices (KSh kg−1) The initial DAP price (P0) is the average WTP for one

kilogram of DAP from the experimental auctions, 63.36 KSh. The average post-

information DAP price for those for whom DAP was recommended (P+) is 91.74,

and for those for whom DAP was not recommended (P−) is 13.60 KSh. These post-

information values are margins predicted by setting all regressors at their means and

varying the binary variables for type of information received, treatment group, and

auction round.

∆Q0 (DAP kg ha−1) We assume that the supply of DAP fertilizer does not change

as a result of the change in demand produced by the soil test information. Thus, the

predicted change in quantity of DAP used is calculated as (P1 − P0)(Q0

P0
)(−εd) where

P1 is either P+ or P− and εd is the demand elasticity for DAP.

DAP value (KSh) This is the ∆Q0 multiplied by the DAP price.

∆N (DAP kg ha−1) DAP is 18% nitrogen. Thus the change in nitrogen is

(.18)∆Q0.

∆Maize (kg ha−1) The change in the quantity of maize produced is ∆N multi-
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plied by the agronomic efficiency (N-AE).

Maize value (KSh) We calculate the value of the maize by multiplying ∆maize

by the maize price.

Net benefit (KSh) The net benefit is calculated by taking the maize value, sub-

tracting the DAP value, and subtracting the soil test price. For those in Group B

(not recommended DAP), the net benefit is the DAP value (amount of funds saved

by not purchasing the DAP) and subtracting the soil test price.
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Chapter 4: Social Capital and Gendered Peer

Networks

In Sub-Saharan Africa (SSA), soil degradation is a pressing issue. Years of inten-

sive farming with insufficient inputs and ineffective soil practices have led to low

soil nutrient levels and decreasing yields per acre (Sanchez, 2002; Tully et al., 2015).

Information about improved seeds, land management practices, and optimal input

combinations can enable farmers to recover soil nutrient levels (Place et al., 2003)

and break the cycle of rural poverty (Barrett and Bevis, 2015). Because of the ad-

vanced state of soil degradation in many areas of SSA, information about improved

agricultural inputs and practices is particularly valuable. While media and govern-

ment/NGO extension efforts are important for information diffusion, agricultural in-

formation in SSA continues to be primarily spread through peer-to-peer interactions

(Conley and Udry, 2010; Krishnan and Patnam, 2014). In rural areas of SSA, peers

exchange agricultural information that contribute towards increases in an individual’s

productivity and economic output. Additionally, an individual’s peers often have a

“safety credibility,” or trustworthiness, that facilitates information exchange (Rogers,

1995). Thus, individuals with higher levels of social capital who are more central in

the information network are likely to more rapidly acquire information on important

topics such as information related to agricultural practices or inputs.

Social capital, though recognized as a crucial component of economic develop-

ment, has been defined in numerous ways in the literature (Coleman, 1988; Putnam,

1993, 2000; Burt, 1998, 2000; Dasgupta and Serageldin, 1999; Woolcock and Narayan,

2000; Grootaert and van Bastelaer, 2002a,b; Fafchamps and Minten, 2001; Fafchamps,

2006). In this study, we use a structural definition after Burt (2000) and Fafchamps

and Minten (2001), among others, in that social capital represents the competitive
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advantage accruing to those with favorable locations within a social structure: or

alternatively, “better connected people enjoy higher returns” (Burt, 2000). This is

shown clearly, for example, in Fafchamps and Minten (2001), who, in three different

African countries, show that there is a causal impact among traders on the number

of other traders one knows and his/her profits. In general, those centrally located

within networks are better able to acquire obligations from others, building stocks

of “credit” that can be exchanged for information or favors in the future (Coleman,

1988). Relatedly, the concept of “structural holes” has been described extensively by

Burt (1992), who demonstrates that individuals located centrally within networks and

who serve as a bridge between sub-networks have a particularly strong competitive

advantage in information acquisition and control. Therefore, in our analysis, we use

various measures of how central an individual is in his/her village peer network, or

“network centrality” (measured in various ways and described in detail in forthcoming

sections), as a proxy for social capital.

In developing countries, it has generally been found that men have, on average,

higher levels of social capital than women (Katungi et al., 2008; Meinzen-Dick et al.,

2014). Potential reasons for this include gender norms that prevent women from

participating in certain social activities (Katungi et al., 2008) and the higher oppor-

tunity costs of women’s time leading to less time available to cultivate bridging social

ties (Meinzen-Dick and Zwarteveen, 2003). Also, in many African communities, it is

traditional for a husband’s wife to be from another village (Luke and Munshi, 2006),

causing a reduction, at least initially, in her proximate information links when joining

the husband’s household after marriage. If this difference in social capital between

women and men in fact exists in SSA, it has important implications for development

strategies and the need for gender targeting in development programs. However,

there have thus far been few rigorous economic studies using data from SSA that
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demonstrate differences in social capital between men and women in terms of their

productivity-enhancing effects.

In our study, we seek to fill this gap in the literature. Using household data

collected in 2016-2017, we analyze the social networks of nearly one thousand men

and women in four counties of Kenya to determine whether peer network structures

in rural villages in SSA point to differential levels of social capital between men and

women and, if so, the effects of these differences on agricultural productivity. Using

our structural definition of social capital, we construct a theoretical framework after

Cowan and Jonard (2004) that illustrates the impact of social capital on bargaining

in asymmetrical relationships and its effect on information diffusion. Using several

different measures of network centrality, we first show that women are less central

in their networks and, as a result, generally have less influence in village networks

compared to men. Then, using a linear-in-means empirical model, we find that among

men, a one standard deviation increase in their share of female peers corresponds

to an increase in per-hectare maize yields by 1.6 percent, controlling for numerous

other characteristics. No productivity effect of the gender of peers is found among

women in the sample. Our model and empirical analysis suggests that this is due to

information bargaining that leads to asymmetrical directional ties between men and

women, at least in the Kenyan context, with relatively greater levels of information

flowing towards those with more social capital, i.e. men, and less information flowing

in the opposite direction.

These findings make significant contributions to the economic literature related to

network structure, gender, and agricultural productivity in SSA. While there exists a

rich body of work related to social networks in developing countries, with important

exceptions (Magnan et al., 2015; Mekonnen et al., 2017), few have focused on differ-

ences in social networks related to gender. In this study, we link the literature on
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gendered social networks with that on gender and social capital, and provide evidence

of the impacts of differential levels of social capital on agricultural productivity. The

results of this analysis suggest that if improvements in female well-being are the goals

of a development project, given existing network structures, it may be insufficient

to simply target women. Instead, projects that focus on improving potential social

capital among women, such as by targeting the village network structure, may be

more effective. In a recent study, Vasilaky and Leonard (2018) show that exogenous

creation of new information network links in villages of Uganda increased farm yields

for both men and women. Our study shows why structural network reform in villages

of SSA can be beneficial for an equitable increase in information diffusion.

4.1 Agriculture, networks, and social capital in SSA

In rural Sub-Saharan Africa, women figure significantly in household agricultural

production. Recent studies have shown that the contribution of women to agricultural

labor in East Africa is high, ranging from forty to above fifty percent of total labor

hours across the region (Food and Agriculture Organization, 2011; Palacios-Lopez

et al., 2017). However, numerous studies across SSA have also demonstrated that

female-managed plots are less productive than male-managed plots (Peterman et al.,

2011; Slavchevska, 2015; Aguilar et al., 2015; Oseni et al., 2015; Kilic et al., 2015;

de Brauw, 2015). Yet, as many of these studies reveal, once characteristics such

as education, input use, asset ownership, and other resources are included in the

estimations, much of the gender gap in productivity disappears.

Why, then, do women suffer from a relative lack of resources that contribute to

agricultural productivity? Early work by Udry et al. (1995) shows that in Burkina

Faso, female-managed plots in a household are allocated fewer resources, such as
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fertilizer and farmyard manure, than male-managed plots, causing lower productivity.

Women in general also suffer from a lack of access to information that leads to lower

adoption of improved inputs and agricultural practices compared to men (Doss and

Morris, 2001; Ndiritu et al., 2014). In Kenya, women often marry into a village,

leading to lower levels of proximate information contacts. Cultural restrictions further

limit the speed at which women are able to expand the number of contacts and the

strength of their information network. Thus, a less advantageous position within the

village social network, corresponding to lower social capital, likely has a direct effect

on the gender gap in agricultural productivity observed between men and women in

SSA.

A large body of literature has examined the effects of social networks on infor-

mation diffusion and the adoption of agricultural technologies in SSA (Munshi, 2004;

Conley and Udry, 2010; Maertens, 2017; Crane-Droesch, 2017). While a household

can obtain information regarding input use and agricultural practices through multi-

ple adult household members, network models in this literature often only account for

information flows through a single household head. Magnan et al. (2015), however,

collected social network data from Uttar Pradesh, India that included information

from both the household head and spouse. Using these gender-disaggregated data,

they find that male and female networks had little overlap, and, therefore, that house-

holds obtain significantly more information through the utilization of both gendered

networks. Mekonnen et al. (2017) in Ethiopia also collected gender-disaggregated so-

cial network data. Within a household, they find that the number of adopters in the

female’s social network impacts the household decision to adopt an improved agricul-

tural practice more than the number of adopters in the male’s network, though the

authors do not hypothesize why this is the case. From our analysis however, we may

be able to answer this question. If women are more peripheral in village networks

131



and have fewer peers, the marginal impact on the adoption decision of each additional

peer among women is likely greater than among men.

Most studies attempting to explicitly measure differential levels of social capital

between men and women in developing countries use group membership as a proxy

for social capital. They generally find that women belong to less production-oriented

groups than men, decreasing their likelihood of agricultural information acquisition

(see Meinzen-Dick et al. (2014) for a review). Kumar and Quisumbing (2011) find

in Bangladesh, however, that if information on an agricultural technology is dissem-

inated through female groups, asset ownership increases relative to men in the sam-

ple. Katungi et al. (2008) use various measures of social capital including number of

strong/weak network links, civic engagement, and membership in social institutions

to measure the likelihood of sending or receiving information in rural Uganda. They

find that male household heads are more likely to receive information on agricultural

technologies than female household heads, and men are more likely to participate in

civic engagement or social institutions, which increases their likelihood of exchanging

this type of information. Our study further develops this literature by using robust

analysis of gender disaggregated network data to analyze levels of social capital and

their likely effects on agricultural production.

4.2 A model of information bargaining

In rural villages in SSA, peers exchange information on various subjects that con-

tribute towards increases in an individual’s economic output. In our model, we assume

that an individual does not share information altruistically, but does so in exchange

for a peer’s information.28 To illustrate this, we construct a model after Cowan and

28In a more complex model, we could show information shared by one individual with another in
time t can garner goodwill for future reciprocal favors from that individual. For simplicity, however,
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Jonard (2004) where peers myopically barter information. In our model, however,

lower levels of information across specific subjects decrease an individual’s bargaining

position, leading to unbalanced exchanges of information with his/her peer.

Let i, j be individuals in finite set Iv, which includes all individuals in particular

village v. The adjacency matrix representing the network connections of village v is

given as Gv, where Gv
ij = 1 if i and j are connected to one another, and 0 otherwise.

Each i ∈ I has information on category c ∈ C, where C is a set of information sub-

jects, where for simplicity, all information and information categories are of the same

importance and quality. After Cowan and Jonard (2004), we designate a knowledge

vector oi = (oi,c), where oi,c is the information level of i on topic c. For each peer

dyad in Gv, we denote nij = #{c : oi,c > oj,c}, or the number of topics where i’s

information level strictly dominates j, and correspondingly nji = #{c : oj,c > oi,c},

which corresponds to the number of categories in which j strictly dominates i. Pro-

vided Gv
ij = 1, i and j will interact and share information if both nij > 0 and nji > 0,

or in other words, where both i and j have at least some information that the other

does not yet have.29

At this point, we depart from Cowan and Jonard (2004), as we show that an

individual who has a higher nxy (where nxy ∈ {nij, nji}) will have more bargaining

power. Greater bargaining power will translate into increased information flowing

to that individual, increasing his/her economic outcomes compared to those with

lower bargaining power. If we assume both i and j have identical utility functions

characterized by diminishing marginal utility of information and that all information

categories, c, have equal value, then the marginal utility of new information to the

individual with higher nxy will be less than that for the individual with lower nxy.

we do not include this scenario in this model.
29In this model, we do not account for differences in frequency of communication across peer

dyads, though this can also be an important consideration.
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For example, let i strictly dominate j in o1 and o2, and j strictly dominate i in o3.

Individual i will provide information to j regarding either o1 or o2 (assume o2 in this

example), and j will provide information to i regarding o3. Assuming that i and j

both are fully aware of who dominates whom in each category, individual i is willing

to trade relatively less information to j about o2 than i is willing to trade to i about

o3, given their differences in marginal utility of additional information. Parameter

α represents the level of information received by a peer, which varies depending on

which individual has higher nxy:

α =


1
δ

if nxy ≥ nyx

1
δ+γ

if nxy < nyx

(50)

where nyx ∈ {nij, nji}, nyx 6= nxy, α < 1, and δ and γ are network level parameters.

Under our assumptions, Equation 1 shows that those who have less information across

categories will, as a result, obtain relatively less information in quid pro quo exchanges

of information.30 After bargaining and the exchange of information, individuals i and

j would have the following information vectors:

oi,1(t+ 1) = oi,1(t)

oj,1(t+ 1) = oj,1(t)

oi,2(t+ 1) = oi,2(t)

oj,2(t+ 1) = oj,2(t) +
1

δ + γ
[oi,2(t)− oj,2(t)]

oi,3(t+ 1) = oi,3(t) +
1

δ
[oj,3(t)− oi,3(t)]

oj,3(t+ 1) = oj,3(t)

30As an illustration, in this example, we could assume that γ = (nij−nji)2, such that α decreases
as the number of information categories in which j is strictly dominated increases.
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Individual j, who is strictly dominated by i in the number of information categories in

which s/he has greater information levels, receives a smaller share of the information

difference between i and j in information category o2 compared to what i receives for

information category o3 (as 1
δ+γ

< 1
δ
).

In our sample, we hypothesize that men are more central in the network, and on

average have higher levels of social capital and information across categories (c). If this

is the case, then in our sample we would expect men to have increased productivity

when connected to female peers compared to other male peers. An individual needs

to give up a lower share of information when exchanging information with another

individual whom they strictly dominate in more information categories. If men have

information advantages over women in this sample, this provides a benefit to men

in their bargaining with women compared to bargaining with other men. If this is

the case, then there is an advantage for men to befriend as many women as possible

given this favorable bargaining position. In Kenya, however, many women marry into

a village, having been born outside of the area. Cultural norms restrict the number

of men whom a woman can befriend, limiting the number of new linkages per time

period and decreasing the frequency of communication along these links. However, we

would expect that as time passes and women build expertise in additional information

categories, they will become more central to their network, building their stock of

social capital.

4.3 Data

In 2016-2017, in collaboration with the International Institute of Tropical Agriculture

(IITA) and the World Agroforestry Centre (ICRAF), we collected data from 991

individuals in 612 rural households, randomly chosen from official rosters of 21 villages
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in four neighboring counties of Kenya (Bungoma, Busia, Kakamega, and Nandi).31

This area of Kenya is primarily composed of small-scale farmers with holdings of

land less than one hectare. Maize is the dominant food crop, with farmers usually

able to harvest crops twice per year. Households are generally poor, and soils highly

degraded due to high intensity farming on small plots with insufficient additions

of inputs back into the soil through fertilizers and organic material. When visiting

these households, enumerators asked the respondents questions related to agricultural

production, household assets, demographic information, and other topics, while field

technicians took GPS coordinates of the homestead and agricultural plots to provide

precise area calculations. Enumerators interviewed both household heads and spouses

(if available). Summary statistics of key variables are presented in table 4.1.

Many of the variables in the dataset are characterized by wide ranges (high stan-

dard deviations). The average age of the respondent was 48.5 years with an average

of 7.9 years of education. In addition, when asked a simple math problem in the

survey, 54 percent of respondents could answer correctly. The sample was a majority

female, in part due to the large number of men in these areas who have migrated to

larger cities for work. A large majority of sample individuals (87 percent) identified

farming as their primary occupation. We also see that a majority of houses were not

electrified, had a metal roof, and mud walls. Just under 50 percent of the households

obtained their drinking water from rivers or lakes. Farms were generally very small

in our sample, with the average farm area (excluding the homestead) at 1.04 acres.

In addition to questions related to household, agricultural, and demographic char-

acteristics, our survey also contained a network module. The enumerator asked each

individual (both household head and spouse) about 10 to 13 randomly selected indi-

31For our analysis, the networks of two villages were combined given their close proximity and
historical linkages, giving us effectively twenty distinct villages.
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viduals from rosters of his/her village: whether they knew the individual, had met

the individual, level of friendship, etc. This strategy used to generate network data,

known as “random matching within sample,” is useful when time or resource con-

straints prevent sampling of the entire village peer network (Conley and Udry, 2010).

Moreover, Santos and Barrett (2008) show that this strategy can produce results

closer to the true population than other forms of network sampling. The effective

sampling rate of household heads per village in our study varied: the minimum num-

ber of individuals sampled represented 31% of the household heads in the village, and

in the most widely sampled village, we surveyed 100% of household heads (the mean

effective sampling rate among villages was 54%)32. This method produces a dataset

of 9,705 peer dyads. In tables 4.2 and 4.3, we include network statistics for these data

divided between the gender of the dyad’s peers: table 4.2 includes statistics for malei-

malej and malei-femalej dyads, and table 4.3 includes statistics for femalei-malej and

femalei-femalej dyads. It is striking to see the strong differences that exist in these

statistics conditional on the gender of the dyad. For example, i farmers in femalei-

femalej dyads are much less likely than other gendered dyads to report knowing j.

Also, conditional on having met j, individuals i of femalei-femalej dyads rate the

quality of information from individual j less highly, have known j for less time, are

less likely to receive any kind of agricultural advice from j, and trust j less. As also

seen in tables 4.2 and 4.3, the directions of many of these statistics are reversed for

the other gendered peer dyads, indicating that there are strong connections between

links other than femalei-femalej. While these summary statistics are pronounced, we

32We calculate the effective sampling rate in the following way. We received an official village
roster of household heads, then randomly selected a percentage of the households to visit. In most
villages, a subset of these households no longer existed, having moved or passed away. We then
randomly selected replacement household heads from the list. The mean effective sampling rate of
54% represents the effective sampling rates of 18 of 21 villages (three were not able to be computed
with the information available)
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should keep in mind that these statistics are formulated in the absence of a control for

family ties. The intimacy of spousal ties is likely one reason why, without controls, we

see significant negative relationships between femalei-femalej ties compared to malei-

femalej and femalei-malej ties. As marriage in these societies only exists between

those of opposite genders, this likely explains why these statistics show closer ties

between those of opposite genders compared to same gender dyads (at least in the

femalei-femalej case). After controlling for same-household relationships, we would

likely see a less stark difference.

For our analysis, we construct the full “induced subgraph” of the village network.

The induced subgraph is constructed by imputing the outside-sample links between

same-village individuals. This provides us with a complete set of peer dyads among

those who were sampled in a particular village. Using logit estimation, we estimate the

impact of various observable characteristics on the likelihood of linkages between any

two same-village peers. After predicting the likelihood of the linkages, we generate

binary variables for links between individuals based on a 0.5 likelihood threshold,

giving us a full sample of 51,894 dyads. In other words, using our sample data, we

estimate whether any two peers in a village are likely to be peers. Robustness checks

detailed later demonstrate that these imputed links appear to be well-specified and

our results are robust to any minor inaccuracies in the link generation.

We present some examples of village networks in figures 4.1-4.3. The generated

graphs automatically place those who are more central within the networks more

towards the center of the figure, and less central individuals are on the periphery.33

Based on the Stata algorithm used, distances of lines and spacing have no literal

meaning in these representations. Only the location of the individual (circles) is

meaningful and represents who is more central within the village. In these network

33We use the nwplot function in Stata to construct these graphs.
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graphs, men in the village are represented by blue circles, and women by red circles.

Same household links are shown using a yellow line, while non-household links have

a grey line. Based on these network graphs, in each village it appears that men tend

to be located more in the center of the network, and women located more in the

periphery. From these visualizations, it appears that women may have lower levels of

social capital (using our definition after Burt (2000)) in these networks compared to

men. While these graphs show an intuitive relationship, they are insufficient to draw

any meaningful conclusions and we seek to more rigorously quantify the relationship

between gender and network centrality in the following section.

4.4 Empirical strategy and results

To further explore the relationship between gender and the individual’s position with

the village peer network, we calculate various measures of network centrality (which

we define below), and regress these measures on various demographic characteristics

including gender. After this, we estimate the impact of the gender of an individual’s

peers, among other variables, on own agricultural productivity using a linear-in-means

estimation after Manski (1993). The results support our hypothesis that women have

lower levels of social capital in rural Kenya, with men, on average, benefiting more

through cross-gender ties than do women.

4.4.1 Gender and network centrality

The hypothesis underlying this analysis is that women in villages of rural Kenya are

located less centrally in the local social network. To test this, we construct various

measures of network centrality using data on peer links within the sampled villages
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and use these centrality measures as dependent variables in fixed effects estimations.34

We begin by summarizing the various measures of network centrality that we use in

our estimations.

Degree centrality

The simplest measure of centrality, degree centrality, counts the number of links an

individual has with other individuals in his/her network. For directed networks, which

account for asymmetries in linkages between individuals (as in our data), the “in-

degree” measure counts the number of links others have with an individual, while the

“out-degree” measure counts the number of links between an individual and his/her

network peers.

Closeness centrality

Closeness centrality, first described by Bavelas (1950), measures the centrality of an

individual in a particular network by the social distance between each individual i

and his/her peer j. For example, if i is connected to j, and j is connected to k, but i

and k are not directly connected, then the social distance between i and k is two (two

degrees of separation). Closeness centrality is therefore measured in the following

way:

Ci =
1∑
j ψij

where ψij is the social distance between the network nodes (individuals) of i and j.

34Chandrasekhar and Lewis (2011) show that centrality measures of induced subgraphs lead to bi-
ased coefficient estimates when used as independent regressors. However, we then use these variables
as dependent variables. Because the individuals in our sampled network were randomly chosen, we
assume that measurement error on the network centrality measures deriving from unsampled missing
links is uncorrelated with the independent regressors leading to unbiased estimates.
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By this measure, those with a higher closeness value in the network are more central.

Eigenvector centrality

As this term suggests, this centrality measure uses the eigenvectors of the network to

create a measure that accounts for the importance of individual i’s links (Bonacich,

1972, 2007). Using this measure, individuals who are closely connected with popular

individuals have a higher centrality than those connected to less popular individuals.

This measure can produce very different centrality measures for those who may have

the same degree of closeness centrality, since the eigenvector centrality measure for

individual i is defined using the following equation as follow:

λei =
n∑
j=1

Gijej

where Gij has a value of 1 if i and j are connected with one another (e.g. are peers)

and 0 otherwise, λ is the largest eigenvalue of the adjacency matrix G, and ei is

the eigenvalue centrality of individual i. From this equation, we can see that the

eigenvalue centrality of an individual is proportional to the total centralities of the

peers with whom s/he is connected.

Katz centrality

While degree centrality defines centrality as the number of direct connections, Katz

centrality (Katz, 1953) counts the number of peers that can be connected through

a path beginning or ending at individual i. More distant links have an attenuated

effect on Katz centrality, so individuals with few first-degree connections have a lower

centrality score. This measure is constructed using the following equation:
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κi =
∑
n=1

∑
j=1

αn(Gn)ij

where Gn is the adjacency matrix raised to the n power, and shows whether indi-

viduals i and j are connected through n − 1 intermediaries of i. Parameter α is an

attenuation factor, which we set at 0.33 (the results are not meaningfully different

with alternative choices for α). Katz centrality can be measured both in outgoing

links and incoming links (In-Katz and Out-Katz) in a directed sample.

Betweenness centrality

Betweenness centrality measures the number of times individual i acts as the shortest

path between two other peers, j and k (Freeman, 1977). This measure is often effective

at measuring the influence of peers, though is especially sensitive to missing links in

the network. The equation for betweenness centrality is given as:

Bi =
∑
i 6=j 6=k

ρijk
ρjk

where i, j, and k are are individuals in the network, variable ρjk represents the total

number of paths between j and k in the network, and ρijk is the total number of paths

between j and k that pass through i. The higher the share of paths that pass through

i as a share of total paths, the larger the betweenness centrality for individual i.

We include summary statistics of each of the centrality measures of our network

sample in table 4.4. By construction, both In-degree and Out-degree centrality and

In-Katz and Out-Katz have the same mean values, though the standard deviation

of the distributions are slightly different. The Betweenness centrality measure has

the largest range and standard deviation, indicating that some individuals serve as

important bridges between others in the network, while other individuals do not
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serve as information bridges. The degree centrality measures have a minimum of

zero, indicating no connections, and a maximum of 96, which is the total number of

individuals in the largest village sampled.

Using these various measures of centrality, we estimate the following fixed effects

regression:

(51)φi = α + βifi + β2ti + β3(fi × ti) +
M∑
m=1

Ximγm + θ + εi

where φi is the network centrality measure of individual i, fi is a binary vairable

representing whether i is female, ti is the number of years i has lived in the village,

θ are fixed effects at the village level, and X are additional variables expected to

influence an individual’s network centrality including distance from village center,

asset index, tropical livestock unit index, mathematical ability, years of education,

years of education squared, age, age squared, household size, total number cultivated

acres, and dummy variables for tribe. We cluster standard errors at the village level,

but the relatively small number of clusters (20) may lead to underestimates of the

standard errors. Because of this, we also compute standard errors using the Wild

bootstrap method after Cameron et al. (2008).

In our sample, women, on average, have lived fewer years in their village of resi-

dence than men. This is primarily due to the widespread practice in western Kenya

of women marrying and joining the household of the (often older) husband in another

village. We include overlapping histograms in figure 4.4 demonstrating the differences

in the distribution of years lived in the village by gender. For women, the distribu-

tion is skewed right (median 22), while for men, the distribution is more normally

distributed (median 43).

Results for Equation 51 are in table 4.5. From these estimations, we find signifi-

cant correlations between network centrality (φ) and female (f), years in the village

143



(t), and the interaction of these two variables (f×t). The results suggest that network

centrality increases along with years living in the village, as one would expect. The

variable for female gender is generally negatively correlated with the various mea-

sures of network centrality, however we find positive correlations between f× t and φ.

Because of this, it is easiest to interpret the results by analyzing the marginal effects.

In figures 4.5-4.11, we show the marginal effects of gender on various centrality mea-

sures plotted over years in the village. Overall, the figures show that the marginal

effects have a similar pattern for each measure of network centrality.35 For In-degree,

Closeness, Eigenvector, and Out-Katz measures of centrality, we find that, for low

values of years in the village (roughly between zero and thirty years across network

variables), women have significantly lower measures of centrality. Many of the figures

show that the slope of the marginal effect line is greater at the lower range of years

lived in the village for women, possibly indicating diminishing returns of years lived

in the village on centrality. For many of the centrality variables in this range of years,

95% confidence intervals are not overlapping between genders, indicating a significant

difference in centrality between men and women.

However, the results show that by the time a woman has lived in the village thirty

or forty years, they have “caught up” in network centrality with men. That being said,

there is the potential for within-village idiosyncratic omitted variables correlated with

measures of both women and network centrality to bias these results, and therefore we

do not seek to imply causation with these particular estimations. Instead, together

with additional results presented later, these results provide evidence that women

have lower levels of social capital then men.

35From this analysis, we drop individuals who report having lived in the village for more than 60
years, due to the sparseness of those data.
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4.4.2 Linear-in-Means estimation of peer effects on agricultural produc-

tivity

As discussed earlier, a large body of literature has shown that farmers learn about agri-

cultural technologies and improved practices from their peers, which increases their

agricultural productivity. Our model shows, however, that those who have higher lev-

els of social capital or leverage within a social network have greater bargaining power,

providing advantages in acquiring information especially when connected with those

who have relatively lower levels of social capital. In this section, we seek to determine

the effects of one’s peers on agricultural productivity. Since we have established that

women, on average, have lower levels of social capital than men, we hypothesize that

among men, connections with women increase men’s agricultural productivity in our

Kenyan sample, though not necessarily in the other direction. As the share of women

increase in a man’s peer network, he is able to take advantage of social capital asym-

metries, as female farmers on-average must trade relatively more of their information

to men to obtain their information in return.

We explore this hypothesis using a linear-in-means empirical model after Manski

(1993) to analyze the effect of an individual’s peers on his/her agricultural productiv-

ity. This model divides peer effects into three distinct effects: effects caused by traits

and characteristics of peers (exogenous or contextual effects), the environment in

which the peers live (correlated effects), and the influence of the behavior of peers on

the behavior of other peers (endogenous effects). A key issue in identifying this model

is to solve the “reflection problem”, or the simultaneity bias that exists between the

behavior of an individual and his/her peers. While j’s behavior may influence i’s, i’s

behavior may also influence j’s. To identify this relationship, we use an instrumental

variable strategy discussed further below.
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As a measure of productivity in the linear-in-means estimation, we use the per-

hectare maize yields over two cropping seasons (long rains and short rains) of the

primary maize plot of each household. Along with other household and demographic

characteristics, we include a variable indicating the gender of the primary maize plot

manager (in our sample, 42% of these were women). We constructed the adjacency

matrix (i.e. matrix of peer connections) based on data collected through a random

matching within sample method, discussed earlier. Given that we are analyzing the

primary maize plot of each household, for the following analysis, we restrict the peer

samples to the primary plot manager in each household.

We present the basic linear-in-means model as:

yi = α +
1

ni

∑
j∈Ii

yjβ +
M∑
m=1

xmiγm +
1

ni

M∑
m=1

∑
j∈Ii

xmjδm + θ + ηv + ui (52)

where y represents the per-hectare yield of the farmer’s primary maize plot, the x are

household, demographic, soil, and farm management variables, and θ are enumerator

and survey month fixed effects. The coefficient β represents the average endogenous

effect of i’s peers’ maize productivity on i’s maize productivity, which could be caused

by i learning improved agricultural practices from j. Coefficients δm are the average

contextual or exogenous effects of the characteristics of i’s peers on his/her maize

productivity – for example – the average of effect of j’s education on i’s per-hectare

maize yields. The coefficient γ is the effect of own characteristics on the farmer’s

own agricultural productivity, and ηv shows the correlated, or common, village-level

effects. By convention and to ensure that the resulting adjacency matrix is well-

defined, we row standardize the adjacency matrix, and divide by the sum of social

connections of i in his/her peer set, ni.
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As Manski (1993) discusses, a key challenge to this estimation is solving the “re-

flection problem,” or the simultaneity that exists between Yi and Yj. Most researchers

use instruments to identify this relationship, using, for example, partially overlapping

peer groups (i is friends with j, who is friends with k, who is not necessarily friends

with i) (Bramoullé et al., 2009; Giorgi et al., 2010). However, because we are using

a random sub-sample of village networks (which is itself endogenously determined),

we cannot use this strategy (Chandrasekhar and Lewis, 2011). Instead, we find that

homestead altitude, which was gathered at the time of the survey, has a strong corre-

lation with agricultural productivity after controlling for village fixed effects. Maize

yields have been shown to be especially sensitive to altitude in Kenya, with higher

altitudes leading to significantly more grains per plant (Cooper, 1979). With altitude

varying significantly within many villages in the sample and most farm locations ex-

ogenously determined through inheritance, this variable appears to be an optimal

instrument.

We also incorporate a distance decay term to better account for negative correla-

tion between physical distance and the impact of effects from one’s peers. Physically

closer peers, all else equal, will likely more strongly influence an individual, given

the increased frequency of interaction, more similar farm characteristics, etc. If we

were to neglect distance in this estimation, the bias may be compounded by our row-

standardization. For example, each peer will affect an individual’s outcomes more

strongly in the case of isolated individuals with few, physically distant peers than

for an individual with many, physically close peers. More than likely, however, the

impact of the peers on the former, isolated individual will be less than those of the

latter individual. Following Bell and Bockstael (2000), we take account of this in

our estimation in two ways. First, we include a distance decay term to the empirical

model that places a greater weight on physically closer individuals. Second, we esti-
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mate the model several times, each time using a different distance cut-off c for peer

linkages: our first estimation has no cut-off, our second limits an individual’s peers

to those within one kilometer, and our third uses a cut-off of one third of a kilometer.

This method should more accurately reflect the relatively greater impact of physically

close peers compared to those physically distant.

Using this strategy, we estimate the following model:

yi = α +

(
1

ni

)∑
j∈Ii

wj ȳjβ +
M∑
m=1

xmiγm +

(
1

ni

) M∑
m=1

∑
j∈Ii

wjxmjδm + θ + ηv + ui (53)

wj =


(

dij∑
j∈Ii

dij

)−1

if dij < c

0 if dij ≥ c
(54)

where ȳj is the agricultural productivity of y after instrumentation and dij is the

physical distance between i and j. Term wj becomes zero for an observation if the

peer is further than c kilometers. All other variables are as defined previously. First

stage regressions using our IV are in Appendix 4.A.1. and detailed results are in

tables 4.6 through 4.8.

In table 4.6 we show the results from the 2SLS linear-in-means without a distance

cutoff. We find that across specifications in table 4.6, the endogenous effect – the

impact of an individual’s peers’ agricultural productivity on his/her own productivity

(the first row of results) – is small and often not statistically significant. We should

not be surprised by this: here we are measuring contemporaneous effects, while most

likely a time lag is required to account for i learning from the productivity of j. It

may take a season for an individual to update their farming practices, for example,

after learning about improved practices from his/her peer. Past yields of j then would

likely have a more significant impact on current yields of i (Manski, 2000; Mekonnen
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et al., 2017). Given that our data are essentially a cross-section (one season each of

long rains and short rains harvests for each individual), we cannot effectively analyze

this lagged effect.

More interesting for our analysis regarding the correlation between social capital

and agricultural productivity, however, is the impact of the exogenous effects – specif-

ically, the genders of farmers i and j. Looking first at i’s own gender (table 4.6), we

see results that are broadly consistent with other literature in the field: the impact

of male management on agricultural productivity (compared to female management)

is large and positive: female plot management decreases maize yields per hectare by

26% compared to male plot management (Column I), but the magnitude of this im-

pact decreases and loses statistical significance once we add in additional regressors

to control for demographic and soil characteristics (Columns II and III, respectively).

As in papers such as Slavchevska (2015), who uses a sample from Tanzania and Kilic

et al. (2015), using data from Malawi, we conclude that the gender gap in agricultural

productivity in Kenya is likely primarily a result of differences in education, assets,

and resources between male and female farmers.

We believe our most notable results lie in analyzing the correlation between a

peer’s gender and i’s agricultural productivity (table 4.6). Using the full sample,

we find that after controlling for other exogenous variables and fixed effects, the

binary variable on peers’ gender ranges from 0.014 to 0.018 (Columns II through

IV). However, this coefficient is only statistically significant at the 5 percent level in

Column III. When we split the sample between men and women and estimate each

sub-sample separately, stronger effects emerge. Among men in a split sample, we find

the coefficients on peers’ gender increase in magnitude and gain stronger statistical

significance (Columns X to XII). Among women, however, we do not find an effect

resulting from the gender of their peer link.
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Because we believe that proximity matters in learning and technology adoption,

we include a distance cut-off for peer linkages. As we would expect, we find that the

magnitude of the gender effect increases further when we use the cut-off. Table 4.7

shows peer results for a 1KM cutoff, and table 4.8 shows these results for a 0.33KM

cutoff. Using a 0.33KM cutoff for peer connections, the coefficient on the binary gen-

der variable (female=1) of one’s peers increases to around 0.07 in the male sub-sample

(Columns X through XII, table 4.8 continued), with a high degree of statistical signif-

icance. We continue to see no relationship, however, among women from this binary

variable after including the distance cutoffs for peer connections. Defining peers as

those who know one another and are within 0.33KM of each other, we can interpret

this binary variable as a one standard deviation increase in the female share of a

male farmer’s links increasing agricultural productivity by 1.6 percent.36 As can be

expected given our long list of controls, the magnitude of this effect is not particularly

large. However, the difference between the magnitude and statistical significance of

the coefficients on this variable between genders in the sample is striking, suggest-

ing major differences between men and women in relationships with their opposite

gender in peer relationships. While we cannot conclusively claim that differences in

bargaining power for information are the primary cause, our earlier evidence from our

measures of network centrality suggests that this may likely be the case.

Our estimations also reveal other interesting results. Years of own education

has a consistent positive effect on agricultural productivity across specifications –

likely because those who have more education are likely to be more informed about

best agricultural practices. Own household size, on the other hand, has a surprising

36The binary variable represents the percent change in agricultural productivity between a (the-
oretical) man with no female peers, to a (theoretical) man with only female peers. Because, in our
sample, 39% of the mean male farmer’s links are with female farmers (with a 0.23 standard devia-
tion), this corresponds to a one standard deviation increase in the female share of a male farmer’s
peers increasing per-hectare maize yields by 1.6 percent.
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negative effect (table 4.6, Columns II - IV). Once we split the sample between men

and women, however, we see that the effect of household size is only statistically

significant with respect to female farm managers (Columns VI - VIII), which may be

due to the increased attention needed from these women on household work for the

larger household.

In Column IV in table 4.6, we include potentially endogenous variables and the

results should therefore be interpreted with caution. These estimations include agri-

cultural input use in log form. However, because we do not want to lose observations

that have zero quantities of fertilizers, we follow a strategy after Battese (1997) and

Slavchevska (2015) and create a dummy variable for each input, which equals one if

that input is not used on that plot. We then transform the log variable of input use

per hectare to be Max(Inpik, Dik), where Inpik is the transformed log variable for

fertilizer k usage by household i and Dik is the dummy variable that takes a value of

one if no fertilizer k is used by household i, and zero otherwise.

We find that variables such as hired labor, total hours worked per hectare, pur-

chased seeds, and organic fertilizers and DAP used per hectare are all associated

with higher maize yields per hectare, as expected, while maize monocrops have lower

per-hectare yields compared to intercropping two or more crops. Column IV also

reveals that increased levels of phosphorus and potassium in the soil are positively

related with maize per-hectare yields. In table 4.6, which includes the effects from i’s

peers, we see that the number of adult men in a peer’s household also has a positive

relationship with i’s productivity, likely because these adult men can aid in maize

planting and harvesting on i’s farm.

We can only claim that any of our above estimations are causal, however, if we

assume that our network links were formed exogenously conditional on the included

observable individual and peer characteristics. Because individuals form peer rela-
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tionships based on shared characteristics (“homophily”) (McPherson et al., 2001),

which are not necessarily observed, this assumption may be violated. However, as

Patacchini and Venanzoni (2014) demonstrate, when networks are fairly small (as in

our case), network (village-level) fixed effects can be an effective way to control for

these unobservables, as these unobserved characteristics are likely common to indi-

viduals within the network. All of our estimations include village-level fixed effects,

and together with our long list of control variables for individual and household char-

acteristics, we believe that we have controlled for potential endogeneity in network

formation.

4.5 Robustness checks

Because collecting data on all peer dyads in each village was not feasible, our anal-

ysis depends on the induced subgraph of village networks. As described earlier, our

network data were collected through a random matching within sample methodology;

enumerators asked respondents about 10-13 randomly selected individuals from their

own village. We then mapped the induced subgraph by imputing the missing links

using these data. This of course means that some of these links could be incorrectly

specified. As a robustness check, we conduct an analysis after Liu et al. (2013) to

determine whether our results are robust to misspecified links. First, we randomly

replace links for 0.5 percent of the total peer dyads ten times, and increase this per-

centage in 0.5 percent increments. In each increment, we conduct our linear-in-means

2SLS estimates, repeating these ten times for each increment, and plot the results.

We choose to use a 1KM distance cutoff as a reference point, and focus on the split

sample results, specifically the effects of female peer links among men in the sample

(corresponding to the third panel of results on table 4.7 (second page)). We present
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these results in Appendix figure 4.A.1.

Figure 4.A.1 corresponds to the results for gender of peer in Column XI of table

4.7 (second page) (the specification including household and demographic variables

and soil characteristics). Vertical bars show the range of the t-statistic estimate over

the ten iterations, and the dot corresponds to the mean value for that particular share

of randomly replaced links. We can see that as the share of randomly replaced links

in the sample increases, the variance of the t-statistic also increases, with increasing

numbers of increments including negative values in the range. This indicates that, as

we would expect, increasing the number of random links in the sample decreases the

statistical significance of the coefficient estimate. Because of the increasing variance

in the statistical significance of the coefficients as we add more randomly generated

links, after about five percent of the peer links are randomly replaced (corresponding

to 2,595 links), we cannot be confident of statistical significance.

4.6 Discussion and conclusion

Women in Sub-Saharan Africa face many economic hurdles compared to men, in-

cluding lower levels of average education and resources, greater demands on their

time stemming from responsibilities within the household, and cultural prohibitions

on many social activities. In addition, in the areas of our sample in Kenya, men

usually take wives from other villages, and as a result, these women lose their phys-

ically proximate network connections. In an extreme case, for the Teso tribe in far

western Kenya, we found that men often took wives not only from another village,

but another country – sometimes marrying women from the Teso tribe in Uganda.

Having lost their close network connections, these women will likely have lower levels

of social capital within their village peer network than men.
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In our study, we use data collected from nearly one thousand individuals in twenty-

one villages spread throughout four counties of Kenya to address two primary ques-

tions: 1) are women more peripheral in village-level social networks than men in SSA?

and 2) is there evidence of differential economic effects between men and women stem-

ming from their levels of social capital? Our model demonstrates that individuals with

higher levels of social capital (proxied in our estimations by measures of network cen-

trality) will have an advantage in bargaining with other members of the network. As

a result, they will benefit from connections with individuals having lower levels of so-

cial capital. We included a network module within our surveys, and using a “random

matching within sample” method, estimate linkages between peers in each village.

To answer the first question above, we use several measures of network centrality

and regress these measures on various demographic and household characteristics

including years lived in the village and the gender of the respondent, also incorporating

village-level fixed effects. We analyze the marginal effects, and find that given fewer

years in the village, women have significantly lower measures of centrality than men.

They only “catch-up” in network centrality with men after living in the village thirty

to forty years. Women, on average, have lived in a village fewer years compared

to men: the median value for years lived in a sample village is 22 for women, but

43 for men. Together these results indicate that women have significantly lower

levels of network centrality than men. Using the definition of social capital after Burt

(2000), which states that social capital is the competitive advantage accruing to those

with favorable locations within a social structure, this result presents initial evidence

suggesting lower levels of social capital among women in SSA compared to men.

This finding would suggest, as our model predicts, that women have a disadvan-

tage in information acquisition compared to men. In our second set of results, we find,

all else equal, that male farmers are more advantaged in networks than their female
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peers. Using a linear-in-means regression and an instrumental variable strategy to

solve the “reflection” problem highlighted by Manski (1993), we find that among male

farmers, an increase of one standard deviation in the share of women in their peer

set corresponds with a statistically significant increase in the male farmer’s agricul-

tural productivity. Women, on the other hand, receive no productivity benefit from

particular gender connections. This difference between genders in these estimations

suggests that men are able to leverage the knowledge and resources of their female

peers to enhance their own agricultural productivity, while women are unable to do

the same. Our results demonstrating that women are located more peripherally in

their village networks indicate that lower levels of social capital are likely a major

cause of this finding, though we cannot conclusively say whether this is the primary

or sole mechanism. As a robustness check, we follow Liu et al. (2013) and substitute

increasing numbers of random links into the network to test whether the results are

robust to the likelihood of misspecified links. These results show that substitution of

an increasing number of random network links up to about five percent of total links

does not materially change our results.

The results suggest that unequal positions within social networks between men

and women likely influence their agricultural productivity. Men, who on average have

greater levels of social capital, can more effectively take advantage of information

within the network, increasing their per-hectare yields compared to women. The

implication is that traditional cultural practices, including the taking of wives from

other villages, has detrimental economic outcomes for these women. While men tend

to be the plot managers of maize crops in households having both a husband and

wife, men in these areas tend to have a low life expectancy. When a woman takes

over the management of plots after the death of her husband, her social network is

less developed than a man of the same age. Moreover, the practice of polygamy,
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while decreasing in prevalence, still is common in these areas. In these polygamous

households, wives often live on separate farms and manage their own plots. Often

coming from different villages, they usually do not have their husband living with

them full time, causing especially limited networks and low social capital.

There has been an increased emphasis in past and planned development projects

focusing on the economic advancement of women (World Bank, 2015). Transmitting

information to female-centric networks is a common practice, and has shown positive

outcomes among women in many situations (Meinzen-Dick et al., 2014). However,

because men on average have higher levels of social capital, given the existing network

structure in a village, they often serve as the information brokers for the community.

As a result, the most effective policy tool may be to increase the network centrality of

women within their social networks. In a recent experiment in Uganda, Vasilaky and

Leonard (2018) trained women in agricultural techniques, then paired these trained

women with other randomly chosen women in the village. The trained women were

encouraged to share the agricultural information that they had acquired with their

untrained peers, who they may not have known prior to the experiment. The results

show that the creation of these information-sharing links produced positive agricul-

tural outcomes not only for women in that village, but for men also when compared

to a control group. Our research in this paper explains one potential mechanism for

their finding. The intervention likely increased network centrality for these women,

increasing their social capital and enabling more effective information diffusion.

The implication of this research is that a potential low-cost way to decrease the

economic disparity between men and women in SSA is to increase peer connections of

women. Because women generally begin adulthood with fewer network connections

than men, it appears to take a significant number of years for women to reach the

same level of network centrality in their village as men. Helping to increase the speed
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of this process could enable women to more effectively obtain important information

from their networks. This, for example, can be done by helping women to form new,

information sharing social connections with others in their village.

This study adds to the important discussion about the effects of one’s peers found

in the literature on gendered social networks and gender and social capital. The

results suggest that asymmetry in social capital within peer networks enhances eco-

nomic outcomes among those with higher social capital, i.e. men, compared to those

with lower social capital. An increased focus on increasing the network centrality of

women could have impacts on reducing the differential impacts we find within gen-

dered peer linkages. However, unless cultural practices change among large numbers

of people in this region, women will continue to disadvantaged by having lower social

capital than men. Common practices such as polygamy are becoming less common,

and as villages and towns increase in size, it may also become less common for men

to take wives from outside their own village. If this social trajectory continues, it

may alleviate some of the differences that we find between the social capital of men

and women in rural villages of Kenya.
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Table 4.1: Summary statistics

Variable Mean Std. Dev. Min Max

Individual (n=992)
Age 48.51 15.82 19.00 109.00a

Years of Education 7.90 3.71 0.00 26.00b

Yes=1:
Basic math abilityc 0.54 0.50 0.00 1.00
Female 0.57 0.50 0.00 1.00
Widow/er 0.14 0.34 0.00 1.00
Primary occupation is farmer 0.87 0.34 0.00 1.00

Religion:
Anglican 0.26 0.44 0.00 1.00
Catholic 0.16 0.37 0.00 1.00

Tribe:
Pentecostal 0.43 0.50 0.00 1.00
Bukusu subtribe 0.33 0.47 0.00 1.00
Luhya tribe (except Bukusu) 0.33 0.47 0.00 1.00
Iteso tribe 0.26 0.44 0.00 1.00
Kalenjin tribe 0.06 0.24 0.00 1.00

Household (n=612)
Household sized 5.24 3.21 0.00 40.00
Total farm area (acres) 1.04 1.05 0.02 8.87

Yes=1:
Household head is male 0.57 0.50 0.00 1.00
Organic inputs (within past two seasons) 0.43 0.50 0.00 1.00
Inorganic inputs (within past two seasons) 0.88 0.32 0.00 1.00
No inputs (within past two seasons) 0.07 0.26 0.00 1.00
NGO contact 0.16 0.37 0.00 1.00
River as water source 0.45 0.50 0.00 1.00
Electricity access (grid) 0.11 0.32 0.00 1.00
Solar panels 0.32 0.47 0.00 1.00
Metal roof 0.89 0.32 0.00 1.00
Mud walls 0.78 0.41 0.00 1.00
Polygamous household 0.09 0.29 0.00 1.00
Own cow(s) 0.37 0.48 0.00 1.00

Note: aThere was one woman who claimed she was 109 years old. bThe sample included a couple of individuals who
were university professors and had PhDs. cWas able to do a basic multiplication problem. dDefined as the number
of individuals who spent the night at that dwelling last night. e1 after trimming outliers.
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Table 4.4: Network Centrality Statistics (n=991)

Variable Mean Std. Dev. Min Max

In-degree 29.75 15.35 1.00 96.00
Out-degree 29.75 14.54 0.00 96.00
Closeness 0.76 0.16 0.32 1.00
Eigenvector 0.13 0.05 0.00 0.25
In-Katz 13.31 3.91 2.94 32.68
Out-Katz 13.31 3.95 2.36 32.68
Betweenness 22.84 84.91 0.00 1359.64
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Table 4.A.1: First Stage Regressions

Value of Per-hectare Maize Yield (j)
Peer Cutoff Full 1KM 0.33KM

Altitude (j) 1.3980*** 1.3844*** 1.467***
(0.0862) (0.0919) (0.103)

Long rains season (j) 0.8048*** 0.7048*** 0.245***
(0.0638) (0.0570) (0.028)

Years in village (j) -0.0974* -0.0946 -0.097*
(0.0585) (0.0581) (0.053)

Distance to plot (j) 0.1306*** 0.1509*** 0.151***
(0.0401) (0.0373) (0.038)

Female (j) -0.2878*** -0.3781*** -0.333***
(0.0817) (0.0769) (0.070)

Age (j) 0.0404 0.0738 -0.057
(0.1346) (0.1274) (0.149)

Years of education (j) 0.2209*** 0.1866*** 0.150**
(0.0637) (0.0677) (0.066)

Crop area (j) -0.5387*** -0.5446*** -0.509***
(0.0386) (0.0338) (0.045)

Farmer (j) -0.1769** -0.2315*** -0.120
(0.0860) (0.0864) (0.137)

Own plot (j) -0.4193* -0.3982 -0.533*
(0.2230) (0.2568) (0.286)

Math ability (j) -0.0075 -0.0467 0.037
(0.0967) (0.0967) (0.075)

TLU (j) 0.1145 0.1502** 0.066
(0.0754) (0.0743) (0.055)

Plot purchased (j) -0.0227 -0.0002 0.072
(0.0918) (0.0917) (0.071)

Asset index (j) 0.1070** 0.1074** 0.093*
(0.0427) (0.0447) (0.051)

Adult men (j) -0.1978** -0.2155*** -0.262***
(0.0830) (0.0742) (0.076)

Adult women (j) 0.0990 0.1585 0.149
(0.1156) (0.1007) (0.115)

Household size (j) -0.0854 -0.1310 -0.090
(0.1116) (0.0962) (0.119)

Constant -1.2397*** -1.0671*** -0.333***
(0.1480) (0.1337) (0.052)

F-stat 4454 6212 9485
Observations 17,483 17,483 17,483

Note: Non-binary variables in log form. Standard errors clustered at the individual level.
***p<0.01, **p<0.05, *p<0.1.
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Note: Vertical bars represent t-stat range of ten estimates. Uses 1KM distance cutoff - corresponds to variable Female
on Table 4.7, Column XI.

Figure 4.A.1: Robustness Check 1: Effect of Misspecified peer links on T-stat
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Chapter 5: Summary and Conclusions

For most of those living in rural areas of Sub-Saharan Africa (SSA), agriculture is

the predominant economic activity. Due to intensive agricultural activity, depleted

soil nutrients, and soil erosion – the latter caused in part by unsustainable envi-

ronmental practices and exacerbated by climate change – soils are generally highly

degraded. This has often led to stagnant crop productivity, low rural incomes, and

persistent underinvestment in effective agricultural inputs. The result is frequently

a downward yield and income spiral, causing widespread rural poverty in many ar-

eas of the continent. Meanwhile, social inequities, often caused through customary

peer relationships, leave those with less social capital with even lower levels of agri-

cultural productivity. While there are many challenges for economic development in

SSA, the foregoing chapters of this dissertation examine several obstacles confronting

resource management and make policy recommendations that can potentially lead to-

wards more sustainable agricultural practices, equitable social dynamics, and thereby

enhance agricultural productivity. From the research reported in this dissertation,

the lessons learned and resulting implications are discussed below. In addition, fu-

ture areas for research are identified and are also discussed at the conclusion of the

chapter.

5.1 Lessons and implications

In rural areas of western Kenya, there exists strong linkages among the environment,

energy, and agricultural productivity. Farmers rely on fertile soils for crop production

and on the broader environment, particularly trees and forests, as a primary source for

household energy. Our data show that in the sample of rural households from western
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Kenya surveyed in Chapter 2 of this dissertation, 98 percent use fuelwood as a primary

energy source. Traditionally, fuelwood has often been collected off-farm from village

commons or illegally from forest reserves. With increasing demands for fuelwood

resulting from a growing population, this has led to substantial deforestation in many

areas of western Kenya. Deforestation negatively affects agricultural productivity by

altering biogeochemical processes, increasing erosion, and decreasing water retention

in soils, all of which contribute to declining productivity. Agroforestry, or the planting

of trees on the farm as a crop, is a potential solution to both rehabilitate the local

environment, enhance soil health, and provide a source of household energy. Indeed,

agroforestry has been adopted (to various degrees of intensity) by the majority of

farmers in the study area. While only 15 percent of farmers in our sample have

dedicated woodlots, 81 percent grow trees on their farm, primarily as a source of

fuelwood.

As shown in Chapter 2, however, agroforestry may have limits in the extent to

which it can substitute for nonrenewable fuelwood collected off-farm. In most studies

on fuelwood collection in developing countries, fuelwood is considered an undifferenti-

ated product. However, the persistence of off-farm fuelwood collection (practiced by

44 percent of households surveyed) in the study area here suggests continued demand

for fuelwood collected off-farm, in addition to on-farm production and fuelwood pur-

chased from the local market. In our analysis based on household survey data from

western Kenya, we use maximum likelihood estimation of Heckman selection estima-

tors to control for endogenous selection into fuelwood source groups. Then, using a

two-stage least squares identification strategy, we calculate own-price and cross-price

elasticities for fuelwood to measure the substitutability amongst the various fuelwood

sources. As expected, the own-price elasticity of non-purchased fuelwood demand was

negative and inelastic, with own-price elasticities ranging from -0.48 to -0.61. Cross-
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price elasticities were positive and remarkably low (0.02 to 0.24), indicating that

increases in the opportunity cost of one fuelwood source does not translate into large

increases in demand for fuelwood from another source.

Our analysis suggests that the most likely cause of this phenomenon is household

adherence to traditional gender norms that limit the ability of men or women to

engage in labor activities traditionally held by the opposite gender. In our data from

western Kenya, 94 percent of primary fuelwood collectors off-farm are women, while

67 percent of on-farm woodlots are managed by men. As a result, we find that as the

opportunity cost (shadow price) increases for off-farm fuelwood, women will tend to

increase their time searching and collecting fuelwood rather than switching to another

source (e.g., on-farm fuelwood production). Women tend to work both inside the

home (cooking, caring for family members) and in on-farm agricultural work – known

as the “double workday” of women (Kes and Swaminathan, 2006). By increasing the

time burden rather than changing the source of fuelwood, these traditional gender

norms have particularly negative ramifications for female well-being in the household.

In Chapter 4, we learn further that women are also disadvantaged in social cap-

ital compared to men. In this analysis, we define social capital as the competitive

advantage that accrues to those with a more favorable location within the local social

structure (Burt, 2000), proxied by centrality within a village social network. Using a

network module in our household survey instrument, we mapped the social networks

of nearly one thousand individuals in 21 villages. Using several measures of network

centrality, and looking at the marginal results of female gender on network centrality

over years lived in the village (using village fixed effects), we found that women are,

on average, located more at the periphery of their village social networks. Our results

show that it can take up to 30 years of living in a village for women to approach the

level of network centrality that an average man has in a typical village. There are
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several likely causes of this finding. One is that social norms prevent women from

participating in many types of social activity – for example, patronizing local bars –

which inhibits the formation of social ties. Also, as already mentioned above, women

are significantly busier than men and, as a result, have less time available to expand

their social network. Finally, custom dictates that in many areas of western Kenya,

men take brides from villages other than their own. Women join the household of their

husband, which means that upon marriage, women effectively “reset,” and reduce in

number, their local network connections.

The relative periphery of women within social networks in these villages is a likely

explanation for a subsequent finding of the analysis in Chapter 4: using a linear-

in-means regression framework, we find that among men, increasing the share of

female peers increases their own agricultural productivity, while among women, there

is no gender-based effect coming from their peers. This result, robust across various

specifications, is likely due to the information bargaining power differential between

peers that have low levels of social capital (generally women), and those with higher

levels (generally men). From this research, we learn that location within the social

network, i.e., social capital, affects actual agricultural productivity in a measurable

way. A focus on increasing the centrality of women in their networks, for example,

by helping women forge new personal and business relationships in their individual

localities, could lead to more equitable power relationships across peer networks and

thus enhance information acquisition and improve agricultural productivity among

women farmers.

Agricultural productivity in general, however, has stagnated in recent years in

western Kenya due, in particular, to agricultural intensification and nutrient min-

ing, leading to highly degraded soils. More effective fertilizer and input practices

could help farmers enhance their soil fertility; however, farmers face uncertainties in
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applying the most effective input combinations due to heterogeneity in soil nutrient

levels across farms and villages, and farmers’ lack of information about their basic

soil nutrient characteristics. Moreover, the government has traditionally emphasized

inorganic fertilizers in its agricultural recommendations, while organic fertilizers are

also necessary for effective soil nutrient recovery. In Chapter 3 of this dissertation,

we report the results of experimental auctions we conducted to learn whether in-

formation provided to farmers in the form of soil test results and agricultural input

recommendations affected farmer demand for these inputs. We used the SoilDoc

kit, a relatively new product that can quickly and accurately measure the nutrients

in a soil sample (Earth Institute, 2017). Using experimental auctions after Becker,

DeGroot, and Marschak (1964) implemented in two rounds – both before and after

providing farmers with information about their soils – we measured farmers’ willing-

ness to pay (WTP) for various agricultural inputs: DAP (diammonium phosphate),

biochar, (vermi)compost, cow manure, and various combinations of these inputs (see

Chapter 3 for details on these inputs). We divided participants into three different

information treatment groups and a control group and used a triple difference estima-

tion technique to identify the effects of alternative information transfers (see Chapter

3 for a detailed description of the auction methodology).

From this experiment, we learned that farmers are responsive to information de-

rived from tests of their soils, but we discovered significant heterogeneity in the infor-

mation effects by type of input and gender. First, we found that a recommendation

to a farmer to use DAP (based on the results of his/her soil test) increased WTP

for 2.5 Kg of DAP by about 62 KSh more than those in the counterfactual control

group – a significant increase in WTP. However, we discovered the WTP results for

organic inputs to be more nuanced: recommendations to use organic inputs increased

WTP for those inputs by only about 18 KSh per unit auctioned compared to the
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counterfactual control group. However, when we include gender as an additional dif-

ference in the triple difference estimation – making the estimations quad differences

– we find that the magnitude of the WTP increases for women compared to men in

the counterfactual control. This gender difference we posit is likely due to the lower

level of access that most women have to organic inputs compared to men in this area

of Kenya. The relative lack of access to these inputs, we believe, causes women on

average to bid higher for these inputs than men when given a recommendation to use

them.

In addition, we analyzed in Treatment 2 whether comparisons of farmers’ soils with

the soil nutrient levels of anonymized peers influenced changes in WTP. Participants

were shown charts that graphically illustrated their soil nutrient levels compared to

other soils tested in the same village. As a result of this information, we found that

farmers tended to shift their bids towards the mean: farmers who had below average

soil nutrient levels increased their bids for agricultural inputs, while those who had

above-average soil nutrient levels decreased their bids. This reversion to the mean,

or “boomerang effect,” has been observed by social psychologists and is an example

of the negative effects that can arise from social norms (Clee and Wicklund, 1980).

Interestingly, our Treatment 3, which included both comparisons with peers and input

recommendations based on individualized soil tests, showed no significant boomerang

effect, illustrating that information regarding optimal input choices can negate this

deleterious social effect. Lessons from this experiment therefore inform researchers of

the negative potential effects of using peer comparisons to influence policy outcomes.

To learn whether the SoilDoc soil testing system has the potential to be cost-

effective in larger-scale settings, we conduct cost-benefit tests under various scenarios

in Chapter 3. We find that in most scenarios, the SoilDoc tests lead to net benefits

accruing to farmers – even when assuming that the farmers bear the full cost of the
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test. This is because, on average, the results from the SoilDoc test enable farmers

to learn more optimal input combinations, which, if used, increase their crop yields.

The largest benefits we found to be among those who were already using relatively

expensive DAP fertilizer, but for whom the test showed that using this input on

their soil was ineffective. This chapter thus shows that soil testing, whether through

SoilDoc or other types of soil analysis (e.g. soil spectroscopy) can be an effective

method to enable farmers to better optimize their input use, increase crop yields,

and, presumably, increase incomes and decrease poverty levels.

Overall, foregoing Chapters 3 and 4 demonstrate both the promise and limita-

tions of better information in stimulating economic development in rural SSA. As

just noted, the results of Chapter 3 shows that information regarding farmers’ soil

nutrient levels influences their demands for agricultural inputs, leading to more ef-

fective optimization of their input choices. When farmers receive plot-specific soil

nutrient information, for example, informing them that nitrogen inputs (e.g., DAP)

should be used to increase crop productivity, this leads to significant increases in

farmers’ WTP for these inputs. Calculations further show that these benefits exceed

the costs under most circumstances. The general implication is that soil testing can

be an effective method to increase farmers’ ability to rehabilitate their soils by in-

creasing their optimization of agricultural inputs and reducing inefficiencies caused

by the use of ineffective inputs for the farmers soil profile.

Chapter 4 illustrates that the structure of the social network is critically important

for the diffusion of information in western Kenya. Those at the periphery of the

village-level social networks have fewer contacts, less access to information, and as a

result, have lower levels of bargaining power to obtain additional information. Our

research in Chapter 4 demonstrates that women, on average, tend to be located more

peripherally in village social networks. The result is that men are able to acquire
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information more inexpensively when their social network contains relatively more

women. With more inexpensive information, agricultural productivity thus increases

for men relative to women. These findings imply that economic development programs

that target women may have limited success unless they address the structure of the

network itself. Rather, measures that help women to establish additional social ties

in their villages, thus improving their social capital and network centrality, may be

one of the most effective means of increasing economic development among women

in western Kenya.

These results echo, in a different context, the findings of Chapter 2, that infor-

mation regarding agroforestry practices will not be fully effective unless household

labor roles become more flexible. Cultural barriers exist that hinder the involvement

of women in on-farm fuelwood production, i.e., managing woodlots, which effectively

places a cap on the amount of on-farm fuelwood produced, thus limiting the renew-

able sources of fuelwood. Given that off-farm collection of fuelwood degrades the

environment and places a time burden on women who are the primary fuelwood col-

lectors off-farm in western Kenya, increasing the on-farm production of fuelwood is an

important policy goal. Increasing labor substitutability in the workforce through ac-

tions encouraging female participation may therefore aid in establishing norms within

the household for greater substitution of labor between genders.

A key overall finding in this dissertation is that cultural norms remain strong in

SSA, often leading to inequities between genders and retarding economic growth. In

Chapter 4, for example, we find that the practice of men taking brides from villages

other than their own resets women’s local social connections, leading to lower levels of

social capital overall for women. We also find that women are the primary collectors

of fuelwood off-farm, and rather than switching to on-farm fuelwood production in the

wake of higher opportunity costs, the household increases the collection times for off-
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farm fuelwood, thus increasing women’s time burden. In Chapter 3, we found that

women behave differently in experimental auctions for agricultural inputs, bidding

higher for organic agricultural inputs than men. Anecdotal evidence suggests that

these traditional cultural norms may slowly be changing, indicating the promise for

more equitable economic outcomes for men and women in the future.

5.2 Future research

The findings from the essays contained in this dissertation suggest several areas for

future research. We learned in Chapter 2 that fuelwood is a differentiated product

and that households are generally unwilling to substitute among sources. However,

our data were insufficient to rigorously analyze the substitution between other sources

of energy, such as charcoal and kerosene. The consumption of charcoal, in particular,

has similar deleterious effects on the environment as off-farm fuelwood collection, as

it also involves the use of trees as fuel. Yet, the use of kerosene, as a fossil fuel,

carries its own negative environmental consequences. Discovering whether and how

substitution readily occurs between fuelwood (in its various sources) and these other

energy products could contribute to a more robust analysis of a household’s overall

energy use profile and the resulting trajectories for environmental outcomes.

Given the findings in Chapter 3, several additional avenues for research are pos-

sible. While we measured WTP for several agricultural inputs (DAP, biochar, ver-

micompost, and cow manure), many other inputs are available to farmers and can

potentially improve soil fertility in western Kenya. For example, due to the number

of farmers with acidic soil, agricultural lime would be very useful in improving crop

productivity. However, few farmers use this product in the sample area. Projects

that introduce farmers to agricultural lime and that conduct experimental auctions
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to identify farmers’ demands in the study area could inform businesses, NGOs, and

government agencies as to whether this input could be effectively introduced into the

area, and whether subsidization would be a realistic policy.

The results from the cost-benefit analysis in Chapter 3 also point to the possibil-

ity of using soil testing on a wider scale. Further research is necessary to determine

whether farmers are willing to pay for soil tests, given the high return that appears

to result from their use. Projects such as that reported by Fabregas et al. (2014)

have shown preliminary evidence that farmers are willing to pay for soil tests, but

more research is needed prior to implementation of widespread soil testing. If further

research finds that farmers will pay fully, or partially, for soil testing, then imple-

mentation of more extensive testing, accompanied by input recommendations, would

likely contribute towards increases in agricultural yields in the area as farmers better

optimize their input combinations.

A limitation of our experimental results in Chapter 3 is that they measured short-

term changes in farmer behavior after a soil information transfer. We are also inter-

ested in learning whether this information leads to any long-term changes in a farmer’s

agricultural input usage and how these changes affect his/her crop productivity. To

measure these effects, a panel dataset could be constructed to re-test farmers’ soils.

These data would enable testing as to how much information farmers retain from the

first project visit and then measure any improvements in their soil nutrient levels.

This would enable measurements of the long-term effects of the information transfer

and more effectively gauge whether this type of program is effective, both agronom-

ically and economically, in the long run. Collecting these data would also enable a

deeper analysis of the peer network effects reported in Chapter 4. In this disserta-

tion, only contemporaneous peer effects are measured. However, with panel data, an

analysis of the lagged effects of a peer’s agricultural productivity on a farmer’s own
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productivity could strengthen the empirical results.

In addition, following the results from Chapter 4, further research is needed to

determine whether interventions to increase female social linkages in these villages in

fact lead to increases in agricultural productivity. Vasilaky and Leonard (2018) show

in their study from Uganda that random pairings of women in a village increase crop

yields. However, we need additional research of this nature in Kenya that specifically

analyzes whether this kind of intervention improves the network centrality of women

in the village. If so, this could demonstrate that this intervention strategy is useful in

addressing the inequities in social capital discussed in Chapter 4 of this dissertation.

Overall, the chapters of this dissertation illustrate the complexities of economic

development in Sub-Saharan Africa. Because the primary occupation in these areas is

farming, the physical characteristics of the environment and the soils play a significant

role in the economic condition of the majority of the rural population. Meanwhile,

cultural practices and relationships among the members of village social networks have

impacts on the diffusion of information that can increase agricultural productivity.

While this dissertation addresses some of these issues, additional research on the

intersection of agriculture, the environment, and village social networks is important

if substantial economic gains are to be made.
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Cooke, P., G. Köhlin, and W. F. Hyde (2008), ‘Fuelwood, forests and community
management – evidence from household studies’, Environment and Development
Economics 13(01): 103–135.

Cooke, P. A. (1998a), ‘Intrahousehold labor allocation responses to environmental
good scarcity: A case study from the hills of Nepal’, Economic Development and
Cultural Change 46(4): 807–830.

Cooke, P. A. (1998b), ‘The effect of environmental good scarcity on own-farm labor
allocation: The case of agricultural households in rural Nepal’, Environment and
Development Economics 3(4): 443–469.

196



Cooper, P. (1979), ‘The Association between Altitude, Environmental Variables,
Maize Growth and Yields in Kenya’, The Journal of Agricultural Science 93(3):
635–649.
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(2017), ‘Ongoing and Emerging Questions in Water Erosion Studies’, Land Degra-
dation and Development 28(1): 5–21.

Gilligan, D. O., N. Kumar, S. McNiven, J. V. Meenakshi, and A. R. Quisumbing
(2014), ‘Bargaining Power and Biofortification: The Role of Gender in Adoption
of Orange Sweet Potato in Uganda’, Unpublished manuscript, IFPRI.

199



Giorgi, G. D., M. Pellizzari, and S. Redaelli (2010), ‘Identification of Social Inter-
actions through Partially Overlapping Peer Groups’, American Economic Journal:
Applied Economics 2(2): 241–275.

Goldstein, N. J., R. B. Cialdini, and V. Griskevicius (2008), ‘A Room with a View-
point: Using Social Norms to Motivate Environmental Conservation in Hotels’,
Journal of Consumer Research 35(3): 472–482.

Grootaert, C. and T. van Bastelaer (eds.) (2002a), The Role of Social Capital in
Development Processes: An Empirical Assessment, Cambridge, UK: Cambridge
University Press.

Grootaert, C. and T. van Bastelaer (eds.) (2002b), Understanding and Measuring
Social Capital: A Multidisciplinary Tool for Practitioners, Washington D.C.: The
World Bank.
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