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ABSTRACT

It is shown that for any "slowly growing" time function $T(n)$ and any $\epsilon > 0$ there exists a computation which can be performed by a multitape Turing machine in time $T(n)\log^\epsilon T(n)$ and cannot be performed by any multitape Turing machine in time $T(n)$.

*This research has been supported in part by National Science Foundation Grant GP-6424.
INTRODUCTION

The computational complexity of a sequence has been measured [1] by the time it takes a multitape Turing machine to print out the successive symbols of the sequence. Sequences are placed in complexity classes as follows. If $T(n)$ is a computable, monotone increasing function of positive integers into positive integers and if $\alpha$ is a binary sequence, then we say that $\alpha$ is in complexity class $C_{T(n)}$ if and only if there is a multitape Turing machine $M$ such that $M$ computes the $n^{th}$ symbol of $\alpha$ within $T(n)$ operations.

Hennie and Stearns [2] have shown that for a real-time computable function [4] $T(n)$, a complexity class $C_{T_1(n)}$ is properly contained in $C_{T(n)}$ if

$$\lim_{n \to \infty} \frac{T_1(n) \log T_1(n)}{T(n)} = 0.$$  

In this paper we show that this result can be considerably improved for slowly growing time bounds. Let $T(n)$ be a real-time computable function which satisfies the inequality

$$T(n) \leq T(n) \log^{e} T(n)$$

for any $e > 0$ and sufficiently large $n$. Then we show that for any $e > 0$ the complexity class $C_{T(n)}$ is properly contained...
in \( C \). (In all our applications we consider the value of a function to be its integer part.)

**Refinement of Time-Bounded Hierarchies**

**Theorem 1:** For any real-time computable function \( T(n) \) and for any \( \varepsilon > 0 \) there exists an integer \( k \) and a sequence \( \alpha \) such that \( \alpha \) is in complexity class \( C \), but not in \( T(n) \log^{(k+1)} T(n) \).

**Proof:** From the Hennie-Stearns result it follows that

\[
C_{T(n)} \subseteq C_{T(n) \log^2 T(n)}
\]

Clearly for each \( k = 0, 1, 2, \ldots \),

\[
C_{T(n) \log^k T(n)} \subseteq C_{T(n) \log^{(k+1)} T(n)}
\]

Thus for some integer \( k \) the containment is proper, as was to be shown.

This shows that for any real-time computable function \( T(n) \) and \( \varepsilon > 0 \) there exists a \( U(n) = T(n) \log^{k \varepsilon} T(n) \) such that

\[
C_{U(n)} \subseteq C_{U(n) \log^\varepsilon U(n)}
\]

since

\[
U(n) \log^\varepsilon U(n) = [T(n) \log^{k \varepsilon} T(n)] \log^\varepsilon [T(n) \log^{k \varepsilon} T(n)] \geq T(n) \log^{(k+1)} \varepsilon T(n)
\]
and therefore by Theorem 1 there is an \( a \) in \( C_{U(n)\log^\varepsilon U(n)} \) but not in \( C_{U(n)} \).

Note that, if \( T(n) \) is real-time computable and \( \varepsilon \) is a positive rational, then \( T(n)\log^\varepsilon T(n) \) is again a real-time computable function. Thus we see that the Hennie-Spearman theorem can be considerably strengthened for infinitely many cases and it leads us to conjecture that this stronger result holds for all real-time functions.

**Conjecture.** For any real-time computable function \( T(n) \) and \( \varepsilon > 0 \)

\[
C_{T(n)} \subset C_{T(n)\log^\varepsilon T(n)}
\]

The next result shows that the conjecture holds for real-time computable functions satisfying

\[
T(n+1) \leq T(n)\log^\varepsilon T(n)
\]

for \( \varepsilon > 0 \) and \( n \) sufficiently large.

**Theorem 2:** Let \( T(n) \) be a real-time computable function such that for some \( \varepsilon > 0 \) and large \( n \) \( T(n+1) \leq T(n)\log^\varepsilon T(n) \).

Then there exists a sequence \( a \) in \( C_{T(n)\log^\varepsilon T(n)} \) but not in \( C_{T(n)} \).
Proof: By Theorem 1, for some integer \( k \) there exists a sequence \( \beta = \beta_1 \beta_2 \ldots \) in \( C \) not in \( C \)\( T(n) \log^{(k+1)} C T(n) \) \( T(n) \log^k C T(n) \).

Let \( m_n \) be the smallest integer greater than or equal to \( T^{-1}(n) \log^k C T(n) \). Consider the sequence \( \alpha = \alpha_1 \alpha_2 \ldots \) defined as follows:

1) \( \alpha_n = \beta_n \) for \( n = 1, 2, \ldots \)

2) \( \alpha_i = 0 \) if \( i \neq m_n \) for any \( n \).

Clearly \( \alpha \) is not in \( C \)\( T(n) \) since for each \( n \), \( \alpha_m \) must be computed in

\[
T(m_n) \geq T\left( T^{-1}(n) \log^k C T(n) \right) = T(n) \log^k C T(n),
\]

which contradicts the assumption that \( \beta \) is not in \( C \)\( T(n) \log^k C T(n) \).

We now show that \( \alpha \) can be computed in time \( T(n) \log^k C T(n) \).

To do this we will use a Turing machine with \( s+t+1 \) tapes where \( s \) is the number of tapes needed to compute the characteristic sequence corresponding to \( T(n) \log^k C T(n) \) and \( t \) is the number of tapes needed to compute the sequence \( \beta \) in time \( T(n) \log^k C T(n) \).

(Note If \( T(n) \) is real-time computable, then \( T(n) \log^k C T(n) \) is real-time computable for any rational \( C > 0 \).) The first tape will have two heads. One head will be used to print the symbols of \( \beta \) as they are computed and the other will be used
to read the symbols when they are needed for output. (It is known [1] that we can replace without loss of computation speed a Turing machine with several heads per tape by a Turing machine with one head per tape by increasing the number of tapes.) Tapes 2 through \( t+1 \) will be used to compute the sequence \( \beta \).

Each time a symbol is computed it is stored on tape 1. One of the heads on tape 1 is used solely for this purpose. Tapes \( t+2 \) through \( s+t+1 \) are used to compute the characteristic sequence corresponding to \( T(n) \log^c T(n) \). At each time unit for which the characteristic sequence is 0, the Turing machine outputs a 0. Whenever the characteristic sequence is 1, the Turing machine outputs the symbol under the second head on tape 1 and then moves the head one cell right. Note that tape 1 is used solely for the purpose of storing the symbols of \( \beta \) until they are to be outputted. It remains to show that we never attempt to output a symbol before it is computed. Now \( \beta_n \) is computed within time \( T(n) \log^{(k+1)c} T(n) \) and is outputted at time \( T(m_n) \log^c T(m_n) \). Since \( m_n \geq T^{-1}[T(n) \log^{k_c} T(n)] \) we know that

\[
T(m_n) \log^c T(m_n) \geq T(n) \log^{k_c} T(n) \log^c (T(n) \log^{k_c} T(n)) \\
\geq T(n) \log^{(k+1)c} T(n)
\]

for sufficiently large \( n \). Thus \( \beta \) can be computed in time
\( T(n) \log^\epsilon T(n) \) and we conclude that

\[
C_{T(n)} \subseteq C_{T(n) \log^\epsilon T(n)}
\]

as was to be shown.

For real-time computable functions which satisfy

\[
T(n+1) \leq T(n) \log^\epsilon T(n)
\]

for all \( \epsilon > 0 \), Theorem 2 yields that

\[
C_{T(n)} \subseteq C_{T(n) \log^\epsilon T(n)}
\]

for all \( \epsilon > 0 \) which is a considerable improvement on the Hennie-Stearns result. Unfortunately, the inequality bounds the growth rate by some \( B_1(n) \) such that

\[
2^{n(\log n)^{1-\delta}} < B_1(n) < 2^{n\log n}, \quad \delta > 0.
\]

The growth rate of functions satisfying

\[
T(n+1) \leq T(n) \log T(n)
\]

is bounded by

\[
B_2(n) = e^{Z_1^{-1}(n)}
\]
where

\[ E_1(n) = \int_{-\infty}^{n} e^{-y/y} \, dy. \]

Clearly

\[ n^n < B_2(n) < n^{n(1+\delta)}, \quad \delta > 0. \]

For these functions, Theorem 2 yields that

\[ C_T(n) \subseteq C_T(n) \log T(n) \]

which still does not follow from Hennie-Stearns. Observe that

\[ 2^{n \log n^{1-\delta}} < B_1(n) < 2^{n \log n} = n^n < B_2(n) < n^{n(1+\delta)} \]

for any \( \delta > 0 \) thus the functions

\[ k^n, \quad k > 1 \]
\[ n^k \log n^{p/q}, \quad k \geq 1 \]
\[ n^k \log \log n^{p/q}, \quad k \geq 1, \text{ etc.} \]

satisfy the inequality for any \( \varepsilon > 0 \) and the functions

\[ n! \]
\[ n^n \]
\[ 2^{n \log n^{1-\delta}}, \quad \delta > 0 \]

satisfy the inequality for \( \varepsilon = 1 \).
CONCLUSION

It was shown in this paper that the Hennie-Stearns theorem for time-bounded computations can be uniformly improved for slowly growing time functions and that it can be improved for infinitely many arbitrarily fast growing time functions. Clearly, the interesting problem remains to determine whether

\[ C_T(n) \leq C_{T(n) \log T(n)}, \quad c > 0, \]

for all real-time computable functions (as the first result seems to suggest).

It should be noted that it was known [3] that the Hennie-Stearns result can be improved for some special cases. All the cases in [3] for which proofs are given follow as special cases of Theorem 2, and the techniques used in [3] seem to be limited by the bound \( B_2(n) \).
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