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Abstract

We consider a fundamental problem that arises in the context of gossip protocols. Specifically, we consider the problem of efficiently reconciling two similar sets held by different hosts while minimizing the communication complexity. We provide two surprisingly simple and efficient protocols that exhibit tractable computational complexity and nearly optimal communication complexity. These protocols can be adapted to work over a broadcast channel, allowing many clients to reconcile with one host based on a broadcasted signal. Thus, an arbitrary number of clients each of whose data differs from that of the host by no more than $N$ bits can be reconciled by a single broadcast of $O(N)$ bits, independent of the number of clients and independent of the size of the data sets.
1 Introduction

Gossip protocols, also known as epidemic algorithms, spread information through a network of hosts by random contacts between pairs of hosts. Through many such uncoordinated exchanges, information is spread throughout the system. Gossip protocols, while not a new idea [3, 1], have recently become the subject of increasing interest as a building block for reliable and scalable distributed systems.

The information disseminated by a gossip protocol usually consists of a set of distinct entries, each entry comprising a discrete piece of information about a system. Examples of information disseminated by gossip protocols include: addresses of participating hosts [5, 7, 11, 21]; locations of resources [20]; bibliographic data [5]; and broadcast messages [1, 5, 6, 9]. When a pair of hosts exchange information, they must reconcile their respective data sets, so that each ends up knowing the other’s information. What makes this reconciliation difficult is that the hosts do not know a priori which data elements need to be transmitted.

We formalize the problem of reconciling two hosts’ data sets as follows: given a pair of hosts $A$ and $B$, each with a set of length-$b$ bitstrings, how can each host determine the union of the two sets with a minimal amount of communication—both with respect to the number of exchanges between the two hosts and with respect to the number of bits of information exchanged. We call this the set reconciliation problem. Set reconciliation has applications outside of gossip protocols. In particular, it can be applied to any situation where unordered databases need to be reconciled. So, for example, set reconciliation could be used to improve the efficiency of reconciling distributed file-systems and databases.

This paper presents two surprisingly simple and efficient set reconciliation protocols. The communication complexity of these protocols is independent of the sizes of the hosts’ sets; it depends only on the size of the difference between the two sets. Moreover, under certain circumstances, set reconciliation can be achieved without interaction, using just a single message. Instead of dealing with sets directly, these protocols encode each set as a polynomial whose roots are the elements of the set. The advantage of this approach is that some operations on sets, in particular set difference, can be computed more efficiently from the polynomial encoding.

The set reconciliation problem is related to the well-known problem of error correction over a noisy channel. The main difference between set reconciliation and traditional error correction is that in the traditional model for error correction each data item has an implicit index corresponding to its place in the transmission order. This index is stable, in the sense that transmission errors on some elements do not affect the indices of the remaining elements. In the context of set reconciliation there is no such stable indexing.

Set reconciliation is more closely related to the $\alpha$-edits problem, which is the problem of reconciling two strings where one string differs from the other by a bounded number of edits, i.e., insertions or deletions. The $\alpha$-edits problem was analyzed by Orlitsky [13], and Evfimievski [4] presented a probabilistic solution. An algorithm for solving the $\alpha$-edits problem can be used to perform set reconciliation by treating the hosts’ sets as strings consisting of the set elements listed in lexicographic order. Missing elements then correspond to deletions and extra elements to insertions. However, the protocols that result from applying results such as those in [4] to set reconciliation yield solutions that are significantly less efficient than those we present. Note that a solution to the set-reconciliation problem is not necessarily a solution to the $\alpha$-edits problem.

Section 2 sets up our definitions and notation, and also presents information-theoretic bounds on set reconciliation. Section 3 presents a protocol for reconciling two hosts whose sets bear a subset relationship; that is, one host’s set is a subset of the other host’s set. Finally, Section 4
generalizes this protocol to the general set reconciliation problem. Both protocols achieve nearly optimal communications complexity and tractable computational complexity.

2 Definitions and Bounds

Consider a pair of hosts $A$ and $B$ that each have a set of length-$b$ bitstrings, denoted $S_A$ and $S_B$ respectively. Formally, the problem of set reconciliation is to find a sequence of message exchanges between hosts $A$ and $B$ such that at the end of the exchanges both $A$ and $B$ know the set $S_A \cup S_B$. The problem of subset reconciliation is a special case of set reconciliation where it is assumed that $S_B \subseteq S_A$. We will measure the complexity of a solution to these problems according to three criteria: the number of messages sent, the number of bits transmitted, and the computation done by the two hosts.

Naively, set reconciliation can be accomplished by each host sending its entire set to the other host. This simple algorithm would require communication of $(|S_A| + |S_B|)b$ bits. If we denote the differences between the two hosts by $\Delta_A = S_A \setminus S_B$ and $\Delta_B = S_B \setminus S_A$, then this can be rewritten as a communication complexity of

$$2|S_A \cap S_B| + |\Delta_A| + |\Delta_B|$$

Our goal in this paper is to describe protocols that accomplish set reconciliation with an exchange of only $O(|\Delta_A| + |\Delta_B|)$ bits, independently of the size of the hosts’ original sets.

To simplify our notation, we define $N = |S_A \cap S_B|$, $m_A = |\Delta_A|$, $m_B = |\Delta_B|$ and $m = m_A + m_B$. Solving set reconciliation demands that host $A$ discern $m_B$ integers from the $2^b - N - m_A$ that it might be missing. Symmetrically, host $B$ must discern $m_A$ bitstrings among $2^b - N - m_B$ possibilities. This gives the following information-theoretic lower bound on $I_{\text{trans}}$, the number of bits that need to be transmitted between $A$ and $B$ for reconciliation:

$$I_{\text{trans}} \geq \log \left( \binom{2^b - N - m_A}{m_B} \right) + \log \left( \binom{2^b - N - m_B}{m_A} \right).$$

If $m = m_A + m_B$ is held constant then this expression is minimized when $m_A$ or $m_B$ is zero, as appropriate. This follows from the following well-known identity (s.f.r. [2]):

$$\binom{n}{j} \binom{n-j}{k} \geq \binom{n}{j+k},$$

which is true whenever $n, j, k \geq 0$ and $j + k \leq n$. Assuming, without loss of generality, that $|S_A| \geq |S_B|$ then substituting $n = 2^b - N - m_A$, $j = m_B$, and $k = m_A$ eventually yields:

$$I_{\text{trans}} \geq \log \left( \binom{2^b - N - m}{m} \right).$$

When $2^b$ is at least twice as large as either host set, then the lower bound Equation (3) becomes $(b - 1 - \log m) \cdot m \approx bm - m \log m$. Surprisingly, we can get very close to this information-theoretic bound for both the set and subset reconciliation problems, as will be shown in the next two sections.

3 Subset Reconciliation

One case of the subset reconciliation problem has a straightforward solution—when there is only one bitstring of host $A$ not known to host $B$ (i.e. when $m = m_A = 1$). In this case, Protocol 1
reconciles the two sets with a single $b$-bit message. The key to Protocol 1 is that the two hosts can recover the parity sum (bitwise exclusive or) of the difference set $\Delta_A$ from the parity sum of $S_A$ and the parity sum of $S_B$. Since $|\Delta_A| = 1$ this parity sum is in fact the missing bitstring.

**Protocol 1** Subset Reconciliation when $m_A = 1$

1. Host $A$ computes $\text{parity}_A$, the parity sum of its bitstrings, and sends it to $B$

2. Host $B$ computes $\text{parity}_B$, the parity sum of its bitstrings.

3. Host $B$ computes the parity sum of $\text{parity}_A$ and $\text{parity}_B$, which is precisely the missing bitstring.

### 3.1 Characteristic Polynomials

Protocol 1 is limited to the case where $m_A = 1$ by the fact that the parity sum does not carry enough information to recover multiple elements of a set. To generalize Protocol 1, we need a generalization of the parity-sum that provides sufficient information to recover more than one missing bitstring. The generalization we will use is the *characteristic polynomial* $\chi_S(Z)$ of a set $S = \{x_1, x_2, \ldots, x_n\}$, which we define to be the following univariate polynomial.

\[
\chi_S(Z) = (Z - x_1)(Z - x_2)(Z - x_3) \cdots (Z - x_n) = Z^n - \sigma_1(S)Z^{n-1} + \sigma_2(S)Z^{n-2} + \cdots + (-1)^n\sigma_n(S). \tag{4}
\]

The coefficients $\sigma_i(S)$ of the characteristic polynomial are known as the *elementary symmetric polynomials* of $S$. The $i$-th elementary symmetric polynomial of a set $S$ is the sum of products of all $i$ element subsets of $S$. Thus, if a set $S = \{x_1, x_2, x_3, \ldots, x_m\}$ then

\[
\begin{align*}
\sigma_1(S) &= x_1 + x_2 + \cdots + x_m, \\
\sigma_2(S) &= x_1x_2 + x_1x_3 + \cdots + x_{m-1}x_m, \\
\sigma_3(S) &= x_1x_2x_3 + x_1x_2x_4 + \cdots + x_{m-2}x_{m-1}x_m, \\
& \vdots \\
\sigma_m(S) &= x_1x_2 \cdots x_m.
\end{align*}
\]

Note that the zeros of $\chi_S(Z)$ are precisely the elements of $S$. Thus, the elements of $S$ can be recovered by factoring $\chi_S(Z)$.

To use the characteristic polynomial in place of the parity sum of Protocol 1, host $B$ must be able to determine the coefficients of $\chi_{\Delta_A}(Z)$ given a small amount of information provided by $A$. Theorem 3.1 shows how the coefficients of $\chi_{\Delta_A}(Z)$ can be reconstructed from only the high-order coefficients of $\chi_{S_A}(Z)$ and $\chi_{S_B}(Z)$. Thus, once $A$ transmits the required coefficients of $\chi_{S_B}(Z)$ to $B$, the coefficients of $\chi_{\Delta_A}(Z)$ can be reconstructed by $B$.

**Theorem 3.1** The coefficients of $\chi_{\Delta_A}(Z)$ can be reconstructed from the coefficients of the $m_A + 1$ highest-degree terms of $\chi_{S_A}(Z)$ and $\chi_{S_B}(Z)$. In particular, we have the following convolutional relationship between the coefficients of $\chi_{S_A}(Z)$, $\chi_{S_B}(Z)$ and $\chi_{\Delta_A}(Z)$:

\[
\sigma_k(\Delta_A) = \sigma_k(S_A) - \sigma_k(S_B) + \left[ \sum_{0 < i < k} \sigma_i(\Delta_A)\sigma_{k-i}(S_B) \right] \tag{5}
\]
Proof: Since $S_A = \Delta_A \cup S_B$, the characteristic polynomial of $S_A$ can be written as the following product:

$$\chi_{S_A}(Z) = \chi_{\Delta_A}(Z)\chi_{S_B}(Z)$$

Equating the coefficients on both sides of the equals sign gives:

$$\sigma_1(S_A) = \sigma_1(\Delta_A) + \sigma_1(S_B) \quad (6)$$
$$\sigma_2(S_A) = \sigma_2(\Delta_A) + \sigma_1(\Delta_A)\sigma_1(S_B) + \sigma_2(S_B) \quad (7)$$
$$\vdots$$
$$\sigma_k(S_A) = \sigma_k(\Delta_A) + \sum_{0<i<k} \sigma_i(\Delta_A)\sigma_{k-i}(S_B) + \sigma_k(S_A). \quad (8)$$

Equation (5) follows from a simple rearrangement of Equation (8) and can be applied iteratively to build up the first $k$ elementary symmetric polynomials of $\Delta_A$ from the first $k$ elementary symmetric polynomials of $S_A$ and $S_B$. These elementary symmetric polynomials are the high-order coefficients of $\chi_{\Delta_A}(Z)$.

To use characteristic polynomials for set reconciliation, we need to map length-$b$ bitstrings onto numbers. To eliminate growth in the size of the numbers with which we compute, we use a finite field, which we denote by $\mathbb{F}_q$. There are two cases of interest: the first is where $q$ is prime and $\mathbb{F}_q$ is simply the integers modulo $q$. In this case, each bitstring is then interpreted as a binary integer less than $q$. By Bertrand’s Postulate [8, p. 343] there is always at least one prime number between $2^b$ and $2^{b+1}$, so elements of $\mathbb{F}_q$ can be represented using $\log_2 q < b + 1$ bits. The second case is where $q = 2^b$. Elements of $\mathbb{F}_q$ are then isomorphic to polynomials $c_{q-1}x^{b-1} + c_{q-2}x^{b-2} + c_{q-3}x^{b-3} + \ldots + c_0$ in $\mathbb{F}_2[x]$, where $\alpha$ is the root of an irreducible polynomial of degree $b$ over $\mathbb{F}_2$. In this case, each bitstring is represented using exactly $\log_2 q = b$ bits.

Using a field of order $2^b$ is more efficient in terms of the number of bits required, since no overhead is needed to transmit a length-$b$ bitstring. On the other hand, using a prime-order field may require up to one extra bit per transmission, but is computationally more efficient on most hardware. For the rest of this paper we will interpret all bitstrings as elements of $\mathbb{F}_q$, without specifying a choice of $q$.

3.2 The Protocol

Protocol 2, which was first described in [19], provides an efficient solution to the subset reconciliation problem. Note that Protocol 2 only sends $m_A$ coefficients, and not $m_A + 1$, because the highest-degree coefficient of any characteristic polynomial is always 1. Note also that Protocol 2 assumes that $m_A$, the number of missing bitstrings, is known. Since $S_B \subseteq S_A$, the value of $m_A$ is simply the difference $|S_A| - |S_B|$ and can be determined with a single $b$-bit message.

The following example demonstrates Protocol 2 concretely.

Example 1 Consider the set $S_A = \{1, 2, 3, 4, 5, 6\}$ and its subset $S_B = \{2, 4, 6\}$ stored as 3-bit integers on hosts $A$ and $B$ respectively. We use the prime number $q = 11$ as the communication modulus, and all calculations are carried out modulo 11 (i.e. over $\mathbb{F}_{11}$).

- Host $B$ sends $|S_B| = 3$ to host $A$. 

Protocol 2 Subset Reconciliation when $m_A \geq 1$

Assuming $S_B \subseteq S_A$, and host $A$ knows $m_A$, hosts $A$ and $B$ can reconcile their data sets as follows:

1. Host $A$ computes the first $m_A$ elementary symmetric polynomials of the elements of its set $S_A$ and sends them to host $B$.

2. Host $B$ computes the first $m_A$ elementary symmetric polynomials of its set $S_B$.

3. Using Theorem 3.1, host $B$ computes the elementary symmetric polynomials of $\Delta_A = S_A \setminus S_B$ and constructs the corresponding characteristic polynomial $\chi_{\Delta_A}(Z)$. The elements of $\Delta_A$ are precisely the zeros of $\chi_{\Delta_A}(Z)$.

- **Host $A$ sends to host $B$ the** $m_A = |S_A| - |S_B| = 3$ **elementary symmetric polynomial values**:
  
  $\sigma_1(S_A) = 1 + 2 + 3 + 4 + 5 + 6 \equiv 10$,
  
  $\sigma_2(S_A) = 1 \cdot 2 + 1 \cdot 3 + \cdots + 5 \cdot 6 \equiv 10$,
  
  $\sigma_3(S_A) = 1 \cdot 2 \cdot 3 + 1 \cdot 2 \cdot 4 + \cdots + 4 \cdot 5 \cdot 6 \equiv 9$

- **Host $B$ then computes its own elementary symmetric polynomial values**:
  
  $\sigma_1(S_B) = 2 + 4 + 6 \equiv 1$,
  
  $\sigma_2(S_B) = 2 \cdot 4 + 2 \cdot 6 + 4 \cdot 6 \equiv 0$,
  
  $\sigma_3(S_B) = 2 \cdot 4 \cdot 6 \equiv 4$

- **Host $B$ uses Equation (5) to compute the elementary symmetric polynomial values of** $\Delta_A = S_A \setminus S_B$:
  
  $\sigma_1(\Delta_A) = \sigma_1(S_A) - \sigma_1(S_B) \equiv 9$,
  
  $\sigma_2(\Delta_A) = \sigma_2(S_A) - \sigma_2(S_B) - \sigma_1(S_A)\sigma_1(S_B) \equiv 1$,
  
  $\sigma_3(\Delta_A) = \sigma_3(S_A) - \sigma_3(S_B) - \sigma_1(S_A)\sigma_2(S_B) - \sigma_2(S_A)\sigma_1(S_B) \equiv 4$

- **Using the equality in Equation (4), host $B$ reconstructs the characteristic polynomial**
  
  $\chi_{\Delta_A}(Z) = Z^3 - 9Z^2 + 1Z - 4$.

  The polynomial $\chi_{\Delta_A}(Z)$ is factored as $(Z - 1)(Z - 3)(Z - 5)$ and its zeros are precisely the elements of $\Delta_A = \{1, 3, 5\}$.

### 3.3 Analysis

Protocol 2 requires two messages: one to determine the size $m_A$, and the other to transmit $m_A$ required coefficients. If an upper bound on $m_A$ is known, then the protocol requires only a single message, whose length depends to the quality of the upper bound.

Including the cost of determining $m_A$, the protocol needs to transmit only $\lceil m_A \log(q) \rceil + b$ bits to the client. As noted earlier, we can either pick $q$ to be a prime, in which case $b \leq \log(q) \leq b + 1$, or we can pick $q$ to be $2^b$, in which case $\log(q) = b$. Choosing $q = 2^b$ gives the following communication bound, which is close to the information-theoretic lower bound in Equation (3).

**Theorem 3.2** Protocol 2 reconciles sets $S_A$ and $S_B$ using $b \cdot (m_A + 1)$ bits of communication.
The computational complexity of Protocol 2 is quite tractable. There are two bottlenecks in the calculations: computation of the elementary symmetric polynomials and finding the zeros of the characteristic polynomial. The computation of the elementary symmetric polynomials can be amortized over insertions into host $A$’s set, since

$$\sigma_i(S_A \cup \{x\}) = \sigma_i(S_A) + x \cdot \sigma_{i-1}(S_A).$$

Thus, in order to maintain the values of $m$ elementary symmetric polynomials, host $A$ needs only $O(m)$ time per insertion for an overall running time of $O(m|S_A|)$.

The problem of finding zeros of a polynomial over $\mathbb{F}_q$ is well studied [12, 16, 17, 22]. Appendix A describes a practical method for factoring a square-free polynomial of degree $m$ in expected time $O(m^3 \log q)$; more sophisticated algorithms [10] can bring this asymptotic time down to $O(m^{1.82} \log q)$, but their practical benefits are not clear.

4 Set Reconciliation

Recall that the subset reconciliation algorithm described in Section 3 works by first recovering $\chi_{\Delta_A}(Z)$, the characteristic polynomial of the set of missing bitstrings, and then determining the roots of that polynomial in order to recover the elements of the difference set $\Delta_A$. The coefficients of $\chi_{\Delta_A}(Z)$ are recovered from the coefficients of the characteristic polynomials of $S_A$ and $S_B$ respectively.

The approach used in Section 3 does not apply directly to set reconciliation for two reasons: first, the technique for recovering the characteristic polynomial requires that $S_B$ be a subset of $S_A$; second, the algorithm relies on the fact that it is easy to determine $m$, the number of missing elements. Neither of these assumptions hold in the case of set reconciliation.

To deal with these problems, we adopt an approach based on sampling and rational function interpolation for recovering the required characteristic polynomials. The following section presents an overview of our approach.

4.1 Overview

The key to our approach to set reconciliation is the observation that:

$$\frac{\chi_{S_A}(Z)}{\chi_{S_B}(Z)} = \frac{\chi_{\Delta_A}(Z)}{\chi_{\Delta_B}(Z)}.$$

This holds because terms common to both $A$ and $B$ cancel out in the division. Thus, the degrees of the numerator and denominator of the (reduced) rational function are $m_A$ and $m_B$ respectively.

The broad outline of our approach is as follows. Hosts $A$ and $B$ evaluate $\chi_{S_A}(Z)$ and $\chi_{S_B}(Z)$ respectively at the same $m + 1$ sample points, where $m$ is an upper bound on $m$. The two hosts combine the sampled values so as to compute $\chi_{S_A}(Z)/\chi_{S_B}(Z)$, and therefore $\chi_{\Delta_A}(Z)/\chi_{\Delta_B}(Z)$, at the sample points. The hosts then interpolate the sampled values to recover the coefficients of $\chi_{\Delta_A}(Z)/\chi_{\Delta_B}(Z)$. Finally, by factoring the numerator and the denominator the elements of $\Delta_A$ and $\Delta_B$ are recovered.

Sections 4.2 and 4.3 discuss rational function interpolation and the selection of sample points in more detail. A concrete protocol is then described in Section 4.4. Finally Section 4.5 discusses how set reconciliation can be solved without an $a$ priori bound $m$ on $m$. 
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4.2 Rational Function Interpolation

A support set is a set of pairs \((k_i, r_i)\) where the \(k_i\) are distinct. A support set \(V\) is satisfied by a function \(f\) if \(f(k_i) = r_i\) for every \((k_i, r_i)\) in \(V\). Rational function interpolation is the problem of finding a unique rational function that satisfies a given support set given bounds on the degree of the numerator and the denominator.

In our case, we are interested in recovering only monic rational functions, i.e., rational functions such that the coefficient of the highest-degree term of both the numerator and denominator is 1. The following theorem describes conditions under which a monic rational function can be found that satisfies a given support set, and the complexity of finding that function. The proof is found in Appendix B.

**Theorem 4.1** Choose \(V\) to be a support set of cardinality \(m_1 + m_2\). Then, there is a unique monic rational function \(f\) that satisfies \(V\) whose numerator has degree less than or equal to \(m_1\) and whose denominator has degree less than or equal to \(m_2\).

The function \(f\) can be determined in \(O((m_1 + m_2)^3 \log q)\) time using classical Gaussian elimination, as illustrated in the appendix. Note that Theorem 4.1 requires bounds for the degrees of the numerator and denominator of the rational function. In our context, this translates to bounds on \(m_A\) and \(m_B\), the sizes of the two difference sets. Given \(|S_A|\) and \(|S_B|\), and a bound \(\bar{m}\) on the size of the symmetric difference, we can compute bounds on \(m_A\) and \(m_B\). In particular, \(m_A \leq (\bar{m} + |S_A| - |S_B|)/2\) and \(m_B \leq (\bar{m} - |S_A| + |S_B|)/2\) giving an overall bound \(m_A + m_B \leq \bar{m}\). Thus, according to Theorem 4.1, we can recover \(\chi_{S_A}(Z)/\chi_{S_B}(Z)\) using \(\bar{m}\) sample points.

4.3 Choosing Sample Points

If a sample point \(k\) is chosen that is in the intersection of \(S_A\) and \(S_B\), then the value of both the numerator and the denominator will be zero. As such, the value of \(\chi_{S_A}(k)/\chi_{S_B}(k)\) is undefined and the corresponding sample point appears unusable. On the other hand,

\[
\frac{\chi_{S_A}(Z)}{\chi_{S_B}(Z)} \bigg|_{Z=k}
\]

is well defined, because the problematic term \((Z - k)\) cancels out.

We can avoid this peculiarity altogether by choosing sample points outside of \(S_A \cap S_B\). However, restricting the sample space is not strictly necessary. Note that if \(k\) is a zero of the square-free polynomial \(p(Z)\), then it is neither a zero nor a singular point of \(p(Z)/(Z - k)\). Thus, if \(k\) is in \(S_A \cap S_B\), the ratio

\[
\frac{\chi_{S_A}(Z)/(Z - k)\big|_{Z=k}}{\chi_{S_B}(Z)/(Z - k)\big|_{Z=k}}
\]

is well defined, and is in fact equal to Equation (10).

Thus, instead of simply computing the value of a polynomial \(p(k)\) at sample point \(k\), we will compute a tagged value: either \(p(k)\), if \(p(k) \neq 0\), or \(p(k)/(Z - k)\big|_{Z=k}\) otherwise. The tag corresponding to the value will mark whether or not \(p(k) = 0\) so that the other host knows which computation was performed. The key advantage of using tagged values as opposed to picking sample points over a constrained range is that \(A\) and \(B\) can agree upon sample points a priori, and thus the sample points themselves do not need to be communicated.
4.4 A Complete Protocol

Protocol 3 shows a complete protocol that integrates the techniques of Sections 4.2 and 4.3. Notice that Protocol 3 can be adapted to use over a broadcast channel, so that $A$ could broadcast a single message to a collection of hosts $\{B_i\}$, and every $B_i$ whose set $S_{B_i}$ did not differ by more than $\overline{m}$ from $S_A$ could compute $S_A \cup S_{B_i}$.

**Protocol 3** Set reconciliation protocol given upper bound on $m$

Assume that $\overline{m}$ is an upper bound on $m$, the size of the symmetric difference between $S_A$ and $S_B$.

1. Host $A$ computes the tagged values of $\chi_{S_A}(Z)$ at points $\{0, 1, 2, \ldots, \overline{m}\}$. Host $A$ sends those values along with $\overline{m}$ and $|S_A|$ to host $B$.

2. Host $B$ computes the tagged values of $\chi_{S_B}(Z)$ at points $\{0, 1, 2, \ldots, \overline{m}\}$ and the corresponding values of $\chi_{S_A}(Z)/\chi_{S_B}(Z)$.

3. Host $B$ interpolates the unique rational function $f(Z)$ that matches the ratios in step 2 and whose numerator and denominator have degrees no greater than $(\overline{m} + |S_A| - |S_B|)/2$ and $(\overline{m} - |S_A| + |S_B|)/2$ respectively.

4. Host $B$ finds the roots of the numerator and denominator of $f(Z)$, which are the elements of $\Delta_A$ and $\Delta_B$ respectively.

5. Host $B$ sends the elements of $\Delta_B$ to $A$.

The following example demonstrates Protocol 3 concretely.

**Example 2** Assume that $S_A = \{1, 9, 28, 33, 53, 61\}$ and $S_B = \{1, 9, 10, 28, 53\}$, that $\overline{m} = 3$ is an upper bound on the size of the symmetric difference between $S_A$ and $S_B$, and that all computations are done over the finite field $\mathbb{F}_{97}$. The protocol proceeds as follows:

1. Host $A$ computes the tagged values of its characteristic polynomial

$$
$$

at sample points $\{0, 1, 2, 3\}$. Note that we use zero and nonzero to tag the values.

$$
n_0 = \chi_{S_A}(Z)\big|_{Z=0} \equiv \text{(nonzero, 41)}
n_1 = \chi_{S_A}(Z)/(Z - 1)\big|_{Z=1} \equiv \text{(zero, 85)}
n_2 = \chi_{S_A}(Z)\big|_{Z=2} \equiv \text{(nonzero, 65)}
n_3 = \chi_{S_A}(Z)\big|_{Z=3} \equiv \text{(nonzero, 81)}
$$

The value $n_1$ is computed differently because $\chi_{S_A}(Z)\big|_{Z=1} = 0$, so it is correspondingly tagged. Host $A$ then sends its tagged values to host $B$.

2. Host $B$ likewise computes the tagged values of its characteristic polynomial

$$
\chi_{S_B}(Z) = (Z - 1)(Z - 9)(Z - 10)(Z - 28)(Z - 53) :
$$

$$
d_0 = \chi_{S_B}(Z)\big|_{Z=0} \equiv \text{(nonzero, 9)}
d_1 = \chi_{S_B}(Z)/(Z - 1)\big|_{Z=1} \equiv \text{(zero, 14)}
d_2 = \chi_{S_B}(Z)\big|_{Z=2} \equiv \text{(nonzero, 51)}
d_3 = \chi_{S_B}(Z)\big|_{Z=3} \equiv \text{(nonzero, 46)}
$$

8
3. Host B interpolates the unique monic rational function \( f(Z) \) that matches
\[
\begin{align*}
    f(0) &= n_0/d_0 = 41/9 \equiv 80 \\
    f(1) &= n_1/d_1 = 85/14 \equiv 13 \\
    f(2) &= n_2/d_2 = 65/51 \equiv 26 \\
    f(3) &= n_3/d_3 = 81/46 \equiv 84
\end{align*}
\]
and has numerator and denominator of degrees at most \( m_A \leq 2 \) and \( m_B \leq 1 \) respectively. The unique monic rational function satisfying these conditions is:
\[
f(Z) = \frac{Z^2 - 94Z + 73}{Z - 10}
\]  

4. The roots of the numerator of \( f(Z) \) (i.e. 33 and 61) are the elements of \( S_A \setminus S_B \), and the trivial root of the denominator (i.e. 10) is the element of \( S_B \setminus S_A \).

5. Host B sends the missing element 10 to host A.

For a full reconciliation, Protocol 3 needs to communicate \( \overline{m} \) tagged values and \( m_B \) missing bitstrings, for a total of
\[
\overline{m} \left[ \lg(q) \right] + 1 + m_B b \leq (\overline{m} + m_B)b + 2\overline{m} \text{ bits.}
\]

If \( \overline{m} \) is chosen near \( m = m_A + m_B \), then this is just over twice the information-theoretic bound in Section 2. The computational complexity of Protocol 3 has two components: the cost of evaluating the characteristic polynomials \( \chi_{S_A}(Z) \) and \( \chi_{S_B}(Z) \) at the sample points, and the cost of interpolating and factoring. The cost of evaluating the characteristic polynomial of the set \( S_A \) at \( \overline{m} \) sample points is \( O(|S|\overline{m}) \). Note, however, that the value of the sample points can be maintained incrementally as the set \( S_A \) is built up, with computational cost of \( O(\overline{m}) \) per insertion and deletion; moreover, the computation of the sample values does not have to be redone for every run of the reconciliation protocol. The cost of interpolation and factoring is \( O(\overline{m}^3 \log q) \), as illustrated in the appendix, although, as before, faster asymptotic times can be achieved with more sophisticated interpolation and factoring algorithms.

4.5 Probabilistic Verification

The discussion until now has assumed that there is a known bound \( \overline{m} \) on \( m \). In the absence of such a bound, we need some way of detecting that enough samples have been taken to recover the rational function \( \chi_{\Delta_A}(Z)/\chi_{\Delta_B}(Z) \). The following theorem suggests one way of doing this.

**Theorem 4.2** Let \( f(Z) \) and \( g(Z) \) be distinct monic rational functions over \( \mathbb{F}_q \) whose numerator and denominator have degree no more than \( m_1 \) and \( m_2 \) respectively. If \( k \) is a randomly chosen element of \( \mathbb{F}_q \), then the probability that \( f(Z) \) and \( g(Z) \) take on the same values at \( Z = k \) is less than or equal to \((m_1 + m_2 - 1)/q \).

This theorem follows from the fact that distinct monic rational functions with the given degree bounds cannot agree on more than \( m_1 + m_2 - 1 \) points, which follows from Theorem 4.1. Theorem 4.2 can be used to test probabilistically whether an interpolated rational function \( g(Z) \) is in fact equal to \( f(Z) = \chi_{\Delta_A}(Z)/\chi_{\Delta_B}(Z) \).
To implement such a test, note that $|S_A|$ and $|S_B|$ are trivial upper bounds on $m_A$ and $m_B$ respectively. Let $g(Z)$ be a rational function reconstructed from $m'$ sampled values of $f(Z)$. If $g(Z)$ is not equal to $f(Z)$, then, by Theorem 4.2, the probability that they agree at a randomly selected evaluation point is no greater than $\rho = (|S_A| + |S_B| - 1)/q$. By using enough random evaluation points, $B$ can determine that it has reconstructed $g(Z) = f(Z)$ with probability $1 - \epsilon$, for some $\epsilon > 0$. Note that $\rho$ is typically quite small, so few evaluation points are needed.

Note that this approach requires sample points to be chosen at random, so both the value and the sample point need to be sent for each sample, roughly doubling the number of bits transmitted. In practice, a pseudo-random number generator could be used, allowing for a seed to be sent in place of all the sample points.

There is also the question of how sample points are transmitted. One approach would be for $A$ to send each sample point sequentially, until $B$ determines with a sufficient degree of certainty that the correct rational function has been recovered. The drawback to this approach is that if $r > m$ samples are needed, then the protocol will require $r$ rounds. Alternately, $A$ could double the number of sample points each round. This would require only $\log(r)$ rounds, at the cost of sending up to $r$ extra sampled values.

5 Conclusion

We have examined the problem of reconciling two related sets, stored at separate hosts, with low communication complexity. We have presented a protocol for the set reconciliation generalized from a special case in which the data stored at one host is a subset of the data stored at the other host.

Perhaps the most surprising result in the paper is the fact that these protocols can be used non-interactively if given a bound on the number of elements that differ between the two hosts. Moreover, the communication complexity of these protocols is remarkably close to the complexity of set reconciliation when each host knows a priori which elements the other host is missing.

The key to both protocols is the representation of a set by its characteristic polynomial. This use of polynomials is reminiscent of the use of polynomials in Shamir’s secret sharing protocol [14]. The relationship between secret sharing and set reconciliation deserves further study.

These protocols have been implemented using Victor Shoup’s well known NTL package[15]. Work is in progress to investigate various applications and to see how effective these protocols can be in practice in reducing the communication load of gossip protocols.
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A Root Finding of Polynomials

Assume we are given a polynomial \( f(Z) \) of degree \( d \) over a finite field \( \mathbb{F}_q \). This appendix shows how to determine if all the zeros of \( f(Z) \) are distinct and lie in \( \mathbb{F}_q \) and, if so, how to find them quickly. We show how to use classical algorithms to perform zero finding in expected \( O(d^3 \log q) \) field operations. More sophisticated algorithms improve the asymptotic complexity to as low as \( O(d^{1.82} \log q) \) [10], although their basic structure is similar to that presented here and their practical benefits are not clear. All of these results are well known (see for instance, [12, 16, 17, 22]). They are included here for completeness.

The particular type of root finding needed by the set reconciliation protocols involves three steps. First, determine if \( f(Z) \) is square free. Second, verify that all irreducible factors of \( f(Z) \) are linear. And finally, find the linear factors of \( f(Z) \).

We can determine if \( f(Z) \) is square-free by computing the GCD (greatest common divisor) of \( f(Z) \) and its derivative \( f'(Z) \). Using the Euclidean algorithm and classical polynomial algorithms, this can be done in \( O(d^2) \) operations in \( \mathbb{F}_q \). Verifying that \( f(Z) \) is the product of \( d \) linear factors can also be done by computing GCD’s. Note that all elements of \( \mathbb{F}_q \) are zeros of \( Z^q - Z \). Thus, \( Z^q - Z \) is the product of monic linear polynomials over \( \mathbb{F}_q \). If \( f(Z) \) is square free, it is the product of a linear polynomials only if \( f(Z) \) divides \( Z^q - Z \). Checking for such a divisibility using classical division would require \( O(d \cdot q) \) operations. However, this complexity can be reduced to \( O(d^2 \log q) \) by using repeated squaring to compute \( h(Z) = Z^q \pmod{f(Z)} \) and then testing if \( h(Z) - Z \equiv 0 \pmod{f(Z)} \).

The repeated squaring stage dominates the time complexity, since \( O(\log p) \) squarings are required, and each squaring involves a polynomial multiplication followed by finding the remainder mod \( f(Z) \). Using classical algorithms each multiply and remainder takes \( O(d^2) \) time. Thus, \( O(d^2 \log p) \) field operations will be required in all for the verification of divisibility.

Finally, we need to find the linear factors of \( f(Z) \). This is done using probabilistic techniques as follows. We consider two different cases for the field \( \mathbb{F}_q \) (corresponding to the possible choices for use in our set reconciliation protocols): one where \( q \) is a prime and the other where \( q = 2^e \). When \( q \) is a prime, note that the elements of \( \mathbb{F}_q \) are zeros of

\[
Z^q - Z = (Z^{\frac{q-1}{2}} + 1) \cdot Z \cdot (Z^{\frac{q-1}{2}} - 1).
\]

So, almost half of the elements of \( \mathbb{F}_q \) are zeros of \( R(Z) = Z^{\frac{q-1}{2}} - 1 \).

A polynomial with similar properties can also be constructed for the field \( \mathbb{F}_{2^e} \). Denote by \( R(Z) \) the polynomial

\[
R(Z) = Z^{2^{e-1}} + Z^{2^{e-2}} + \cdots + Z^4 + Z^2 + Z.
\]

Over the field \( \mathbb{F}_{2^e} \), we have

\[
R(Z) \cdot (R(Z) + 1) = R(Z)^2 + R(Z),
\]

\[
= Z^{2e} + Z^{2^{e-1}} + \cdots + Z^2 + R(Z),
\]

\[
= Z^{2e} + Z.
\]
So, all the elements of $\mathbb{F}_{2^e}$ are zeros of $R(Z) \cdot (R(Z) + 1)$, and each element is either a zero of $R(Z)$ or of $R(Z) + 1$.

To determine the zeros of $f(Z)$, we chose a random element of $a \in \mathbb{F}_q$ and compute the greatest common divisor of $f(Z)$ and $R(Z - a)$, which will have almost half the degree of $f(Z)$. Applying this technique recursively on the two factors of $f(Z)$, with different values for $a$ will further split the polynomial, ultimately into linear factors. In total, the expected number of GCD required will be $O(d)$. For odd $q$, the first GCD is done via repeated squaring in modulus, as in the previous paragraph. For $q = 2^e$, the remainder of each of the terms of $R(Z)$ is computed (from lowest to highest degree) and then summed.

B Rational Interpolation

Let $f(Z)$ be a rational function one variable over the field $K$: $$f(Z) = \frac{p_0Z^n + p_1Z^{n-1} + \cdots + p_m}{q_0Z^n + q_1Z^{n-1} + \cdots + q_n} = \frac{P(Z)}{Q(Z)},$$

where the $p_i, q_j \in K$. If $P(Z)$ and $Q(Z)$ are relatively prime (i.e. they have no common factors not in $K$) then we say that $f(Z)$ is reduced. We say that $f(Z)$ is a monic rational function if $p_0 = q_0 = 1$. The degree of $f(Z)$ is $\max(m, n)$ and we define the degrees of $f(Z)$ to be $(m, n)$. Two rational functions $P_1/Q_1$ and $P_2/Q_2$ are said to be equivalent if $P_1Q_2 = P_2Q_1$. That is, if one rational function can be reduced to the other by canceling common factors between the numerator and denominator.

A set of pairs $(k_i, f_i) \in K^2$, where the $k_i$ are distinct, is called a support set for an interpolation problem. We say that a function $f(Z)$ satisfies the support set $V$ if $f(k_i) = f_i$ for all $(k_i, f_i) \in V$.

The problem of determining a rational function with bounded degrees that satisfies a support set is called the rational interpolation problem. Most work on this problem is for rational functions with floating point coefficients, where accuracy and numerical stability are an issue. There are two assumptions that distinguish rational interpolation problems studied in this paper. First, the coefficient domain of our rational functions is a finite field where there are no problems of accuracy or numerical stability. Second, we know a priori that the desired rational functions are monic.

The first proposition implies that if there is a rational function corresponding to the given support set, then there is only one such rational function. The following theorem is an adaptation of a standard theorem on rational interpolation (see [18], Proposition 2.2.1.4), and parallels Theorem 4.1.

**Theorem B.1 (Interpolation of Rational Functions)** Let $V$ be a support set with $m_A + m_B$ elements over a field $K$. Assume there exist two monic rational functions with degrees $(m_A, m_B)$ that satisfy the support set. Then the two rational functions are equivalent.

**Proof:** Denote the two rational functions, by $P_1(Z)/Q_1(Z)$ and $P_2(Z)/Q_2(Z)$. Since both rational functions satisfy the support set, we have $$\frac{P_1(k_i)}{Q_1(k_i)} = \frac{P_2(k_i)}{Q_2(k_i)},$$

for every $k_i$ in the support set $V$. Clearing the fractions, we see that the polynomial $P(Z) = P_1(Z)Q_2(Z) - P_2(Z)Q_1(Z)$ must vanish at all $k_i$ in the support set. Since the degree of $P(Z)$ is

\[\text{Not all support sets have corresponding rational functions.}\]
\[ m_A + m_B - 1 \] and it vanishes at \( m_A + m_B \) points, \( P(Z) \) must be identically zero.

Assume we have a support set \( V = \{ (h_1, f_1), \ldots, (h_m, f_m) \} \) and that the rational function \( P(Z)/Q(Z) \) satisfies \( V \). Further assume, that \( P \) and \( Q \) are monic with the structure below:

\[
P(Z) = Z^{m_A} + p_1 Z^{m_A-1} + \cdots + p_{m_A}, \\
Q(Z) = Z^{m_B} + q_1 Z^{m_B-1} + \cdots + q_{m_B}.
\]

Each pair \((k_i, f_i) \in V\) gives rise to a linear relation between the coefficients of \( P \) and \( Q \):

\[
k_i^{m_A} + p_1 k_i^{m_A-1} + \cdots + p_{m_A} = f_i (k_i^{m_B} + q_1 k_i^{m_B-1} + \cdots + q_{m_B}).
\]

We may combine \( m \) of these relations to form a Generalized Vandermonde system of equations:

\[
\begin{pmatrix}
k_1^{m_A-1} & \ldots & k_1 & 1 & -f_1 k_1^{m_B-1} & \cdots & -f_1 k_1 & -f_1 \\
k_2^{m_A-1} & \ldots & k_2 & 1 & -f_2 k_2^{m_B-1} & \cdots & -f_2 k_2 & -f_2 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
k_m^{m_A-1} & \ldots & k_m & 1 & -f_m k_m^{m_B-1} & \cdots & -f_m k_m & -f_m
\end{pmatrix}
\begin{pmatrix}
p_1 \\
p_m \\
q_1 \\
q_m
\end{pmatrix}
= \begin{pmatrix}
f_1 k_1^{m_B} - k_1^{m_A} \\
f_2 k_2^{m_B} - k_2^{m_A} \\
\vdots \\
f_m k_m^{m_B} - k_m^{m_A}
\end{pmatrix}.
\]

We denote this system of equations by \( S(m_A, m_B; V) \). Being a solution of Equation (13) is a necessary condition for a monic rational function to satisfy the support set \( \{(k_1, f_1), \ldots, (k_m, f_m)\} \).

Assume \( f(Z) = P(Z)/Q(Z) \) is a monic, reduced rational function of degrees \((m_A, m_B)\) that satisfies the support set \( V \) and has \( m_A + m_B \) elements. By Theorem 4.1, \( f(Z) \) is the only monic reduced rational function of degrees \((m_A, m_B)\) that satisfies Equation (13). Furthermore, the system \( S(m_A + \ell, m_B + \ell; V) \) is singular since the coefficients of \( P(Z) \cdot s_\ell(Z) \) and \( Q(Z) \cdot s_\ell(Z) \) are solutions whenever \( s_\ell(Z) \) is a monic polynomial of degree \( \ell \). There cannot be any other solutions because that would lead to two inequivalent solutions of Equation (13) of degrees \( (m_A + \ell, m_B + \ell) \), which would contradict Theorem 4.1. This system of equations can be solved using classical Gaussian elimination in \( O(m^3) \) operations.

To illustrate some of the issues that can arise when solving this system of equations consider the support set:

\[
V = \{ (1, \frac{2}{3}), (2, \frac{3}{4}), (3, \frac{4}{5}), (4, \frac{5}{6}), \ldots \}.
\]

Using the first two values gives the linear equations

\[
\begin{pmatrix}
1 & -\frac{2}{3} \\
1 & -\frac{3}{4}
\end{pmatrix}
\begin{pmatrix}
a_1 \\
b_1
\end{pmatrix}
= \begin{pmatrix}
\frac{1}{3} \\
\frac{5}{4}
\end{pmatrix}
\]

which is easily solved \( a_1 = 1, b_1 = 2 \), to yield the rational function

\[
\frac{Z + 1}{Z + 2}.
\]

This low degree rational function actually satisfies the entire support set \( V \). All other degree 1 rational functions that satisfy \( V \) are of the form

\[
a Z + a
\]

\[
a Z + 2a.
\]
The monotonicity assumption eliminates this possibility and thus the corresponding system of
equations in Equation (13) has a unique solution.

If higher degree rational functions are used then the system of equations becomes singular. This
is because the corresponding higher degree rational function will necessarily have additional factors
in the numerator and denominator. This is illustrated below, where we obtain a rational function
whose numerator and denominator are both of degree three.

If $P$ and $Q$ are both degree 3, then we get the following system of linear equations

$$
\begin{pmatrix}
1 & 1 & 1 & \frac{-2}{3} & \frac{-2}{3} & \frac{-2}{3} \\
4 & 2 & 1 & \frac{-3}{3} & \frac{-3}{3} & \frac{-3}{3} \\
9 & 3 & 1 & \frac{-26}{3} & \frac{-26}{3} & \frac{-26}{3} \\
16 & 4 & 1 & \frac{-150}{2} & \frac{-150}{2} & \frac{-150}{2} \\
36 & 6 & 1 & \frac{-63}{2} & \frac{-63}{2} & \frac{-63}{2}
\end{pmatrix}
\begin{pmatrix}
a_1 \\
a_2 \\
a_3 \\
b_1 \\
b_2 \\
b_3
\end{pmatrix}
=
\begin{pmatrix}
\frac{3}{7} \\
2 \\
\frac{27}{32} \\
\frac{125}{27}
\end{pmatrix}
$$

(14)

Though the system is singular, but a basis for all of the solutions can be found using any two of
\{ $a_1, a_2, a_3, b_1, b_2, b_3$ \}. Using $a_2$ and $a_3$ as the basis gives a solution of:

\[
\begin{align*}
    a_1 &= 1 + a_2 - a_3, \\
    b_1 &= 2 + a_2 - a_3, \\
    b_3 &= 2a_3.
\end{align*}
\]

For any choice of $a_2$ and $a_3$ these values will be a solution of (14). Thus, the rational function
corresponding to the set of equations (14) is

\[
\frac{Z^3 + (1 + a_2 - a_3)Z^2 + a_2Z + a_3}{Z^3 + (2 + a_2 - a_3)Z^2 + (2a_2 - a_3)Z + 2a_3} = \frac{Z + 1}{Z + 2} \cdot \frac{Z^2 + (a_2 - a_3)Z + a_3}{Z + 1}
\]
clearing the common factor from the numerator and denominator. So each of the infinite number
of solutions of (14) leads to the same reduced rational functions $(Z + 1)/(Z + 2)$.

In Sections 4.3 and 4.4 tagged values are used to eliminate restrictions on the choice of evaluation
points. In this case, the evaluation points may lead to a zero in the numerator, denominator, or both.
Formulating the rational interpolation problem using points in projective space deals with
these issues most cleanly.

The symmetric closure of a field $K$ is a space $K \times K$ where two elements $(r_1, s_1)$ and $(r_2, s_2)$
are equivalent if there exists $\ell$, a non-zero element of $K$, such that $r_1 \ell = r_2$ and $s_1 \ell = s_2$. The
equivalence class corresponding to $(r, s)$ is denoted by $\langle r, s \rangle$. The symmetric closure of $K$ is denoted
by $\bar{K}$. $K$ can be embedded in $\bar{K}$ by $r \mapsto \langle r, 1 \rangle$, and a point $\langle r, s \rangle$ corresponds to $r/s \in K$ unless
$s = 0$.

A projective support set $V$ is a set of pairs $(k_i, \langle r_i, s_i \rangle) \in K \times \bar{K}$ where the $k_i$ are distinct. A
rational function $P(Z)/Q(Z)$, satisfies $V$ if

$$P(k_i)s_i - Q(k_i)r_i = 0$$

for all $(k_i, \langle r_i, s_i \rangle) \in V$.

Using projective support sets, the system of linear equation generated will be of the form

$$
\begin{pmatrix}
\begin{pmatrix}
s_1k_1^{m_A-1} & \cdots & s_1 & -r_1k_1^{m_B-1} & \cdots & -r_1 \\
s_2k_2^{m_A-1} & \cdots & s_2 & -r_2k_2^{m_B-1} & \cdots & -r_2 \\
\vdots & & \vdots & & \vdots & & \vdots \\
s_1k_1^{m_A-1} & \cdots & s_1 & -r_1k_1^{m_B-1} & \cdots & -r_1 \\
s_mk_m^{m_A-1} & \cdots & s_m & -r_mk_m^{m_B-1} & \cdots & -r_m
\end{pmatrix}
\end{pmatrix}
\begin{pmatrix}
p_1 \\
p_mA \\
p_{m_A} \\
q_1 \\
q_{m_B}
\end{pmatrix}
=
\begin{pmatrix}
(\begin{pmatrix}r_1k_1^{m_B} - s_1k_1^{m_A} \\
r_2k_2^{m_B} - s_2k_1^{m_A} \\
\vdots \\
r_mk_m^{m_B} - s_mk_m^{m_A}\end{pmatrix})
\end{pmatrix}
$$
At each evaluation point $k_i$ the technique of Section 4.3 will yield two typed points $(k_i, (A_{tag_i}, r_i))$ and $(k_i, (B_{tag_i}, s_i))$. If $A_{tag_i}$ is equal to $B_{tag_i}$ then we used a projective support element of $(k_i, (r_i, s_i))$. If they are different then $(k_i, (0, s_i))$ is used if $A_{tag_i}$ is equal to zero and $(k_i, (r_i, 0))$ if $B_{tag_i}$ is equal to zero.