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This thesis explores the interaction of non-normality and nonlinearity in continuous
dynamical systems. A solution beginning near a linearly stable fixed point may grow
large by a linear mechanism, if the linearization is non-normal, until it is swept away
by nonlinearities resulting in a much smaller basin of attraction than could possibly
be predicted by the spectrum of the linearization. Exactly this situation occurs
in certain linearly stable shear flows, where the linearization about the laminar
flow may be highly non-normal leading to the transient growth of certain small
disturbances by factors which scale with the Reynolds number.

These issues are brought into focus in Chapter 1 through the study of a two-
dimensional model system of ordinary differential equations proposed by Trefethen,
et al. [Science, 261, 1993].

In Chapter 2, two theorems are proved which show that the basin of attraction
of a stable fixed point, in systems of differential equations combining a non-normal
linear term with quadratic nonlinearities, can decrease rapidly as the degree of
non-normality is increased, often faster than inverse linearly.
Several different low-dimensional models of transition to turbulence are examined in Chapter 3. These models were proposed by more than a dozen authors for a wide variety of reasons, but they all incorporate non-normal linear terms and quadratic nonlinearities. Surprisingly, in most cases, the basin of attraction of the “laminar flow” shrinks much faster than the inverse Reynolds number.

Transition to turbulence from optimally growing linear disturbances, streamwise vortices, is investigated in plane Poiseuille and plane Couette flows in Chapter 4. An explanation is given for why smaller streamwise vortices can lead to turbulence in plane Poiseuille flow. In plane Poiseuille flow, the transient linear growth of streamwise streaks caused by non-normality leads directly to a secondary instability.

Certain unbounded operators are so non-normal that the evolution of infinitesimal perturbations to the fixed point is entirely unrelated to the spectrum, even as $t \to \infty$. Two examples of this phenomenon are presented in Chapter 5.
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Chapter 1

Introduction

This dissertation explores the interaction of non-normality and nonlinearity. Mathematically, these are fundamental notions of dynamical systems. In science and engineering, they appear in numerous fields where the stability and instability of time-dependent systems are important, for example, in fluid dynamics, plasma physics, and weather forecasting. The motivation for this dissertation, however, is one particular scientific problem in which the interaction of non-normality and nonlinearity plays a central role: the problem of instability and transition to turbulence of shear flows.

This dissertation makes four principal contributions. One (Chapter 5) is solely mathematical, one (Chapter 4) is primarily physical, and the other two lie in between, concerning mathematical developments motivated by the fluids problem in question but of potentially wider applicability. In this Introduction, we begin with the physical motivation, describing the problem of transition to turbulence of shear
flows in pipes and channels, whose curious history stretches back well over a century. We then bring some of the mathematical issues into focus by presenting as a model a two-variable system of ordinary differential equations that illustrates how non-normality and nonlinearity may combine to yield surprising results. We conclude with an outline of the dissertation.

1.1 Instability and transition to turbulence of flows in pipes and channels

In a series of experiments in 1883, Reynolds [83] observed three different flow regimes in water flow through a circular pipe. Reynolds injected a stream of ink near the pipe inlet and followed the path of the ink as it flowed downstream. At sufficiently low velocities “the streak of colour extended in a beautiful straight line through the tube,” showing that the flow was laminar. At intermediate velocities “the streak would shift about the tube, but there was no appearance of sinuosity.” At higher velocities “the colour band would all at once mix up with the surrounding water,” that is, the flow was turbulent. Reynolds demonstrated, in his experiment, that the laminar flow broke down when the ratio of inertial force to viscous force, a dimensionless quantity now known as the Reynolds number, exceeded approximately 13000.

Despite over a century of research, the problem of explaining the phenomenon of transition to turbulence is not fully solved. Why a given flow becomes turbulent and at what Reynolds number are still largely open questions. The traditional
approach to this problem, developed by Kelvin [47], Stokes, and Rayleigh [76] in the 1880's, is normal mode analysis. This consists of linearizing the Navier-Stokes equations about the laminar flow, diagonalizing the resulting operator, and looking for eigenvalues in the unstable half plane. If there is a smallest Reynolds number \( R \) at which an eigenvalue first crosses into the unstable complex half-plane, this is known as the critical Reynolds number, \( R_c \).

Normal mode analysis accurately predicts the onset of instabilities for some flows, notably Taylor-Couette flow, that is, flow between concentric rotating cylinders, and Rayleigh-Bénard convection, that is, convection driven by a temperature gradient between parallel plates. However, for some flows, notably many parallel shear flows, transition to turbulence occurs at theoretically subcritical Reynolds numbers \( R \). In plane Couette flow, that is, flow between oppositely moving infinite parallel walls, eigenvalues predict a critical number \( R_c = \infty \) [86], yet transition is observed for \( R \) as low as 280 [60], though values of \( R \) in the range 325 \( \leq R \leq 370 \) [17, 19, 92] are more typical. For pipe Poiseuille flow, that is, flow driven by a pressure gradient in an infinite cylindrical pipe, the critical Reynolds number is again \( R_c = \infty \) (though a mathematical proof of this has yet to be obtained), but Reynolds observed transition for \( R \approx 13000 \) and transition can be observed for \( R \) as low as 2000 [100, 101]. Even in the case of plane Poiseuille flow, that is, flow driven by a pressure gradient between infinite parallel walls, for which \( R_c = 5772 \), transition is observed for \( R \) as low as 1000 [20] (or as high as 8000 [69]).

With the failure of the classical linear analysis, nonlinear theories such as weakly nonlinear theory, secondary instability theory, and global energy methods were pro-
posed to shrink the gap between theory and experiments. Weakly nonlinear theory predicts a nonlinear critical Reynolds number of 2935 in plane Poiseuille flow [41]. Secondary instability theory based on Tollmien–Schlichting waves is successful at predicting transition from artificially generated two dimensional disturbances [71], but natural transition is three dimensional from the onset [52]. Global energy methods establish Reynolds numbers below which all disturbances monotonically decay, but these are far lower than the critical Reynolds numbers observed in experiments. The interested reader can learn about the details and history of normal mode analysis in [22].

While eigenvalues may fail to predict the onset of instabilities which lead to turbulence in certain parallel shear flows, this does not mean that the linear analysis is meaningless. The eigenvalues yield information about the behavior of certain perturbations as \( t \to \infty \). However, some important linear effects, unrelated to the eigenvalues, occur at finite times. Small perturbations to the laminar flow may undergo linear transient growth, that is, there may be structures which grow algebraically, independent of their initial amplitude, before decaying due to the effects of viscosity. Physically, the possibility of linear transient growth has been known since at least 1907 [70], but the mathematical description has lagged behind. Sometimes, algebraic growth has been attributed to degeneracies and exact resonances in the spectrum of the linearized Navier–Stokes equations [5, 31, 32, 34, 87, 90]. However, resonances and degeneracies only appear at particular parameter combinations, while the underlying physical phenomena are much more robust [78]. An equally robust mathematical framework was needed.
A new mathematical explanation for transient linear growth has emerged recently [7, 11, 78, 95]. This idea questions the use of eigenvalues in normal mode analysis rather than the linearization itself, because in the case of parallel shear flows, the linearized operator can be highly non-normal — its eigenvectors can be far from mutually orthogonal. A consequence of the non-normality is that even when all the eigenmodes asymptotically decay, solutions can exhibit transient linear growth by factors that scale with the Reynolds number, even in the absence of degeneracies or resonances in the spectrum. Figure 1.1 illustrates the possibility of transient linear growth due to non-normality in plane Couette flow. Shown is the norm of the linearized operator governing the evolution of small purely streamwise disturbances at a particular spanwise wavenumber.

Finally, we arrive at the context for this thesis. Many of the studies of algebraic or linear transient growth of small perturbations to the laminar flow have not included nonlinear effects. In this thesis, we consider the interaction of linear algebraic growth caused by non-normality with nonlinearity. In linearly stable shear flows, one of the consequences of this interaction is that increasingly small perturbations may lead to transition to turbulence as the Reynolds number increases. The idea that the basin of attraction of the laminar flow decreases in size as \( R \) increases dates to Lord Kelvin in 1887 [48], who wrote “It seems probable, almost certain indeed, that... the steady motion is stable for any viscosity, however small; and that the practical unsteadiness pointed out by Stokes forty-four years ago, and so admirably investigated by Osborne Reynolds, is to be explained by limits of stability becoming narrower and narrower the smaller is the viscosity.”
Figure 1.1: Transient linear growth in plane Couette flow. Shown is $\|e^{-it\mathcal{L}}\|$ versus $t$, where $\mathcal{L}$ is the linear operator governing the evolution of purely streamwise infinitesimal perturbations with fixed spanwise wavenumber 2 in plane Couette flow with Reynolds number 1000. The curve $\|e^{-it\mathcal{L}}\|$ is the envelope of all solutions $\|e^{-it\mathcal{L}}v\|$ with $\|v\| = 1$, where $\| \cdot \|$ is the energy norm. The spectrum of $\mathcal{L}$ is contained in the negative imaginary half-plane, so all solutions asymptotically decay.

Trefethen, et al. [95] attempted to quantify this phenomenon, conjecturing that the size of smallest perturbation to the laminar flow which can lead to turbulence in shear flows such as plane Couette flow, plane Poiseuille flow, pipe Poiseuille flow and related flows scales as

$$\epsilon_{\text{min}} = O(R^\alpha)$$

(1.1)

for some $\alpha < -1$, where the size of a perturbation is measured in the energy norm. We refer to $\alpha$, for a given flow, as the \textit{threshold exponent}. (In the case of plane Poiseuille flow, this refers to transition mechanisms unrelated to the linear instability of Tollmien-Schlichting waves for $R > 5772$.) This conjecture has been
confirmed in plane Couette flow and plane Poiseuille flow. In plane Couette flow, Lundbladh, Henningson and Reddy [62] used direct numerical simulations to show that a pair of oblique waves of size $O(R^{-5/4})$ can lead to turbulence, thus showing that $\alpha \leq -5/4$ for plane Couette flow. They also showed that optimal streamwise vortices or a pair of oblique waves of size $O(R^{-7/4})$ lead to turbulence in direct numerical simulations at subcritical Reynolds numbers in plane Poiseuille flow.

This thesis has two primary emphases. One is the explanation of the mathematical and physical aspects of subcritical transition to turbulence that might lead to threshold exponents $\alpha < -1$ in plane Couette flow, plane Poiseuille flow, and pipe Poiseuille flow (though we do not discuss the latter in this thesis). The second is the demonstration that the algebraic growth caused by non-normality of certain perturbations to the laminar flow leads to interesting nonlinear effects — that non-normality triggers nonlinearities.

### 1.2 A two-variable model problem

In order to clarify the mathematical issues and to demonstrate how non-normality and nonlinearity can combine to yield interesting effects, we examine a model problem proposed by Trefethen, et al. [95]. This two-dimensional system,

\[
\frac{d}{dt} \mathbf{x} = A \mathbf{x} + \| \mathbf{x} \| B \mathbf{x}
\]

\[
= \begin{pmatrix} -R^{-1} & 1 \\ 0 & -2R^{-1} \end{pmatrix} \mathbf{x} + \| \mathbf{x} \| \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \mathbf{x},
\]  

(1.2)
Figure 1.2: Transient linear growth for the model problem (1.2) with \( R = 100 \). Shown is \( \|e^{tA}\| \), where \( A \) is the linearization (1.3) at the origin.

with \( R > 0 \), \( \mathbf{x} = (x, y)^T \), and \( \|\mathbf{x}\|^2 = x^2 + y^2 \), was proposed as a model of the interaction of linear, non-modal effects and nonlinearities in the equations governing the evolution of disturbances to the laminar solution in plane shear flows such as plane Couette flow and plane Poiseuille flow.

Linearizing this system at the origin, which corresponds to the laminar solution, yields

\[
\frac{d}{dt} \mathbf{x} = A \mathbf{x} = \begin{pmatrix} -R^{-1} & 1 \\ 0 & -2R^{-1} \end{pmatrix} \mathbf{x}.
\]  

(1.3)

The terms in (1.2) are chosen to resemble certain aspects of the Navier–Stokes equations for disturbances to the laminar solution. The linear term, involving the matrix \( A \), amplifies energy transiently. The nonlinear term, involving the skew-symmetric matrix \( B \), rotates energy in the \( x-y \)-plane but acts orthogonally to the
motion and does not contribute to the energy of solutions.

For any given initial condition $x(0) = v$, the solution to the linearized problem (1.3) is given by $x(t) = e^{tA}v$ and has amplitude $\|x(t)\| = \|e^{tA}v\|$. The operator norm $\|e^{tA}\|$, as shown in Figure 1.2, is the envelope of all such amplitude curves with $\|v\| = 1$. For any given $t$, there exists a vector $v$ with $\|v\| = 1$ such that $\|e^{tA}v\| = \|e^{tA}\|$. The optimal input vector $v$ is called the principal right singular vector, and the corresponding normalized output $u = e^{tA}v/\|e^{tA}v\|$ is the principal left singular vector. As indicated in Figure 1.2, some solutions to the linearized problem (1.3) are amplified by a factor $O(\bar{R})$ over time $O(R)$, because of the non-normality of $A$, before decaying as predicted by the eigenvalues. In that figure $R = \ldots$
Figure 1.4: Global phase portrait for the system (1.2) with $R = 10$. Most trajectories tend to one of two sinks located at distance $O(1)$ from the origin. (The next three figures detail the further structure of the phase portrait near the origin.)

100, and the maximum growth, by a factor of 25.6, is achieved at $t_{\text{max}} = 66.0$. The right singular vector which achieves the optimal growth at $t_{\text{max}}$ is $v = (0.20, 0.98)^T$.

Remarkably, solutions of the full system (1.2) can experience much greater amplitude growth than those of the linearized problem. Figure 1.3 presents the norms $\|x(t)\|$ for solutions to (1.2), with $R = 25$, starting from initial conditions $x(0) = \epsilon v$, where $v = (0.0800, 0.9968)^T$ is the optimal input for achieving the most linear amplitude growth, that is, $v$ is the right singular vector of $e^{t_{\text{max}}A}$, with $t_{\text{max}} = 17.2$. The dotted lines represent the norms of solutions to the linearized problem with the same initial conditions. For initial conditions with $\|x(0)\| \leq 10^{-4}$, the evolution is
essentially linear. For \( \|x(0)\| \gtrsim 4.22 \times 10^{-4} \), the nonlinearity becomes important; the solutions do not decay but blow up to a critical point of size \( \approx 1 \). However, even at amplitudes above the threshold, the evolution of solutions for small times is essentially linear, as indicated by the close correspondence between the dotted (linear) and solid (nonlinear) curves for small times.

Suppose \( x(0) \) is the vector of amplitude \( \epsilon \), a multiple of the principal right singular vector, that excites maximal growth in the linearized problem (1.3). After time \( O(R) \), the solution has grown to size \( O(\epsilon R) \) by the non-modal linear growth mechanism but has moved into a direction that no longer excites linear growth. Simultaneously, the nonlinear term has moved some of this energy back in the original direction, with amplitude \( O(R) \times O((\epsilon R)^2) = O(\epsilon^2 R^3) \) because the nonlinearity is quadratic and acts over time \( O(R) \). If the output of this nonlinear process is larger
than the original input, that is, if $O(\epsilon^2 R^3) > \epsilon$, then there is enough energy in the original direction for the cycle to begin anew, resulting in sustained growth. Therefore, the interaction of linear, non-modal growth and nonlinearities yields a threshold amplitude $\epsilon = O(R^{-3})$.

To gain further insight into the interaction of non-normality and nonlinearity for this problem, we consider the phase space as depicted in Figures 1.4–1.5 for the system (1.2) with $R = 10$. Figure 1.4 shows the global phase space, where most of the action is due to the nonlinear terms, which rotate energy counter-clockwise. Most trajectories tend towards a pair of sinks at a distance $O(1)$ from the origin. In
Figure 1.7: Stable manifolds of the saddle points of (1.2) near the origin, with $R = 25$. The left plot shows the region near the origin, including the symmetrically located saddles at $\approx \pm (2R^{-3}, 2R^{-2})$. These stable manifolds define the basin of attraction of the origin, which is extremely narrow, especially in the vertical direction, due to the interplay of non-normality and nonlinearity. The right plot is similar except that the arrows labeled $v$ and $u$ point in the directions of the right (optimal input) and left (output) principal singular vectors of $e^{t_{\text{max}}A}$. The right singular vector $v$ lies approximately in the direction in which the basin of attraction is narrowest, and the left singular vector lies approximately in the direction of the saddle point.

Figure 1.5 the left plot shows a magnified view of the phase space near the origin, including a pair of saddle points at $\approx \pm (2R^{-2}, 2R^{-3})^T$. The right plot is a highly magnified view of the phase space near the origin, where the behavior is essentially linear.

The stable manifolds of the pair of symmetrically located saddle points form the boundary of the basin of attraction of the origin. They are located at a distance $O(R^{-3})$ from the origin, showing that non-normality and nonlinearity combine to make the basin of attraction quite narrow. Figure 1.6 shows a large-scale portrait
of the phase space for system (1.2), including the saddle points and their associated manifolds with $R = 4$. For $R$ larger than $\approx 10$, the two manifolds would be virtually indistinguishable to plotting accuracy. Figure 1.7 shows the saddle points and manifolds in a magnified view of the origin with $R = 25$ (the same value of $R$ as in Figure 1.3).

1.3 Outline of the thesis

This thesis explores some of the physical and mathematical issues touched upon in the last two sections, with the aim of contributing to an understanding of subcritical transition to turbulence in shear flows. In Chapter 2 we consider systems of ordinary differential equations like (1.2) that can be written, at a stable fixed point, as a combination of a non-normal linear term and a quadratic nonlinearity. We use various measures of non-normality to give lower bounds on the size of the basin of attraction at the stable equilibrium. Generally speaking, increasing non-normality decreases the basin of attraction, often faster than inverse linearly.

Chapter 3 examines several low-dimensional systems of ordinary differential equations, generalizations of (1.2), that have been proposed as models of subcritical transition to turbulence. In particular, these models all lead to predictions $\alpha \leq -1$ of the threshold exponent for subcritical transition to turbulence, even though they were constructed for disparate reasons. As we will briefly discuss, some of these models also capture a remarkable amount of the physics of certain routes to turbulence.
Chapter 4 turns from model problems to the actual Navier-Stokes equations of fluid mechanics. Small streamwise vortices can generate linearly unstable streamwise streaks in the early stages of transition to turbulence in plane Couette flow and plane Poiseuille flow. The threshold amplitude of the critical vortices is much smaller in plane Poiseuille flow. We explain the different threshold amplitude scalings of the streamwise vortices and discover that shear has a dual nature in these flows. Shear is responsible for streak generation, but it also inhibits the streak instability.

Finally, in Chapter 5 we consider a more mathematical topic having to do with extreme cases of non-normality. Hille and Phillips [43] and Zabczyk [104] have constructed linear operators \( A \) that generate \( C_0 \)-semigroups \( e^{tA} \) with the property that the asymptotic dynamics of \( e^{tA} \) are entirely unrelated to the spectrum of \( A \). These operators \( A \) are extremely non-normal. In Chapter 5 we present numerically computed plots of the pseudospectra of these operators, which explain graphically the anomalous asymptotic behavior of \( e^{tA} \).
Chapter 2

Non-normality meets nonlinearity:
The shrinking basin of attraction

The stability of an equilibrium solution of a finite dimensional system of ordinary
differential equations is traditionally investigated by considering a linearized system
of the form
\[
\frac{d}{dt} x = Ax
\]
(we can assume the origin is the fixed point of interest). If the eigenvalues of the
matrix A all have negative real parts, then the equilibrium is an asymptotically
stable fixed point. However, this stability may apply only to trajectories beginning
in a small neighborhood of the equilibrium solution. The limited region of validity
of the eigenvalues is usually blamed on nonlinearity, and of course, this is true in
the sense that if there were no nonlinearity, then the linear prediction would be
globally valid.
As the model problem (1.2) of Section 1.2 illustrates, however, if \( A \) is non-normal — its eigenvectors are not orthogonal or equivalently \( A \) does not commute with its adjoint — then it may happen that certain initial conditions can grow \textit{linearly} by potentially several orders of magnitude, even though the eigenvalues of \( A \) all lie the stable complex half-plane. A solution starting near the fixed point may grow large by a linear mechanism until it is swept away by nonlinearities.

This interaction of nonlinearity with linear, non-modal transient growth caused by non-normality can result in a much smaller basin of attraction for the stable fixed point than if \( A \) were normal. Thus, if \( A \) is highly non-normal, then one should be cautious about conclusions drawn from the eigenvalues. The eigenvalues of the linearized system reveal information about the behavior of solutions beginning sufficiently close to the equilibrium point as \( t \to \infty \). If \( A \) is non-normal, then the behavior of solutions to the linearized system can be much different for finite times than as \( t \to \infty \). This does not necessarily mean that the linearized system should be abandoned in attempting to draw conclusions about the basins of attraction of stable equilibria in the fully nonlinear system, rather, that one should take into account the effects of non-normality. This is the subject of this chapter. In a sequence of theorems we shall estimate the size of the basin of attraction of a stable equilibrium in a system combining non-normality with nonlinearity.

We begin by describing the mathematical setting in Section 2.1. In Sections 2.2–2.3, we introduce several different measures of non-normality and use them to derive lower bounds on the size of the basin of attraction of a stable fixed point. For each measure of non-normality, increasing the degree of non-normality can decrease the
size of the basin of attraction, often faster than inverse linearly. In Section 2.4 we apply these techniques to the model problem from Section 1.2 and compare the results to the exact bounds achieved by a rescaling of the problem. Finally, in Section 2.5 we consider to what extent these techniques may be applied to infinite dimensional systems of ordinary differential equations such as the Navier–Stokes equations.

### 2.1 The mathematical setting

For the sake of simplicity, we consider finite dimensional systems with linear and quadratic terms. Without loss of generality, $x = 0$ can be taken as the fixed point of interest. Consider the system:

$$
\frac{d}{dt} x = Ax + q(x), \quad x(0) = x_0, \tag{2.1}
$$

where $A \in \mathbb{C}^{n \times n}$, $x, x_0 \in \mathbb{C}^n$, and $q$ has the properties\footnote{We could easily generalize our results to more general nonlinearities by assuming that $q(x)$ is continuous and $q(\alpha x) = \alpha^\sigma q(x)$, for some $\sigma > 1$.}

$$
q(\alpha x) = \alpha^2 q(x), \quad \text{for all } \alpha \in \mathbb{R}, \text{ for all } x \in \mathbb{C}^n, \tag{2.2}
$$

and,

$$
\|q(x)\| \leq C \|x\|^2, \quad \text{for some } C \geq 0, \text{ for all } x \in \mathbb{C}^n. \tag{2.3}
$$

If $q$ satisfies (2.2), then condition (2.3) is equivalent to $q$ being continuous. If $q$ is quadratic, for instance, then (2.2) and (2.3) are trivially satisfied. Unless otherwise noted, $\| \cdot \|$ denotes the usual Euclidean norm on $\mathbb{C}^n$. 
Figure 2.1: $\|e^{tA}\|$ for a typical non-normal matrix $A$. At $t = 0$ the behavior is determined by the numerical abscissa, $\tau(A)$, and as $t \to \infty$ it is determined by the spectral abscissa, $\alpha(A)$. If $A$ were normal there would be no “hump” in the curve.

The linearized system governing the evolution of infinitesimal perturbations to the origin in (2.1) is

$$\frac{d}{dt} x = Ax. \quad (2.4)$$

For small enough initial conditions $x_0$, solutions to the full system (2.1) are well approximated by solutions to the linearized system:

$$x(t) = e^{tA}x_0.$$

If $A$ is a non-normal matrix, the behavior of these solutions, $e^{tA}x_0$, may be very different at finite times than as $t \to \infty$. In particular, even if the spectrum of $A$ is contained in the stable complex half-plane, solutions to the linearized problem may grow transiently by large factors. The potential for transient growth is reflected in
the curve $\|e^{tA}\|$. For each $t$, there is an initial condition $x_0$, with $\|x_0\| = 1$, such that

$\|e^{tA}x_0\| = \|e^{tA}\|$. Figure 2.1 shows a possible behavior of $\|e^{tA}\|$ for a non-normal matrix $A$ with stable eigenvalues. For this example we have chosen

$$A = \begin{pmatrix} -1 & 10 \\ 0 & -2 \end{pmatrix}.$$  \hspace{1cm} (2.5)

The behavior of solutions to the linearized problem for large times is determined by the spectrum of $A$. If the \textit{spectral abscissa} of $A$ is defined by

$$\alpha(A) = \max_{z \in \Lambda(A)} \text{Re} z,$$

where $\Lambda(A)$ denotes the spectrum of $A$, then

$$\lim_{t \to \infty} \frac{\log \|e^{tA}\|}{t} = \alpha(A).$$

Thus, if $\alpha(A) < 0$, all solutions to the linearized problem asymptotically decay at a rate determined by the spectrum of $A$, and $x = 0$ is a stable fixed point of (2.1). In the sequel, we always assume $\alpha(A) < 0$. For the example depicted in Figure 2.1, $\alpha(A) = -1$.

Figure 2.1 shows that for a non-normal matrix $A$ there can be solutions that grow quickly for small times. In fact, at $t = 0$, there are solutions that grow at a rate determined by the \textit{numerical abscissa} of $A$

$$\tau(A) \equiv \sup_{x \in \mathbb{C}^n} \text{Re} \left. \frac{x^*Ax}{x^*x} \right| = \alpha \left( \frac{A + A^*}{2} \right) = \left. \frac{d}{dt} \|e^{tA}\| \right|_{t=0}.$$

For non-normal $A$, we may have $\tau(A) \gg \alpha(A)$. For the example in Figure 2.1, $\tau(A) \approx 7.05$. 
2.2 Bounds based on \( \|e^{tA}\| \)

As above, we assume \( \alpha(A) < 0 \). If \( A \) is normal, then it is not hard to show that

\[
\|e^{tA}\| = e^{t\alpha(A)}.\]

However, if \( A \) is non-normal, then \( \|e^{tA}\| \) may grow transiently before decaying as \( t \to \infty \). In that case, for each \( \lambda \) in the range \( 0 \leq \lambda < -\alpha(A) \) there is a smallest constant \( \gamma(\lambda) \) with \( 1 \leq \sup_{t \geq 0} \|e^{tA}\| \leq \gamma(\lambda) < \infty \), such that

\[
\|e^{tA}\| \leq \gamma(\lambda)e^{-\lambda t}. \tag{2.6}
\]

We do not define \( \gamma(-\alpha(A)) \), for in the case where the leading eigenvalues of \( A \) are defective we would have \( \gamma(-\alpha(A)) = \infty \).

Here is a heuristic argument describing the behavior of some solutions to the full system (2.1). The approximate time scale on which solutions to the linearized problem decay is determined by \( \lambda \), and \( \gamma(\lambda) \) is a crude bound on the size of possible transient growth of solutions. An initial condition of size \( \eta \) may be amplified to size, at most, \( \eta \gamma(\lambda) \) by linear transient growth caused by non-normality. The quadratic terms act on the amplified initial condition over a time period of order \( 1/\lambda \), producing an output of size approximately \( C\eta^2\gamma(\lambda)^2/\lambda \). If this output is smaller than the initial input, that is, if \( \eta > C\eta^2\gamma(\lambda)^2/\lambda \), then the process cannot repeat itself and growth is not sustained. This yields a lower bound on the size of the initial condition \( \eta < \lambda/(C\gamma(\lambda)^2) \) below which all solutions decay.

The following theorem makes this idea precise. We use the notation

\[
B_{\|\cdot\|}(y, \eta) = \{ x \in \mathbb{C}^n : \|x - y\| < \eta \}\]
to denote the open ball about $y$ of radius $\eta$ in the indicated norm.

**Theorem 2.2.1** Let $\gamma(\lambda)$ be as in (2.6) for $0 \leq \lambda < -\alpha(A)$. Let $C > 0$ be as in (2.3). The basin of attraction of the origin in (2.1) contains the open ball $B_{\|\|}(0, \eta)$, where

$$
\eta = \frac{\lambda}{C\gamma(\lambda)^2}.
$$

**Proof:** Let $\eta$ be as above and let $\delta = \frac{\lambda}{C\gamma(\lambda)^2}$. Let $x(0) = x_0$ be any initial condition in $B_{\|\|}(0, \eta)$. Since $\|x(0)\| < \eta < \delta$ it follows that $\|x(s)\| < \delta$ for sufficiently small $s > 0$. Suppose, for contradiction, that for some $t > 0$ we have $\|x(s)\| < \delta$ for $0 \leq s < t$, and $\|x(t)\| = \delta$. By Duhamel’s principle, we have

$$
x(t) = e^{tA}x(0) + \int_0^t e^{(t-s)A}q(x(s))ds.
$$

Since $\|x(s)\| < \delta = \frac{\lambda}{C\gamma(\lambda)^2}$ we have by (2.3)

$$
\|q(x(s))\| \leq C\|x(s)\|^2 < C\delta\|x(s)\| = \frac{\lambda}{\gamma(\lambda)}\|x(s)\|.
$$

Thus there exists a number $\sigma$, $0 < \sigma < \lambda$ such that

$$
\|q(x(s))\| \leq \frac{\sigma}{\gamma(\lambda)}\|x(s)\|.
$$

Now combining (2.7) and (2.8) yields

$$
\|x(t)\| \leq \gamma(\lambda)e^{-\lambda t}\|x(0)\| + \gamma(\lambda)e^{-\lambda t}\frac{\sigma}{\gamma(\lambda)}\int_0^t e^{\lambda s}\|x(s)\|ds.
$$

Let $u(t) = e^{\lambda t}x(t)$, so that (2.9) becomes

$$
\|u(t)\| \leq \gamma(\lambda)\|u(0)\| + \sigma\int_0^t \|u(s)\|ds.
$$
Applying Gronwall’s inequality gives

\[ \|u(t)\| \leq \gamma(\lambda)\|u(0)\|e^{\sigma t}, \]

or, in terms of \( x \),

\[ \|x(t)\| \leq \gamma(\lambda)\|x(0)\|e^{-(\lambda-\sigma)t} < \gamma(\lambda)\eta e^{-(\lambda-\sigma)t} = \delta e^{-(\lambda-\sigma)t}. \]  \hfill (2.10)

This shows that \( \|x(t)\| < \delta \), contradicting our assumption that \( \|x(t)\| = \delta \) for some \( t > 0 \). Thus, we must have \( \|x(s)\| < \delta \) for \( s \geq 0 \). It follows that \( \sigma \) in (2.8) may be chosen independent of \( t \). So equation (2.10) holds for \( t \geq 0 \), showing that if \( x(0) = x_0 \in B_{\|\cdot\|}(0, \eta) \), then \( \|x(t)\| \to 0 \) as \( t \to \infty \) and \( x_0 \) is in the basin of attraction of the origin.

In addition to demonstrating the potential for an increase in the non-normality of \( A \) to decrease the size of the basin of attraction, Theorem 2.2.1 shows the well-known fact that linear stability of a fixed point implies local nonlinear stability. The theorem is based on a standard proof of nonlinear stability, except that we have taken care to quantify the role of non-normality.

Theorem 2.2.1 contains a free parameter \( \lambda \). We can optimize over \( \lambda \) to achieve the best possible bound attainable by the above method.

**Corollary 2.2.1** Let \( \gamma(\lambda) \) be as in (2.6) for \( 0 \leq \lambda < -\alpha(A) \). Let \( C > 0 \) be as in (2.3). The basin of attraction of the origin in (2.1) contains the open ball \( B_{\|\cdot\|}(0, \eta) \), where

\[ \eta = \sup_{0 \leq \lambda < -\alpha(A)} \frac{\lambda}{C\gamma(\lambda)^2}. \]
Proof: The supremum is attained since \( \gamma(\lambda) \geq \sup_{t \geq 0} \| e^{tA} \|. \) Furthermore, \( \eta > 0, \) since \( 0 \leq \lambda < -\alpha(A) \) implies \( \gamma(\lambda) < \infty. \)

If \( A \) happens to be diagonalizable, that is, there exists a nonsingular matrix \( V \) and diagonal matrix \( D \) such that \( V^{-1}AV = D, \) then it is possible to give an upper bound on the constant \( \gamma(\lambda) \) in (2.6). The columns of \( V \) are eigenvectors of \( A \) and the diagonal entries of \( D \) are the corresponding eigenvalues. Define the condition number of the eigenvector basis as

\[
\kappa(V) = \|V\| \|V^{-1}\|.
\]

It follows from

\[
\| e^{tA} \| = \| e^{tVDV^{-1}} \| = \| V e^{tD} V^{-1} \| \leq \kappa(V) \| e^{tD} \| = \kappa(V) e^{t\alpha(A)}
\]

that \( \gamma(\lambda) \leq \kappa(V). \) In general, however, \( \gamma(\lambda) \) may be much smaller than \( \kappa(V). \) For instance, for the example \( A \) in (2.5), we have a bound of the form (2.6)

\[
\| e^{tA} \| \leq 10.05 e^{-t},
\]

but the condition number of the eigenvector basis is \( \kappa(V) \approx 20.05. \)

Corollary 2.2.2 Let \( C > 0 \) be as in (2.3). If there exists a matrix \( V \) such that \( V^{-1}AV \) is diagonal, then the basin of attraction of the origin in (2.1) contains the open ball \( B_{\| \cdot \|}(0, \eta), \) where

\[
\eta = \frac{-\alpha(A)}{C \kappa(V)^2}.
\]

If \( A \) is normal, then there exists a unitary matrix \( V \) such that \( V^{-1}AV \) is diagonal. For such a choice of \( V, \) \( \kappa(V) = 1, \) and the next corollary follows from the previous one.
Corollary 2.2.3 Let $C > 0$ be as in (2.3). If $A$ is normal, then the basin of attraction of the origin in (2.1) contains the open ball $B_{\|\cdot\|}(0, \eta)$, where

$$\eta = \frac{-\alpha(A)}{C}.$$ 

This corollary shows that for normal matrices $A$, a lower bound on the size of the basin of attraction can be obtained by simply balancing the decaying effect of the spectrum against nonlinear growth. For non-normal matrices, the quantity $\gamma(\lambda)$ increases with the degree of non-normality, leading to a decrease in the size of the basin of attraction.

### 2.3 Bounds based on eigenvectors

In the last section we showed that the basin of attraction of the origin for the system (2.1) contains certain balls in the Euclidean norm. These balls are spherical and do not reflect the fact that the basin of attraction tends to be narrow in directions that experience the most transient growth and broad in directions that do not experience transient growth. In this section we introduce a different norm, based on the eigenvectors of $A$, in which the open balls are elliptical and do a better job of capturing the shape of the basin of attraction.

Suppose that $A$ is a diagonalizable matrix, that is, there exists an invertible matrix $V$ such that $V^{-1}AV$ is diagonal. The columns of $V$ are the eigenvectors of $A$. We can use the matrix $V$ to define a new norm

$$\|x\|_V = \|V^{-1}x\|, \; x \in \mathbb{C}^n,$$
Figure 2.2: Comparison of the unit balls in the Euclidean norm, \( \| \cdot \| \), and the eigenvector norm \( \| \cdot \|_V \), for the example matrix \( A \) in (2.5). The columns of \( V \) are the eigenvectors of \( A \) (normalized to have Euclidean norm 1). The arrows point in the directions of the eigenvectors. The unit ball in the \( V \)-norm is narrowest in directions which experience the most transient linear growth.

where \( \| \cdot \| \) is the Euclidean norm on \( \mathbb{C}^n \). Figure 2.2 shows the unit balls in the Euclidean norm and the \( V \)-norm for the example matrix (2.5). The normalized eigenvectors are marked by arrows in the plot. An initial condition that lies approximately in the space spanned by an eigenvector will simply decay along that eigenspace. However, an initial condition that lies approximately orthogonal to the eigenvectors may grow transiently before ultimately decaying.

The eigenvectors of the example matrix \( A \) above are \( v_1 = (1, 0)^T \) and \( v_2 = (10/\sqrt{101}, -1/\sqrt{101})^T \approx (0.9950, -0.0995)^T \). The initial condition \( x_0 = (0, 1)^T \)
evolves linearly under the action of $e^{tA}$ as

$$e^{tA}x_0 = 10e^{-t}v_1 + \sqrt{101}e^{-2t}v_2.$$  \hfill (2.11)

The eigenvectors are nearly parallel, so the expansion coefficients in the eigenvector basis are large since $x_0$ is approximately orthogonal to the eigenvectors. At $t = 0$ the terms in (2.11) approximately cancel, so the solution is of size 1, but for intermediate times the coefficient of $v_2$ decays faster than that of $v_1$ so that the cancellation property no longer holds and the solution can grow to a maximum amplitude of approximately 2.5. The eigenvector norm $\| \cdot \|_V$ captures this behavior. It tends to be broad in the directions spanned by the eigenvectors, which are not susceptible to transient growth, and narrow in the directions approximately orthogonal to the eigenvectors, which can grow transiently.

The following theorem gives a lower bound in this eigenvector norm on the size of the basin of attraction for (2.1).

**Theorem 2.3.1** Assume the matrix $A$ in (2.1) is diagonalizable, with $V^{-1}AV = D = \text{diag}(\lambda_1, \ldots, \lambda_n)$ for some nonsingular matrix $V$. Then the basin of attraction of the origin in (2.1) contains the open ball $B_{\| \cdot \|_V}(0, \eta)$, where

$$\eta = \frac{-\alpha(A)}{\sup_{\| x \|_V = 1} \| q(x) \|_V}$$

**Proof:** Introduce new coordinates to diagonalize the linear part of (2.1), that is, let $y = V^{-1}x$. In the new $y$-coordinates, which are the coefficients of $x$ in the eigenvector basis, (2.1) becomes

$$\frac{d}{dt}y = Dy + V^{-1}q(Vy).$$  \hfill (2.12)
Since $\alpha(D) = \alpha(A) < 0$, the origin of system (2.12) is a stable fixed point. Let

$$C = \sup_{y \in \mathbb{C}^n} \frac{\|V^{-1}q(Vy)\|}{\|y\|^2}$$

$$= \sup_{\|y\|=1} \|V^{-1}q(Vy)\|$$

$$= \sup_{\|V^{-1}x\|=1} \|V^{-1}q(x)\|$$

$$= \sup_{\|x\|_y=1} \|q(x)\|_y,$$  \hspace{1cm} (2.13)

where the second equivalence follows from (2.2). It follows that the nonlinear term in (2.12) satisfies the bound (2.3) for this choice of $C$. Now, since $D$ is normal, Corollary 2.2.3 applies to the system (2.12) to show that the basin of attraction of the origin contains the ball (in the $y$-coordinate space) $B_{\|y\|(0, \eta)}$, with

$$\eta = \frac{-\alpha(D)}{C} = \frac{-\alpha(A)}{\sup_{\|x\|_y=1} \|q(x)\|_y}. \hspace{1cm} (2.14)$$

The theorem follows by transforming the ball back to the original $x$-coordinates. □

The proof of Theorem 2.3.1 shows that it follows easily from Theorem 2.2.1 by using the eigenvector basis to introduce a change of coordinates in system (2.1) such that the linear part is diagonalized, applying Theorem 2.2.1 in the new coordinates, and transforming the result back to the original coordinates. The advantage to using the eigenvector norm is that is tends to reveal more than simply the size of the basin of attraction of the origin in (2.1); it also reveals the shape.
2.4 A model problem

To illustrate the use of the techniques developed in Sections 2.2–2.3 we apply them to the model problem (1.2) from [95]:

\[ \dot{u} = Au + \|u\|Bu, \]

with

\[ u = \begin{pmatrix} u \\ v \end{pmatrix}, \quad A = \begin{pmatrix} -R^{-1} & 1 \\ 0 & -2R^{-1} \end{pmatrix}, \quad B = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \]

(2.15)

to derive lower bounds on the size of the basin of attraction of the origin. We considered this system in Chapter 1 as an example of how non-normality and nonlinearity can combine to dramatically reduce the size of the basin of attraction of a linearly stable fixed point — in this case the origin, corresponding to the laminar solution in a linearly stable shear flow. In this thesis, we are interested in the dependence of the size of that basin of attraction on the parameter \( R \), analogous to the Reynolds number (see equation (1.1)). Thus the following lower bounds are stated in terms of \( R \).

First we apply the techniques based on \( \|e^{tA}\| \) from Section 2.2 to (2.15). The nonlinear term satisfies the bound

\[ \|\|u\|Bu\| \leq \|u\|^2, \]

so the constant \( C \) in (2.3) may be chosen as \( C = 1 \). Figure 1.2 indicates that \( \|e^{tA}\| \) grows as large as \( O(R) \) over a time period \( O(R) \). In fact, it can be shown that \( \|e^{tA}\| \)
approximately satisfies the bound

\[ \| e^{tA} \| \lesssim Re^{-t/R} \]  \hspace{1cm} (2.16)

(in the sense that \( \sup_t \| e^{tA} \| e^{t/R} \sim R \) as \( R \to \infty \)). It follows from Theorem 2.2.1 that the basin of attraction of the origin in (2.15) contains the open ball \( B_{\|\|}(0, \eta) \), where \( \eta \approx R^{-3} \).

However, the bound (2.16) is not optimal in the sense that it does not yield the largest \( \eta \) possible from Theorem 2.2.1. It is possible to optimize over \( \lambda \), as in Corollary 2.2.1, to achieve a better bound. We have numerically determined the optimal value \( \lambda_{\text{opt}} \approx 0.4696R^{-1} \) (for sufficiently large \( R \)), with the corresponding value \( \gamma(\lambda_{\text{opt}}) \approx 0.3725R \). Thus, by Corollary 2.2.1, the basin of attraction of the origin in (2.15) contains the open ball \( B_{\|\|}(0, \eta) \), where \( \eta \) is given approximately by

\[ \eta = \sup_{0 \leq \lambda < -\alpha(A)} \frac{\lambda}{C \gamma(\lambda)^2} \approx \frac{0.4694R^{-1}}{(0.3725R)^2} = 3.3821R^{-3}. \]

The technique based on \( \| e^{tA} \| \) incorporates non-normality to reveal the correct \( O(R^{-3}) \) scaling of the basin of attraction of the origin (see Section 1.2). The bound is not sharp; the basin of attraction of the origin actually contains the open ball \( B_{\|\|}(0, \eta) \) with \( \eta \approx 6.59R^{-3} \). Thus the optimal estimate from Corollary 2.2.1 is off by approximately a factor of 2.

These estimates are excellent given that no analysis of the particular dynamics of the system (2.15) was necessary. However, they only tell us that the basin of attraction contains a spherical ball of size \( O(R^{-3}) \). This does not reflect the fact that the basin of attraction is narrower in directions which experience transient growth
and broader in directions which do not (such as in the directions of the eigenvectors of \( A \)); see Figure 1.7 in Chapter 1. Fortunately, the eigenvector norm \( \| \cdot \|_V \), introduced in Section 2.3, tends to capture the shape, or at least the characteristic dimensions, of the basin of attraction.

The matrix \( V \), whose columns are the normalized eigenvectors of \( A \), is

\[
V = \begin{pmatrix}
1 & R/\sqrt{R^2 + 1} \\
0 & -1/\sqrt{R^2 + 1}
\end{pmatrix},
\]

with inverse

\[
V^{-1} = \begin{pmatrix}
1 & R \\
0 & -\sqrt{R^2 + 1}
\end{pmatrix}.
\]

Unit balls in this norm satisfy the inequality

\[
u^2 + 2uvR + (2R^2 + 1)v^2 < 1
\]

which defines an ellipse whose major and minor axes nearly coincide with the \( u \) and \( v \) axes, respectively, and whose lengths are approximately \( 2\sqrt{2} \) and \( \sqrt{2}R^{-1} \), respectively. Thus, the unit ball in the \( V \)-norm is narrowest in approximately the direction of the \( v \) coordinate, which is the direction most susceptible to transient growth.

To apply Theorem 2.3.1 we need to estimate the quantity \( \sup_{\|x\|_V = 1} \|q(x)\|_V \), where \( q(x) \) is the quadratic nonlinearity in (2.15) and \( x = (u,v)^T \). It can be shown that \( \sup_{\|x\|_V = 1} \|q(x)\|_V \sim 2\sqrt{2}R \) as \( R \to \infty \). So by Theorem 2.3.1, with \( \alpha(A) = -R^{-1} \), the basin of attraction of the origin contains the open ball \( B_{\|\cdot\|_V}(0,\eta) \), where \( \eta \) is given by

\[
\eta = \frac{-\alpha(A)}{\sup_{\|x\|_V = 1} \|q(x)\|_V} \approx \frac{-R^{-1}}{2\sqrt{2}R} = \frac{\sqrt{2}}{4} R^{-2} \approx 0.3536 R^{-2}.
\]
Figure 2.3: Comparison of the lower bounds in the Euclidean norm and the $V$-norm for the model problem (1.2) with $R = 25$. Shown are the balls $B_{\|\cdot\|}(0, 3.3821R^{-3})$ and $B_{\|\cdot\|_V}(0, 0.3536R^{-2})$ as determined in the text. Also shown is the boundary of the basin of attraction, formed by the stable manifolds of the saddle points near the origin (see Figures 1.6–1.7). The ball in the $V$-norm captures the characteristic dimensions of the basin of attraction.

The unit balls in the $V$-norm scale are ellipses which scale as $O(R^{-1})$ in the $v$ direction and $O(1)$ in the $u$ direction. So Theorem 2.3.1 shows that the basin of attraction of the origin of (1.2) contains an ellipse which scales as $O(R^{-3})$ in the $v$ direction and $O(R^{-2})$ in the $u$ direction. Thus, bounds in the $V$-norm achieved by the above technique tend to capture not only the size of the basin of attraction, but also the shape. Again, this bound is not sharp. The basin of attraction actually contains the ball $B_{\|\cdot\|_V}(0, \eta)$, where $\eta \approx 2.13R^{-2}$. So the bound achieved by the $V$-norm technique is off by about a factor of 6 for this example.

In Figure 2.3 we show the regions which must be in the basin of attraction of the
origin as determined by the above lower bounds. The region bounded by the ball in the Euclidean norm appears larger, but the region bounded by the ball in the $V$-norm scales as $R^{-3}$ in the vertical direction and $R^{-2}$ in the horizontal direction thus effectively capturing the characteristic dimensions of the basin of attraction for the model problem (2.15) (see Figure 1.7 on page 13).

2.5 Infinite dimensions

While we have concentrated on finite dimensional systems, these results can easily be applied to some infinite dimensional systems. For example, Theorem 2.2.1 can be applied to any system (2.1), for which bounds (2.3) and (2.6) are available.

Similarly, Theorem 2.3.1 can be extended to infinite dimensional systems provided the nonlinear terms can be bounded as above and also provided that the linear operator $A$ has a Riesz basis — a complete basis of eigenfunctions for which the operator corresponding to $V$ is bounded and has a bounded inverse; see [28] for instance.

There are, of course, infinite dimensional systems to which the above results do not apply. For instance, we would like to apply Theorem 2.2.1 to the Navier–Stokes equations which govern the evolution of disturbances to the linearly stable laminar solution in plane Couette flow, but the quadratic nonlinear term in that case is $(\mathbf{u} \cdot \nabla)\mathbf{u}$, which contains spatial derivatives, making a bound of the form (2.3) impossible in the usual energy norm. It might be possible to surmount this difficulty through the use of a different norm like that used by G. Kreiss, et al. [55].
They showed that the basin of attraction of the laminar solution in plane Couette flow contains a ball which scales as $O(R^{-21/4})$ by using a technique based on the norm of the resolvent of the linear term and a Sobolev norm to bound the nonlinear terms.
Chapter 3

Low-dimensional models of subcritical transition to turbulence*

In Section 1.2 we saw one example of a low-dimensional model of subcritical transition to turbulence in linearly stable shear flows. We also saw how that model related to the concept of threshold exponents (see equation (1.1) on page 6). In this chapter, we examine several low-dimensional systems of ordinary differential equations which have been proposed, by different groups, to model certain aspects of subcritical transition to turbulence in shear flows and even the turbulent state itself. While many of these models were designed for disparate purposes, their mathematical structure is strikingly similar.

*This chapter is adapted from the paper of the same title written with L.N. Trefethen, to appear in Physics of Fluids [3].
Three of the models we consider were proposed by our group here at Cornell:

\[ TTRD = \text{Trefethen, Trefethen, Reddy and Driscoll, 1993 [95],} \]
\[ BDT = \text{Baggett, Driscoll and Trefethen, 1995 [2],} \]
\[ BT = \text{Baggett and Trefethen, unpublished, 1995.} \]

Two more models are due to Waleffe at MIT. These models are outgrowths of earlier work with Hamilton and Kim at the Center for Turbulence Research at NASA Ames Research Center and Stanford University [37, 99]:

\[ W = \text{Waleffe, 1995 [97, 98],} \]
\[ W2 = \text{Waleffe, unpublished, 1995.} \]

A sixth comes from the University of Marburg in Germany, building upon earlier work in Marburg by Boberg and Brosa [7]:

\[ GG = \text{Gebhardt and Grossmann, 1994 [27].} \]

A seventh was presented in a paper from the Royal Institute of Technology in Stockholm,

\[ KLH = \text{G. Kreiss, Lundbladh and Henningson, 1994 [55].} \]

Finally, an eighth model was proposed in a manuscript from Göteborg, Sweden,

\[ JRB = \text{Johnson, Rannacher and Boman, 1995 [46].} \]

For each model, the origin, corresponding to the laminar solution, is linearly stable, so that sufficiently small initial conditions asymptotically decay. The least
stable modes decay exponentially with decay rate $O(R^{-1})$, where $R$ is a parameter analogous to the Reynolds number, in analogy with linearly stable shear flows such as plane Couette and pipe Poiseuille flow. But, as with the linearized Navier–Stokes\textsuperscript{1} equations governing the evolution of small perturbations to the laminar solution in the same flows, the linear part (at the origin) of each of these models amplifies certain structures by as much as $O(R)$ over a time period $O(R)$. In contrast to a normal linear amplification process, in the non-normal case the input and output structures are different (in plane shear flows, for example, they may be streamwise vortices and streaks, respectively), and the linear process alone cannot sustain the growth of the perturbation. The role of nonlinearities, then, is to recycle some of the outputs back into inputs, creating a feedback loop and allowing the solution to “bootstrap” to a sustained higher amplitude; see Figure 3.1.

Remarkably, the amplification caused by the interaction of non-normality and nonlinearity, that is, bootstrapping, can be much greater than that caused by the non-normal linear part alone. As shown in Chapter 2, this interaction may result in a basin of attraction of the origin which shrinks much faster than $O(R^{-1})$ as $R \to \infty$. The purpose of this chapter, in addition to demonstrating the similarity of this collection of models, which were proposed for widely varying reasons, is to present the rather surprising fact that six of these eight models have threshold exponent $\alpha$ less than $-1$. That is, the amplitude $\epsilon_{\min}$ of the smallest perturbation which causes transition to “turbulence” (for our purposes this means that the solution does not

\textsuperscript{1}with the appropriate nondimensionalization; see [33] for instance.
asymptotically decay) scales approximately as

$$\epsilon_{\text{min}} = O(R^\alpha)$$ \hspace{1cm} (3.1)

for some $\alpha < -1$ as $R \to \infty$. Thus these models lend further support to the conjecture of Trefethen, et al., that (3.1) holds with $\alpha < -1$, where $\epsilon_{\text{min}}$ measures the energy norm of the smallest perturbation to the laminar flow which may excite transition to turbulence in linearly stable shear flows such as plane Couette flow and pipe Poiseuille flow [95].

While the linear terms in the models are similar, the nonlinear terms come in two varieties — with or without “selection rules.” In plane Couette flow, for example, the strongest transient amplification is achieved by a shear tilting mechanism acting on structures independent of the streamwise coordinate (see Chapter 4). If the initial condition is perfectly independent of the streamwise coordinate, with zero energy in the Fourier components corresponding to the streamwise variation, then this situation must persist for all time, and turbulence cannot be achieved. Algebraically, this can be seen by noting that the nonlinear interactions of the Navier–Stokes equations operate in triads, obeying selection rules of the form

$$(\alpha_1, \beta_1) + (\alpha_2, \beta_2) \to (\alpha_1 + \alpha_2, \beta_1 + \beta_2),$$

where $\alpha$ and $\beta$ denote Fourier parameters in the streamwise and spanwise directions, respectively. In particular, a single mode $(\alpha, \beta)$ does not affect itself nonlinearly.

A useful description of selection rules comes from Gebhardt and Grossmann [27], who write: “In highly symmetric geometries, where the eigenmodes are, e.g., plane waves, the eigenspaces can be classified by the conserved components of their wave
vectors. Eigenspaces with different wave vectors are orthogonal of course. Thus the non-normality of the linearized Navier-Stokes dynamics can act only within each subspace. Since the Navier-Stokes nonlinearity \((u \cdot \nabla)u\) does not couple directly, eigenmodes within the same subspace due to momentum conservation, non-normality and second-order nonlinear interaction do not combine.”

In Section 3.1 we consider models that do not incorporate selection rules into the nonlinear terms. In Section 3.2, we consider the models which incorporate selection rules. We discuss two different heuristic arguments which explain how bootstrapping works in these models in Section 3.3. Finally in Section 3.4 we summarize our results.

### 3.1 Models without selection rules

The first three models we consider are similar in that they have no selection rules. All three of these models feature non-modal linear amplification combined with nonlinear, energy conserving mixing. These three models and the first model of Section 3.2, the BT model, reflect the view of their authors that the transition process is “essentially linear” in the sense that its qualitative features are not sensitive to the details of the nonlinear interactions. Trefethen, et al. [95], and Boberg and Brosa before them [7], proposed that the role of nonlinearity in transition is to serve as a mixing mechanism, enabling outputs from the linear, non-modal amplification process to be recycled back to inputs, as suggested in Figure 3.1. According to this view, even if the Navier–Stokes equations happened to have quite different
nonlinear terms than the actual ones, there would probably still be a recognizable phenomenon of subcritical transition to turbulence.

3.1.1 The TTRD model

The TTRD model was proposed to illustrate how non-modal linear amplification can interact with nonlinear mixing to produce a threshold exponent $\alpha < -1$. We have already met this model in Chapters 1–2; however, it is presented here in a slightly different way.

Each of the models in this chapter can be written as a sum of linear and quadratic terms (the GG model includes a third term which we describe below) in the form

$$\dot{u} = Au + B(u, u),$$

(*)&

where $u$ is a real or complex $n$-dimensional vector, $A$ is an $n \times n$ matrix, and $B(u, u)$ is a vector of quadratic nonlinear terms. In every case, the matrix $A$ is non-normal,
and solutions to the linearized problem $\dot{u} = Au$ may be amplified by a factor $O(R)$ over a time period $O(R)$.

Written in our standard form $(*)$ the TTRD model has terms

$$u = \begin{pmatrix} u \\ v \end{pmatrix} \in \mathbb{R}^2, \quad A = \begin{pmatrix} -R^{-1} & 1 \\ -2R^{-1} \end{pmatrix},$$

(TTRD)

$$B(u, u) = \|u\| \begin{pmatrix} 1 \\ -1 \end{pmatrix} u.$$  

The linear term $A$ represents a linear, non-modal transient amplifying process of amplitude $O(R)$ over a time scale $O(R)$. The term $B(u, u)$ mixes the two variables but does not directly affect the energy, since the matrix involved is skew-symmetric. The variables are allowed to affect themselves nonlinearly. Thus, (TTRD) does not incorporate selection rules.

Figure 3.2 gives an indication of the behavior of (TTRD) for $R = 100$. In this chapter we shall present a number of figures of this kind, always following the same format. Eleven curves are shown, corresponding to $\|u(t)\|$ as a function of $t$ for eleven different initial conditions $u(0)$. The initial conditions have norms $\|u(0)\| = 10^{-7}, 10^{-6.5}, 10^{-6}, ..., 10^{-2}$. In Figure 3.2, as in our other analogous figures, the lower curves have approximately the same shape, differing only in vertical displacement. This is because in these cases, the amplitudes are sufficiently small that the nonlinear terms have negligible effect. What remains is just the linear, non-modal behavior: amplification by about 1.5 orders of magnitude followed by slow decay to the origin analogous to the laminar flow. The upper curves, however, are strongly affected by nonlinearity. At the beginning, they follow the shape of the linear evolution, but in the cases with $\|u(0)\| > 10^{-5.5}$, they are attracted as $t \to \infty$ to a state of magnitude
Figure 3.2: Evolution curves for the model (TTRD) (threshold exponent $\alpha = -3$) with $R = 100$. The curves show the vector norm $\| u(t) \|$ for optimal initial conditions of amplitudes $\| u(0) \| = 10^{-7}, 10^{-6.5}, 10^{-6}, \ldots, 10^{-2}$.

$O(1)$, analogous to turbulent flow.

What is important in Figure 3.2 is that although the linear amplification is by less than two orders of magnitude and the nonlinear terms conserve energy, the total amplification in the nonlinear system is by close to six orders of magnitude. This is what we referred to above as bootstrapping. Specifically, for the model (TTRD) with $R = 100$, the threshold amplitude for transition is approximately $7.63 \times 10^{-6}$, and this threshold decreases with exponent $\alpha = -3$ as $R \to \infty$. We shall not present the evidence for this and other statements about threshold exponents in this chapter, though Theorem 2.2.1 from Chapter 2 may be applied to all of the models in this chapter to give a lower bound on the threshold exponent of $\alpha = -3$ in every case. We assure the reader that in every case, numerical experiments
show that the $R^\alpha$ dependence is clean and unambiguous. In fact, it can be shown, by a careful rescaling of the variables in each model, that the $R^\alpha$ dependence is asymptotically exact as $R \to \infty$.

We have described the amplitude of the initial vector $\mathbf{u}(0)$ but not its direction. For Figure 3.2 and the other analogous plots of this chapter, $\mathbf{u}(0)$ is always determined by the following recipe:

$$\mathbf{u}(0) = C(\mathbf{u}_{\text{opt}} + 0.1\mathbf{u}_{\text{rand}}). \quad (3.2)$$

Here, $\mathbf{u}_{\text{opt}}$ denotes the unit vector such that $e^{tA}\mathbf{u}_{\text{opt}}$ achieves the most transient growth (obtained via the singular value decomposition of $e^{tA}$; see Section 1.2 for details). The vector $\mathbf{u}_{\text{rand}}$ is a unit vector whose entries are sampled independently from the standard normal distribution, then rescaled such that $\|\mathbf{u}_{\text{rand}}\| = 1$. Thus $\mathbf{u}(0)$ consists of a vector designed to achieve optimal linear growth plus a noise vector of relative size 10% (by amplitude) or 1% (by energy). Such noise is necessary in some of the low-dimensional models — as in the Navier–Stokes equations themselves — to break symmetries associated with structures independent of the streamwise or spanwise coordinate. The initial amplitude of the noise has little effect on the overall behavior.

Though we present only one figure for each model described in this chapter, several runs have in fact been made in each case, with distinct vectors $\mathbf{u}_{\text{rand}}$, to ensure that the behavior in the plot presented is typical.

In summary: for the first model under consideration, (TTRD), a bootstrapping phenomenon occurs and the threshold exponent is $\alpha = -3$. 
3.1.2 The BDT model

The view taken in (TTRD) is that more or less random nonlinearities should cause the system to bootstrap, but if the matrix in the nonlinear term is chosen at random, though still skew-symmetric, then transition is observed with probability only 0.5. The other half of the time, the nonlinear mixing rotates energy in the phase plane in the wrong direction, shutting off the loop of Figure 3.1. One might think that this shut-off effect calls into question the idea that arbitrary nonlinear mixing is likely to generate a phenomenon of subcritical transition. In fact, it is an artifact of the triviality of two-dimensional dynamics. To elucidate this point, a three-variable analogue of (TTRD) was proposed in [2]:

$$\begin{pmatrix} \dot{u} \\ \dot{v} \\ \dot{w} \end{pmatrix} = \begin{pmatrix} -2R^{-1} & \beta(R) & -2R^{-1} \\ -2R^{-1} & \beta(R) & -2R^{-1} \end{pmatrix} \begin{pmatrix} u \\ v \\ w \end{pmatrix} + \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} \begin{pmatrix} a & b & c \\ -a & c & b \\ -b & -c & 0 \end{pmatrix} \begin{pmatrix} u \\ v \\ w \end{pmatrix}. \tag{3.3}$$

As in (TTRD), the linear term here produces transient, non-modal amplification of amplitude $O(R)$ and time scale $O(R)$; the value $\beta(R) = 3.86\sqrt{(R + 1)/R^2}$ was chosen in [2] so that the “$O$” constants are approximately 1. The entries $a$, $b$, $c$ were chosen randomly, but scaled so that the skew-symmetric matrix in the energy conserving nonlinear term has norm 1 ($a^2 + b^2 + c^2 = 1$). Note that the variables are allowed to affect themselves nonlinearly, so that (3.3) does not incorporate selection rules.

As expected, the arbitrary choices of nonlinear coefficients in (3.3) lead to a variety of different $O(1)$ “turbulent” states including finite fixed points, the point at infinity, limit cycles, or chaos. However, the early stages of transition are in-
Figure 3.3: Evolution curves for model (BDT) (threshold exponent $\alpha = -3$) with $R = 100$.

dependent of the final state, and the random choice of nonlinear coefficients yields transition with probability close to 1, not 0.5, for sufficiently high $R$, with threshold exponent again $\alpha = -3$.

We consider a somewhat simplified version of (3.3). Written in our standard form (*) it has terms

$$
\mathbf{u} = \begin{pmatrix} u \\ v \\ w \end{pmatrix} \in \mathbb{R}^3, \quad A = \begin{pmatrix} -R^{-1} & R^{1/2} & 0 \\ 0 & -R^{-1} & R^{1/2} \\ 0 & 0 & -R^{-1} \end{pmatrix},
$$

(BDT)

$$
B(\mathbf{u}, \mathbf{u}) = \|\mathbf{u}\| \begin{pmatrix} 0 & -1 & -1 \\ 1 & 0 & -1 \\ 1 & 1 & 0 \end{pmatrix} \mathbf{u}.
$$

This system captures the essence of (3.3), though of course, since the constants $a, b, c$ have been set to $-1$, it exhibits only a single behavior as $t \to \infty$ for any
Figure 3.4: Evolution curves for model (GG) (threshold exponent $\alpha = -3$) with $R = 100$.

fixed choice of initial data. Figure 3.3 shows the evolution of (BDT) in the usual format. Again we have a bootstrapping phenomenon, and the threshold exponent is $\alpha = -3$.

3.1.3 The GG model

Now we cross the Atlantic to the fluid mechanics group of Siegfried Grossmann at the University of Marburg in Germany.

The papers [11, 33, 78, 95] were a closely related series of works appearing in 1991–1993 on the subject of linear, non-normal effects in hydrodynamic stability. When these papers were written, their authors were unaware of a remarkable publication by Boberg and Brosa, former students of Grossmann, in which they proposed
many of the same ideas four years earlier [7]. In retrospect, it now appears that the schema of Figure 3.1 was first described in the Boberg-Brosa paper. The Marburg group, like the Cornell group, have taken the view that more or less arbitrary nonlinear mixing will be sufficient to induce transition in flows with non-normal linear amplification. Boberg and Brosa write bluntly, “The nonlinearity is a random mixer.”

While some low-dimensional models are discussed in [7], for example of dimensions 10 and 20, no single model is settled upon and no Reynolds number dependence is included. More recently, however, motivated by the model (TTRD), Gebhardt and Grossmann have published a paper in which they propose a model containing two complex variables [27]. This work is close to that of [2]; the two were independent and approximately simultaneous. To facilitate comparisons, we have rescaled Gebhardt and Grossmann’s variables $t$ and $u$ by factors $R$ and $R^{-1}$, respectively, and then replaced $R$ by $R/20$. Their equations now take a form similar to our standard form

$$\dot{u} = Au + B(u, u) + C(\|u\|)u,$$

with terms

$$u = \begin{pmatrix} u_1 \\ u_2 \end{pmatrix} \in \mathbb{C}^2,$$

$$A = \begin{pmatrix} -0.9R^{-1} + 0.8i\gamma & 0.7 \\ 0 & -1.9R^{-1} + 1.1i\gamma \end{pmatrix},$$

(GG)

$$B_1(u, u) = b_1u_1u_2 + ib_2u_1u_2^* + b_3u_1^*u_2 + ib_4u_1^*u_2 - b_7^*u_2^2 - (b_5^* + ib_6)u_2u_2^* - ib_8u_2^2,$$

$$B_2(u, u) = b_5u_1u_2 + ib_6u_1^*u_2 + b_7u_1^*u_2 + ib_8u_1^*u_2 - b_3^*u_1^2 - (b_1^* + ib_2)u_1u_1^* - ib_8u_1^2,$$

$$C(\|u\|) = \frac{-\|u\|}{2/R + \|u\|} \begin{pmatrix} 0 & 0.7 \\ 0 & 0 \end{pmatrix}.$$
In these equations, the $A$ term represents linear, non-modal amplification, the $B$ term is quadratic and energy conserving for any choice of $b_j$ (while this is not obvious as written, it is easy to verify that $\frac{1}{2} \frac{\partial^2}{\partial t^2} \|u\|^2 = \text{Re}\{u^* A u + u C(\|u\|)u\}$, showing that the nonlinear terms do not contribute to changes in energy), the $C$ term is a mean flow adjustment which reflects the fact that as the disturbance grows it extracts energy from the mean flow and reduces the potential for further perturbation growth, and $\gamma$ is a zero or non-zero parameter used to model the effect of convection by the background shear flow. The variables $u_1$, $u_2$ represent the amplitude and phase of some flow pattern such as eigenmodes of a fluid flow in the absence of some background shear flow.

Because these equations contain complex rather than real variables, they look different from the others we are considering. However, as long as $\gamma = 0$, the linear part produces non-normal, transient growth of size $O(R)$ over a time period $O(R)$, in agreement with the other models. If $\gamma = 1$, corresponding to flow patterns which feel the effect of the background shear flow, such as modes with streamwise dependence in a plane channel flow, the non-normality saturates as $R \to \infty$ so that the non-modal amplification is $O(1)$. Thus we consider only $\gamma = 0$. In the actual Navier–Stokes equations the non-normality does not saturate as $R \to \infty$, but the non-modal amplification is less for structures which feel the effects of the background shear flow; see [95] for instance.

The nonlinearity $B(u, u)$ in (GG) can be viewed as essentially random. In the paper [27] Gebhardt and Grossmann make the arbitrary choice $b_1 = 0.2$, $b_2 = 0.4i$, $b_3 = 0.6$, $b_4 = 0.8i$, $b_5 = 1.0$, $b_6 = 1.2i$, $b_7 = 1.4$, $b_8 = 1.6i$. Though there
is no discussion of the exponent $\alpha$ in [27]; there is some consideration of threshold
amplitudes near their Figures 6 and 8. For a model of this kind with no selection
rules one would expect the exponent to be $\alpha = -3$. This expectation is confirmed
by experiments; see Figure 3.4.

Curiously, the lack of selection rules in the TTRD, BDT, and GG models roughly
corresponds to the fact these models possess a non-physical property: they undergo
"transition" even when the initial vector is uncontaminated by noise. In these
models, an initial vector $u(0)$ determined solely on the basis of linear algebra con-
siderations is enough to excite transition. We have confirmed this by experiments
(not shown) that reveal that if the noise component of (3.2) is removed, the curves
of Figures 3.2–3.4 change very little.

3.2 Models with selection rules

The models in the previous section deliberately included essentially arbitrary quad-
ratic nonlinearities, that is, they did not incorporate selection rules. In this section
we consider models that incorporate selection rules. The first model in this section,
the BT model, includes selection rules in the sense described above by Gebhardt
and Grossmann — nonlinearity acts strictly between the subspaces in which non-
normality occurs, that is, the variables do not affect themselves nonlinearly. While
the other models include variables which do affect themselves nonlinearly, they still
include selection rules in the sense that the authors modeled selection rules through
the choice of nonlinear terms which are intended to be suggestive of certain physical
process without necessarily capturing them accurately.

### 3.2.1 The BT model

In unpublished work early in 1995, we modified the TTRD and BDT models to incorporate not only selection rules, but also products of variables instead of non-physical products of norms. To accomplish this, while maintaining essentially arbitrary nonlinear mixing, we replaced the single pair of variables of (TTRD) by three pairs of variables. The resulting six-variable model can be written in our standard form (*) with terms

\[
\mathbf{u} = \begin{pmatrix} u_1 \\ u_2 \\ u_3 \\ u_4 \\ u_5 \\ u_6 \end{pmatrix} \in \mathbb{R}^6, \quad A = \begin{pmatrix} -R^{-1} & 1 \\ -R^{-1} & -R^{-1} \\ -R^{-1} & -R^{-1} \\ -R^{-1} & -R^{-1} \end{pmatrix},
\]

\[
B(\mathbf{u}, \mathbf{u}) = \begin{pmatrix} u_5B_5 + u_6B_6 & u_3B_3 + u_4B_4 \\ u_1B_1 + u_2B_2 \end{pmatrix} \mathbf{u}, \quad (\text{BT})
\]

where \(B_1, \ldots, B_6\) are arbitrarily chosen \(2 \times 2\) real matrices with \(\|B_j\| = 1\). Note that the energy conserving nonlinearity acts strictly between the subspaces in which non-normal, transient linear growth occurs, that is, the model (BT) incorporates selection rules.

Figure 3.5 shows evolution curves for (BT). As expected, the bootstrapping effect is weakened. However, it is still present; we have \(\alpha = -2\), not \(\alpha = -1\). This is readily explained; see Section 3.3. Again there is little qualitative dependence on the nonlinear coefficients: one gets transition with probability close to 1 as in model
Figure 3.5: Evolution curves for model (BT) (threshold exponent $\alpha = -2$) with $R = 100$. These curves are based upon one particular (random) choice of the matrices $B_j$ in (BT).

(BDT). Thus, even with selection rules, the combination of a non-modal linear amplifier with an essentially arbitrary nonlinear mixer produces a bootstrapping phenomenon. As expected, however, this is our first model for which transition fails to occur if the noise term of (3.2) is removed.

We have now presented plots of $\|u(t)\|$ vs. $t$ for four low-dimensional models (Figures 3.2–3.5). Do these figures look more or less alike, at least for amplitudes $\|u\| \ll 1$? That, of course, is precisely the point. Each of the above models has been criticized on the grounds that it is non-physical in some way. While these criticisms were motivated by valid observations about fluid flows, none of them bear on the qualitative behavior of these systems for low disturbance amplitudes or the phenomenon of subcritical transition with $\alpha < -1$. 
3.2.2 The W model

All four of the models we have considered thus far view the nonlinearities as a random mixer. We now turn to a model that was conceived in an entirely different manner. This is the model proposed by Waleffe in [97, 98]. It arose from studies of turbulence and regeneration of streaks in the boundary layer of wall-bounded turbulent shear flows. In Waleffe’s thinking, the essence of his model is distinctly nonlinear.

Waleffe’s work in this area began around 1990 in collaboration with Kim and Hamilton at the Center for Turbulence Research. The questions that led to it were some of those that have been important in studies of turbulence, such as, what determines the spacing of streaks in turbulent boundary layers? As in the recent studies of hydrodynamic stability, it was recognized from the start that the mechanism of streak generation was linear [59]. But the emphasis in this work was on the search for a nonlinear mechanism that might produce a “self-sustaining process” whereby streaks could form, decay, and form again.

In [37] and [99], Waleffe and his colleagues proposed the self-sustaining process diagrammed in Figure 3.6. In the upper-left portion of the loop in that figure, streamwise vorticity generates streamwise streaks by linear advection. The streaks then break down according to an instability that can be viewed as linear and modal, essentially the Kelvin–Helmholtz instability; we discuss this in detail in Chapter 4. Finally, nonlinear interactions occur that recreate streamwise vorticity, and the process continues.

The cycle of Figure 3.6 is not modeled as a system of ordinary differential equa-
Figure 3.6: Schematic view of a self-sustaining mechanism of turbulence in shear flows at high Reynolds number developed at the Center for Turbulence Research (taken from [37]). The upper-left arrow corresponds to the "linear, non-modal growth" of Figure 3.1 and the other two arrows constitute a proposal of a dominant mechanism of "nonlinear mixing."

In reaction to [95], however, Waleffe wrote the paper [97], in which he formulated his views in this way. Upon publication of [2], he wrote a second paper [98] in which the model was generalized to include Reynolds number dependence. This model, containing four real variables, takes the form

\[
\begin{align*}
\dot{u} &= -\lambda R^{-1} u + mw - \gamma w^2 \\
\dot{v} &= -\mu R^{-1} v + \delta w^2 \\
\dot{w} &= -\nu R^{-1} w + \gamma uw - \delta vw \\
\dot{m} &= -\sigma R^{-1} m + \sigma R^{-1} - wv,
\end{align*}
\]

(3.4)
Figure 3.7: Evolution curves for model (W) (threshold exponent \( \alpha = -2 \)) with \( R = 100 \).

where \( \lambda, \gamma, \mu, \delta, \nu, \sigma \) are positive constants of order 1. Unlike the models we have examined so far, the variables in (3.4) are given physical interpretations from the start. Roughly, they represent amplitudes of a streamwise streak \((u)\), a streamwise vortex \((v)\), a streamwise undulation of the streak that renders it unstable \((w)\), and the mean shear amplitude \((m)\). For a laminar flow, the values are \( u = v = w = 0 \)
and \( m = 1 \).

As written above, Waleffe’s equations do not exhibit separation into a linear, non-modal, amplifying term with quadratic nonlinearities. However, this is an artifact of a choice of variables in which the laminar flow corresponds to \( m \neq 0 \). To regularize this situation, let us define \( n = 1 - m \), so that \( n \) corresponds to the modification of the mean shear. The equations can now be written in our standard
form (*) with terms

\[ u = \begin{pmatrix} u \\ v \\ w \\ n \end{pmatrix} \in \mathbb{R}^4, \quad A = \begin{pmatrix} -\lambda R^{-1} & 1 & 0 & 0 \\ -\mu R^{-1} & -\nu R^{-1} & 0 & 0 \\ 0 & 0 & -\sigma R^{-1} & 0 \end{pmatrix}, \]

\[ B(u, u) = \begin{pmatrix} \gamma w & -\gamma w & 0 & 0 \\ 0 & 0 & \delta w & -\delta w \\ 0 & 0 & 0 & 0 \\ v & 0 & 0 & 0 \end{pmatrix}. \]

At first glance, it may appear that the quadratic nonlinearity in (W) does not incorporate selection rules, since the variable \( w \) is allowed to affect itself nonlinearly. However, this is a consequence of the way Waleffe has modeled the streak instability through the variable \( w \). In the Navier–Stokes equations the streak instability manifests itself through the nonlinear interaction of the streamwise streaks with many oblique modes (modes with streamwise dependence). Thus the model (W) models selection rules.

Waleffe does not discuss the threshold exponent exhibited by this model, though he notes [98] that there is a branch of unstable solutions along which the variable \( v \) scales as \( O(R^{-2}) \). These unstable solutions are related to the threshold exponent for this model, which we have verified is \( \alpha = -2 \). The evolution curves are shown in Figure 3.7 for the arbitrary choice \( \lambda = \gamma = \mu = \delta = \nu = 1 \).

For the study of turbulence, since the perturbations of the laminar state involved are of order 1, an important feature of Waleffe’s model is the energy balance reflected in the variable \( n \); perturbations grow by extracting energy from the mean flow. For the study of threshold exponents \( \alpha < -1 \) for transition, however, it is the behavior
of low-amplitude perturbations that dominates. The energy balance is of little consequence so long as \( \alpha < -1 \), and \( n \) can be replaced by zero without changing the threshold exponent \( \alpha = -2 \).

### 3.2.3 The KLH model

Numerous contributions have been made to questions of transition over the years by a group of researchers whom we loosely associate with the Royal Institute of Technology in Stockholm. Among the central figures are Dan Henningson, who was a colleague of Waleffe’s at MIT for a time, and Peter Schmid, his student at MIT.

In 1992, Henningson and Schmid proposed a three variable model of certain features of transition to turbulence, though without Reynolds number dependence [40]. This model involved three eigenmodes, and the linear term was accordingly diagonal; this was before the group became fully involved in the non-normal developments of [7, 11, 33, 78, 95]. Rather than giving further details, let us turn to a later model proposed by G. Kreiss, Lundbladh, and Henningson. This model appears in a paper explicitly devoted to the question of threshold exponents [55]. Its origin is rather different from the models we have discussed, however, for besides being motivated by the Navier–Stokes equations themselves, it is also designed to illustrate certain points regarding the mathematical techniques used in that paper to analytically derive lower bounds on the threshold exponent for plane Couette flow. The KLH model can be written in the our standard form (⋆) with terms

\[
\begin{align*}
\mathbf{u} &= \begin{pmatrix} u \\ v \\ w \end{pmatrix} \in \mathbb{R}^3, \quad A &= \begin{pmatrix} -R^{-1} & 1 \\ -R^{-1} & -1 \end{pmatrix}, \quad B(u, u) = \begin{pmatrix} w^2 \\ uw \end{pmatrix}. \quad \text{(KLH)}
\end{align*}
\]
Figure 3.8: Evolution curves for model (KLH) (threshold exponent $\alpha = -1$) with $R = 100$. This is the first of two figures in which bootstrapping does not occur. Note that the vertical scale has been shifted by two orders of magnitude; the initial amplitudes have been correspondingly shifted to $\|u(0)\| = 10^{-5}, \ldots, 10^{0}$.

Here $u$ represents a streamwise streak, $v$ a streamwise vortex, and $w$ a non-streamwise mode of some kind. The nonlinear term is intended to be suggestive of certain physical processes without capturing them accurately, and energy conservation is intentionally not included in the model to emphasize that energy conservation is not necessarily important in the transition process. Like the other models we have considered, (KLH) contains a non-normal matrix as its linear term. The threshold exponent for transition turns out to be $\alpha = -1$, the first time we have encountered a value that is not $< -1$. The evolution curves are shown in Figure 3.8.

The reason for the exponent $\alpha = -1$ is easily spotted. The $(3,3)$ entry of the linear term of (KLH) is $-1$, not $-R^{-1}$. This term represents convective decay with
a decay rate independent of $R$. In this case, the authors chose $-1$ because of their observation that the streamwise streak had to reach an amplitude $O(1)$ before a secondary instability could take place in plane Couette flow. However, as we shall observe in Chapter 4, in other flow geometries the amplitude of the streamwise streak necessary for a secondary instability can decrease with the Reynolds number as $R^{-\sigma}$ — a situation for which the KLH model can be easily modified. In that case, we have a model of the form (*) with terms

$$u = \begin{pmatrix} u \\ v \\ w \end{pmatrix} \in \mathbb{R}^3, \quad A = \begin{pmatrix} -R^{-1} & 1 \\ -R^{-1} \\ -R^{-\sigma} \end{pmatrix}, \quad B(u, u) = \begin{pmatrix} w^2 \\ uw \end{pmatrix}, \quad (3.5)$$

for some $\sigma$ presumably in the range $0 < \sigma \leq 1$. As we shall explain in Section 3.3, the threshold exponent becomes $\alpha = -1 - \sigma$. The evolution curves are qualitatively similar to those in Figure 3.8, and we do not show them here.

### 3.2.4 The JRB model

Not far away in Sweden, another group has been active at the Chalmers Institute for Technology in Göteborg. The manuscript [46], by Claes Johnson and Mats Boman of Chalmers together with Rolf Rannacher of the University of Heidelberg, proposes a three variable ODE model. The motivation for this model is tied to computational fluid mechanics: these researchers are concerned with error control in numerical simulations, a challenging problem since small perturbations may have large and long-lasting effects.

Like Waleffe’s equations (3.4), the equations of [46] are not written in our standard linear-plus-quadratic form. However, by replacing the authors’ variable $u_1 - 1$
by $u$, we can remedy this. To facilitate comparisons we also rename other variables of [46] as follows: $R = v^{-1}$, $v = u_2$, $w = u_3$, $a = \gamma_{12}$, $b = \gamma_{13}$, $c = \gamma_{31}$. The equations can now be written in our standard form (*) with terms

$$\mathbf{u} = \begin{pmatrix} u \\ v \\ w \end{pmatrix} \in \mathbb{R}^3, \quad A = \begin{pmatrix} -R^{-1} & a & b \\ -R^{-1} & -R^{-1} \\ -R^{-1} & -R^{-1} \end{pmatrix},$$

(JRB)

$$B(\mathbf{u}, \mathbf{u}) = \begin{pmatrix} auv + bvw \\ cR^{-1}uw \end{pmatrix},$$

where $a$, $b$, $c$ are nonnegative constants. Note that the variable $v$ in this system evolves linearly, unaffected by the other variables. Unlike the other models considered here with $O(1)$ nonlinear coefficients, this model contains the quadratic
coupling term \( cR^{-1}uw \). For this reason, the threshold exponent turns out to be \( \alpha = -1 \). Figure 3.9 shows the energy histories for the model (JRB) where we have made the arbitrary choice of nonlinear coefficients \( a = b = c = 1 \).

### 3.2.5 The W2 model

In [99], Waleffe and his colleagues proposed a sequence of interactions through which oblique velocity modes could generate streamwise streaks in a turbulent shear flow. Further nonlinear interactions between the streaks and oblique modes could feed back on the original oblique velocity modes to form a self-sustaining cycle similar to the one depicted in Figure 3.6. The goal of [99] was to isolate a process responsible for the generation and sustenance of streamwise streaks, and the sequence of interactions was described to demonstrate the time scale over which this process might occur.

However, in discussions with us in 1995, Waleffe proposed that the same sequence of interactions could lead to a model of transition to turbulence which both incorporated selection rules and had a threshold exponent \( \alpha < -2 \). His model, containing five real variables, takes the form

\[
\begin{align*}
\dot{u} &= -R^{-1}u + mv - wx, \\
\dot{v} &= -R^{-1}v + w^2 + x^2, \\
\dot{w} &= -R^{-1}w + mx - vw, \\
\dot{x} &= -R^{-1}x + uw - vx, \\
\dot{m} &= -R^{-1} + R^{-1} - uv - wx.
\end{align*}
\]

(3.6)

As in Waleffe's other model (3.4), the variables \( u, v, m \) represent, roughly,
Figure 3.10: Evolution curves for model (W2) (threshold exponent $-3$) with $R = 100$. Note that only seven curves are shown with initial amplitudes $\|u(0)\| = 10^{-7}, 10^{-6.5}, \ldots, 10^{-4}$.

the amplitudes of a streamwise streak, a streamwise vortex, and the mean shear, respectively. This model differs from (3.4) in its representation of the the oblique structures whose nonlinear interactions can generate streamwise streaks. In (3.6) the variable $w$ represents the amplitude of a pair of oblique streaks and $x$ the amplitude of a pair of oblique vortices.

As in (3.4), the laminar flow in (3.6) corresponds to $m \neq 0$. By introducing the new variable $n = 1-m$, so that $n$ again corresponds to the modification of the mean shear, the equations can be written as the sum of a linear, non-modal amplifying term and quadratic nonlinearities. Written in our standard form (*) the model has
terms

\[ u = \begin{pmatrix} u \\ v \\ w \\ x \\ n \end{pmatrix} \in \mathbb{R}^5, \quad A = \begin{pmatrix} -R^{-1} & 1 & -R^{-1} \\ -R^{-1} & -R^{-1} & 1 \\ -R^{-1} & -R^{-1} & -R^{-1} \end{pmatrix} \]

\[ B(u, u) = \begin{pmatrix} -w & -v \\ w & x \\ -w & -x \\ w & -x \\ v & x \end{pmatrix} u. \]

Note that (W2) contains two distinct linear, non-modal amplifiers — one for \( u \) and \( v \), the other for \( w \) and \( x \) — which represent the transient linear growth of streamwise and oblique streaks, respectively. The nonlinear terms represent particular physical processes, the most important of which, from the point of view of bootstrapping, is the nonlinear interaction of the oblique streaks which feeds the streamwise vortices. This appears as the \( w^2 \) in the equation for \( v \).

Because of the way the nonlinear terms link together the two non-modal linear amplifiers, through selection rules, this model bootstraps and exhibits a threshold exponent \( \alpha = -3 \). This was originally stated by Waleffe and we have verified it here. The evolution curves are shown in Figure 3.10. The initial conditions in Figure 3.10 are of the form (3.2) where \( u_{\text{opt}} \) is chosen as the vector which leads to the most linear transient growth for the \( w \) and \( x \) variables. (It is possible to choose \( u_{\text{opt}} \) so that \( u \) is transiently amplified and this also bootstraps, again with \( \alpha = -3 \).)
3.3 Why these figures all look alike: two views of streak instability

We come now to the mathematical heart of this chapter. Why do all the curves we have presented look so similar, at least as long as the amplitudes remain $\ll 1$? The Cornell and Marburg groups speak of “nonlinear mixing,” and Waleffe and the Swedish groups speak of “streak instabilities” and other physical notions, but these are different ways of looking at the same phenomenon. In a system exhibiting linear, non-modal, transient growth, more or less arbitrary nonlinearities may produce a “streak instability;” one does not have to put it in the model specifically.

We now present heuristic arguments that explain the threshold exponents we have observed. Each of these models contains a linear, non-modal amplifier of gain $O(R)$ and time scale $O(R)$. Consider the following caricature. The output of the amplifier (the relatively high-amplitude quantity in the early stages of the transition process) is a variable $\phi(t)$. All other quantities of interest, including the input to the amplifier, are represented by another variable $\psi(t)$ (potentially of much lower amplitude in the early stages of transition). Both $\phi$ and $\psi$ start with amplitude $\epsilon$. The variable $\phi(t)$ grows to size $\epsilon R$ by linear, non-modal effects and lingers at that level for a time $O(R)$. The variable $\psi$ grows by quadratic interactions

$$\dot{\psi} \approx \phi \dot{\psi}, \quad \psi(0) \approx \epsilon, \quad (3.7)$$

hence for a period of duration $O(R)$,

$$\dot{\psi} \approx \epsilon R \dot{\psi}, \quad \psi(0) \approx \epsilon, \quad (3.8)$$
with solution

\[ \psi(t) \approx e^{\epsilon R t}, \quad 0 \leq t \leq O(R). \quad (3.9) \]

All together, we predict exponential growth at a rate \( \epsilon R \) up to an amplitude of order \( \epsilon e^{\epsilon R^2} \). Unless \( \epsilon R^2 \) is bounded, this corresponds to growth by an arbitrary factor, so that \( \psi \) may achieve amplitude \( O(1) \), after which anything may happen. In other words, the threshold exponent for “transition” in (3.7)–(3.9) is \( \alpha = -2 \).

Models (BT) and (W) fit the pattern just described. In the model (W) the variable \( u \) plays the role of \( \phi \) and in the model (BT) this role is played by \( u_1 \). In each case, the remaining variables play the role of \( \psi \). In the model (W), for example, the term \( uw \) represents the quadratic interaction \( \phi \psi \) of (3.7), feeding energy back from the output of the linear amplifier \( u \) into the rest of the system \( (v \text{ and } w) \).

Easy modifications of this argument explain why the models (KLH), (3.5), and (JRB), have threshold exponents \( \alpha = -1 \), \( \alpha = -1 - \sigma \), and \( \alpha = -1 \), respectively.

In (3.7) there is no quadratic term \( \phi^2 \). The absence of this term is the representation within (3.7)–(3.9) of the crucial “selection rule” of the kind discussed earlier. Physically, we may think of the fact that a purely streamwise streak, no matter how large in amplitude, cannot by itself feed energy into modes that are not independent of the streamwise coordinate. By contrast, if we have a system with no such selection rule, we can caricature it by changing \( \phi \psi \) to \( \phi^2 \) in (3.7). Equations (3.7)–(3.9) become

\[ \dot{\psi} \approx \phi^2, \quad \psi(0) \approx \epsilon, \quad (3.10) \]

\[ \dot{\psi} \approx (\epsilon R)^2, \quad \psi(0) \approx \epsilon, \quad (3.11) \]
\[ \psi(t) \approx (\epsilon R)^2 t, \quad 0 \leq t \leq O(R), \quad (3.12) \]

leading to \( \psi(t) = O(\epsilon^2 R^3) \) at \( t = O(R) \). Now, if \( \epsilon^2 R^3 \) is of order \( \epsilon \) or greater, then \( \psi \) may be larger at \( t = O(R) \) than it was at \( t = 0 \). Another round of amplification may begin, leading to self-sustaining growth up to amplitude \( O(1) \). In other words, the threshold exponent for “transition” in (3.10)–(3.12) is determined by the condition \( \epsilon = \epsilon^2 R^3 \), giving \( \alpha = -3 \) [95]. Models (GG) and (W2) fit this pattern. In the case of (W2), \( \phi \) corresponds to \( u \) and \( w \), and \( \psi \) corresponds to \( v \), \( x \), and \( n \). Models (TTRD) and (BDT) also fit this pattern, though the quadratic nature of the nonlinearity is obscured by the use of the norm \( \|u\| \).

The two-variable caricature (3.7)–(3.9) has more physics in it than one might expect. In this pair of equations, the presence of an approximately steady high-amplitude signal \( \phi(t) \) makes it possible for a second signal \( \psi(t) \) to grow exponentially over many orders of magnitude. This is nothing more than an abstract description of a linear secondary instability. As we will discuss further in Chapter 4, in the case of the breakdown of a streamwise streak, \( \phi \) corresponds to the amplitude of the streak and \( \psi \) to, among other quantities, the amplitude of a deviation from perfect streamwise independence. The exponential growth of such deviations, just as in (3.9), appears strikingly in certain Navier–Stokes simulations of transition to turbulence from initial perturbations consisting of streamwise vortices plus noise; see Figure 4.1 in Chapter 4 (page 71). Note that (3.8)–(3.9) predict that the growth rate of the instability should be proportional to the amplitude of the streak. This is indeed true in some cases, as demonstrated in [79] and in the next chapter.
Table 3.1: Summary of the models and some of their properties.

<table>
<thead>
<tr>
<th>model</th>
<th>threshold exponent $\alpha$</th>
<th>energy conserving nonlinearity?</th>
<th>authors determined $\alpha$?</th>
</tr>
</thead>
<tbody>
<tr>
<td>without selection rules</td>
<td>TTRD  $-3$  yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>BDT</td>
<td>$-3$  yes</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>GG</td>
<td>$-3$  yes</td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>with selection rules</td>
<td>BT    $-2$  yes</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>W</td>
<td>$-2$  yes</td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>KLH</td>
<td>$-1$  no</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>JRB</td>
<td>$-1$  no</td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>W2</td>
<td>$-3$  yes</td>
<td>yes</td>
<td></td>
</tr>
</tbody>
</table>

3.4 Summary

The compressed discussions of this chapter cannot begin to do justice to the wide range of physical ideas put forward by the more than a dozen authors whose works we have compared. Mathematically, however, the low-dimensional models proposed by these authors have much in common. All are small systems of ordinary differential equations that combine a non-normal linear term with a quadratic nonlinearity. In each case the zero solution is mathematically stable, but small perturbations can be amplified by factors $O(R)$ over a time period $O(R)$. We summarize some properties of these models in Table 3.1. In most cases the nonlinearities are such that a “bootstrapping” phenomenon may occur, causing the threshold exponent for “transition” to be strictly less than $-1$.

For actual fluid flows, the evidence concerning threshold exponents is sparse. What does seem clear, based on Navier-Stokes simulations, is that $\alpha$ is strictly less
than $-1$ for plane Couette flow ($\alpha \leq -5/4$) and plane Poiseuille flow ($\alpha \leq -7/4$) [63]. (In the case of plane Poiseuille flow this refers to transition by routes unrelated to the linear instability of Tollmien–Schlichting waves for $R > 5772$. For pipe Poiseuille flow, there are as yet no computations concerning threshold exponents.)

In principle, the actual exponents might be much less than these estimates, but numerical experiments by Baggett (see Chapter 4), Henningson, Lundbladh, Reddy, and Schmid have revealed no evidence of this so far. In view of this experimental situation and the fact that the Navier–Stokes equations contain selection rules of the kind that we have discussed, a reasonable guess is that for actual flows in pipes and channels, the true values of $\alpha$ lie in the range $-2 \leq \alpha < -1$. 
Chapter 4

Why plane Poiseuille flow is less stable than plane Couette flow:
The dual nature of shear*

4.1 Streamwise vortices and streaks in transition to turbulence

Streamwise vortices, elongated regions of streamwise vorticity, and streamwise streaks, regions of relatively high- and low-speed fluid elongated in the streamwise direction, are dominant structures in the near-wall region of turbulent shear flows [37, 49, 51, 54]. These structures also play an important role in transition

*See also Appendix A, where we present details about the numerical methods and computational resources used for the investigations of this chapter.
to turbulence in shear flows [36, 50]. Klingmann [52] observed experimentally that localized disturbances in plane Poiseuille flow developed into “elongated streaky structures with strong spanwise shear,” i.e., streamwise streaks, before decaying or developing into turbulent spots, depending on the amplitude of the initial disturbances. Streamwise vortices occur in shear layers [6, 44, 57, 85] and in Görtler flow (boundary layer flow over a curved wall) [8, 73, 91]. Dauchot and Daviaud [18] studied transition from streamwise vortices by inducing them in a slightly modified plane Couette flow. In later work with Bottin [10] they concluded that streamwise vortices are both sufficient and necessary for subcritical transition in plane Couette flow. Butler and Farrell [11] established that streamwise vortices are the initial conditions leading to the greatest linear transient growth in plane Couette flow and plane Poiseuille flow (more on this in Section 4.2).

In this chapter, we are primarily interested in subcritical transition to turbulence in plane Couette flow (hereafter PCF) and plane Poiseuille flow (PPF). In both of these flows, small streamwise vortices lie at the beginning of a path which can lead to turbulence [36, 50, 55, 63]:

\[
\text{streamwise vortices} \rightarrow \text{streamwise streaks} \rightarrow \text{wavy streaks} \rightarrow \text{turbulence.} \quad (*)
\]

In the first stage of (*), small streamwise vortices generate streamwise streaks via the shear tilting mechanism; see Figure 4.5. We review this stage in Section 4.2. As the streamwise streaks develop, the spanwise profile of the streamwise velocity develops inflection points; see Figure 4.8. Under the right conditions, as we explain in this chapter, these inflection points can cause the streamwise streaks to be
linearly unstable, that is, the initial streamwise vortices can generate a secondary instability. This happens when the initial streamwise vortices are sufficiently large. The instability, of Kelvin-Helmholtz type, leads to the exponential growth of certain oblique waves in the second stage of (*); see Figure 4.1. As the oblique waves grow, they produce spanwise oscillations in the streamwise streaks which we call wavy streaks; see Figure 4.3. In Section 4.3 we describe the streak instability, that is, the secondary instability of the streamwise vortices.

Throughout this chapter, all lengths are scaled by the channel half-height \((h)\), velocities by the difference between the wall and centerline velocities \((V_d)\), and time by \((h/V_d)\). The Reynolds number is \(R = hV_d/\nu\), where \(\nu\) is the kinematic viscosity.

At subcritical Reynolds numbers, finite amplitude perturbations to the laminar solution are required to initiate transition to turbulence. In the past three years, much work has been done to understand the relationship between the Reynolds number and the size of the smallest disturbances that can initiate transition. Motivated by the conjecture on threshold exponents of Trefethen, et al. [95] (see our discussion in Chapter 1, page 6), G. Kreiss, Lundbladh, and Henningson [55] determined, via direct numerical simulations, that the amplitude (based on the energy norm) of the smallest streamwise vortices that can initiate transition in PCF scales as \(\approx R^{-1}\), for \(R \in [500, 4000]\). Similarly, Lundbladh, Henningson, and Reddy [63] showed, again using direct numerical simulations, that the threshold amplitude of the initial streamwise vortices to cause transition in PPF scales as \(\approx R^{-7/4}\) for \(R \in [1500, 5000]\).

More recently, Reddy, Schmid, and Baggett [79] applied a linear stability analysis
Figure 4.1: Energies in selected wave components for a Navier–Stokes simulation in plane Couette flow (PCF) with \( R = 500 \). Secondarily unstable streamwise vortices (with spanwise wavenumber \( \beta_0 = 2 \) and amplitude \( \epsilon = 0.027 \) ) are added at \( t = 0 \) along with noise of total energy approximately \( 10^{-8} \). The curve labeled *streamwise streak* is the energy in the streamwise velocity of the fundamental \((0,2)\) mode; the curve labeled *streamwise vortex* is the energy in the vertical velocity component of the same mode. The curve labeled *oblique energy* is the energy in all components of the \((1,1)\) mode.

To the streamwise streaks and determined that the threshold amplitude of secondarily unstable streamwise vortices (those that generate linearly unstable streaks) scales as \( \approx R^{-1} \) and \( \approx R^{-1.6} \) in PCF and PPF, respectively. In PPF, all of the above scaling results were determined at subcritical Reynolds numbers \( R < 5772 \). It would be possible to extend these results to higher Reynolds numbers in PPF by comparing the time scales for transition along the path described by (*) and for
Figure 4.2: Neutral stability curves for the linear instability of streamwise streaks. All data is from [79] and the spanwise wavenumber of initial streamwise vortices is fixed at \( \beta_0 = 2 \). The circles are the values of the threshold amplitude of streamwise vortices for generating linearly unstable streaks as computed by a linear stability analysis (we describe this in Section 4.5). The crosses are threshold values for transition to turbulence from optimal streamwise vortices based on full Navier-Stokes simulations. The lines are least-squares fits of the data (note that one point is excluded in Poiseuille flow). The numbers near each line are their approximate slopes.

transition initiated by linearly unstable Tollmien–Schlichting waves, but we have not done so here.

The plots in Figure 4.2 summarize the threshold amplitude scalings computed in [79]. PPF is less stable than PCF in the sense that smaller streamwise vortices can both generate linearly unstable streaks and cause transition. At the smallest Reynolds numbers for which turbulence occurs ( \( \approx 300 \) to 350 in PCF, and \( \approx 1000 \) in PPF), the amplitude of the critical streamwise vortices is approximately an order of magnitude lower in PPF. Moreover, the threshold amplitude of the critical vortices decreases much faster with increasing Reynolds number.
Figure 4.3: Streamwise streaks evolve into wavy streaks in plane Couette flow (PCF) (same initial data as in Figure 4.1). Pictured are lines of constant streamwise velocity $u = -4, -2, 0, 2, 4$, in the plane $y = 0$, midway between the channel walls. Dashed lines indicate fluid moving to the left ($u < 0$), and solid lines fluid moving to the right ($u \geq 0$).

Why do smaller streamwise vortices cause transition to turbulence in PPF than in PCF? Why do the threshold amplitudes scale differently? These questions are the organizing theme for this chapter.

We will show that the different scalings arise from the nature of the streak instability in the second stage of (*). At the end of the first stage the velocity field is dominated by the streamwise streaks (for sufficiently large Reynolds numbers). The streamwise streaks consist primarily of spanwise varying streamwise velocity, that is, they are primarily vertical vorticity. The spanwise profile of the streamwise velocity contains inflection points which can cause the “roll up” of vertical vorticity
into vertical vortices — essentially a Kelvin–Helmholtz instability — if, roughly speaking, the streaks vary more quickly in the spanwise direction than in the direction normal to the walls at the inflection points. Figure 4.4 shows the formation of vertical vortices in PCF for the same initial data as in Figure 4.1.

The contest between spanwise and vertical shear to establish the stability or instability of streaks points to a basic difference between PCF and PPF which lies at the heart of this chapter. In PCF the laminar solution is a uniform shear flow, so that the streamwise streaks have to grow rather large to generate enough spanwise variation to overcome the influence of the vertical shear, that is, the uniform shear inhibits the formation of vertical vortices. On the other hand, in PPF, the parabolic laminar solution exhibits a region of little shear near the channel center in which considerably smaller streaks can be unstable.

Thus the main point of this chapter is that the different threshold amplitude scalings of streamwise vortices in PCF and PPF are determined by the shear present in the laminar flow. Shear plays a dual role in the path to turbulence described by (*) — it enables the generation of large streamwise streaks from small streamwise vortices, but it also inhibits the linear instability of the streaks.

The streamwise streaks represent an important crossroads in this route to turbulence. The streaks grow by extracting their energy from the underlying laminar flow (modifying it in the process) and, if they are sufficiently large, they transfer some of their energy to certain exponentially growing oblique waves. If the exponential growth is sustained (the streaks maintain a large enough amplitude over a long enough time period), then turbulence quickly follows at sufficiently large Reynolds
Figure 4.4: Formation of vertical vortices in PCF. Pictured are lines of constant vertical vorticity \( \eta = -0.9, -0.74, \ldots, -0.1 \) in the \( x-y \)-plane at the inflection point \( z = \pi/4 \) (see Figures 4.3 and 4.10). Note that the vertical vortices start to form in the channel center, where the shear has been reduced (more on this in Section 4.7), and as they grow they begin to feel the effects of the shear near the walls.

numbers. We have not explored the details of this final stage of (*).

There is evidence that the process described by (*) is also important for fully developed turbulence in PCF, PPF, and related shear flows. Hamilton, Kim, and Waleffe [37] described a regeneration cycle for sustaining near-wall turbulence, consisting of three phases: "formation of streaks by streamwise vortices, breakdown of the streamwise streaks, and regeneration of the streamwise vortices." Waleffe further explored this cycle in the context of plane Couette flow in [97] (Figure 3.6 from [97] in Chapter 3 is a schematic diagram of this cycle).
We have three primary motivations for this chapter. One is to further the understanding of the physical processes at work in the second phase of the path to turbulence described by (\*). Another is to further the quest for the disturbances of smallest amplitude, and their corresponding threshold exponents (see Chapter 1), which can cause transition to turbulence. A third motivation is to show that the non-normality of the linear operator governing the evolution of small perturbations to the laminar flow can lead to important nonlinear effects — that non-normality triggers nonlinearities.

In Section 4.2 we review the physics and mathematics of the first stage of (\*), in which small streamwise vortices can generate large streamwise streaks in shear flows. We discuss the linear instability of the streamwise streaks, that is, the secondary instability of the initial streamwise vortices, in Section 4.3. In Section 4.4 we use Navier–Stokes simulations to examine the dependence of the streak instability growth rate on the initial streamwise vortex amplitude. The threshold amplitude of the streamwise vortices for generating linearly unstable streaks is a lower bound on the threshold amplitude of the streamwise vortices necessary to cause transition. In Section 4.5 we review the linear stability analysis of the streaks developed by Reddy, Schmid and Baggett in [79]. In that paper, the linear stability analysis was used to compute threshold scalings of the initial vortices. In this thesis, we compute threshold scalings via direct numerical simulations (some simulations were also included in [79] to check the accuracy of the linear stability analysis). The results are in excellent agreement. We describe some of the differences in the two analyses in Section 4.5. In Section 4.6 we explain the threshold scaling in PPF. We introduce
a model of the streamwise streaks in PCF in Section 4.7. The model elucidates the physics of the streak instability and allows us to explain the threshold scaling in PCF. Finally, in Section 4.8 we summarize our results.

4.2 Streak generation

Throughout, \((x, y, z)\) and \((u, v, w)\) refer to the streamwise, vertical or wall-normal, and spanwise positions and velocities, respectively. A small streamwise vortex in a shear region rotates some of the fluid into the spanwise direction, where it appears as a large perturbation in the streamwise velocity, that is, as a streamwise streak; see Figure 4.5. This linear mechanism, known as shear tilting, results in linear growth of the streamwise streaks until the growth is shut off by viscous effects\(^1\). Landahl [56] named this mechanism “lift up” after the “lifting up” of fluid elements by the vertical velocity perturbation. It is also known as vortex tilting. We do not describe the mechanism in detail here, but we note that shear is crucial for the generation of streamwise streaks from streamwise vortices, and moreover, that this is a generic linear mechanism capable of producing large perturbation growth in any parallel shear region; see [23, 56] for detailed discussions of this essentially inviscid mechanism. Mathematically, the transient growth of streamwise streaks, and more generally any growth of perturbations in PCF and PPF, can be attributed to the non-normality of the linearized operator which governs the evolution of small perturbations to the laminar flow; see [39].

\(^1\)For example, the growth might be something like \(\text{streak amplitude} \approx O(\epsilon t e^{-t/R})\), where \(\epsilon\) is the amplitude of the initial streamwise vortex.
Figure 4.5: The shear tilting mechanism. Streamwise vortices tilt the shear into the spanwise direction, creating streamwise streaks. Reprinted with permission from [97].

The initial streamwise vortices in our study have the form

\[ (u_0, v_0, w_0) = C (\dot{u}_0(y) \cos \beta_0 z, \dot{v}_0(y) \cos \beta_0 z, \dot{w}_0(y) \sin \beta_0 z), \]  

(4.1)

where \( \beta_0 \) is the fundamental spanwise wavenumber, \( C > 0 \) is a constant, and \( \dot{u}_0(y), \dot{v}_0(y), \dot{w}_0(y) \) are real. The functions \( \dot{u}_0(y), \dot{v}_0(y), \) and \( \dot{w}_0(y) \) are computed so that (4.1) corresponds to the optimal streamwise vortices of Butler and Farrell [11], which produce the greatest transient linear growth. In the linearized equations for PCF and PPF, optimal streamwise vortices of amplitude \( \epsilon \) (based on the energy norm) generate streamwise streaks of amplitude \( O(\epsilon R) \) over a time period \( O(R) \). This is also true in the fully nonlinear equations if \( \epsilon R \ll 1 \). However, for larger streamwise vortices, the nonlinear development of the resulting streamwise streaks flattens the mean flow, via a Reynolds stress produced by the nonlinear interaction of the streamwise streaks and vortices, in such a way that the non-normality
Figure 4.6: The vertical velocity component of the optimal streamwise vortices in plane Couette flow. The left plot shows level surfaces of the vertical velocity $v_0$ in the $y$-$z$-plane, with dashed lines indicating fluid moving down ($v_0 < 0$) and solid lines indicating fluid moving up ($v_0 > 0$). The right plot shows the $y$-dependence $\dot{v}_0(y)$ of the vertical velocity component of the optimal streamwise vortices.

and hence the potential for transient growth are reduced, and the amplitude of the streaks saturates at size $O(1)$.

The optimal streamwise vortices in PCF are pictured in Figure 4.6. In PPF, the symmetry of the laminar flow may be exploited to consider separately optimal initial conditions with even and odd vertical velocity. Butler and Farrell [11] demonstrated that streamwise vortices with even vertical symmetry ($\dot{v}_0(y)$ is an even function of $y$, $\dot{u}_0(y)$ and $\dot{w}_0(y)$ are odd) produce the greatest linear, transient growth. However Lundbladh, Henningson and Reddy [63] used direct numerical simulations to show that the threshold amplitudes for transition from initial streamwise vortices with odd symmetry are smaller\footnote{Recent work by Diedrichs [21] indicates that certain key nonlinear interactions between the streaks and the oblique waves may vanish because of symmetry for}. Thus, in PPF, we confine our attention to optimal odd
Figure 4.7: The vertical velocity component of the optimal odd streamwise vortices in plane Poiseuille flow. The left plot shows level surfaces of the vertical velocity \( v_0 \) in the \( y-z \)-plane with dashed lines indicating fluid moving down \( (v_0 < 0) \) and solid lines indicating fluid moving up \( (v_0 > 0) \). The right plot shows the \( y \)-dependence \( \hat{v}_0(y) \) of the vertical velocity component of the optimal streamwise vortices.

Streamwise vortices as shown in Figure 4.7. The optimal streamwise vortices also have small nonzero spanwise varying spanwise and streamwise velocity components, but the critical component is the vertical velocity, which redistributes the streamwise momentum and creates streamwise streaks. For a full discussion of optimals, see [11].

The nonlinear evolution of the streamwise vortices results in a streamwise independent velocity field with streamwise component of the form

\[
U(y, z, t) = \sum_{k=0}^{\infty} U_k(y, t) \cos(k/\beta_0 z),
\]

where the \( U_k \) are real. We have switched to the notation \( U_k(y, t) \) for emphasis because we will be linearizing about this state later. Figure 4.8 shows the streamwise streaks generated in PCF from optimal streamwise vortices with spanwise wavenumber even streamwise vortices in PPF.
Figure 4.8: Streamwise streaks in PCF from a full nonlinear simulation with the same initial data as in Figure 4.1 at $t = 50$. The left figure shows contours of the streamwise velocity in PCF in the $y$-$z$-plane. The lines are spaced at $-0.8, -0.6, ..., 0.8$, with solid lines indicating fluid with $U > 0$, dashed lines fluid with $U < 0$, and the dotted line at $U = 0$. The right plot shows the streamwise velocity profile at the channel center, $U(0, z, 50)$; circles mark the inflection points.

Thus, $\beta_0 = 2$.

### 4.3 Streak breakdown*

Sufficiently large streamwise streaks may be linearly unstable to disturbances which break the streamwise independent symmetry of the streaks. The instability is usually attributed to the inflectional spanwise profile of the streamwise velocity generated by the growth of the streamwise streaks. Reddy, Schmid, and Baggett [79] applied a linear stability analysis to the streamwise streaks in PCF and PPF and confirmed the inflectional nature of the instability. Waleffe [97], in his study of a

*Parts of this section are adapted from [79].
self-sustaining mechanism of turbulence in PCF, also states that the streak instability “is wakelike, resulting from the spanwise inflections” in the streamwise velocity profile. Yang [102] found experimentally that even a single streamwise vortex induced spanwise inflection points in the streamwise velocity profiles in water table flow, but that transition occurred only when the initial vortex was sufficiently large. Klingmann [52] observed experimentally in PPF that a sufficiently large localized disturbance produced streamwise streaks which developed a “wavelike spanwise motion” before the disturbance developed into a turbulent spot.

The spanwise inflectional instability of streaks has also been studied in a number of other flow geometries. In boundary layer flow over a curved wall the vortices are called Görtler vortices; see [88] for a review. In this geometry there are two types of unstable modes. In most cases, the most unstable is a sinuous mode, similar to that in Figure 4.3. In addition there is a varicose mode, which is symmetric in the spanwise direction. Streak breakdown was studied experimentally by Swearingen and Blackwelder [91]. They associated breakdown with “strongly” inflectional streamwise velocity profiles. The breakdown was studied via an inviscid linear analysis by Hall and Horseman [35]. Yu and Liu [103] showed that the sinuous and varicose modes are correlated with inflection points in the spanwise and streamwise directions, respectively. Bottaro and Klingmann [8] applied a linear stability analysis to the viscous case and confirmed the results of Yu and Liu. In addition, they concluded that the breakdown was primarily inviscid in nature. Li and Malik [61] performed an inviscid linear stability analysis and found that for some parameter combinations the varicose mode is the most unstable.
In Dean flow, curved channel flow driven by a pressure gradient, Dean vortices
develop if the Reynolds number is sufficiently large. By linear analysis and direct
simulations, Finlay, J. Keller, and Ferziger [24] found two types of instability. A
spanwise inflectional instability occurs for Reynolds numbers $R$ above twice the
critical value $R_c$ for the primary instability. There is also a second instability, called
undulating, that occurs if $R > 1.3R_c$. By considering one-dimensional streak profiles
of the form $U(y)$ and $U(z)$, Le Cunff and Bottaro [58] concluded that the undulating
instability is centrifugal in nature (so it should play no role in PPF, which is the
no-curvature, narrow-gap limit of Dean flow; see [15]). Matsson and Alfredsson [65]
observed the spanwise inflectional instability experimentally.

Streak breakdown also occurs in boundary layer flows over a flat plate. Fis-
ccher and Dallman [25] investigated the primary and secondary instability of a
three-dimensional boundary layer using a laminar Falkar–Skan–Cook profile and a
spanwise varying finite-amplitude state obtained from measurements. They found
good agreement between a secondary instability analysis and experimental results.
Bakchinov, et al. [4] observed streak breakdown experimentally by directly putting
streamwise vortices in the flow. Matsubara and Alfredsson [66] observed instability,
as in Figure 4.3, just before breakdown of streaks into turbulent spots.

Zikanov [105] considered the evolution of streamwise vortices in pipe Poiseuille
flow. He found that streamwise vortices generated spanwise inflectional streamwise
streaks which were linearly unstable for sufficiently large initial vortices.

The wavy streaks are also related to finite amplitude solutions recently discov-
ered in PCF. These solutions, called Wavy Vortex flows, are streamwise streaks with
streamwise oscillations as in Figure 4.3. Nagata [68] and Conley and Keller [16] obtain these solutions by considering the narrow-gap limit of Taylor–Couette flow, which is flow between rotating cylinders. Clever and Busse [14] have also identified these solutions by considering PCF between heated plates in the limit of vanishing temperature gradient. Conley [15] and Clever and Busse [13] use similar approaches to study streamwise streaks in PPF.

The classical instability of inflectional type is the Kelvin–Helmholtz vortex sheet instability, in which the inviscid base flow is two-dimensional and unbounded and the vortex sheet is due to a velocity discontinuity. To develop an understanding of the streak instability we consider the the two-dimensional stability, in an unbounded fluid, of the inviscid base flow

$$\bar{U} + S \cos \beta_0 z$$

(4.3)

with $\bar{U}$ and $S$ real, to perturbations in the $x$-$z$-plane, as considered by Waleffe in [97]. Here $\bar{U}$ is the speed of the constant mean flow and $S$ is the streak amplitude. It is assumed that $v = 0$ and that the perturbations are independent of $y$. The instability results from the inflection points in the spanwise profile and is fundamental, that is, it has the same spanwise period as the base flow.

Since the base flow has zero phase speed, the disturbances may be divided into sinuous and varicose modes. The varicose modes are found to be stable. The sinuous vertical vorticity with streamwise wavenumber $\alpha_0$ has the form

$$\eta(x, z, t) = \text{Re} \left[ e^{i(\alpha_0 z - \sigma t)} \left( \eta_0 + \sum_{k=1}^{\infty} \eta_k \cos(k \beta_0 z) \right) \right].$$

(4.4)
Figure 4.9: Streak “roll up” for the inviscid model problem. The left column shows the evolution of the streamwise velocity $u$ for the inviscid 2D instability associated with (4.3). The initial data is described in the text. The right column shows the evolution of the vertical vorticity $\eta$. Note the formation of vertical vortices at the inflection points located at $z = \pm \frac{\pi}{4}$. Shown is the periodic box $8\pi \times \pi$.

The spanwise velocity $w$ is represented as a similar cosine series and the streamwise velocity as a sine series. Waleffe uses a two term truncation to show that the leading eigenvalue, and hence the growth rate, is given approximately by

$$\sigma = \alpha_0 \bar{U} + i \frac{|\alpha_0 S|}{\sqrt{2}} \left( \frac{\beta_0^2 - \alpha_0^2}{\beta_0^2 + \alpha_0^2} \right)^{1/2}.$$  \hspace{1cm} (4.5)

The actual leading eigenvalue is qualitatively similar and may be given as a continued fraction [67, 96]. In the approximation (4.5), disturbances with streamwise
wave number $\alpha_0$ less than the fundamental wavenumber $\beta_0$ grow exponentially, and those with streamwise wavenumber larger than the $\beta_0$ are neutrally stable. The mean flow speed parameter $\bar{U}$ does not change the growth rate of this instability, but we have included it to show how the mean flow can advect the growing disturbance downstream with phase speed $\alpha_0 \bar{U}$. We will refer to this again in Section 4.5 when we discuss the phase speeds of the analogous instability in PCF and PPF.

In an actual shear flow, the streamwise streaks are dominated by their stream-
wise velocity component. The streamwise velocity varies primarily in the spanwise direction, so the streamwise streaks may be thought of as vertical vorticity with little or no streamwise component \( \eta = u_z - w_x \approx u_z \). The action of the streak instability is to make the streamwise streaks wavy. Roughly speaking, this happens through the "roll up" of the vertical vorticity into vertical vortices. To illustrate this instability, we take \( \beta_0 = 2, \bar{U} = 0, \) and \( S = 1 \) in the inviscid model (4.3) and add noise of amplitude approximately \( 10^{-5} \) to the streamwise dependent modes with \( \alpha_0 = .25, .5, ..., 1.75 \) in a periodic box of dimensions \( 8\pi \times \pi \). Figure 4.9 shows the evolution of the streamwise velocity \( u \) and the vertical vorticity \( \eta \), where we have used a two mode truncation for each component. Note the vertical vortices forming at the spanwise inflection points of the streamwise velocity, \( z = \pm \frac{\tau}{\pi} \).

Flow visualizations show that the streak instabilities in PCF and PPF are similar to the inviscid instability considered above. Figure 4.10 shows the evolution of the streamwise velocity and the normal vorticity from a full Navier–Stokes simulation of PCF in a periodic box of dimensions \( 8\pi \times 2 \times \pi \) at \( R = 500 \) with fundamental spanwise wavenumber \( \beta_0 = 2 \) (see also Figure 4.4). The initial streamwise vortices are chosen large enough to create linearly unstable streaks, and noise is added to the streamwise dependent modes to break symmetries (the initial data is the same as in Figure 4.1). The wavy streaks are not advected in the streamwise direction in PCF, corresponding to \( \bar{U} = 0 \) in the inviscid model (4.3).
4.4 Direct numerical simulations of the streak instability

Linearly unstable streamwise streaks, that is, secondarily unstable streamwise vortices, are a necessary condition for reaching turbulence along the path described by (*). Thus we would like to determine the threshold amplitude of the initial streamwise vortices for generating linearly unstable streamwise streaks. In this section we investigate the dependence of the streak instability growth rate on the initial vortex amplitude via direct numerical simulations of the Navier–Stokes equations. In the next section we continue this investigation using the linear stability analysis of the streamwise streaks developed in [79]. The two analyses are in excellent agreement.

The kinetic energy density of a perturbation \((u, v, w)\) to the laminar flow at time \(t\) is given by

\[
E(u, v, w, t) = \frac{1}{2V} \int_{\text{period}} (u^2 + v^2 + w^2) \, dx,
\]

where the integration volume is one periodic box with volume \(V\). All simulations are done in a periodic box of dimensions \(8\pi \times 2 \times \pi\) with 32, 49, and 32 points in the \(x, y,\) and \(z\) directions (dealiased by the 3/2 rule). The amplitude of a disturbance is defined as \(2\sqrt{E}\). The optimal streamwise vortex defined in (4.1) is normalized so that \((u_0, v_0, w_0)\) has amplitude \(\epsilon\). We fix the spanwise wavenumber at \(\beta_0 = 2\) since this is near the spanwise wavenumber for maximum transient linear growth in both PCF and PPF [11, 95]. We do not vary \(\beta_0\) in our study. The dependence of the growth rates on \(\beta_0\) was studied briefly in [79].
We use the following procedure to investigate the dependence of the streak instability growth rates on the initial vortex amplitudes.

- **Step 1:** Add optimal streamwise vortices of the form (4.1) with amplitude $\epsilon$ to the laminar flow at $t = 0$.

- **Step 2:** Integrate the resulting velocity field until time $t_{\text{max}}$, which is the time at which the fundamental streak component $U_1(y, t) \cos \beta_0 z$ has maximum amplitude.

- **Step 3:** A perturbation of the form
  \[ u_{\text{pert}} = \text{Re}\{e^{i\alpha_0 x} \sum_{k=-15}^{15} e^{i k \beta_0 z} F_k(y)\}, \tag{4.7} \]
  where the $F_k(y)$ are Stokes modes, is added to the streamwise streak velocity field. The amplitude of the perturbation is less than 1% of the streak amplitude. The resulting velocity field is
  \[ (u(y, z, t_{\text{max}}), v(y, z, t_{\text{max}}), w(y, z, t_{\text{max}})) + u_{\text{pert}}(x, y, z, t). \]

- **Step 4:** Simulate a linear stability analysis by integrating the resulting velocity field while keeping the streamwise independent portion of the field fixed. That is, the Fourier modes with streamwise wavenumber $\alpha = 0$ are frozen at their values in Step 3. We integrate until the amplitude of the $(\alpha_0, k\beta_0)$ modes (the oblique modes with streamwise wavenumber $\alpha_0$) varies exponentially like $C e^{\lambda t}$. (The modes for $k = 0, 1, \ldots$ all have the same growth rate. We measure the amplitude of the $(\alpha_0, \beta_0)$ mode.) We take the growth rate of the streak instability to be $\lambda$. 

The integrations are performed using the Chebyshev/Fourier Navier–Stokes simulation code of Lundbladh, Henningson, and Johansson [62]. The velocity field in Steps 1-2 is independent of the streamwise coordinate, and thus it is strictly two-dimensional. In Step 3 we add noise to the components of the velocity field with streamwise wavenumber \( \alpha_0 \) to investigate the exponential growth of oblique waves. In a full channel flow simulation, transition to turbulence cannot occur from a strictly two-dimensional velocity field like the one in Steps 1-2. The velocity field would simply decay slowly due to viscous effects. So one can consider the noise added in Step 3 as necessary to break the symmetry associated with a streamwise independent velocity field. In Step 4 we artificially freeze the streamwise independent portion of the velocity field, that is, the streamwise streaks are frozen at the time when the fundamental streak component \( U_1 \) would attain its maximum amplitude if the velocity field were strictly two-dimensional. Since the streamwise independent parts of the velocity field are not allowed to evolve in Step 4, this technique is nearly equivalent to linearizing about the velocity field at time \( t_{\text{max}} \). It is not completely equivalent to a linear stability analysis because the streamwise dependent modes (\( \alpha_0 \neq 0 \)) are still allowed to evolve nonlinearly to generate higher harmonics (for example, modes with streamwise wavenumber \( 2\alpha_0 \)), but these interactions are quadratic in the disturbance amplitude and should be negligible over the range of amplitudes we consider. In the cases when there is no streak (\( \epsilon = 0 \)), noise of amplitude approximately \( 10^{-6} \) is added to the \( \alpha_0 \) modes at \( t = 0 \) and the resulting velocity field integrated until the amplitude of the noise in the \( (\alpha_0, \beta_0) \) mode decays exponentially.
Figure 4.11: Growth rate $\lambda$ of the streak instability versus initial vortex amplitude $\epsilon$ for PCF based on full Navier–Stokes simulations. The left plot is for $\alpha_0 = .5$ and the right plot for $\alpha_0 = 1$. The threshold amplitude for streak instability scales as $\approx C_c(\alpha_0)R^{-1}$.

Figure 4.11 shows the growth rate $\lambda$ of the streak instability as a function of the initial vortex amplitude $\epsilon$ in PCF for $R = 500, 1000,$ and $2000$. The left plot is for $\alpha_0 = .5$ and the right plot is for $\alpha_0 = 1$. In both cases the amplitude for neutral stability of the oblique modes scales approximately as $C_c(\alpha_0)R^{-1}$. An interesting feature of the growth rate curves is the discontinuity in the slope which occurs at subcritical amplitudes. Relatedly, the $\epsilon = 0$ intercepts in these growth rate curves scale approximately as $R_{-0.31}$ and $R_{-0.37}$ for $\alpha_0 = .5$ and $\alpha_0 = 1$, respectively. We note, that as the wavy streaks develop from this instability, the wave crests do not move in the streamwise direction; see Figure 4.10. That is, the exponentially growing waves are standing waves with zero phase speed. We discuss the phase
Figure 4.12: Neutral stability curve for streamwise streaks in PCF with $\alpha_0 = 0.5$ and initial streamwise vortices of amplitude $\epsilon$. The streaks are frozen at time $t_{\text{max}}$. They can be unstable for $R$ at least as low as 50.

speeds and the characteristics of these growth rate curves, particularly the slope discontinuity, in Section 4.7.

We have done simulations for $R \in [50, 8000]$ to verify the threshold amplitude scaling. Figure 4.12 shows the neutral stability curve of the streamwise streaks with $\alpha_0 = 0.5$ and initial streamwise vortices of amplitude $\epsilon$ with the streaks frozen at time $t_{\text{max}}$. The figure shows that the threshold amplitude scales as $R^{-1}$ for large $R$. We will explain this scaling in Section 4.7. However, this scaling does not hold for small $R$, indicating that the actual threshold amplitude probably contains other factors. Streamwise vortices in PCF generate linearly unstable streaks for $R$ well below the lowest Reynolds numbers at which turbulence is first observed ($R \approx 280$; see our discussion on page 3 of this thesis) confirming that linearly unstable streaks
Figure 4.13: Growth rate $\lambda$ of the streak instability versus initial vortex amplitude $\epsilon$ for PPF with $\alpha_0 = .5$ based on full Navier–Stokes simulations. The threshold amplitude for instability scales as $\approx C_p(\alpha_0)R^{-1.6}$. The dotted lines are the linear least squares fit to the first four data points on each curve. The growth rate increases approximately linearly with increasing vortex amplitudes for amplitudes below the threshold.

are a necessary but not sufficient condition for transition to occur as in (*).

We should note that we have not optimized over time in computing these neutral stability results. We “linearize” about the streamwise streaks at time $t_{\text{max}}$ as defined above. However, the threshold amplitudes for neutral stability might be slightly lower at other times. Since streamwise vortices of amplitude $O(R^{-1})$ generate streamwise streaks of amplitude $O(1)$, the development of the streak components $U_k$ in (4.2) is affected by strongly nonlinear processes. Thus, there is no straightforward way to compute the smallest threshold amplitude for a streamwise
vortex except to optimize over time, but we have not undertaken this computationally intensive task. Strictly speaking, one should also optimize over $\alpha_0$ and $\beta_0$ to find the lowest possible threshold amplitudes. However, in this chapter, our goal is not to compute minimum threshold amplitudes, but to explain their different scalings. Reddy, Schmid, and Baggett [79] optimized over time and over the streamwise wavenumber $\alpha_0$ in their computations of the threshold scalings via a linear stability analysis which we review in the next section (they also briefly discuss the dependence of the growth rates on the spanwise wavenumber $\beta_0$).

Figure 4.13 shows the results for PPF at $R = 2000$ and 4000 with $\alpha_0 = .5$. The threshold amplitude for neutral stability of the oblique modes scales approximately as $C_p(\alpha_0)R^{-1.6}$. In contrast to PCF, the growth rate increases approximately linearly

Figure 4.14: Neutral stability curve for streamwise streaks in PPF with $\alpha_0 = 0.5$ and initial odd streamwise vortices of amplitude $\epsilon$. The streaks are frozen at time $t_{\text{max}}$. They can be unstable for $R$ at least as low as 250.
with increasing initial vortex amplitude, at least for small amplitudes below the threshold. The $\epsilon = 0$ intercepts scale approximately as $R^{-0.56}$. In contrast to PCF, the wavy streaks are advected downstream as they grow. We discuss their phase speeds and the growth rate curves in Section 4.6.

Figure 4.14 shows the neutral stability curve for the streak instability with $\alpha_0 = .5$ and $R \in [250, 5000]$. For $R \gtrsim 2000$ the threshold amplitude scales as approximately $C_p(\alpha_0)R^{-1.6}$. Again, the streaks are linearly unstable well below the lowest Reynolds numbers at which turbulence is observed. We will discuss these threshold scalings in Section 4.6.

4.5 Linear stability analysis of the streak instability

In this section we compare the neutral stability results of the last section to those of Reddy, Schmid, and Baggett [79], who employ a linear stability analysis to determine the growth rates of the streak instability. In particular, they determine that the threshold amplitudes of the initial streamwise vortices for generating linearly unstable streaks (optimized over time and streamwise wavenumber $\alpha_0$) scale approximately as $C_1R^{-1}$ and $C_2R^{-1.6}$ in PCF and PPF, respectively. Waleffe [97] also studied streak breakdown in PCF using a similar linear stability analysis. In both [79] and [97], the Navier–Stokes equations are linearized about the basic flow $U = (U(y, z, t), 0, 0)$, where $U(y, z, t)$ is given by (4.2) and is obtained from a direct

*Parts of this section are adapted from [79].
numerical simulation. (Note that the small spanwise and vertical components of the streamwise streaks have been discarded, in contrast to the technique we applied in the previous section.) The linear equations governing the evolution of a small perturbation \((u, v, w)\) to \(U\) are

\[
\begin{align*}
    u_x + v_y + w_z &= 0, \\
    u_t + Uu_x + U_yv + U_zw &= -p_x + \frac{1}{R} \Delta u, \\
    v_t + Uv_x &= -p_y + \frac{1}{R} \Delta v, \\
    w_t + Uw_x &= -p_z + \frac{1}{R} \Delta w,
\end{align*}
\]

where \(p = p(x, y, z, t)\) is the perturbation of the pressure. Equations (4.8) may be reduced to two equations in terms of the perturbation normal velocity \(v\) and normal vorticity \(\eta = u_z - w_x\). The manipulations are similar to those used to derive the Squire and Orr-Sommerfeld equations\(^3\):

\[
\begin{align*}
    \eta_t + U\eta_x - U_z v_y + U_y v_x + U_{zz} w &= \frac{1}{R} \Delta \eta, \\
    \Delta v_t + U \Delta v_x + U_{zz} v_x + 2U_z v_{xx} - U_{yy} v_x - 2U_z w_{xy} - 2U_{yy} w_x &= \frac{1}{R} \Delta \Delta v,
\end{align*}
\]

with boundary conditions \(v(y = \pm 1) = v_y(y = \pm 1) = \eta(y = \pm 1) = 0\). The spanwise velocity \(w\) can be eliminated by using the identity \(w_{xx} + w_{zz} = -\eta_x - \eta_y\). The perturbation normal velocity and normal vorticity are assumed to have the form

\[
\begin{align*}
    v(x, y, z, t) &= \text{Re}\{e^{i(\alpha_0 x - \sigma t)} \sum_{k=-m}^{m} v_k(y) e^{ik\beta z}\}, \\
    \eta(x, y, z, t) &= \text{Re}\{e^{i(\alpha_0 x - \sigma t)} \sum_{k=-m}^{m} \eta_k(y) e^{ik\beta z}\},
\end{align*}
\]

\(^3\)In fact, the equations (4.9) are the Squire and Orr-Sommerfeld equations if \(U\) is the laminar solution.
The functions $U_k$ in the streak expansion (4.2) have zero phase in all of our simulations. Thus the perturbation expansion may be divided into sinuous ($v$ and $\eta$ are odd and even functions of $z$, respectively) and varicose modes as in the inviscid, two-dimensional example in Section 4.2. An eigenvalue problem for the eigenvalue $\sigma = \sigma_r + i\sigma_i$ and the eigenfunctions $v_k(y)$ and $\eta_k(y)$ is obtained by substituting (4.10) into (4.9) and collecting terms with like powers of $e^{i\beta_0 z}$. The number of terms $m$ is increased until the successive approximations to $\sigma$ differ by less than 0.5%. For further details see [79].

Figure 4.15 shows the growth rate $\sigma_i$ versus the initial vortex amplitude $\epsilon$ in PCF for $R = 500$ and $\alpha_0 = 1$, as computed by the linear stability analysis. The streak profile is $U(y, z, t_{\text{max}})$, where $t_{\text{max}}$ is as in the previous section. For amplitudes below the slope discontinuity the phase speed is $\sigma_r \approx 0.7\alpha_0$ and above the discontinuity it is $\sigma_r = 0$. We have found that $\sigma_r = 0$ for all of the linearly unstable streaks we have examined in PCF.

Unlike the method used in the previous section, the linear stability analysis allows us to modify or omit selected streak components $U_k(y)$ to study how the individual components of the streak affect the streak instability. The plot in Figure 4.15 shows that there is little change in the growth rates if $U_k = 0$ for $k \geq 2$. This suggests that only the modified mean flow $U_0(y, t)$ and the fundamental streak component $U_1(y, t) \cos \beta_0 z$ are important in determining the character of the instability, at least for this choice of parameters. Reddy has pointed out (private communication) that more streak components are required to obtain accurate growth rates for higher values of $\alpha_0$. However, as we will see in the next section, $U_0$ and $U_1$ suffice
Figure 4.15: Streak instability growth rate $\sigma_\epsilon$ versus initial vortex amplitude $\epsilon$ in PCF with $R = 500$ and $\alpha_0 = 1$ as computed by linear stability analysis. The solid line shows the converged growth rate including $U_0, ..., U_7$ in the streak expansion. The dash-dot line shows the growth rate with only $U_0$ and $U_1$ included indicating that these are the important components of the streak. The dashed line shows the growth rate with the laminar mean profile artificially restored, that is, $U_0 = y$, and $U_1, ..., U_7$ are as computed by the simulation, indicating that the laminar shear stabilizes the streaks. Below the slope discontinuity the phase speed is $\sigma_r \approx 0.7\alpha_0$, while it is zero above it.

to explain the $R^{-1}$ scaling of the initial streamwise vortices.

Also shown in Figure 4.15 are the growth rates obtained when the mean flow is artificially reset to the laminar profile, that is, $U_0(y, t) = y$. In this case, the streamwise streaks are stable over the range of initial vortex amplitudes considered. This suggests that the laminar uniform shear profile must be modified before the streaks can be linearly unstable. In other words, the shear has a stabilizing influence on the streaks. In Section 4.7 we introduce a model problem to elucidate the role
Figure 4.16: Spectra of the streak instability operator in PCF with $R = 500$ and $\alpha_0 = 1$. The left plot corresponds to streaks generated from an optimal vortex of amplitude $\epsilon = 0.013$ (the fourth smallest amplitude on the solid curve in Figure 4.15) at time $t_{\text{max}} \approx 57$. The right plot corresponds to streaks generated from vortices of amplitude $\epsilon = 0.027$ (the seventh smallest amplitude) at time $t_{\text{max}} \approx 49$. There are circles around the least stable eigenvalues. For small initial vortex amplitudes “wall” modes are the least stable, but for larger initial amplitudes, a single mode with zero phase speed becomes unstable.

of the vertical shear in the streak instability in PCF.

The plots in figure 4.16 show the spectra of the linear operator which governs the evolution of small perturbations to the streaks (implicitly defined by (4.9)) in PCF with $R = 500$ and $\alpha_0 = 1$. The left plot corresponds to a stable streak ($\epsilon = 0.0133$) and the right plot to an unstable streak ($\epsilon = 0.0267$). For small initial vortex amplitudes, the least stable modes have phase speeds which increase towards $\alpha_0$ as $R$ increases. This, and the fact that their dissipation rates scale approximately as $R^{-1/3}$, indicate that these modes are related to the least stable
Figure 4.17: Comparison of streak instability growth rates as computed by direct numerical simulation (dashed lines) and linear stability analysis (solid). The left plot is for PPF with $R = 2000$ and $\alpha_0 = 0.5$ and the right plot for PCF with $R = 500$ and $\alpha_0 = 1$.

modes of the Orr-Sommerfeld/Squire (hereafter OSS) operator governing the evolution of perturbations to the laminar flow in PCF. The least stable OSS modes have dissipation rates which scale as $R^{-1/3}$ and phase speeds which approach $\alpha_0$ for large $R$ and $\alpha_0 \neq 0$. They are known as "wall" modes because they tend to be localized near the walls and are advected in the direction of the moving wall. See [22] for further details on the OSS modes.

The left plot in Figure 4.18 shows the $\eta_0(y)$ component of the vertical vorticity of the eigenfunction corresponding to the unstable eigenvalue in Figure 4.16. The plot also shows the modified mean flow component of the streak $U(y, t_{\text{max}})$, which is somewhat flattened near the channel center. This plot gives an indication that
Figure 4.18: The $\eta_0(y)$ component of the unstable streak instability mode. The left plot is for PCF, corresponding to the unstable eigenvalue in Figure 4.16. The right plot is for PPF, corresponding to the unstable eigenvalue in Figure 4.19. The solid curves and dashed curves are the real and imaginary parts of $\eta_0(y)$, respectively. Also shown are the mean flow components of the streak $U_0(y, t_{\text{max}})$ (dotted). Note that the largest parts of $\eta_0(y)$ occur approximately localized in the regions of least vertical shear.

most of the action of the streak instability is near the center of the channel where, the shear has been reduced. We will see that this is indeed the case in Section 4.7.

The solid line in the left plot of Figure 4.17 shows the growth rate $\sigma$, versus $\epsilon$ as computed by the linear stability analysis for PPF with $R = 2000$ and $\alpha_0 = 0.5$. The phase speed is $\sigma_r \approx 0.475$ near the threshold amplitudes. The growth rates are computed in the linear stability analysis using the streak components $U_1, \ldots, U_7$ at time $t_{\text{max}}$ from a full numerical simulation. However, the curve does not change visibly if only the $U_0$ and $U_1$ components are included or if $U_0$ is replaced by the laminar profile $U_0(y) = 1 - y^2$. Thus, as in PCF, only the streak components $U_0$ and $U_1$ are important in determining the character of the instability (at least for
Figure 4.19: Spectrum of the streak instability operator in PPF with \( R = 2000 \) and \( \alpha_0 = 0.5 \). The streak is generated from streamwise vortices of amplitude \( \epsilon = 0.0033 \) (the fifth largest amplitude in the left plot of Figure 4.17) at time \( t_{\text{max}} \approx 133 \). The unstable eigenvalue is circled and the corresponding mode has phase speed \( \approx 0.95\alpha_0 = 0.475 \).

this combination of parameters). However, in contrast to the situation with PCF, the modification of the laminar flow has little effect on the growth rates in PPF.

Figure 4.19 shows a plot of the spectrum of the streak instability operator in PPF with \( R = 2000 \) and \( \alpha_0 = 0.5 \) for a slightly unstable streak (\( \epsilon = 0.0033 \)). The \( \eta_0(y) \) component of the eigenfunction corresponding to the unstable eigenvalue is shown in the right plot of Figure 4.18. The components of the eigenfunction all tend to be localized near the channel center indicating that most of the action of the streak instability, at least near the threshold amplitudes, is near the center of the channel in the region of least vertical shear. For small initial vortex amplitudes, even slightly above the threshold values, the least stable or unstable modes of the streak
instability operator have phase speeds approaching $\alpha_0$. Moreover, these modes are localized in the center of the channel. This suggests that these modes are related to the so called “center modes” of the OSS operator for PPF which belong to the “P-family.” See [22] for further details on the OSS operator and its different families of eigenmodes in PPF.

Figure 4.17 compares the growth rates as computed by the linear stability analysis to those computed by numerical simulations. In general, the agreement is excellent. The source of the slight differences is that the small spanwise and vertical velocity components of the streamwise streaks are omitted in the linear stability analysis, while these components are included in the Navier–Stokes simulations of the previous section.

In the next two sections we further discuss the streak instability and give explanations for the different threshold amplitude scalings we have observed in PPF and PCF.

### 4.6 The threshold scaling in plane Poiseuille flow

Figure 4.13 indicates that the growth rates depend approximately linearly on the initial vortex amplitudes in PPF, at least for amplitudes below the threshold. For a fixed streamwise wavenumber $\alpha_0$, over the relevant range of vortex amplitudes, the growth rate is given approximately by

$$\lambda \approx \sigma_i \approx - D(R) + C e R,$$  \hspace{1cm} (4.11)
where $\epsilon$ is the vortex amplitude, $C$ is a positive constant, and $D(R)$ corresponds to viscous dissipation (that is, the rate at which noise decays in the modes with streamwise wavenumber $\alpha_0$ in the presence of the laminar PPF flow). The $C\epsilon R$ term represents the amplitude of the streaks. As mentioned in the previous section, the intercepts of the the growth rate curves with the $\epsilon = 0$ axis in Figure 4.13 (as computed by numerical simulations) scale approximately as $-C' R^{-0.56}$ ($\alpha_0 = 0.5$ in that figure). Thus for $\alpha_0 = 0.5$ we have a value of $D(R) \approx C' R^{-0.56}$. So by the approximation (4.11), the threshold amplitude for initial streamwise vortices which generate a streak instability (with $\alpha_0 = 0.5$) scales approximately as $R^{-1.56}$ (ignoring the constants) in reasonably good agreement with our observed neutral stability scaling of approximately $C_p(\alpha_0) R^{-1.56}$.

The decay rates at $\epsilon = 0$ should be determined by the equations governing the evolution of infinitesimal disturbances to the laminar flow. We have computed these dissipation rates numerically from the OSS operator for PPF (using a Chebyshev spectral discretization). For Reynolds numbers $R \in [1000, 6000]$ the growth rate for the least stable sinuous mode, with $\alpha_0 = 0.5$, satisfies $D(R) \approx C'' R^{-0.55}$, where $C''$ is a constant. By the approximation (4.11), we would expect a threshold amplitude scaling with $R$-dependence $R^{-1.55}$, again in reasonably good agreement with our observed scaling.

Thus, in PPF, the streamwise streaks become linearly unstable when they are large enough to overcome the effects of viscous dissipation. Importantly, no nonlinear modification of the laminar profile $(1 - y^2)$ is required because the profile already has a region of negligible shear near the channel center in which vertical vortices
can form (the mean flow component $U_0(y)$ of a slightly unstable streak is virtually indistinguishable from the laminar profile; see the right plot in Figure 4.18). This is not to say that the vertical shear plays no role in the threshold amplitude scalings. The parabolic laminar profile, with its curving shear at the channel center, is what makes the viscous dissipation rates $D(R)$ affecting the streak instability scale approximately as $R^{-0.55}$ (over the range of $R$ we considered) instead of $R^{-1}$, which is the expected scaling in the absence of any background flow. However, the laminar profile is perfectly suitable for the streak instability.

The phase speeds of the streak instability modes for initial vortex amplitudes near the threshold are approximately determined by the centerline speed of the laminar flow. Perhaps this is not surprising, given that the streak instability occurs in regions near the channel center and the vertical vortices, or wavy streaks, are transported downstream with the mean flow in that region. As in the inviscid model (4.3) (with $\bar{U} \approx 1$), the exponentially growing oblique waves are advected downstream with phase speed approximately $\alpha_0$.

As we will see in the next section, the situation in PCF is much different.

### 4.7 The threshold scaling in plane Couette flow

Because of the discontinuity in the slopes of the growth rate versus initial vortex amplitude curves, there is no clear relationship, not even approximate, between the growth rate and the initial vortex amplitude in PCF. As we mentioned above, the least stable modes in laminar PCF have dissipation rates which scale as $R^{-1/3}$ for
large $R$ and nonzero $\alpha_0$. However these modes are localized near the walls and have little to do with the streak instability, which happens in the channel interior.

An important clue to understanding the streak instability in PCF is indicated in Figure 4.15. If the mean flow component of the streaks $U_0(y)$ is replaced by the laminar PCF solution $U_0(y) = y$, then the streaks are stabilized. As we mentioned in Section 4.5, this indicates that the shear has a stabilizing influence on the streaks and that the modification of the mean flow, that is, the reduction of the shear at the channel center, is essential for the streak instability.

The streak components $U_0$ and $U_1$ dominate the character of the streak instability (at least over the range of parameters we have explored). We observed that streamwise vortices of amplitude $O(R^{-1})$ are necessary to generate linearly unstable streaks and even to cause transition to turbulence as described by (*). Streamwise vortices of amplitude $O(R^{-1})$ generate streamwise streaks of amplitude $O(1)$ via the shear-tilting mechanism described in Section 4.2. At $O(1)$ amplitudes, the components of the streak $U_k$ are affected by strongly nonlinear processes. Even for the fixed initial streamwise vortex profile we consider, the shapes of $U_0$ and $U_1$ cannot be easily determined except by a full numerical simulation.

In this section we develop a two-parameter model of the streamwise streaks in PCF. This model allows us to study the relationship between the streak instability and the vertical shear. We also use it to explain the $O(R^{-1})$ threshold amplitude scaling of the initial vortices. To develop this model, we model the streak profile $U_1(y)$ and the modified mean flow profile $U_m(y) = U_0(y) - y$ from an actual simulation. Once the model profiles are fixed, their amplitudes may be varied in-
dependently so that we may independently study the effects of flattening the mean flow profile (reducing the shear) or increasing the spanwise variation of the flow at the inflection points.

We assume the velocity field has the form:

\[ U(x, y, z, t) = y + U_m(y, t) + U_1(y, t) \cos(\beta_0 z) \]

\[ = U_0(y, t) + U_1(y, t) \cos(\beta_0 z), \]

\[ V(x, y, z, t) = V_1(y, t) \cos(\beta_0 z), \]

\[ W(x, y, z, t) = W_0(y, t) + W_1(y, t) \sin(\beta_0 z), \]

\[ P(x, y, z, t) = P_L(x) + P_0(y, t) + P_1(y, t) \cos(\beta_0 z). \]

The above expressions are truncated versions of the expansions used in the direct numerical simulations in Section 4.4, and all quantities are real. \( P_L \) corresponds to the laminar pressure. By continuity, \( V_0 = 0 \) and \( W_1 = -(1/\beta_0) \partial V_1 / \partial y \). Substituting (4.12) into the Navier–Stokes equations and writing the result as a truncated Fourier series yields the following equation for \( U_m \):

\[
\frac{\partial U_m}{\partial t} = \frac{\partial^2 U_m}{\partial y^2} = -\frac{1}{2} V_1 \frac{\partial U_1}{\partial y} + \frac{\beta_0}{2} W_1 U_1 + \frac{\partial^2 U_m}{\partial y^2}.
\]

Thus the primary force acting to modify the mean flow is the Reynolds stress, which arises from the nonlinear interaction of the fundamental \( U_1 \) component of the streamwise streaks and the vertical velocity component \( V_1 \) of the streamwise vortices.

We proceed by making assumptions about the shapes of the fundamental streak
component \( U_1 \) and the optimal streamwise vortex profile \( V_1 \). We suppose that
\[
U_1(y,t) \sim (1 - y^2) \quad \text{and that} \quad V_1(y,t) \sim (1 - y^2)^2.
\]
In this case, (4.13) shows that \( U_m \sim -y(1 - y^2)^2 \) (we have omitted the small viscous term). Figure 4.20 compares
the model profiles to the profiles from a direct numerical simulation in PCF with
\( R = 500 \) and \( \beta_0 = 2 \). The figure does not show \( V_1 \), but the agreement with the model
profile is even better than the ones pictured. In the figure, the amplitude of the
model profile \( U_m \) is chosen so that \( dU_m/dy(0,t) \) agrees with the simulation, and the
profile \( U_1 \) is normalized such that \( U_1(0,t) \) agrees with the simulation. We assume
that the shapes of \( U_0 \) and \( U_1 \) are constant and that only their amplitudes change.
Thus we consider the following model for the streamwise velocity component of the
streamwise streaks in PCF:
\[
U(y, z, t) = U_0(y, t) + U_1(y, t) \cos \beta_0 z
\]
\[
= y + U_m(y, t) + U_1(y, t) \cos \beta_0 z
\]
\[
= y + (A - 1)y(1 - y^2)^2 + B(1 - y^2) \cos \beta_0 z \tag{4.14}
\]
\[
= Ay + (A - 1)(-2y^3 + y^5) + B(1 - y^2) \cos \beta_0 z.
\]

The real parameter \( A \) governs the amount of shearing by the mean flow in the
sense that \( dU_0/dy(0) = A \). If \( A = 1 \), the model mean flow corresponds to the
laminar flow. If \( A = 0 \), then the shear at the channel center is zero, corresponding
to the mean flow having been flattened by the action of Reynolds stress. The real
parameter \( B \) governs the amplitude of the streamwise streaks. We can assume
\( B > 0 \) since the sign of \( B \) does not affect the growth rates.

Now that we have a model of the streamwise velocity component of the stream-
wise streaks, we may apply the linear stability analysis of the previous section.
Figure 4.20: Comparison of streak profiles from a Navier–Stokes simulation in PCF and the streak model (4.14). The dashed lines represent the model, and the solid lines are from a simulation of PCF with \( R = 500, \beta_0 = 2, \) and initial vortex amplitude \( \epsilon = .0267 \) (slightly above neutrality; the same initial data as in Figure 4.1). The left plot shows the modified mean flow \( U_m(y, t) = U_0(y, t) - y \) and the right plot shows \( U_1(y, t) \) at both \( t = 12, 30 \) and \( t = t_{\text{max}} \approx 49. \)

While this model may seem ad hoc, it does an excellent job of predicting the neutral stability of the streamwise streaks. Figure 4.21 shows the neutral stability curves in the A-B-plane for \( R = 500, 1000, 2000 \) with \( \alpha_0 = 1 \) as computed by the linear stability analysis. Also shown are measurements of \( dU_0/dy(0, t_{\text{max}}) \) and \( \max_y |U_1(y, t_{\text{max}})| \) from actual simulations with initial vortex amplitudes above and below the threshold amplitude for linearly unstable streaks. As the figure shows, the neutral stability curve generated by the model (4.14) accurately predicts the size of the mean flow modification and streak amplitude necessary for the streaks to be linearly unstable. The neutral stability curve in the A-B-plane is \( O(1) \) away from the point \((A, B) = (1, 0)\) which corresponds to the laminar flow. This indicates that
Figure 4.21: Curves of neutral stability in the A-B-plane for the model (4.14) of streamwise streaks in PCF with $\alpha_0 = 1$. The three curves from bottom to top at $A = 0$ correspond to $R = 2000, 1000, 500$. The circles and crosses are measurements of $\partial U_0/\partial y(0, t_{\text{max}})$ (abscissa) and $|U_1(0, t_{\text{max}})|$ (ordinate) from actual simulations. The streaks are the same ones we “linearized” about in Figure 4.11 corresponding to the six points of largest amplitude on each curve in the right plot. There are three circles or three crosses in each position which correspond to three actual streaks generated from vortices of amplitude $\epsilon, \epsilon/2, \epsilon/4$ for $R = 500, 1000, 2000$, respectively.

both $U_m$ and $U_1$ must have amplitude $O(1)$ for the streaks to be linearly unstable. We offer the following physical interpretation.

Most of the action of the streak instability is near the channel center, where the mean shear profile has been reduced by the action of the Reynolds stress created by the nonlinear interaction of the streaks and vortices; see Figures 4.4 and 4.18. The mean flow is just beginning to develop small shear layers near the walls and a region of low streamwise velocity in the interior of the channel which is largely
inviscid in nature. In the interior region, the streaks in our model are of size $B$ and the shear is approximately $A$. For the streaks to be linearly unstable the time scale $t_r$ for the “roll-up” of the vertical vorticity into vertical vortices must be shorter than the time scale $t_s$ over which the vertical vortices are “sheared out” by the mean shear, that is, $t_r < t_s$ is necessary for unstable streaks. Given that the mean flow is flattening, so that the interior of the flow does not feel the viscous effects produced at the walls, we can expect the inviscid model problem (4.3) to roughly approximate the conditions in the interior of the flow. Thus the time scale for “roll up” follows from the inviscid instability growth rate (4.5), with $S = B$ and $\bar{U} = 0$, and is given approximately by $t_r = C_1(\alpha_0 B)^{-1}$, where $C_1$ is an $O(1)$ constant. The time scale for shearing (near the channel center) is approximately $t_s(\alpha_0 A)^{-1}$. Thus, the condition $t_r < t_s$ becomes $A < B(C_1)^{-1}$. In other words, the streaks have to be of size $O(1)$ and/or the shear has to be significantly reduced for the streaks to be linear unstable. The neutral stability curves for our model problem in Figure 4.21 indicate that both effects occur. In PCF, the streaks and the reduction of the shear both have to be $O(1)$ (independent of $R$) for streak instability. The only way this can be achieved along the path to turbulence (*) is to start with streamwise vortices of amplitude $O(R^{-1})$. (It is a standard argument to show that $O(R^{-1})$ vortices are required to generate an $O(1)$ modification of the mean shear; see the appendix of [79] or note 34 at the end of [98].)

We conjecture, based upon the above analysis, that optimal streamwise vortices (whose forms change little at large Reynolds numbers) of amplitude $O(R^{-1})$ are required to generate linearly unstable streaks as $R \to \infty$ in PCF.
Finally, we note that the phase speeds of the disturbances which grow from the unstable streaks are again, as in PPF, determined by the centerline velocity of the mean flow, which in this case is zero. This agrees well with the inviscid model (4.3) with $\bar{U} = 0$.

4.8 Conclusions

Our analysis explains the different scalings for the threshold amplitudes of secondarily unstable streamwise vortices in PCF and PPF. Along the way we observed that vertical shear can have a dual nature in the process of transition described by (*). Shear enables the creation of streamwise streaks. However, the shear can also stabilize the streaks, preventing them from breaking down into the wavy streaks that may lead to turbulence.

The stability or instability of the streaks is determined by a competition between the spanwise and vertical shear. In the case of PCF this means that the laminar uniform shear must be flattened by an $O(1)$ modification of the mean flow. Thus, in PCF, the first stage of transition in (*) is affected by strongly nonlinear processes. However, this is not at all the case in PPF, where the laminar profile is perfectly suitable for the streak instability. No nonlinear modification of the laminar profile is necessary and the first stage of (*) can be regarded as entirely linear. The optimal disturbance, streamwise vortices, grows large by a linear mechanism and leads directly to a secondary linear instability.

We have already seen one sense in which PPF is less stable than PCF, but why
does transition occur at lower Reynolds numbers in PCF than in PPF? This is really just a consequence of the arbitrary way in which the Reynolds numbers are defined for these flows. Given the central role of the vertical shear in the transition process, a more meaningful definition of the Reynolds number might be based on the dimensions of a typical region of vertical shear. The Reynolds number we used above is based on the channel half-width and difference between the wall and centerline velocities. In PPF, these scales correspond perfectly to the shear regions between the walls and the centerline, which seem to operate independently in the transition process. However, in PCF, the entire shear region between the walls is involved in transition. This suggests that a Reynolds number based on the channel width and the difference between the wall velocities in PCF might be more meaningful in comparisons of transitional Reynolds numbers. If this different Reynolds number is adopted for PCF, then transition would first occur at approximately 1200–1400 in PCF and at the usual 1000 in PPF.
Chapter 5

Pseudospectra of the Hille-Phillips operator*

In Chapters 2-4 we presented several non-normal matrices and operators $A$ whose corresponding evolution operators $e^{tA}$ displayed transient behavior at finite times that was very different from the asymptotic behavior as $t \to \infty$. Nearly all of those matrices and operators had the property that $\|e^{tA}\|$ could grow transiently for finite $t$, potentially by many orders of magnitude, but $\|e^{tA}\| \to 0$ as $t \to \infty$ because the spectrum of $A$ was contained in the stable complex half-plane. However, if $A$ is an unbounded operator, the time asymptotic behavior of $\|e^{tA}\|$ is not necessarily determined by the spectrum of $A$. In this chapter we examine two operators $A$ for which the spectrum of $A$ completely fails to predict the behavior of $\|e^{tA}\|$ as $t \to \infty$.

In 1957 Hille and Phillips [43] presented the first known example of a semigroup

*This chapter is adapted from a paper of the same title, submitted to *Integral Equations and Operator Theory* [1].
\( e^{tA} \) such that the norm of the semigroup \( \|e^{tA}\| \) is not asymptotically determined by the spectrum of its generator \( A \). Their example is not easily accessible and requires a knowledge of fractional integration operators. In particular, it is not easy to see why \( \|e^{tA}\| \) behaves as it does. In this chapter we present a plot of the pseudospectra of \( A \), and some known results connecting pseudospectra with \( \|e^{tA}\| \). The plots of pseudospectra yield a graphical representation of the resolvent that makes the mathematically anomalous behavior of \( \|e^{tA}\| \) easily understandable — thanks to an elegant result proved by Prüss [75]. Along the way, we also present the pseudospectra of a more elementary example due to Zabczyk [104].

In the next section we discuss the connections between the norm asymptotic behavior of a semigroup and the pseudospectra of its generator. In Sections 5.2–5.3 we meet the Zabczyk and Hille–Phillips examples and their pseudospectra. Some computational details involved in computing the pseudospectra are presented in Section 5.4. Finally, in Section 5.5 we introduce a corollary to Theorem 5.1.1 which applies to the examples considered here.

### 5.1 \( \|e^{tA}\| \) as \( t \to \infty \) and pseudospectra

Let \( \mathcal{H} \) be a complex Hilbert space with norm \( \| \cdot \| \) and let \( e^{tA} \) be a \( C_0 \)-semigroup in \( \mathcal{H} \) with generator \( A \). The exponential type or growth bound of \( e^{tA} \) is

\[
\omega_0(A) = \lim_{t \to \infty} \frac{\log \|e^{tA}\|}{t} \tag{5.1}
\]
(the limit always exists). The *spectral abscissa* of $A$ is

$$\alpha(A) = \sup_{z \in \Lambda(A)} \Re z,$$

where $\Lambda(A)$ denotes the spectrum of $A$.

Bounded linear operators and normal operators are examples of operators which have the *spectrum determined growth property* \cite{75}. For such an operator $A$ we have $\alpha(A) = \omega_0(A)$; see Corollary 5.1.1 below. However, in the case of unbounded operators, the most we can say in general is $\alpha(A) \leq \omega_0(A)$. Both of the examples we consider demonstrate that this inequality can be strict. In fact, the Hille–Phillips example has the property that $\Lambda(A)$ is empty, so $\alpha(A) = -\infty$, yet $\omega_0(A) = \pi/2$.

When the spectrum of the generator fails to reveal the asymptotic norm behavior of the semigroup, we need to look elsewhere. It is well known that $\|e^{tA}\|$ is related to the size of the resolvent, that is to $\| (\lambda I - A)^{-1} \|$, on certain regions in the complex plane. Pseudospectra provide a convenient language for discussing these matters. Let $\mathcal{B}(\mathcal{H})$ be the set of bounded linear operators in $\mathcal{H}$ and $\mathcal{C}(\mathcal{H})$ the set of densely defined closed linear operators in $\mathcal{H}$. Suppose $A \in \mathcal{C}(\mathcal{H})$ and let $\rho(A)$ denote the resolvent set of $A$. For any $\epsilon > 0$, we define the $\epsilon$-*pseudospectrum* of $A$ by

$$\Lambda_\epsilon(A) = \{ \lambda \in \rho(A) : \| (\lambda I - A)^{-1} \| \geq \epsilon^{-1} \} \cup \Lambda(A).$$

Intuitively, the resolvent norm is infinite in the spectrum, and large in the $\epsilon$-pseudospectrum for small $\epsilon$. An equivalent characterization in terms of operator perturbations is

$$\Lambda_\epsilon(A) = \text{closure}\{ \lambda \in \mathbb{C} : \lambda \in \Lambda(A + E) \text{ for some } E \in \mathcal{B}(\mathcal{H}), \| E \| \leq \epsilon \}.$$
Note that \( \Lambda_0(A) = \Lambda(A) \). For a proof of the equivalence of the above characterizations see Roch and Silbermann [84]. For a general discussion of pseudospectra see Trefethen [93].

To establish the connection between the pseudospectra of a linear operator and its exponential type, we define the \( \epsilon \)-\textit{pseudospectral abscissa} of a linear operator \( A \),

\[
\alpha_\epsilon(A) = \sup_{z \in \Lambda_\epsilon(A)} \operatorname{Re} z, \quad \text{for } \epsilon > 0.
\]

The following results describe the connections between pseudospectra and \( \| e^{tA} \| \). These results are for the most part already known, but it is our opinion that they are more intuitive when framed in terms of pseudospectra. In particular, the pseudospectra yield pictures in the complex plane which, at a glance, illuminate the connections between the norm of the resolvent and the asymptotic norm behavior of the semigroup. The key result, Theorem 5.1.1, follows from the characterization of the spectrum of \( C_0 \)-semigroups on a Hilbert space. Gearhart [26], in 1978, first proved the characterization for contraction \( C_0 \)-semigroups. The general case was settled independently by Herbst [42] in 1983 and by Howland [45] and Prüss [75] in 1984. See any of these sources for details of the characterization, notably [75]. Prüss was the first to note the connection between the spectral characterization of the semigroup and the exponential type of its generator. Greiner and Nagel [30] also give an excellent overview of the spectral theory of \( C_0 \)-semigroups on Banach spaces.

**Theorem 5.1.1** Let \( \mathcal{H} \) be a Hilbert space with norm \( \| \cdot \| \) and let \( e^{tA} \) be a \( C_0 \)-
semigroup in $\mathcal{H}$ with generator $A$. Then

$$\omega_0(A) = \inf \{\omega > \alpha(A) : \| (zI - A)^{-1} \| < \infty, \text{for Re } z \geq \omega\}. $$

Equivalently, in terms of pseudospectra,

$$\omega_0(A) = \lim_{\epsilon \to 0^+} \alpha_\epsilon(A).$$ \hspace{1cm} (5.2)

**Proof.** See any of the above references. \hfill $\Box$

Theorem 5.1.1 shows that the exponential type of a $C_0$-semigroup in a Hilbert space is in general determined by the $\epsilon$-pseudospectral abscissas of its generator as $\epsilon \to 0$, not the spectral abscissa. For many operators, notably normal operators and bounded operators, the pseudospectral abscissas converge to the spectral abscissa as $\epsilon \to 0^+$, however, as the examples in this chapter illustrate, this may not happen if the operator is non-normal and unbounded.

As Prüss notes, Theorem 5.1.1 immediately provides a characterization of those $C_0$-semigroups in a Hilbert space whose norm asymptotic behavior is determined by the spectrum of their generator.

**Corollary 5.1.1** Under the same conditions as in Theorem 5.1.1, $e^{tA}$ has the spectrum determined growth property, that is, $\omega_0(A) = \alpha(A)$, if and only if

$$\alpha(A) = \lim_{\epsilon \to 0^+} \alpha_\epsilon(A).$$
Figure 5.1: Pseudospectra of the Zabczyk operator. Shown are the boundary contours of $\Lambda_\epsilon(A)$ for $\log_{10} \epsilon = -10, -8, -6, -4, -2, -1$. Equivalently, these are contour lines of the resolvent corresponding to $\log_{10} \| (\lambda - A)^{-1} \| = 1, 2, 4, 6, 8, 10$. The dots indicate $\Lambda(A)$ and the dotted line is $\text{Re} \lambda = \omega_0(A)$.

5.2 The Zabczyk operator

Before turning to the Hille–Phillips example, let us consider the far more elementary example published by Zabczyk eighteen years later, in 1975 [104].

In this example we have a $C_0$-semigroup on $\ell^2$ with generator $A$, for which $\Lambda(A)$ is purely imaginary: $\alpha(A) = 0$, yet $\omega_0(A) = 1$. In fact, for this example we have $\|e^{tA}\| = e^t$ for all $t \geq 0$. Define for $k = 1, 2, \ldots$
Thus each $B_k$ is a $10k \times 10k$ Jordan block; the number 10 is arbitrary, chosen to make the figures interesting. Let $I_k$ be the identity matrix of dimension $10k$. Define $A_k = B_k + 2ikI_k$, where $i = \sqrt{-1}$. Finally, define $A$ as the direct sum of the $A_k$, that is, as the infinite block diagonal matrix

$$A = \begin{pmatrix}
A_1 & & \\
& A_2 & \\
& & \ddots & \\
& & & A_3
\end{pmatrix},$$

to be considered as an operator on $\ell^2$. Since $A$ is block diagonal, it follows that the resolvent $(\lambda I - A)^{-1}$ is also block diagonal for $\lambda \in \rho(A)$. The norm of a block diagonal operator is the supremum of the norms of the diagonal blocks:

$$\| (\lambda I - A)^{-1} \| = \sup_k \| (\lambda I - A_k)^{-1} \|.$$  

In particular, for any $\epsilon \geq 0$,

$$\Lambda_\epsilon(A) = \bigcup_{k=1}^{\infty} \Lambda_\epsilon(A_k).$$

As it happens, the pseudospectra of triangular Toeplitz matrices have been studied [81]. The $\epsilon$-pseudospectra of each block $A_k$ are disks of some radii $r(\epsilon, k)$ centered at $2ik$; see Figure 5.1. Note that as we move out out along the positive imaginary axis the radii of the disks are increasing. The matrices $A_k$ are increasingly non-normal, and as $k$ grows, their eigenvalues become increasingly sensitive
Figure 5.2: Evolution norms for the Zabczyk operator.

to perturbations. For large $k$ and small $\epsilon$, $r(\epsilon, k) \approx \epsilon^{1/(10k)}$. For example, with $\epsilon = 10^{-8}$ and $k = 3$, $r(\epsilon, k) = .5476$ and $\epsilon^{1/(10k)} = .5412$. In the limit, $r(\epsilon, k) \to 1 + \epsilon$ as $k \to \infty$.

Figure 5.2 gives some insight into why $\|e^{tA}\| = e^t$ even though $\Lambda(A)$ is purely imaginary. Note that we have

$$\|e^{tA}\| = \sup_k \|e^{tA_k}\| = \sup_k \|e^{tB_k}\|.$$ 

If we consider the curves $\|e^{tA_k}\|$ for increasing $k$ as shown in the figure, we see that they are approaching the limiting curve $e^t$. In other words, for any $t > 0$ and $\delta > 0$, we can find a sequence $v \in \ell^2$, with $\|v\| = 1$, such that $\|e^{tA}v - e^{t}v\| < \delta$. These
functions \( v \) are pseudo-eigenfunctions of \( A \) [94]. Even though an eigenfunction \( u \) of \( A \) can yield only \( \|e^{tA}u\| = 1 \), the pseudo-eigenfunctions can excite much more growth.

In this example, each \( A_k \) has asymptotic behavior consistent with \( \alpha(A_k) = 0 \), but there is no such behavior that is uniform with respect to \( k \). The infinite extent of the imaginary axis is what makes it possible to capture this non-uniformity in a single operator.

It is worth noting that Renardy [82] constructed, in the same style as the Zabczyk example, an operator \( A \) which generates a differentiable semigroup such that the semigroup generated \( A + B \) is not differentiable for bounded perturbations \( B \). Thus, he proved that differentiable semigroups are not necessarily preserved under bounded perturbations of their generators.

### 5.3 The Hille–Phillips operator

The earlier example of Hille and Phillips published in 1957 [43] is more difficult to get our hands on. The example is based on the Riemann–Liouville integral of fractional order. Here we take \( \mathcal{H} = \mathcal{L}^2(0,1) \) and define

\[
[J(\xi)f](x) = \frac{1}{\Gamma(\xi)} \int_0^x (x - u)^{\xi-1} f(u) \, du
\]  

(5.3)

for \( \text{Re}\,\xi > 0 \), \( x \in [0,1] \). Hille and Phillips showed that \( J(\xi) \) is a \( C_0 \)-semigroup for \( \text{Re}\,\xi > 0 \) and also gave explicit formulas for its generator \( A \) and its resolvent. Furthermore, they showed that \( A \) has empty spectrum.
Figure 5.3: Pseudospectra of the Hille–Phillips operator. Shown are the boundary contours of $\Lambda_\epsilon(B), \epsilon = 10^{-1}, 10^{-2}, \ldots, 10^{-128}$.

Hille and Phillips further showed, via some results due to Kober [53], that the operator $J(\xi)$ can be extended to purely imaginary values of the parameter $\xi = i\eta, \eta \in \mathbb{R}$. It is this extended operator which yields the example we wish to explore. If we restrict ourselves to $\eta \geq 0$, then $J(i\eta)$ is a $C_0$-semigroup on $\mathcal{H}$ with generator $B, B = iA$. (This restriction is not essential, for $J(i\eta)$ is in fact a group.) Thus the generator in this case has no spectrum, yet they show via another lemma of Kober’s that

$$
\|J(i\eta)\| = e^{\frac{2}{3}b} \quad \text{for all } \eta \in \mathbb{R}.
$$
Figure 5.4: Model of the $\epsilon$-pseudospectra of the Hille–Phillips operator. Shown are the curves corresponding to $\epsilon = 10^{-1}, 10^{-2}, \ldots, 10^{-128}$.

Therefore $J(i\eta)$ has exponential type $\omega_0(B) = \pi/2$, but this is not determined by the spectral properties of $B$. Instead we refer to the pseudospectra of $B$; see Figure 5.3.

A glance at the pseudospectra shows us what is happening. Even though $B$ has no spectrum, the norm of the resolvent grows doubly exponentially as $\text{Im}\lambda \to -\infty$ inside the strip $|\text{Re}\lambda| < \pi/2$. Thus as far as norm asymptotics are concerned, the semigroup generated by $B$ behaves as though the region inside the strip were the spectrum. Along the line $\text{Re}\lambda = \pi/2$ we see that the resolvent grows unboundedly, that is, $\Lambda_{\epsilon}(B)$ intersects this line for every $\epsilon > 0$. 
To develop some intuition about this problem, consider the following simple model proposed by L.N. Trefethen, based on techniques for analyzing pseudospectra of Toeplitz matrices and Wiener-Hopf integral operators by means of the analytic function known as the “symbol”; see [9, 77, 81]. The operator $J(1)$ is simply the definite integral from 0 to $\mathcal{H}$. Since this operator is $e^A$, we would like to, in some sense, take the logarithm. $J(1)$ maps $e^{\lambda x}$ to $(e^{\lambda x} - 1)/\lambda$. If $\text{Re} \lambda \gg 0$, then $-1$ will be much smaller than $e^{\lambda x}$, so we have an $\epsilon$-pseudo-eigenvector for $\epsilon \approx e^{-\text{Re} \lambda}$. Thus the $\epsilon$-pseudospectrum of the integration operator, for small $\epsilon$, should be approximately the image of the curve $\text{Re} \lambda = -\log \epsilon$ under the map $\lambda^{-1}$. Now we take the logarithm, and multiply by $i$ (since $B = iA$). The result is our model of the pseudospectra of the Hille–Phillips operator: for small $\epsilon$, $\Lambda_\epsilon(B)$ is bounded approximately by the image of the line $\text{Re} \lambda = -\log \epsilon$ under the map $-i\log \lambda$. See Figure 5.4. In particular, along the negative imaginary axis we predict:

$$\|(\lambda I - B)^{-1}\| \approx e^{\epsilon |\lambda|}.$$  

### 5.4 Computations

The computation of the pseudospectral contours in the Zabczyk example is straightforward. As mentioned above, the pseudospectra of each block are disks of some radius centered at the eigenvalues of $A$. It is just a matter of using a zero-finding algorithm to solve for $r(\epsilon, j)$ and then feeding the information to a contour plotter.

On the other hand, we found the computation of the resolvent norm for the Hille–Phillips example to be quite challenging. Hille and Phillips give an explicit
formula for the resolvent, obtained by Laplace transformation of the semigroup (5.3):

\[ [R(\lambda; B)f](x) = \int_0^x K(x - u; \lambda)f(u) \, du. \] (5.4)

The kernel of this Volterra integral operator is given by

\[ K(s; \lambda) = -\frac{i}{s} \int_0^\infty \frac{e^{i\lambda y} y^s}{\Gamma(y)} \, dy. \] (5.5)

There are two difficulties in attempting to compute the norm of (5.4). The first is that (5.5) has an oscillatory integrand, particularly as Re\( \lambda \) gets large. The second is that functions \( f_\lambda \) for which \( \|R(\lambda; B)f_\lambda\| \approx \|R(\lambda; B)\| \) are difficult to model numerically, for they have singularities in their derivatives at the endpoints and are more oscillatory as Im\( \lambda \) gets large and negative. The kernel also has a singularity at \( s = 0 \).

The first problem can be dealt with by a transformation suggested by Richard Chen [12]. We sketch some of the details here. Consider the integral

\[ g(z) = \int_0^\infty \frac{z^y}{\Gamma(y)} \, dy, \]

where \( z = re^{i\theta} \), with \( |\theta| < \pi \). Let \( g_\theta(r) \) denote \( g(z) \) with \( \theta \) fixed. Applying the Laplace transform \( \mathcal{L} \) yields for \( s > 1 \)

\[ [\mathcal{L}g_\theta](s) = \int_0^\infty e^{-sr} g_\theta(r) \, dr = \frac{1}{s(\log s - i\theta)^2}. \]

Now, inverse Laplace transforming and integration by parts yields, for \( c > 1 \),

\[ g_\theta(r) = \frac{r}{2\pi i} \int_{c-i\infty}^{c+i\infty} \frac{e^{sr}}{\log s - i\theta} \, ds. \] (5.6)
The integrand now has a pole at $e^{i\theta}$, but since $|\theta| < \pi$, we can evaluate (5.6) via a contour integral by wrapping the branch cut along the negative real axis. This is valid for $|\theta| < \pi$, so after contour integration,

$$g(z) = ze^z + r \int_0^\infty \frac{e^{-ry}}{(\log y - i\theta)^2 + \pi^2} dy.$$  \hfill (5.7)

Note that (5.7) has much nicer numerical properties than (5.5), due to the rapidly convergent integral (when $r \neq 0$) and the absence of an oscillatory integrand. This formula can be used to express the kernel (5.5) as the sum of an exponential part and an easily computed integral. Let $\lambda = a + ib$ and substitute $z = se^{i\lambda} = se^{-b}e^{ia}$. Then (5.5) becomes

$$K(s; \lambda) = -ie^{i\lambda}e^{se^{i\lambda}} - ie^{-b} \int_0^\infty \frac{e^{-se^{-by}}}{(\log(y) + ia)^2 + \pi^2} dy.$$  \hfill (5.8)

Note that the integral in (5.8) diverges when $s = 0$.

The second problem mentioned above is harder to deal with. Inside the half-strip $S = \{|\text{Re}\lambda| < \pi/2, \text{Im}\lambda > 1\}$, the exponential part of the kernel dominates and almost any method seems to work, provided one pays some attention to behavior near the endpoints. One simple approach is to form the Galerkin projection of (5.4) onto some subspace of $L^2(0,1)$ that contains reasonable approximations to the functions $f_\lambda$. This means we need to choose a subspace that can approximate the endpoint singularities. One way to achieve this is to simply choose piecewise linear polynomials with breaks clustered near the endpoints of $[0,1]$, say, at $N$ Chebyshev points. If we form the Galerkin projection of (5.4) onto this basis, then we get convergence to 3 digits for moderate values of $N \approx 40$. 

However, for $\lambda$ outside of $\mathcal{S}$, the integral part of (5.8) dominates the kernel. The accurate evaluation of this integral for $s$ near 0 is important because of the convolution nature of the resolvent, but unfortunately, this integral diverges when $s = 0$ and its accurate evaluation for small values of $s$ is difficult. We have not entirely surmounted this difficulty. Better but not completely satisfactory results can be achieved by using a power method like that used to estimate the dominant eigenvalue of a matrix. In this method we use the adjoint $R^*(\lambda; iA)$, which has a similar but not identical form to (5.4). Using the same subspace as above (piecewise linear polynomials) we start with some random initial guess $f_0$ of norm 1 and iteratively form $f_{j+1} = R^*(\lambda; B)R(\lambda; B)f_j$. This is accomplished by applying $R(\lambda; B)$ followed by $R^*(\lambda; B)$; the product $R^*R$ is never formed explicitly. The square root of the norm of $f_{j+1}$ is taken as an estimate of $\|R(\lambda; B)\|$, $f_{j+1}$ is renormalized, and we iterate until satisfactory convergence is achieved. Each evaluation of $R(\lambda; B)f_j$, or the analogous equation with the adjoint, is handled by the adaptive routines in QUADPACK [74]. In principle, this method should converge. Unfortunately, though it achieves better results for $\lambda$ outside of $\mathcal{S}$, it generally fails to converge for $\lambda \in \{\text{Im} \lambda < -3, \text{Re} |\lambda| > \pi/2\}$. In that region, the curves shown in Figure 5.3 are those suggested by experiments and theoretical considerations like Corollary 5.5.1, below.
5.5 A corollary

The two examples above both have the curious property that the norm of the semigroup is exactly exponential:

\[ \|e^{tA}\| = e^{t\omega_0(A)} \quad \text{for all } t \geq 0. \]

In this situation we can make a much stronger statement than usual about the growth of the resolvent in the half plane \( \text{Re} \lambda > \omega_0(A) \).

**Corollary 5.5.1** Under the same conditions as in Theorem 5.1.1, the following conditions are equivalent:

\[ \|e^{tA}\| = e^{t\omega}, \quad \text{for all } t \geq 0. \]  \hspace{1cm} (5.9)

\[ \sup_{\text{Re } \lambda = \mu > \omega} \| (\lambda I - A)^{-1} \| = \frac{1}{\mu - \omega}, \quad \text{for all } \text{Re} \lambda > 0. \] \hspace{1cm} (5.10)

\[ \alpha_\epsilon(A) = \omega + \epsilon, \quad \text{for all } \epsilon > 0. \] \hspace{1cm} (5.11)

**Proof.** The equivalence of (5.11) and (5.10) is just a matter of the definition of pseudospectra. Thus it is enough to show the equivalence of (5.9) and (5.11).

First we show that (5.9) implies (5.11). Assume (5.9). The fact that \( \alpha_\epsilon(A) \leq \omega + \epsilon \) is the Hille–Yosida Theorem written in terms of pseudospectra. See Pazy [72], for example. By (5.1), \( \omega_0(A) = \omega \). Theorem 1 tells us that the line \( \text{Re} z = \omega \) intersects all of the pseudospectra of \( A \). Therefore for any \( \delta > 0 \), there exists \( y_\delta \) such that \( \omega + iy_\delta \in \Lambda_\delta(A) \). It is not hard to see that \( \Lambda_{\epsilon+\delta}(A) \supseteq \Lambda_\delta(A) + \Delta_\epsilon \), where \( \Delta_\epsilon \) is a closed disk of radius \( \epsilon \). Hence \( \omega + \epsilon + iy_\delta \in \Lambda_{\epsilon+\delta}(A) \), so \( \alpha_{\epsilon+\delta}(A) \geq \omega + \epsilon \). Finally,
since this inequality is true for every $\delta > 0$ and $\alpha_\epsilon(A)$ is a continuous function of $\epsilon$, we have $\alpha_\epsilon(A) \geq \omega + \epsilon$.

Now we show that (5.11) implies (5.9). Assume (5.11). Again, by the Hille-Yosida Theorem, $\|e^{tA}\| \leq e^{\omega t}$. Now suppose $\|e^{t_0 A}\| < e^{\omega t_0}$ for some $t_0 > 0$. It follows that for any integer $n > 0$, $\|e^{n t_0 A}\| < e^{\omega t_0 n}$. Now by (5.1), $\omega_0(A) < \omega$, but by (5.2), this contradicts (5.11). \qed
Appendix A

Outline of numerical methods
used in streak stability
investigations

Essentially four different numerical techniques are employed in Chapter 4 in our investigations of the linear stability of streamwise streaks in plane Couette flow and plane Poiseuille flow:

1. DNS — direct numerical simulation of the Navier–Stokes equations. (Fortran, based on the code of Lundbladh, Henningson, and Johansson [62])

2. FDNS — direct numerical simulation of the Navier–Stokes equations in which the streamwise independent portion of the velocity field is frozen (not allowed to evolve). (Fortran, based on an adaptation of the code used for DNS)
3. MAL — matrix analysis of the linearization of the Navier–Stokes equations about the laminar flow. (MATLAB, based on codes of Reddy and Baggett)

4. MAS — matrix analysis of the linearization of the Navier–Stokes equations about the streamwise streaks. (MATLAB, based on the code of Reddy [79])

MAL was used to generate the optimal streamwise vortices of [11] which we used as the initial conditions in our study. DNS was used to investigate the generation of streamwise streaks from streamwise vortices and the breakdown of streamwise streaks into wavy streaks. FDNS was used to study the stability of the streamwise streaks to perturbations which broke their streamwise independent symmetry. Finally, MAS was used to examine the spectrum and eigenfunctions of the linearization of the Navier–Stokes equations about the streamwise streaks.

Table A.1: The numerical method used to generate each figure in Chapter 4

<table>
<thead>
<tr>
<th>Numerical method</th>
<th>Figure number</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNS</td>
<td>4.1, 4.2, 4.3, 4.4, 4.8, 4.10, 4.20</td>
</tr>
<tr>
<td>FDNS</td>
<td>4.11, 4.12, 4.13, 4.14, 4.17</td>
</tr>
<tr>
<td>MAL</td>
<td>4.6, 4.7</td>
</tr>
<tr>
<td>MAS</td>
<td>4.2, 4.15, 4.16, 4.17, 4.18, 4.19, 4.21</td>
</tr>
</tbody>
</table>

Table A.1 lists the primary numerical method used to generate the data in each figure appearing in Chapter 4 (two figures are not listed — Figure 4.5, which is a schematic, and Figure 4.9, which was generated by simply plotting the data from a two-mode truncation of the solution of equation (4.3)). Of course, the data in nearly every figure depends on the use of MAL to generate the optimal
streamwise vortices used as initial conditions and DNS to simulate the production of the streamwise streaks whose stability we subsequently studied. For instance, each data point on the streak instability growth rate versus initial vortex amplitude curves in Figure 4.11 requires a combination of MAL (to generate the streamwise vortices), DNS (to generate the streamwise streaks), and FDNS (to determine the growth or decay rate of modes with a particular streamwise wavenumber due to the linear instability or stability of the streamwise streaks).

The purpose of this appendix is to present some additional details of the above numerical methods. We describe the spectral method and code used for the DNS in Section A.1 and explain how we employed the simulation code in the investigations of Chapter 4. We also list the considerable computing resources brought to bear on this problem. We explain how the code was modified for the FDNS in Sec A.2. In Section A.3 we briefly describe the two matrix analysis numerical methods, MAL and MAS, and their use in our investigations.

A.1 Direct numerical simulations

Incompressible flows in plane channels, with their particularly simple geometry, are perhaps the easiest flows to simulate numerically. However, the simulation of such a flow, even before the onset of turbulence, is a big computation. Since the flow is homogeneous in the streamwise and spanwise directions, it is assumed that the flow is periodic in those directions, but even in this simplified geometry, finite difference methods do not work well for high accuracy simulations and spectral methods are
needed.

We used the spectral simulation code for plane Couette and Poiseuille flows written by Lundbladh, Henningson, and Johansson (hereafter LHJ) [62], to whom we are extremely grateful, at the Aeronautical Research Institute of Sweden. The spectral integration method used in their algorithm is due to Greengard [29]. The LHJ code has been used in a number of investigations including the simulation of turbulent spots in plane Couette flow [64], the simulation of subcritical transition from localized disturbances [38] and from a pair oblique waves [89] in plane Poiseuille flow, and the simulation of the breakdown of streamwise streaks in plane Couette and plane Poiseuille flows [79].

The code itself consists of approximately 8000 lines of Fortran, including a library of vectorized FFT routines. The simulation suite also includes a pre-processor for generating the initial velocity fields and post-processing routines for graphing the velocity field and amplitude statistics. The LHJ code has some parallelism enabled with compiler directives for Alliant and Cray parallel computers.

Most of our investigations of streamwise streaks and their stability were done by running the LHJ code (and modified versions of it) on individual nodes of the IBM SP2 at the Cornell Theory Center, for whose support we are grateful (we used approximately 100 hours of CPU time for the results in this thesis, and another 1100 hours in preliminary investigations). The SP2 consists of 512 nodes with distributed memory. Each node is based on a single RISC System/6000 processor with a peak performance of 266 MFLOPS. A typical run took approximately 1–1.5 hours, though some higher resolution simulations took several hours. The LHJ code
was ported to the SP2 by Anne Trefethen, whose help was indispensable. She also converted the parallelization parts of the code so it would run in parallel on an SGI Power Challenge — a 16 node, shared memory computer. The simulation running in parallel on 4 nodes of the SGI was approximately 3 times faster than the simulation running in serial on a single node — a typical run took approximately 15 minutes. In the end, however, most of the simulations using the LHJ code (DNS and FDNS) and the MATLAB codes for the MAS were executed on individual nodes of the SP2. A few of the simulations, as well as the MAL (again in MATLAB), were run on Sparc 5 and Sparc 10 workstations in Cornell’s Center for Applied Mathematics.

Here is a brief description of how the LHJ code works. The starting point is the dimensionless incompressible Navier–Stokes equations for the channel flow, here written in vector notation,

\[
\frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} = -\nabla p + \frac{1}{R} \Delta \mathbf{u}, \\
\nabla \cdot \mathbf{u} = 0,
\]

where \( \mathbf{u} = (u, v, w) \) are the streamwise, spanwise, and vertical velocities, respectively, and \( p \) is the pressure. The respective positions are \( x, y, \) and \( z \). The Reynolds number \( R = hV_d/\nu \), where \( h \) is the channel half-width, \( V_d \) the difference between the wall and centerline velocities, and \( \nu \) the kinematic viscosity. The boundary conditions are \( u(y = \pm 1) = v(y = \pm 1) = \frac{\partial}{\partial y} v(y = \pm 1) = w(y = \pm 1) = 0 \). The solution is periodic in the unbounded directions with the fundamental domain defined by

\[
x \in [-L_x/2, L_x/2], \quad y \in [-1, 1], \quad z \in [-L_z/2, L_z/2].
\]

The streamwise and spanwise periodic directions are discretized by Fourier series.
The streamwise velocity component $u$ becomes

$$
    u(x, y, z, t) = \text{Re} \left[ \sum_{i=-\left(\frac{N_x}{2}-1\right)}^{\frac{N_x}{2}-1} \sum_{m=-\left(\frac{N_y}{2}-1\right)}^{\frac{N_y}{2}-1} \hat{u}_{im}(y, t) e^{i(2\pi i x/L_x + 2\pi m z/L_z)} \right],
$$

where $N_x - 1$ and $N_z - 1$ are the numbers of Fourier modes in the respective directions. The expansions of $v$, $w$, and $p$ are similar. The vertical direction is discretized by Chebyshev series, so that each Fourier coefficient in the above expansion of $u$, for instance, is written as a sum of the first $N_y$ Chebyshev polynomials with time dependent coefficients. The time stepping is done by a semi-implicit scheme. The linear terms are discretized implicitly in time by a second order accurate Crank-Nicolson scheme, while the nonlinear advective terms are discretized explicitly in time by a four stage Runge-Kutta scheme (other lower order schemes are included with the code). For each time step, the linear terms are computed in Fourier space and the nonlinear terms are computed in physical space, with FFT's being used to transform between the spaces — a pseudospectral method. See [62] for a complete description.

In all of the simulations in Chapter 4, we used a periodic box of dimensions $8\pi \times 2 \times \pi$ in the $x$, $y$, and $z$ directions, which corresponds to $L_x = 8\pi$ and $L_z = \pi$. In most of the simulations, 32, 49, and 32 points ($N_x$, $N_y$, and $N_z$) were used in the respective directions (all of the FFT's were dealiased by the 3/2 rule). We increased the respective number of points to 48, 73, and 48 in a few simulations with the modified code (FDNS — detailed in the next section) to check the accuracy of the streak instability growth rates reported in Section 4.4; no differences were observed at the higher resolution. The plots in Figures 4.1, 4.3, 4.4, 4.8, 4.10 and 4.20 were
produced from a simulation at the higher resolution.

In our investigations, we always added streamwise vortices of the form (4.1) and amplitude $c$ (as determined by $c = 2\sqrt{E}$, where $E$ is the energy density as defined by (4.6)) with spanwise wavenumber $\beta_0 = 2$ to the laminar flow at $t = 0$. In the expansion of the velocity components (1.3) this corresponds to adding Fourier modes with $l = 0$ and $m = \pm 1$ (recall that $L_t = \pi$) whose Fourier coefficients are the Chebyshev expansions of the optimal streamwise vortices of Butler and Farrell [11] (normalized so that the vortices have amplitude $c$). We will describe briefly how the optimal streamwise vortices were obtained in Section A.3.

We used DNS in two ways in Chapter 4. One way was in full simulations of the transition process (Figures 4.1, 4.2, 4.3, 4.4, 4.8, 4.10, and 4.20). In those simulations, along with the streamwise vortices, noise was added at $t = 0$ to break the streamwise independent symmetry of the streamwise vortices (without which transition could not occur). The $y$-dependence of the noise was in the form of Stokes modes with randomly chosen coefficients. The noise, of mean amplitude approximate $10^{-5}$, was added at each of the wavenumbers in the expansion (1.3).

The other way in which DNS was used was to produce streamwise streaks so that we could investigate their stability. Optimal streamwise vortices with spanwise wavenumber $\beta_0 = 2$ were again added to the laminar flow at $t = 0$, but no noise was added because we wanted clean, purely two-dimensional streaks. As the streaks grew, nonlinear interactions resulted in the production of harmonics ($2\beta_0$, $3\beta_0$, ... ) and mean flow modification. However, we were most interested in the linear growth of streaks, which occurs only in the $\beta_0 = 2$ mode. Thus the initial velocity field was
integrated from time $t = 0$ to time $t = t_{\text{max}}$, which is the time when the amplitude of all components of the $\beta_0 = 2$ mode (corresponding to $l = 0$ and $m = \pm 1$) is maximized. The velocity field was, of course, purely two-dimensional throughout these simulations, but we did not exploit this symmetry.

The two-dimensional streamwise streak velocity field used in the streak stability investigations of Section 4.4 includes all of velocity components of all of the streamwise independent modes, that is, it is the entire velocity field at time $t_{\text{max}}$ as described in the previous paragraph. (The streamwise streaks used in the MAS were formed from only the streamwise velocity components of that field; see Section A.3.)

It has components $u(y, z, t_{\text{max}})$, $v(y, z, t_{\text{max}})$, $w(y, z, t_{\text{max}})$, where $u$ is given by

$$ u(x, y, z, t_{\text{max}}) = \text{Re} \left[ \sum_{m=-\left(\frac{N}{2}-1\right)}^{\frac{N}{2}-1} \hat{u}_{0m}(y, t_{\text{max}}) e^{i2\pi m z / L_z} \right], \quad (1.4) $$

where the $\hat{u}_{0m}(y, t_{\text{max}})$ are sums of Chebyshev polynomials, with time-dependent coefficients, as described above. The expansions for $v$ and $w$ are similar. The modified LHW simulation code (FDNS), in which this velocity field is held fixed to study its linear stability, is described in the next section.

We would like to comment that it has not been until the 1990s that high-accuracy spectral computations like these for incompressible flows have been routinely feasible. This is one of the major reasons, though not the only one, why so much progress has been made in the in the understanding of the fundamental phenomena of transition in the past few years.
A.2 Simulations with frozen streamwise independent velocity field

In Section 4.4 we studied the dependence of the streak instability growth rate on the amplitude of the initial streamwise vortices. The essence of the procedure was to first generate clean streamwise streaks by DNS as described in the previous section. Second, noise was added to all of the velocity components of the modes with a particular streamwise wavenumber (corresponding to a particular choice of ±l in (1.3), for instance, α0 = 0.5 corresponds to l = ±2 (Lx = 8π) and all m). Third, the resulting velocity field was integrated, but the streamwise independent part of the velocity field was not allowed to evolve. This third step is the FDNS, which we describe in this section.

The code used for the FDNS was a slightly modified version of the LHJ code. The idea was to treat the streamwise streaks, that is, the streamwise independent velocity field \( u(y, z; t_{\text{max}}), v(y, z; t_{\text{max}}), w(y, z; t_{\text{max}}) \), as constant, while allowing only the streamwise dependent modes to evolve. In this way, we simulated a linear stability analysis of steady-state streaks. To accomplish this we modified the LHJ code so that at the beginning of each iteration (there are several iterations within each physical time step because of the four stage Runge-Kutta scheme), all of the streamwise independent \((l = 0)\) modes were reset to their values from time \( t_{\text{max}} \). Specifically, the streamwise independent modes were reset before the nonlinear terms were computed in each iteration. Therefore, the evolving streamwise dependent modes interacted nonlinearly with only with the frozen (from time \( t_{\text{max}} \) streamwise inde-
dependent modes (and, as detailed in Chapter 4, the streamwise dependent modes interacted nonlinarily amongst themselves, producing negligible harmonics).

As noted in Table A.1, the FDNS numerical method was used to generate the data in Figures 4.11, 4.12, 4.13, and 4.14, and some of the data in Figure 4.17. The ideas behind using the FDNS, essentially doing long-time integrations to study the linear stability of steady states, are standard. Reddy, Schmid, and Baggett [79] did essentially the same thing in their study of the linear stability of streamwise streaks, except that the entire velocity field was allowed to evolve. In that case, the slow viscous decay of the streaks made it difficult to examine the growth rates of particular oblique modes. That difficulty is what motivated us to modify the LHZ code for FDNS.

A.3 Matrix analysis methods

Two different matrix analysis methods were used in our investigations, MAS and MAL. Recall that MAS and MAL are the acronyms we gave to matrix analysis of the linearization of the Navier–Stokes equations about the streamwise streaks and the laminar flow, respectively.

The MAS code was written by Satish Reddy at Oregon State University and was used in the numerical investigation of the stability of streamwise streaks in plane Couette and plane Poiseuille flow in [79]. It is based on a standard linear stability analysis in which the Navier–Stokes equations are linearized about the streamwise streaks. The perturbation quantities are expanded in Fourier modes in
the unbounded directions and Chebyshev polynomials in the bounded wall direction. The time-dependence of the perturbations is assumed to be of the form $e^{i\sigma t}$ ($\sigma \in \mathbb{C}$) resulting in an eigenvalue problem for the eigenvalue $\sigma$. Similar linear stability analyses may be found in [24, 25, 35, 61, 97, 103].

The vertical and spanwise velocity components of the streamwise streaks are assumed to be zero, and it is assumed that the streaks are a steady state. The streamwise velocity component of the streaks has the form, as stated in Chapter 4,

$$U(y, z) = \sum_{k=0}^{\infty} U_k(y) \cos k\beta_0 z,$$

where the $U_k$ are real. The precise form of the perturbation quantities was given in Chapter 4. The $U_k(y)$, as well as the Fourier coefficients of the perturbation quantities were expanded in the first $n_y$ Chebyshev polynomials. Similarly, the Fourier series in (1.5) must be truncated. Based upon the results in [79], we used $n_y = 33$ in all of our investigations, and the first 8 terms in (1.5) (except where noted in Chapter 4). In Reddy’s code the number of Fourier modes used in the expansions of the perturbation quantities is increased until successive approximations to the growth rate $\text{Im}[\sigma]$ vary by less that 0.5%.

The streamwise velocity component of the streamwise streaks at time $t_{\text{max}}$ used in the MAS code is determined by the DNS as described in Section A.1. The actual matrices, whose eigenvalues (and in some cases, eigenfunctions) we solved for in MATLAB, had dimensions typically ranging from 400 to 800 (depending on how many terms were necessary to achieve converged growth rates).

The other matrix analysis method used in Chapter 4 was MAL. This was used
to generate the optimal streamwise vortices of [11] which were the initial conditions in our study. The Navier-Stokes equations are linearized about the laminar flow and discretized exactly as they were for MAS. Let $\mathcal{L}$ be the matrix which governs the evolution of streamwise independent perturbations with spanwise wavenumber $\beta_0 = 2$ in the discretized, truncated equations. $\mathcal{L}$ is a discrete approximation to the familiar Orr-Sommerfeld/Squire operator of hydrodynamic stability theory.

The idea is to find the vector $v_0$ (the Chebyshev coefficients of the streamwise vortices) such that $e^{-it\mathcal{L}} v_0$ achieves the greatest possible transient growth in the energy norm; see Figure 1.1 in Chapter 1. This is accomplished by applying the singular value decomposition to the matrix $We^{-it\mathcal{L}} W^{-1}$. The matrix $W$ is a weight matrix determined so that $\|Wv\|_2 = \|v\|_{\text{energy}}$, where $\|:\|_2$ is the usual Euclidean vector norm, and $v$ is the vector of Chebyshev coefficients.

The MAL codes were written and executed in MATLAB. The matrices were typically of size 100–150. Further details on optimal perturbations in shear flows may be found in [11]. A detailed description of the discretization and the weight matrices is contained in [80].
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