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In eukaryotes, RNA polymerase II (Pol II) is responsible for the transcription of all protein-coding genes, and regulation of its activity is fundamental for cellular homeostasis and the programmed development of multicellular organisms. The transcription process is regulated by the coordinated action of transcription factors (TFs), which interact with each other, Pol II and specific regulatory sequences to modulate distinct rate-limiting steps in the transcription cycle. Identifying the regulatory TFs and the biochemical processes that are controlled by each factor is therefore critical for understanding how transcription is regulated. When studying mechanisms of transcription regulation, inducible systems are an invaluable resource: regulatory processes can be triggered instantaneously, enabling the tracking of ordered mechanistic events.

We used Precision Run-On sequencing to examine the genome-wide Heat Shock (HS) response in *Drosophila* and the function of two key TFs on the immediate transcription activation or repression of all genes regulated by HS. We identified the primary HS responsive genes and the rate-limiting steps that GAGA-Associated Factor (GAF) and Heat Shock Factor (HSF) regulate. We demonstrated that GAF acts before
promoter-proximally paused Pol II formation, likely at the step of chromatin opening, and that GAF-facilitated Pol II pausing is critical for HS activation. In contrast, HSF is dispensable for establishing or maintaining Pol II pausing, but is critical for the release of paused Pol II into the gene body at a subset of highly-activated genes upon HS induction. Additionally, HSF has no detectable role in the rapid HS-repression of thousands of genes.

As a complementary approach, we have selected RNA aptamers to the human HSF1 and HSF2 with the goal of expressing these aptamers in vivo to disrupt specific macromolecular interactions of these TFs. I describe the results and thorough characterization of a successful RNA aptamer selection to HSF1 and HSF2 using our recently developed SELEX technology. I also describe our development and implementation of a set of SELEX performance metrics to evaluate selection success. Our novel SELEX methodology and analysis tools offer a significant improvement over traditional approaches and provides an efficient platform for the performance and analysis of SELEX experiments.
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1.1 Coordinated Regulation of RNA Polymerase II Transcription

The genetic information encoded in segments of an organism's DNA is copied into RNA in a process called transcription, which is executed by large molecular machines called RNA polymerases. In eukaryotes, one of this machines – RNA polymerase II (Pol II) – is responsible for the transcription of all protein-coding genes. Regulation of Pol II activity is fundamental for both cellular homeostasis and for the programmed development of multicellular organisms. The transcription process is regulated by the coordinated action of transcription factors, which can interact with each other, with Pol II and with specific regulatory sequences in the DNA to modulate the distinct steps of the transcription cycle. Initial analyses of the complete human genome estimated the presence of ~2,000 transcription factors (Venter et al. 2001; Lander et al. 2001), and a carefully curated database identified a high-confidence set of 1,391 DNA binding transcription factors (~6% of the total number of protein-coding genes) (Vaquerizas et al. 2009), underscoring the critical role of transcription regulation in human biology.

Only a fraction of the thousands of transcription factors that are involved in the transcription process are true regulatory factors, while the remaining factors are simply ‘cogs’ in the cycle of transcription (Fuda et al. 2009). A set of sequence elements in the core promoter region directs the binding of General Transcription Factors (GTFs) and the assembly of the Pre-Initiation Complex (PIC) (Juven-Gershon et al. 2008). Specific regulatory transcription factors, which can be activators or repressors, bind to regulatory
sequences in the promoter or at enhancers and ultimately control the status of Pol II. These regulatory factors predominantly execute their functions through interactions with co-activators, which can directly interact with Pol II and GTFs, reorganize nucleosomes, or covalently modify histones and affect the chromatin environment of the gene. Identifying the regulatory transcription factors and the biochemical processes that are controlled by each factor is therefore critical for understanding how transcription is regulated in response to stimuli and during development.

While many of the steps in the transcription cycle can be rate-limiting, one of the challenges in studying transcription regulation is determining the steps that can be regulated by transcription factors in response to signals. The transcription cycle consists of at least eight major steps where transcription can be rate-limiting that can be potentially regulated by transcription factors (Figure 1.1), which include chromatin opening, pre-initiation complex assembly, initiation, promoter-proximal pausing, escape from pausing, productive elongation, termination, and the recycling of the components (Fuda et al. 2009). The transcription cycle starts with the opening of the promoter region, which in some cases can be occluded by nucleosomes (step 1). After nucleosomes are removed, sequence elements in the core promoter region direct the recruitment of GTFs and the assembly of the PIC (step 2). This complex then unwinds the double-stranded DNA around the Transcription Start Site (TSS) so Pol II can engage in active transcription and start synthesizing RNA (step 3). After clearing the core promoter region, Pol II stably transcribes the DNA until it reaches the promoter-proximal pause site, where it pauses while remaining engaged (step 4). Upon receiving the appropriate signals, the paused
**Figure 1.1: Steps in the transcription cycle.** Diagram depicting the transcription cycle and its eight major rate-limiting steps. Each step is described in the text. (Adapted from Fuda et al. 2009).
Pol II complex escapes from the pausing region (step 5) and continues to productively elongate through the gene body (step 6). After transcribing the whole gene, Pol II undergoes termination (step 7) and can be recycled to start a new round of transcription (step 8).

1.2 Promoter-Proximal Pausing of Pol II: Major Rate-Limiting Step in the Transcription Cycle

The distribution of Pol II across a gene can serve as an indicator for the steps in the transcription cycle that are rate-limiting for that particular gene. For instance, the absence of Pol II signal across the entire gene body would probably indicate that either chromatin opening (step 1, Figure 1.1) or Pol II recruitment and PIC assembly (step 2, Figure 1.1) is the major rate-limiting step for the regulation of that gene. An even distribution of Pol II signal across the gene would likely suggest that recruitment of Pol II (step 2, Figure 1.1) is the main rate-limiting step. Finally, an accumulation of Pol II signal at the 5' end of the gene, in the promoter-proximal region, would indicate that steps downstream of Pol II recruitment (steps 3-5, Figure 1.1) are rate-limiting.

In the past, transcription regulation studies – performed primarily in bacteria and yeast – have mostly focused on how regulatory signals and transcription factors can control the recruitment and initiation of Pol II, and established these processes as the major rate-limiting steps in the transcription cycle (Ptashne and Gann 1997). However, a myriad of studies have measured Pol II density at individual genes and genome-wide across many species and observed a prominent accumulation of Pol II signal at the 5' end of a significant number of genes (Saunders et al. 2006; Kwak and Lis 2013). These
studies were largely based on Chromatin Immunoprecipitation (ChIP) assays using antibodies against Pol II subunits and nuclear run-on based methods. Pol II ChIP assays, initially focused on individual genes and later performed in a genome-wide manner using either ChIP microarray (ChIP-chip) or ChIP sequencing (ChIP-seq), revealed the enrichment of Pol II in the promoter-proximal region across the genome in Drosophila melanogaster and mammalian cells (Muse et al. 2007; Zeitlinger et al. 2007; Guenther et al. 2007). Nevertheless, ChIP using a single Pol II-specific antibody measures all chromatin-associated Pol II, regardless of its transcriptional status, and cannot distinguish between PIC-associated Pol II that has been recruited to the promoter but has not started transcribing yet (step 2, Figure 1.1), Pol II that is in the process of unwinding DNA and initiating transcription (step 3, Figure 1.1), and transcriptionally engaged Pol II that is paused in the promoter-proximal region (step 4, Figure 1.1).

On the other hand, nuclear run-on methods require that the polymerase molecules run-on in vitro in the presence of labeled nucleotides, which are then incorporated into the nascent RNA chain, and therefore only detect polymerases that are transcriptionally engaged. These nuclear run-ons are performed in the presence of high salt or ionic detergent (sarkosyl), which prevents new initiation and removes any chromatin-associated proteins – other than Pol II – that could potentially block the progression of Pol II transcription, enabling the detection of both paused and productively elongating polymerases. By performing nuclear run-ons on a single Drosophila gene, Rougvie and Lis (1988) demonstrated that the Pol II molecule at the 5’ end of the gene is transcriptionally engaged, has synthesized a nascent RNA chain of approximately 25 nucleotides in length, but is paused at that position and unable to elongate further into
the gene body. Moreover, a more recent study quantitatively compared the outputs of Global Run-On sequencing (GRO-seq) – a nuclear run-on based method that measures the position, levels and orientation of Pol II genome-wide – and ChIP-seq assays in *Drosophila* S2 cells and determined that the vast majority of the Pol II enriched on the promoter-proximal region is transcriptionally engaged (Core et al. 2012). This study also showed that the 5’ end accumulated Pol II across the genome can only run on in the presence of sarkosyl, while productively elongating Pol II in the gene bodies do not require the detergent, indicating that promoter-proximal Pol II is indeed tethered in a paused state. Finally, several genome-wide studies have demonstrated that the enrichment of transcriptionally engaged Pol II at the 5’ end of genes is widespread in the *Drosophila* and mammalian genomes (Core et al. 2008; Larschan et al. 2011; Min et al. 2011; Core et al. 2012). Taken together, these results revealed the presence of paused, transcriptionally engaged Pol II at the 5’ end of the majority of genes in metazoans and established promoter-proximal pausing as a major rate-limiting step in the transcription cycle.

The escape of promoter-proximally paused Pol II into productive elongation is often a highly regulated step. Indeed, genes where paused Pol II was initially discovered, such as heat shock protein genes and c-Myc, are strongly regulated in response to stimuli (heat shock and serum stimulation, respectively), which promote the escape of the paused Pol II into productive elongation (Saunders et al. 2006). In general, promoter-proximal pausing is highly prevalent among genes associated with important signal-responsive pathways, including development, immunological signaling, cell proliferation and

Two main protein complexes act to stabilize paused Pol II in the promoter-proximal region: DSIF (DRB [5,6-dichloro-1-β-D-ribofuranosylbenzimidazole] sensitivity-inducing factor), a two subunit complex composed of Spt4 and Spt5 (Wada et al. 1998), and NELF (Negative Elongation Factor), a multiprotein complex composed of four subunits, A, B, C/D, and E (Yamaguchi et al. 1999; Narita et al. 2003). DSIF and NELF physically interact with each other and with Pol II in the promoter-proximal region and are important to hold the Pol II molecule in the paused state (Yamaguchi et al. 1999) (Figure 1.2A).

P-TEFb (Positive Transcription Elongation Factor b), a two subunit complex composed of Cyclin T (CYC-T) and Cyclin-Dependent Kinase 9 (CDK9), is a protein kinase with a major role in promoter-proximal pause release (Marshall and Price 1995; Price 2000; Ni et al. 2008). P-TEFb overcomes this rate-limiting step by phosphorylating NELF (Fujinaga et al. 2004), DSIF (Kim and Sharp 2001; Yamada et al. 2006), and the Pol II C-Terminal Domain (CTD) at Serine 2 (Ser2) (Ramanathan et al. 2001) (Figure 1.2B), and inhibition of P-TEFb results in a genome-wide decrease in transcription levels (Chao and Price 2001; Jonkers et al. 2014). P-TEFb can be recruited to the promoter-proximal region by regulatory transcription activators to promote the release of paused polymerase and activate the transcription of the gene (TF2 in Figure 1.2B). The transcription activators c-Myc (Eberhardy and Farnham 2002; Kanazawa et al. 2003), NF-κB (Barboric et al. 2001; Nowak et al. 2008), and the Human Immunodeficiency Virus (HIV) TAT transactivator (Price 2000) have all been shown to physically interact with
Figure 1.2: Establishment and release of promoter-proximal paused Pol II. (A) The pausing factors DSIF and NELF act to stabilize the paused Pol II molecule in the pausing region (usually between +20 to +60 nt from the TSS). TF1 represents a class of transcription factors that act upstream of pausing formation. (B) The protein kinase P-TEFb is recruited by transcription activators (TF2) and phosphorylates NELF, DSIF and Pol II’s CTD at Ser2 to promote the escape of paused Pol II into productive elongation.
P-TEFb, and the heat shock transcription activator HSF has been shown to indirectly recruit P-TEFb upon stress induction (Lis et al. 2000).

While pausing factors such as NELF and DSIF are important to stabilize the paused Pol II complex at the promoter-proximal region, a distinct class of factors, which act upstream of pausing establishment, as well as sequence elements in the promoter region also play an essential role in enabling Pol II pausing (Kwak et al. 2013). Furthermore, chromatin opening and initiation processes have been shown to be spatially and temporally connected with early elongation mechanisms that lead to the formation of paused Pol II (Kwak and Lis 2013). For instance, an open chromatin environment is essential for Pol II recruitment and initiation and the consequent establishment of pausing. Transcription activators and other DNA binding proteins, such as GAGA-Associated Factor (GAF) in Drosophila, can bind to the promoter region and promote an open chromatin environment around the TSS (TF1 in Figure 1.2A). GAF can interact with several nucleosome remodeler complexes, including NURF, ISWI, and PBAP, and displace adjacent nucleosomes to generate accessible DNA regions (Tsukiyama et al. 1994; Tsukiyama and Wu 1995; Okada and Hirose 1998; Nakayama et al. 2012; Fuda et al. 2015).

1.3 Regulation of Transcription Activation at Distinct Steps of the Transcription Cycle

As discussed previously, the transcription cycle is composed of multiple rate-limiting steps that can be potentially activated by regulatory transcription factors (Fuda et al. 2009). Certain activators, such as the Drosophila GAF described above, act at early stages in
the cycle by facilitating nucleosome displacement (Tsukiyama et al. 1994; Tsukiyama and Wu 1995; Okada and Hirose 1998; Nakayama et al. 2012; Fuda et al. 2015). The mammalian transcription factors Sp1 (Blau et al. 1996) and E2 (Danko et al. 2013) can stimulate transcription initiation, while factors that recruit P-TEFb, such as c-Myc (Eberhardy and Farnham 2002; Kanazawa et al. 2003) and HSF (Lis et al. 2000), act at a later stage (pause escape) to promote the activation of target genes. Each mode of regulation can serve distinct functions and could have evolved to achieve distinct goals depending on the level of control and speed of response that are required for regulating the transcription of different sets of genes. For instance, regulation at the level of chromatin opening could be important to maintain tissue specific genes in a tight repressive state in the cell types where they are not expressed. On the other hand, regulation at the promoter-proximal pausing step can enable a rapid and synchronous activation of developmentally and environmentally regulated genes (Adelman and Lis 2012).

While many genes display only one major mode of regulation, there are examples of genes whose activation is controlled at more than one step in the transcription cycle. This can be achieved by a sole transcription activator that acts at distinct steps in the cycle or by the action of two or more factors with distinct roles. In these cases, the coordinated action of the key transcription activators (or of the distinct domains of the same activator) is essential for the proper expression of the target gene. The herpes simplex virus activator VP16 has been shown to stimulate both initiation and elongation steps (Blau et al. 1996), and HSF’s role in inducing gene body nucleosome loss in
*Drosophila* is independent from its role in promoting transcription of the *Hsp70* gene (Petesch and Lis 2008).

According to the kinetic synergism model, which was proposed over 20 years ago by Herschlag and Johnson (1993) and recently quantitatively refined by Scholes and colleagues (2017), the combined activation of two or more slow or inefficient steps can lead to a much more rapid and robust increase in gene expression. This synergism can be important to coordinate responses to distinct types of signals or to promote large responses to small changes in the concentrations of the active forms of transcription activators (Herschlag and Johnson 1993). Furthermore, the synergistic effect of two or more transcription factors acting at distinct steps can be especially relevant at genes where promoter-proximal pausing is observed. At these genes, the action of transcription factors that enable the establishment of Pol II pausing is just as necessary as the role of activators that promote the escape from pausing. In other words, a pausing release factor can only execute its function if Pol II pausing had been previously established at the promoter-proximal region; and, transcription factors that act at very early stages require the subsequent release of paused Pol II to fully activate the gene.

1.4 Transcriptional Heat Shock Response as a Model to Study Mechanisms of Transcription Regulation

Inducible systems are an invaluable resource when studying mechanisms of transcription regulation. The regulatory processes can be triggered instantaneously with a specific signal, enabling the tracking of the recruitment kinetics and location of relevant factors and of the ordered mechanistic events that result in the activation or repression of target
genes. As one of the most effective inducible transcription systems, the transcriptional Heat Shock (HS) response in *Drosophila melanogaster* has been widely used to study mechanisms of transcription and its regulation, and many important aspects of transcription regulation were discovered using this model system (Guertin et al. 2010).

The HS response is a highly conserved protective mechanism that responds to elevated temperatures or other forms of stress through the production and accumulation of molecular chaperones, the Heat Shock Proteins (HSPs), which help the cell to cope with stress-induced protein aggregation and misfolding (Lindquist 1986; Lindquist and Craig 1988). This response was first observed by Ritossa in 1962 through the observation of new heat induced puffs on the polytene chromosomes from salivary glands of the fruit fly *Drosophila busckii* (Ritossa 1962). Since this initial observation, a whole new research field has emerged, and a plethora of studies have investigated and characterized many different aspects of the response, providing a very extensive understanding of the mechanisms involved in its regulation.

The HS response can be regulated at multiple levels, including transcription, mRNA processing and stability, and translation (Lindquist and Craig 1988; Shalgi et al. 2014). From the very beginning, the transcriptional HS response in *Drosophila melanogaster* has been extensively used as a model to investigate how genes are structured and regulated. For instance, the *Drosophila* HSP genes were among the first eukaryotic genes to be cloned (Schedl et al. 1978; Livak et al. 1978; Craig et al. 1979; Moran et al. 1979; Artavanis-Tsakonas et al. 1979), to have their chromosomal localization and orientation determined (Livak et al. 1978; Moran et al. 1979; Artavanis-Tsakonas et al. 1979; Mirault et al. 1979; Ish-Horowicz et al. 1979; Holmgren et al. 1979;
Wadsworth et al. 1980; Corces et al. 1980; Craig and McCarthy 1980; Voellmy et al. 1981), to have their general chromatin structure characterized before and after heat shock induction (Wu et al. 1979a, 1979b; Wu 1980; Keene et al. 1981), to have their regulatory regions defined (Pelham 1982; Pelham and Bienz 1982), and to have the transcription factor that interacts with these regulatory regions identified (Parker and Topol 1984; Wu 1984, 1985). This factor, which was later named HS transcription Factor (HSF) is considered the master regulator of the HS response from yeast to humans (Wu 1995).

After these initial findings, numerous research groups have been unraveling important details of how the transcriptional HS response is regulated. Among these groups, the Lis laboratory at Cornell University stands out with its major contributions to this field, including the definition of the conserved sequence element that is bound by HSF (Xiao and Lis 1988), the discovery that HSF binds to DNA as a trimer (Perisic et al. 1989), and the first demonstration of promoter-proximal Pol II pausing through studies of the Drosophila HS gene Hsp70 (Gilmour and Lis 1986; Rougvie and Lis 1988). As discussed previously, Pol II pausing later emerged as a major rate-limiting step in the regulation of the majority of genes in metazoans (Adelman and Lis 2012).

Most of our knowledge of HS transcriptional regulation comes from extensively studying the model HS gene Hsp70 (Guertin et al. 2010) (Figure 1.3). Hsp70 maintains a promoter-proximally paused Pol II molecule 20-40 bp downstream of the TSS that is released to transcribe the gene at a low level during normal non-stress conditions (Rougvie and Lis 1988; Rasmussen and Lis 1993). The transcription factor GAF (purple circle, Figure 1.3) is bound to the promoter of Hsp70 prior to HS, and GAF is important
Figure 1.3: Heat shock transcription activation of *Drosophila*’s model HS gene *Hsp70*. Prior to heat shock induction, *Hsp70* maintains a paused, transcriptionally engaged Pol II molecule 20-40 bp downstream of the TSS. The pausing complexes DSIF and NELF are associated with paused Pol II, which is phosphorylated at Ser5 of its CTD. GAF is bound to the promoter at this stage. After heat shock induction, HSF binds to the promoter and recruits P-TEFb, which phosphorylates DSIF, NELF and Pol II’s CTD at Ser2 to promote the escape of paused Pol II into productive elongation.
for the establishment and stability of paused Pol II (Lee et al. 1992; Wang et al. 2005; Lee et al. 2008; Kwak et al. 2013). As discussed previously, GAF has a key role in keeping the promoter region open and free of nucleosomes (Tsukiyama et al. 1994; Fuda et al. 2015), which allows the recruitment of general transcription factors and the initiation of transcription by Pol II.

The pausing complexes DSIF (blue pentagon, Figure 1.3) and NELF (pink circle, Figure 1.3) play an important role in mediating Pol II pausing at Hsp70 (Wu et al. 2003, 2005). Both DSIF and NELF are associated with the promoter region of Hsp70 before heat shock and colocalize with paused Pol II (Wu et al. 2003, 2005). Individual depletions of DSIF and of one of the NELF subunits reduced the levels of paused Pol II in the promoter-proximal region of Hsp70 (Wu et al. 2003, 2005). After heat shock induction, NELF dissociates from Pol II, while DSIF remains associated with the elongating polymerase (Wu et al. 2003, 2005).

Paused Pol II is phosphorylated at Serine 5 (Ser5) of Pol II’s CTD repeats (black P, Figure 1.3) (Boehm et al. 2003). This phosphorylation is executed by the kinase subunit CDK7 of the TFIIH complex, and a temperature-sensitive mutant of CDK7 decreased Hsp70’s pausing levels at non-permissive temperatures (Schwartz et al. 2003).

Upon HS induction, HSF trimerizes, is activated, and is rapidly recruited to the promoter (brown diamond, Figure 1.3), where it binds to its cognate HS DNA Elements (HSEs) (Xiao and Lis 1988). After binding, HSF directly and indirectly recruits co-activators and other factors (blue hexagon, Figure 1.3) (Lis et al. 2000; Saunders et al. 2003; Ardehali et al. 2009) that affect the chromatin structure and composition, and promote the release of Pol II from the paused complex into productive elongation. This
transition from the paused state into productive elongation depends critically on HSF’s indirect recruitment of the positive elongation factor P-TEFb (green triangle, Figure 1.3), which phosphorylates DSIF, NELF and Pol II’s CTD at Ser2 (black P, Figure 1.3) (Lis et al. 2000; Boehm et al. 2003). Upon heat shock induction, new Pol II molecules are rapidly recruited to Hsp70 (Zobeck et al. 2010). Although these newly recruited Pol II undergo pausing (Figure 1.3), their rate of release into productive elongation under heat shock conditions is ~100-fold higher than the rate of release under normal uninduced conditions (Lis 1998; Buckley et al. 2014). This molecular cascade of events leads to a massive production of Hsp70 mRNA.

Although the transcriptional HS response is well characterized for the Drosophila Hsp70 gene, we lack a comprehensive characterization of the genome-wide changes in transcription. Previous studies have mapped HSF binding sites during normal growth conditions and after HS, and observed that HSF recruitment to a promoter is neither necessary nor sufficient to direct HS gene activation (Trinklein et al. 2004; Guertin and Lis 2010; Gonsalves et al. 2011). Nonetheless, the rules governing the specificity of activation and repression across the Drosophila genome remain incomplete. Transcriptional changes after HS have also been measured in Drosophila and other organisms (Leemans et al. 2000; Guhathakurta et al. 2002; Murray et al. 2004; Trinklein et al. 2004; Sørensen et al. 2005; Gonsalves et al. 2011; Vihervaara et al. 2013); however, these studies were limited in resolution both temporally and spatially by measuring steady-state levels of mature mRNA. Furthermore, measurement of mRNAs cannot distinguish effects on mRNA stability (Lindquist and Petersen 1990) and pre-mRNA processing (Yost and Lindquist 1986; Shalgi et al. 2014) from transcription, or primary
from secondary effects of the HS response. Therefore, a thorough characterization of the affected genes using a high resolution assay that measures direct changes in transcription is necessary to determine the generality and diversity of the roles of transcription factors such as GAF and HSF in the HS response and define the steps in the transcription cycle that are regulated by these factors.

1.5 Strategy for Dissecting the Function and Mechanisms of Action of Transcription Factors In Vivo

As discussed in the previous sections, major rate-limiting and regulated steps in the transcription cycle have been established. However, our understanding of the direct and indirect interactions between transcription factors, DNA and Pol II that underlie the regulation of these steps remain incomplete. Therefore, our comprehension of transcription regulation would immensely benefit from a comprehensive in vivo investigation of the steps in the transcription cycle that each transcription factor regulates.

As explained in section 1.4, a powerful strategy to study mechanisms of transcription regulation is to observe transcription before and after rapid induction of changes in gene expression by a specific signal, such as heat shock (Figure 1.4). By employing this strategy in normal cells and in cells where the function of a specific transcription factor has been perturbed, one can dissect the roles of this factor in the transcriptional response to the given signal (Figure 1.4). Furthermore, performing these observations in a genome-wide manner provides a comprehensive characterization of the roles of transcription factors and the statistical power to assess their mechanisms of transcription regulation.
Figure 1.4: Strategy for dissecting the function and mechanisms of action of transcription factors in vivo. Outline of the strategy. A detailed description of the 3 steps is provided in the text.
One of the most critical challenges in the implementation of this strategy is selecting a method that can measure direct changes in transcription genome-wide with high spatial and temporal resolution. Pol II distribution can be tracked using a variety of high resolution methods (Gilmour and Fan 2009; Churchman and Weissman 2011; Rhee and Pugh 2012), including the robust Precision nuclear Run-On and sequencing (PRO-seq) method (Kwak et al. 2013), a base-pair resolution version of the GRO-seq method discussed previously (Core et al. 2008). PRO-seq maps the precise locations of the active sites of all transcriptionally engaged RNA polymerase complexes by affinity-purification and sequencing of nascent RNAs after a terminating biotin-NTP is incorporated to the 3' end of RNA during a nuclear run-on (Kwak et al. 2013). The density of sequencing reads is proportional to the number of transcriptionally-engaged polymerase molecules present at each position when the nuclei were isolated. PRO-seq has base pair resolution, is strand specific, and is not affected by the background levels of accumulated RNAs (Kwak et al. 2013). Therefore, this method can be used to query the genome-wide distribution of transcriptionally-engaged RNA polymerases before and soon after rapid induction with high spatial and temporal resolution (step 1 of strategy, Figure 1.4).

The second major challenge in studying the mechanisms of action of transcription factors is identifying the best suited method to perturb the function of a given factor (step 2 of strategy, Figure 1.4). A variety of methods can be used to deplete or perturb protein function, each one with its advantages and disadvantages (Table 1.1). The vast majority of studies have used traditional methods such as gene knockouts, genetic mutations, and RNAi knockdowns to investigate the roles of protein factors in biological processes. One
Table 1.1: Methods for depleting of perturbing protein function. A list with the most used methods with its main advantages and disadvantages is provided in the table.

<table>
<thead>
<tr>
<th>Method</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knockouts/Mutations</td>
<td>Many are already available or can be generated by genome editing</td>
<td>Potential for secondary or compensatory effects</td>
</tr>
<tr>
<td>RNAi knockdown</td>
<td>Relatively easy and general</td>
<td>Potential for secondary or compensatory effects</td>
</tr>
<tr>
<td>Drugs</td>
<td>High specificity, immediate action</td>
<td>Limited availability for inhibiting macromolecular interactions</td>
</tr>
<tr>
<td>RNA aptamers</td>
<td>High specificity, can inhibit macromolecular interactions</td>
<td>Somewhat laborious to select and characterize</td>
</tr>
</tbody>
</table>

The main disadvantage associated with these methods is the inability to distinguish between primary and secondary or compensatory effects of depleting or modifying the factor. Ideally, one would use a method that can act quickly to inhibit a particular domain of a transcription factor and disrupt specific macromolecular interactions, allowing the dissection of its primary functions on mechanisms of transcription regulation. Inhibitory RNA aptamers (Table 1.1) fit these criteria, and will be discussed in detail in section 1.6.

After disrupting the function of transcription factors using one of the approaches described in Table 1.1, the same genome-wide method used in step 1 can be used to re-observe the direct changes in transcription that happen upon induction when a given factor is perturbed (step 3 of strategy, Figure 1.4). This strategy will reveal the role of transcription factors in the activation or repression of target genes. Furthermore, by using a method that tracks the genome-wide distribution of transcriptionally engaged Pol II at base pair resolution, one can observe the effects of such perturbations on Pol II as it progresses through the steps of the transcription cycle. Although this approach is being
discussed in the context of transcription regulation, the “observe, perturb, re-observe” strategy can be used as a general method to dissect the function of protein factors in biological processes.

1.6 Inhibitory RNA Aptamers as Tools to Dissect the Primary Functions of Transcription Factors in Mechanisms of Transcription Regulation

As discussed in the previous section, the most widely used methods to study protein function (gene knockouts, genetic mutations, and RNAi knockdowns) can result in secondary or compensatory effects that obscure the primary effects of the perturbation and confound the interpretation of results. Furthermore, when using such methods, the distinction between the function of an individual domain rather than the entire protein – which may have multiple domains and functions – is often unclear. As an alternative to overcome these challenges, highly specific inhibitory RNA aptamers that target different surfaces of the protein of interest can be quickly expressed in vivo and used to block macromolecular interactions of a specific protein domain.

Aptamers (Ellington and Szostak 1990) are single-stranded oligonucleotides – DNA, RNA or modified nucleic acids – that can fold into diverse and intricate three-dimensional structures that bind proteins, peptides or small molecules with high affinity. Equilibrium dissociation constants \( (K_D) \) typically range from micromolar to picomolar values. Aptamers are selected in vitro using an iterative process called SELEX (Systematic Evolution of Ligands by Exponential Enrichment) (Ellington and Szostak 1990; Tuerk and Gold 1990). In an RNA aptamer SELEX, one starts with an enormously large library of randomized sequences – typically on the order of \( 10^{14} - 10^{15} \) unique RNA
molecules – that have diverse structures based on sequence variation to identify those that can bind specifically to a target of interest (Figure 1.5). After incubation with the target, the bound species are separated from the unbound ones (partition step), reverse transcribed, PCR amplified and transcribed, and the obtained pools are submitted to further rounds of selection (Figure 1.5). After many rounds, the aptamers that bind with high affinity to the target are usually enriched and dominate the pool of sequences.

Aptamers can be applied in numerous ways to address various biological and technical questions. Of particular relevance, they can act as inhibitors that bind to a protein surface and disrupt specific interactions or functions. Indeed, the Lis laboratory has successfully used inhibitory RNA aptamers in the past to study macromolecular interactions in vitro and in vivo (Shi et al. 1999; Fan et al. 2004, 2005; Zhao et al. 2006; Shi et al. 2007; Sevilimedu et al. 2008; Salamanca et al. 2011, 2014). Shi and colleagues generated transgenic flies that express a multivalent high affinity aptamer to the Drosophila SR protein B52 and showed that this aptamer can reverse a variety of phenotypes that are caused by B52 overexpression. Furthermore, this aptamer can inhibit B52-stimulated pre-mRNA splicing in Drosophila nuclear extracts (Shi et al. 1999). Fan and colleagues demonstrated that aptamers can act in distinct modes to inhibit the interaction of the yeast TATA-binding protein (TBP) with the TATA DNA element in preformed, higher-order complexes containing the additional general transcription factors TFIIB and TFIIA (Fan et al. 2004). Finally, Salamanca and colleagues generated transgenic flies that express a multivalent aptamer that binds to HSF with high affinity and showed that this aptamer inhibits the expression of HS protein genes and also reverses the phenotypes caused by HSF overexpression (Salamanca et al. 2011). Moreover, when
**Figure 1.5: In vitro selection of RNA aptamers.** Diagram depicting the SELEX procedure and its major steps. Each step is described in the text.
expressed in human cells, this aptamer inhibited binding of HSF to its regulatory DNA elements, induced apoptosis and abolished the colony-forming capability of cancer cells (Salamanca et al. 2014).

Although these studies were highly successful in using RNA aptamers to inhibit protein interactions, there were limitations on the methodology used to select those aptamers, such as the SELEX procedure and the size and quality of the RNA library. Furthermore, multivalent versions of these aptamers had to be constructed to generate aptamers that bind to the target proteins with low nanomolar $K_D$. More recently, we have significantly improved our methodology by generating a more complex, well-characterized library, developing a more efficient multiplex SELEX procedure that allows the selection of aptamers for many targets at the same time, and using high-throughput sequencing (as opposed to traditional cloning) to analyze the selected pools, which reduces the number of rounds that need to be performed to allow the identification of enriched sequences (Latulippe et al. 2013; Szeto et al. 2014). Furthermore, we have developed a high-throughput assay that can measure the binding affinity of thousands of aptamers in one single experiment, allowing the characterization of the complete set of sequences from a SELEX pool and the identification of the best candidate aptamers for in vivo expression (Tome et al. 2014).

With these improved aptamer selection/characterization technologies, we can generate a collection of inhibitory RNA aptamers that bind with high affinity to distinct surfaces of transcription factors and inhibit their macromolecular interactions. We can then generate transgenic cell lines that express these aptamers under the control of an inducible promoter, enabling the investigation of the primary effects of inhibiting a specific
protein surface shortly after the induction of aptamer expression. This approach can be potentially used as a general, powerful and innovative strategy to study the function of specific protein surfaces/domains in any biological process.

1.7 Research Strategy and Dissertation Outline

The overarching goal of this dissertation was to comprehensively characterize the roles of transcription factors and define the specific steps in the transcription cycle that are regulated by each factor. We focused on the transcription factors HSF and GAF in the context of heat shock induction. As discussed in section 1.4, the transcriptional heat shock response has been used as an effective model to study mechanisms of transcription regulation. Although the roles of HSF and GAF at classical heat shock genes have been characterized, their general roles at distinct steps of the transcription cycle remain unclear, and a genome-wide investigation of these factors would provide the statistical power to assess mechanisms of transcription regulation. To achieve our goals, we implemented the “observe, perturb, re-observe” strategy described in section 1.5, and here we demonstrate the power of this strategy to study the function of specific proteins in a biological process.

For the first step of our strategy (“observe”, Figure 1.6), we used PRO-seq to comprehensively characterize the direct changes in transcription that happen in *Drosophila S2* cells after a time-course of heat shock induction (Chapter 2). We show that the HS response is rapid and pervasive, with thousands of genes being repressed after 20 minutes of HS and hundreds of genes being activated; moreover, the activated genes are not limited to the classical HSP genes. Promoter-proximal pausing is highly prevalent
Figure 1.6: Research strategy. Outline of the dissertation’s research strategy.
among the activated genes prior to HS, while the repressed class is regulated at the level of transcription initiation.

For the second step of our strategy ("perturb", Figure 1.6), we depleted the levels of HSF and GAF in Drosophila S2 cells using RNAi knockdowns (Chapter 2). Furthermore, as a complement to traditional strategies to study protein function, we selected RNA aptamers to the human HSF1 and HSF2 with the goal of expressing these aptamers in vivo to disrupt specific macromolecular interactions of these transcription factors. HSF1 is the human counterpart of the Drosophila HSF and HSF2 is a closely related transcription factor with overlapping and distinct functions. In Chapter 3, we describe the results of a successful RNA aptamer selection to HSF1 and HSF2 using our recently developed SELEX reagents and technologies. Moreover, we report a thorough characterization of the sequenced pools from these selections and the development and implementation of a set of SELEX performance metrics that can be used to evaluate the success of a selection. We plan to express the selected aptamers in vivo to dissect the roles of HSF in transcription regulation.

For the last step of our strategy ("re-observe", Figure 1.6), we re-observed the direct changes in transcription that happen upon heat shock in Drosophila S2 cells after depleting the levels of GAF and HSF (Chapter 2). We demonstrate that the establishment of promoter-proximal Pol II pausing on a subset of HS activated genes is dependent on GAF binding upstream and proximal to the TSS. Moreover, GAF depletion abrogates pausing and consequently impairs HS activation, indicating that this step in early transcription elongation is essential for gene activation. We also show that the recently identified transcription factor Motif 1 Binding Protein (M1BP) (Li and Gilmour 2013) has a
role in pausing and HS activation of a subset of genes that exhibit GAF-independent pausing. Furthermore, we demonstrate that only a relatively small fraction of HS activated genes are regulated by HSF, and HS activation of these HSF-dependent genes is regulated at the level of pausing release.
CHAPTER 2
TRANSCRIPTION FACTORS GAF AND HSF ACT AT DISTINCT REGULATORY STEPS TO MODULATE STRESS-INDUCED GENE ACTIVATION

2.1 Introduction

The Heat Shock (HS) response in <i>Drosophila melanogaster</i> has been an effective model system to discover and study mechanisms of transcription and its regulation (Guertin et al. 2010). This highly conserved protective mechanism (Lindquist and Craig 1988) is regulated at the transcriptional level by the Heat Shock transcription Factor (HSF) (Wu 1995). When activated by stress, HSF potently activates expression of HS genes, resulting in the accumulation of molecular chaperones, the Heat Shock Proteins (HSPs), which helps the cell cope with stress-induced protein aggregation and misfolding (Lindquist and Craig 1988).

The transcriptional HS response has been studied largely using <i>Hsp70</i> as a model gene (Guertin et al. 2010). <i>Hsp70</i> maintains a promoter-proximally paused RNA Polymerase II (Pol II) molecule 20-40 bp downstream of the Transcription Start Site (TSS) that is released to transcribe the gene at a low level during normal non-stress conditions (Rougvie and Lis 1988; Rasmussen and Lis 1993). The transcription factor GAGA Associated Factor (GAF) is bound to the promoter of <i>Hsp70</i> prior to HS, and GAF is important for the establishment and stability of paused Pol II (Lee et al. 1992, 2008; Kwak et al. 2013). GAF has a key role in keeping the promoter region open and free of

1The contents of this chapter, including all the figures, have been published in Duarte et al. 2016. Genes Dev 30: 1731–46. PMID: 27492368.
nucleosomes (Tsukiyama et al. 1994; Fuda et al. 2015), which allows the recruitment of general transcription factors and the initiation of transcription by Pol II. Upon HS induction, HSF trimerizes and is rapidly recruited to the promoter, where it binds to its cognate HS DNA Elements (HSEs) (Xiao and Lis 1988). After binding, HSF directly and indirectly recruits co-activators and other factors (Lis et al. 2000; Saunders et al. 2003; Ardehali et al. 2009) that affect the chromatin structure and composition, and promotes the release of Pol II from the paused complex into productive elongation. This transition from the paused state into productive elongation depends critically on the positive elongation factor P-TEFb, and has been shown to be a very general step that is essential for the regulation of virtually all genes across different species (Rahl et al. 2010; Jonkers et al. 2014). The net result of this molecular cascade is an increase in transcription levels that can be ~200-fold for some of the HS-regulated genes (Lis et al. 1981).

Although the independent mechanisms of promoter-proximal pausing and escape to productive elongation have been well studied in the context of HS activation of Hsp70, we lack a comprehensive characterization of the genome-wide changes in transcription that result from HS in Drosophila. A thorough characterization of the affected genes is necessary to determine the generality and diversity of the roles of transcription factors such as GAF and HSF in the HS response and provide the statistical power to assess mechanisms of transcription regulation.

Previous studies have mapped HSF binding sites during normal growth conditions and after HS, and observed that HSF recruitment to a promoter is neither necessary nor sufficient to direct HS gene activation (Trinklein et al. 2004; Guertin and Lis 2010; Gonsalves et al. 2011). Nonetheless, the rules governing the specificity of activation and
repression across the *Drosophila* genome remain incomplete. Transcriptional changes after HS have also been measured in *Drosophila* and other organisms (Leemans et al. 2000; Guhathakurta et al. 2002; Murray et al. 2004; Trinklein et al. 2004; Sørensen et al. 2005; Gonsalves et al. 2011; Vihervaara et al. 2013); however, these studies were limited in resolution both temporally and spatially by measuring steady-state levels of mature mRNA. Furthermore, measurement of mRNAs cannot distinguish effects on mRNA stability (Lindquist and Petersen 1990) and pre-mRNA processing (Yost and Lindquist 1986; Shalgi et al. 2014) from transcription, or primary from secondary effects of the HS response.

To overcome these limitations, we queried the genome-wide distribution of transcriptionally-engaged RNA polymerases before and after HS induction using the Precision nuclear Run-On and sequencing (PRO-seq) assay and quantified differentially expressed genes. PRO-seq has high sensitivity and high spatial and temporal resolution, providing an unprecedented comprehensive view of the transcriptional profiles of cell populations. We show that the HS response is rapid and pervasive, with thousands of genes being repressed after 20 minutes of HS and hundreds of genes being activated; moreover, the activated genes are not limited to the classical HSP genes. Promoter-proximal pausing is highly prevalent among the activated genes prior to HS, and here we demonstrate that its establishment on a subset of genes is dependent on GAF binding upstream and proximal to the TSS. Moreover, GAF depletion abrogates pausing and consequently impairs HS activation, indicating that this step in early transcription elongation is essential for gene activation. We also show that the recently identified transcription factor Motif 1 Binding Protein (M1BP) (Li and Gilmour 2013) has a role in
pausing and HS activation of a subset of genes that exhibit GAF-independent pausing. Furthermore, we demonstrate that only a relatively small fraction of HS activated genes are regulated by HSF, and HS activation of these HSF-dependent genes is regulated at the level of pausing release. This study provides a genome-wide view of HS-induced transcriptional regulation and an understanding of how promoter context affects this process.

2.2 Materials and Methods

GAF, HSF, M1BP and LacZ RNAi treatments

*Drosophila* S2 cells were grown in M3+BPYE media supplemented with 10% FBS until they reached 3-5 x 10^6 cells/mL. At this point, the cells were split to 1 x 10^6 cells/mL in serum-free M3+BPYE media, and the desired volume of cells was mixed with LacZ, GAF, HSF or M1BP dsRNA to a final concentration of 10 µg/mL. After incubation at 25°C for 45 minutes, an equal volume of M3+BPYE media supplemented with 20% FBS was added to the cells. After 2.5 days, the cells were split 1:2 into two new flasks and more dsRNA was added to keep the final concentration at 10 µg/mL. After 2.5 days the cells were HS treated and harvested for nuclei isolation. The M1BP RNAi treatment was performed separately with its own LacZ control.

The dsRNAs used in these experiments were transcribed from a dsDNA template that had a T7 polymerase promoter at both ends. The DNA templates were generated by PCR using the following primers:

LacZ Forward: GAATTAATACGACTCACTATAGGGAGAGATATCCTGCTGATGAAGC
LacZ Reverse: GAATTAATACGACTCACTATAGGGAGAGCAGGAGCTCGTTATCGC
Western blot analysis to assess knockdown levels

Western blots were performed using standard conditions, and dilutions of the LacZ-RNAi control samples were used as a quantitative indication of signal linearity. Lab stocks of rabbit anti-HSF and anti-GAF antibodies and guinea pig anti-TFIIS antibody were used at dilutions of 1:2000, 1:500, and 1:3000, respectively. The rabbit anti-M1BP antibody was provided by David Gilmour’s lab and was used at a 1:5000 dilution. We used IRDye 800CW donkey anti-rabbit (1 mg/mL) and IRDye 680LT donkey anti-guinea pig (1 mg/mL) as secondary antibodies at a 1:15000 dilution and the membrane was imaged using the LI-COR Odyssey imaging system.

Heat Shock treatments

For the HS treatments, an equal volume of M3+BPYE medium (no serum) at 48°C was added to the cells, and the cultures were incubated at 37°C for the desired time.
Preparation of PRO-seq libraries

Nuclei isolation and PRO-seq library preparation were performed as described previously (Kwak et al. 2013). Approximately $2 \times 10^7$ nuclei were used for each replicate.

Preparation of RNA-seq libraries

Total RNA from S2 cells was extracted using TRlzol reagent (Thermo Fisher Scientific) and then isolated from the aqueous phase using the E.Z.N.A. Total RNA Kit I (Omega Bio-tek). The following steps were performed by the Cornell RNA Sequencing Core (Department of Biomedical Sciences, College of Veterinary Medicine, Cornell University). PolyA+ RNA was isolated with the NEBNext Poly(A) mRNA Magnetic Isolation Module (New England Biolabs). TruSeq-barcoded RNA-seq libraries were generated with the NEBNext Ultra Directional RNA Library Prep Kit (New England Biolabs). Each library was quantified with a Qubit 2.0 (dsDNA HS kit; Thermo Fisher Scientific) and the size distribution was determined with a Fragment Analyzer (Advanced Analytical) prior to pooling.

PRO-seq data acquisition

PRO-seq libraries were sequenced in 50 nt runs on the Illumina HiSeq, using standard protocol at the Cornell Biotechnology Resource Center (http://www.BRC.cornell.edu). Raw sequencing reads were processed using the FASTX-Toolkit (http://hannonlab.cshl.edu/fastx_toolkit/index.html). Illumina adapters were removed with the fastx_clipper tool and reads were trimmed to 26-mers using fastx_trimmer. Sequencing reads shorter than 15 nucleotides were discarded.
fastx_reverse_complement was then used to generate the reverse complement of the sequencing reads, which correspond to the sense strand of nascent RNA in the nucleus. Reads were aligned uniquely to the Drosophila melanogaster dm3 reference genome using Bowtie (Langmead et al. 2009) with up to two mismatches. Histograms of the 3’-end position of each mapped read in base-pair resolution were generated in bedgraph format and used for all subsequent analyses. Table 2.1 contains a summary of sequencing yields and the number of reads that mapped uniquely to the genome or other annotations. Replicates were highly correlated and were pooled for further analyses (Figure 2.1). Sequencing datasets can be found under GEO accession number GSE77607.

PRO-seq normalization method
We used a previously published Pol II ChIP-seq dataset in Drosophila S2 cells (Teves and Henikoff 2011) to identify genes whose transcription does not change during HS. Unlike ChIP-seq reads, which can originate from both sense and anti-sense strands, PRO-seq reads are strand specific. Therefore, in order to increase the likelihood of selecting genes that have the majority of their reads originating from the sense strand, we used our PRO-seq LacZ-RNAi control datasets (NHS and 20min HS) to identify and filter out genes that have high levels of transcription in the anti-sense strand. To identify those genes, we calculated the fraction of PRO-seq reads originated from the anti-sense strand for each gene and only kept the ones whose fraction is less or equal than 0.2 for both the NHS and 20min HS conditions. Because of the high background in ChIP-seq
Table 2.1: Sequencing and alignment of PRO-seq libraries. For each replicate, the total number of reads sequenced, number of reads that passed filter, number of reads after clipping, number of reads that did not align to the ribosomal genes, and number of reads that aligned uniquely to the dm3 reference genome are shown in the table.

<table>
<thead>
<tr>
<th>Library</th>
<th>Total reads</th>
<th>Passed filter</th>
<th>After clipping</th>
<th>Non-ribosomal</th>
<th>Mapped reads</th>
</tr>
</thead>
<tbody>
<tr>
<td>LacZ_RNAI_NHS_rep1</td>
<td>22002207</td>
<td>20496005</td>
<td>18857033</td>
<td>14282348</td>
<td>9443330</td>
</tr>
<tr>
<td>LacZ_RNAI_NHS_rep2</td>
<td>45852143</td>
<td>42614140</td>
<td>37948992</td>
<td>29125104</td>
<td>19052681</td>
</tr>
<tr>
<td>LacZ_RNAI_20minHS_rep1</td>
<td>38149191</td>
<td>35411265</td>
<td>32429537</td>
<td>26063433</td>
<td>12372995</td>
</tr>
<tr>
<td>LacZ_RNAI_20minHS_rep2</td>
<td>48224407</td>
<td>44752452</td>
<td>39159654</td>
<td>30083167</td>
<td>13759500</td>
</tr>
<tr>
<td>GAF_RNAI_NHS_rep1</td>
<td>30007019</td>
<td>27839237</td>
<td>25783567</td>
<td>18298791</td>
<td>11983136</td>
</tr>
<tr>
<td>GAF_RNAI_NHS_rep2</td>
<td>29223336</td>
<td>27156681</td>
<td>24128417</td>
<td>18720462</td>
<td>12469522</td>
</tr>
<tr>
<td>GAF_RNAI_20minHS_rep1</td>
<td>33083184</td>
<td>30743186</td>
<td>27860887</td>
<td>10884430</td>
<td>9288339</td>
</tr>
<tr>
<td>GAF_RNAI_20minHS_rep2</td>
<td>26000768</td>
<td>24006543</td>
<td>20804594</td>
<td>15242537</td>
<td>6890682</td>
</tr>
<tr>
<td>HSF_RNAI_NHS_rep1</td>
<td>31620891</td>
<td>29340277</td>
<td>26783655</td>
<td>19754947</td>
<td>12848598</td>
</tr>
<tr>
<td>HSF_RNAI_NHS_rep2</td>
<td>20661822</td>
<td>19223633</td>
<td>16847624</td>
<td>13244274</td>
<td>8850116</td>
</tr>
<tr>
<td>HSF_RNAI_20minHS_rep1</td>
<td>20303822</td>
<td>18904152</td>
<td>17287939</td>
<td>11342865</td>
<td>5292065</td>
</tr>
<tr>
<td>HSF_RNAI_20minHS_rep2</td>
<td>44198827</td>
<td>40632316</td>
<td>33567347</td>
<td>22388032</td>
<td>10971985</td>
</tr>
<tr>
<td>M1BP_RNAI_NHS_rep1</td>
<td>52108819</td>
<td>52108819</td>
<td>41939060</td>
<td>3732793</td>
<td>22437424</td>
</tr>
<tr>
<td>M1BP_RNAI_NHS_rep2</td>
<td>58684062</td>
<td>58684062</td>
<td>46843088</td>
<td>42896942</td>
<td>21490326</td>
</tr>
<tr>
<td>M1BP_RNAI_20minHS_rep1</td>
<td>41875931</td>
<td>41875931</td>
<td>30858958</td>
<td>28126011</td>
<td>13899422</td>
</tr>
<tr>
<td>M1BP_RNAI_20minHS_rep2</td>
<td>49215679</td>
<td>49215679</td>
<td>31324637</td>
<td>26838156</td>
<td>9749371</td>
</tr>
<tr>
<td>LacZ_RNAI_NHS_rep1 (from M1BP-RNAI)</td>
<td>46888842</td>
<td>46888842</td>
<td>38142007</td>
<td>32376920</td>
<td>20653749</td>
</tr>
<tr>
<td>LacZ_RNAI_NHS_rep2 (from M1BP-RNAI)</td>
<td>78247125</td>
<td>78247125</td>
<td>66730707</td>
<td>56231838</td>
<td>33911637</td>
</tr>
<tr>
<td>LacZ_RNAI_20minHS_rep1 (from M1BP-RNAI)</td>
<td>44850654</td>
<td>44850654</td>
<td>34314687</td>
<td>28456669</td>
<td>13326525</td>
</tr>
<tr>
<td>LacZ_RNAI_20minHS_rep2 (from M1BP-RNAI)</td>
<td>36864844</td>
<td>36864844</td>
<td>31949119</td>
<td>26644972</td>
<td>11580641</td>
</tr>
<tr>
<td>NHS_rep1</td>
<td>33326090</td>
<td>27513854</td>
<td>24770885</td>
<td>23263961</td>
<td>12081668</td>
</tr>
<tr>
<td>NHS_rep2</td>
<td>40368026</td>
<td>34851525</td>
<td>33127457</td>
<td>31427515</td>
<td>17083774</td>
</tr>
<tr>
<td>30secHS_rep1</td>
<td>32103863</td>
<td>26577493</td>
<td>24398076</td>
<td>23568732</td>
<td>13846293</td>
</tr>
<tr>
<td>30secHS_rep2</td>
<td>43868016</td>
<td>37825590</td>
<td>35476506</td>
<td>34014449</td>
<td>20066701</td>
</tr>
<tr>
<td>2minHS_rep1</td>
<td>25483939</td>
<td>24279233</td>
<td>21513613</td>
<td>20261645</td>
<td>12280319</td>
</tr>
<tr>
<td>2minHS_rep2</td>
<td>58929589</td>
<td>5283653</td>
<td>49114894</td>
<td>45522711</td>
<td>25046895</td>
</tr>
<tr>
<td>5minHS_rep1</td>
<td>26865696</td>
<td>22026373</td>
<td>20040132</td>
<td>18639288</td>
<td>10202616</td>
</tr>
<tr>
<td>5minHS_rep2</td>
<td>49420574</td>
<td>42648406</td>
<td>39527809</td>
<td>34247400</td>
<td>18258123</td>
</tr>
<tr>
<td>10minHS_rep1</td>
<td>31518051</td>
<td>26025041</td>
<td>23770378</td>
<td>22787845</td>
<td>10255605</td>
</tr>
<tr>
<td>10minHS_rep2</td>
<td>36341735</td>
<td>32508148</td>
<td>30319794</td>
<td>28531182</td>
<td>13673044</td>
</tr>
<tr>
<td>20minHS_rep1</td>
<td>53204816</td>
<td>47669950</td>
<td>44625103</td>
<td>42605985</td>
<td>19333234</td>
</tr>
<tr>
<td>20minHS_rep2</td>
<td>28918287</td>
<td>25102583</td>
<td>23835854</td>
<td>23118960</td>
<td>9322488</td>
</tr>
</tbody>
</table>
Figure 2.1: Biological replicates of PRO-seq libraries were highly correlated for both promoter and gene body regions. (A, B) Correlation plots between PRO-seq reads of biological replicates for the different RNAi treatments (LacZ, HSF and GAF) in (A) gene body (200 bp downstream of the TSS to the polyadenylation site) and (B) promoter-proximal (150 bp upstream of the TSS to 150 bp downstream of the TSS) regions for 9452 genes. The Spearman’s correlation coefficients are shown in the plot. The gray diagonal lines represent a 1:1 fit. (C, D) Correlation plots between PRO-seq reads of biological replicates for the different time points after HS treatment in (C) gene body and (D) promoter-proximal regions for 9452 genes. The Spearman’s correlation coefficients are shown in the plot. The gray diagonal lines represent a 1:1 fit.
data, we then focused on genes with highest levels of ser2-P ChIP signal ($Z$ score $> 3$) (Core et al. 2012), assuming these will contain the highest densities of transcribing Pol II over background. In order to obtain a final subset of unaffected genes, we filtered out the ones whose gene body fold-change between NHS and HS conditions is less than 0.85 and greater than 1.15, resulting in 335 genes. The mRNA levels of this subset of genes are also unaffected after HS (Figure 2.2), which is consistent with the transcription levels of these genes not changing after induction.

![Figure 2.2](image)

**Figure 2.2:** mRNA levels of 335 genes used for normalization are not affected by HS. Correlation plot between the RNA-seq FPKM for the NHS and HS conditions for the 335 HS-unaffected genes that were used to normalize our datasets. The FPKM values are the average of two biological replicates. The Pearson’s correlation coefficient is shown in the plot. The gray line represents a 1:1 fit.

We then used the sum of the total number of gene body reads for all 335 genes to generate normalization factors in our PRO-seq data to normalize the datasets between replicates and different time points. Since the GAF, HSF and M1BP RNAi treatments did not result in genome-wide changes in transcription in both the NHS and 20min HS time points, we used the same subset of 335 unaffected genes to normalize the datasets between different RNAi treatments (LacZ, GAF, HSF and M1BP).
To access the efficacy of this normalization method, we examined the correlation between gene body and promoter reads for replicates (Figure 2.1) and gene body reads across different time points (Figure 2.3A-B). All replicates show good correlations and time points that are closer to each other have higher correlation coefficients and better fits to the 1:1 diagonal. Moreover, for the RNAi treatments, we examined the correlation between gene body reads across different conditions (NHS and 20min HS) and observed that the NHS datasets have higher correlation coefficients and better fits to the 1:1 diagonal when plotted against each other, and the same was observed for the HS treatments (Figure 2.3C-D). Taken together, these results indicate that the normalization method worked appropriately.

**Differential expression analysis using DESeq2**

We used DESeq2 (Love et al. 2014) to identify genes whose gene body reads significantly change after HS, starting with a list of 9452 non-overlapping genes described previously (Core et al. 2012). Gene body reads were collected from 200 bp downstream of the TSS, and we used different 3’ limits for each time point, assuming a conservative estimate for Pol II transcription elongation rate of 1kb/min. We provided our own normalization factors for the DESeq2 calculations, which were obtained as described above. We used an FDR of 0.001 to identify activated and repressed genes. Unchanged genes were defined as having an adjusted p-value higher than 0.5 and log₂-fold-change higher than -0.25 and lower than 0.25.
Figure 2.3: Validation of the PRO-seq normalization method used in our study. (A) Correlation plots between PRO-seq gene body reads of the NHS condition and all other time points after HS treatment for 9452 genes. The Spearman’s correlation coefficients are shown in the plot. The gray lines represent a 1:1 fit. (B) Correlation matrix showing the Spearman’s correlation coefficients for all combinations of time points. The correlation was calculated as in A for each individual sample. (C) Correlation plots between PRO-seq gene body reads of the LacZ-RNAi NHS control and all other treatments and conditions for 9452 genes. The Spearman’s correlation coefficients are shown in the plot. The gray lines represent a 1:1 fit. (D) Correlation matrix showing the Spearman’s correlation coefficients for all combinations of RNAi treatments (LacZ, HSF and GAF) and conditions (NHS and HS). The correlation was calculated as in C for each individual sample.
Upstream transcription filter

To minimize the number of false positives caused by changes in run-through transcription originated at the upstream gene, we implemented a filter to exclude from our analyses genes that have high levels of transcription in the region immediately upstream of the TSS. For each gene, we obtained the read counts from a window upstream of the TSS (-500bp to -100bp of the TSS) and a window in the gene body (+300bp to +700bp of the TSS) (Figure 2.4A). The 3' limit of the upstream window was defined as -100bp to the TSS to avoid confounding effects of potentially misannotated TSSs. In the case of the gene body window, the 5' limit was defined as +300bp to the TSS to avoid the region immediately downstream of the TSS, which can contain peaks of promoter-proximal paused Pol II. We then took the ratio of the read counts in these two regions for each gene, taking into consideration the number of mappable positions in the two windows (Figure 2.4A). This ratio was named *upstream ratio* and was later used to exclude false positive genes from our analyses.

In order to verify if we could distinguish true and false positives based on the upstream ratio and define the appropriate cutoff to filter out false positive genes, we visually inspected 100 randomly selected HS activated genes and classified each one as true or false positive based on the presence or absence of run-through transcription. The average mRNA levels (Figure 2.4B) are higher for the genes that were defined as true positives, which provides an independent verification of the criteria that were used to define true and false positives.

The distribution of upstream ratios for the LacZ-RNAi HS condition was very
Figure 2.4: Validation of the upstream transcription filter implemented in our study. 

(A) Diagram of the upstream ratio metric that was used to filter out false positive genes caused by run-through transcription from an upstream gene. (B) Box-plot of the average RNA-seq FPKM (NHS and HS) for the true (n=22) and false (n=78) positive subsets classified by visual inspection of 100 randomly selected activated genes. (C) Box-plot of the upstream ratio for the LacZ-RNAi HS condition for true and false positive genes. The 0.23 cutoff that was used to separate true from false positives is shown in the plot. (D) Accuracy metric \([(\text{true positives} + \text{true negatives})/\text{total}]\) of upstream ratio filter as a function of tested cutoffs. The cutoff with highest accuracy (0.23) is shown in the plot.
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distinct for true and false positives, with very little overlap (Figure 2.4C), indicating that this metric could be used to identify false positives. In order to define the optimal cutoff, we evaluated the performance of all potential cutoffs from 0 to 1 in 0.01 increments and used the accuracy metric ((true positives + true negatives)/total) to identify the cutoff with the best performance (Figure 2.4D). The horizontal line in Figure 2.4C represents the chosen cutoff (0.23). Filtering out genes with upstream ratios greater than 0.23 eliminates all but one false positive, with only a minor loss of true positive genes.

We then filtered out genes with upstream ratio higher than 0.23 in the HS activated and repressed classes to generate the final subsets of genes that were used in all subsequent analyses. In order to use the condition with highest PRO-seq levels for upstream ratio calculation, we used the NHS upstream ratio to filter the repressed subsets of genes and the HS upstream ratio to filter the activated subsets for every HS and RNAi treatment.

**Gene ontology analysis**

Gene ontology analysis on HS activated and repressed genes was performed using the Functional Annotation tool from DAVID (Huang et al. 2009), in which ‘GOTERM_BP_FAT’ was selected.

**Composite profiles**

The composite profiles in Figures 2.8A, 2.8C, 2.9A, 2.11D, 2.13A-C, 2.14 and 2.17E represent the median from 1000 sub-samplings of 10% of the genes in each class, as
described previously (Core et al. 2012; Danko et al. 2013). The shaded areas in Figures 2.8A, 2.8C and 2.9A represent the 75% confidence intervals.

Promoter-proximal pausing analysis
The “pausing region” was defined as the 50bp interval with highest number of reads within -50 to +150bp of the TSS. This region was defined using the LacZ-RNAi control NHS condition and the same interval was used for all the other treatments and conditions. Pausing index was then calculated as the ratio of the read density in the pausing region (reads/mappable bases) and the read density in the gene body (as defined above). Genes were classified as paused as described previously (Core et al. 2008). We used DESeq2 to identify genes whose pausing levels significantly change after HS, using an FDR of 0.001.

Transcription factor binding analysis
We used bedtools closest (Quinlan and Hall 2010) to identify the closest HSF, GAF or M1BP ChIP-seq peak to the TSS of every transcription unit in our list. HSF, GAF or M1BP-bound genes were defined as having a ChIP-seq peak within ±1000 bp of the TSS. For the modENCODE factors, bound genes were defined as having a ‘Regions_of_sig_enrichment’ (from ChIP-chip gff3 file) within ±1000 bp of the TSS.

De novo motif search
De novo motif analysis of the promoter region of HS activated genes (-300 to +50 bp of the TSS) was performed using MEME (Bailey and Elkan 1994).
RNA-seq data acquisition and analysis

RNA-seq libraries were sequenced in 100 nt runs on the Illumina HiSeq, using standard protocol at the Cornell Biotechnology Resource Center (http://www.BRC.cornell.edu). Illumina adapters were removed with the fastx_clipper tool (http://hannonlab.cshl.edu/fastx_toolkit/index.html) and sequencing reads shorter than 20 nucleotides were discarded. Reads were aligned to the *Drosophila melanogaster* dm3 reference genome/transcriptome using TopHat2 (Kim et al. 2013), with the following parameters: "--library-type fr-firststrand --no-novel-juncs". Table 2.2 contains a summary of sequencing yields and the number of reads that mapped to the genome/transcriptome or other annotations. Sequencing datasets can be found under GEO accession number GSE77607.

**Table 2.2: Sequencing and alignment of RNA-seq libraries.** For each replicate, the total number of reads sequenced, number of reads that passed filter, number of reads after clipping, number of reads that did not align to the ribosomal genes, and number of reads that aligned to the dm3 reference genome are shown in the table.

<table>
<thead>
<tr>
<th>Library</th>
<th>Total reads</th>
<th>Passed filter</th>
<th>After clipping</th>
<th>Non-ribosomal</th>
<th>Mapped reads</th>
</tr>
</thead>
<tbody>
<tr>
<td>NHS_rep1</td>
<td>46630399</td>
<td>33051180</td>
<td>27992112</td>
<td>24951251</td>
<td>21164958</td>
</tr>
<tr>
<td>NHS_rep2</td>
<td>29432765</td>
<td>20630727</td>
<td>17824656</td>
<td>17553278</td>
<td>15403098</td>
</tr>
<tr>
<td>30minHS_rep1</td>
<td>26881631</td>
<td>19246449</td>
<td>16839161</td>
<td>16345216</td>
<td>14286713</td>
</tr>
<tr>
<td>30minHS_rep2</td>
<td>29492622</td>
<td>20610831</td>
<td>18993871</td>
<td>18270231</td>
<td>15925348</td>
</tr>
</tbody>
</table>

FPKM values for each gene were generated with Cuffnorm (Trapnell et al. 2010), using the BAM files generated by TopHat2 as input. Raw counts for each gene were obtained using HTSeq-count (Anders et al. 2014) and used as input for differential expression analysis using DESeq2 (Love et al. 2014). We used an FDR of 0.001 to identify genes whose mRNA levels significantly increase or decrease upon HS.
2.3 Results

*Drosophila* transcriptional Heat Shock response is rapid and pervasive

We measured nascent transcription levels by PRO-seq in *Drosophila* S2 cells prior to HS (Non-Heat Shock - NHS) and 20 minutes after an instantaneous and continuous HS stress (Figure 2.5A, Table 2.1). PRO-seq maps the active sites of transcriptionally engaged RNA polymerase complexes by affinity-purification and sequencing of nascent RNAs after a terminating biotin-NTP is incorporated during a nuclear run-on experiment (Kwak et al. 2013). The density of sequencing reads is proportional to the number of transcriptionally-engaged polymerase molecules present at each position when the nuclei were isolated. PRO-seq has base pair resolution, is strand specific, and is not affected by the background levels of accumulated RNAs (Kwak et al. 2013). Biological replicates were highly correlated for both promoter and gene body PRO-seq reads (Spearman's coefficient ranged between 0.96-0.99, Figure 2.1A-B, left panels). The expected genome-wide changes in transcription that occur during HS made it unfeasible to use total number of reads to normalize our datasets between conditions. Therefore, we normalized our libraries using a set of genes previously shown to have the same Pol II ChIP-seq signals in NHS and HS *Drosophila* S2 cells (Figure 2.2) where consistent backgrounds of ChIP-seq provide a basis of normalization (Teves and Henikoff 2011) (see Materials and Methods and Figure 2.3 for the normalization method and our validation tests).

We used DESeq2 (Love et al. 2014) to identify genes whose gene body reads significantly change after HS, using an FDR of 0.001. Due to the compactness of the *Drosophila* genome, some of the genes identified as differentially expressed by DESeq2
Figure 2.5: Drosophila transcriptional Heat Shock response is rapid and pervasive. (A) DESeq2 analysis of PRO-seq gene body reads between 20min HS-treated and NHS cells displayed as an MA plot. Significantly changed genes were defined using an FDR of 0.001. Activated genes that passed our upstream transcription filter (see Materials and Methods) are labeled in magenta and repressed genes in blue. The number of genes in each class is shown in the plot. \( fc = \) fold-change. (B) Representative view of a HS repressed gene in the UCSC genome browser (Kent et al. 2002). PRO-seq normalized reads for the plus strand are shown in red and for the minus strand in blue. RNA-seq reads for the plus strand are shown in green and for the minus strand in orange. Gene annotations are shown at the bottom. (C) Gene ontology terms enriched in the HS activated and repressed classes. (D) Representative view of a HS activated gene in the UCSC genome browser (Kent et al. 2002). Axes are the same as in B.
appear to be false positives caused by changes in run-through transcription originating at the upstream gene. To minimize the number of false positives, we implemented a filter to exclude from our analyses genes that have high levels of transcription in the region immediately upstream of the TSS (see Materials and Methods and Figure 2.4 for a description of the implemented filter and validation tests). The genes that passed the filter were classified as activated or repressed. We observed a widespread shutdown of transcription, with 2300 genes being significantly repressed after HS (Figure 2.5A, blue points; Figure 2.5B has an example of a repressed gene – Vps39). This finding is in agreement with low resolution studies in *Drosophila* salivary gland polytene chromosomes that have shown that total Pol II levels and transcription decrease in response to HS (Spradling et al. 1975; Jamrich et al. 1977). A previous Pol II ChIP-seq study in *Drosophila* S2 cells has also observed a genome-wide decrease of Pol II levels in gene bodies (Teves and Henikoff 2011). Not surprisingly, measurements of steady-state mRNA levels before and after HS, including micro-array studies and our own RNA-seq data (Figure 2.6, Table 2.2), were unable to detect a genome-wide shutdown of transcription, despite having the sensitivity to detect a decrease in mRNA levels for some genes (Figure 2.5B). Measurements of mRNA do not detect genome-wide transcriptional repression because the reduction of mRNA levels are obscured by steady-state levels of mRNAs already present in the cells; these mRNAs have much longer half-lives than the short HS time points examined herein. Overall, our results greatly expand upon these previous studies, identifying and quantifying the individual genes whose transcription is repressed after HS using a base-pair resolution method that specifically maps transcriptionally-engaged RNA polymerase molecules.
Gene Ontology (GO) analysis reveals that the HS repressed class is enriched for genes involved in basic cellular processes, such as cell cycle, RNA processing, protein transport and localization, and translation (Figure 2.5C). This is consistent with previous findings in mammalian cells (Murray et al. 2004; Trinklein et al. 2004), and is expected as cells enter into a defensive non-growth condition triggered by HS stress.

Although not as abundant as the repressed class, hundreds of genes are activated by HS, many very highly (Figure 2.5A, magenta points; Figure 2.5D has an example of an activated gene – Hsromega). Notably, we find that all 7 classical HSP genes in our gene list show strong inductions after 20 minutes HS and are among the top 10 genes with highest HS induction, with fold-changes ranging from 44 to 384-fold. Consistent with this result, GO analysis reveals that the HS activated class is enriched for genes involved in the response to temperature and abiotic stimuli (Figure 2.5C). Besides the classical HSP genes, our data reveal the activation of many genes that were not previously
associated with the HS response and provide a comprehensive characterization and quantification of genes whose transcription is directly activated by HS.

We measured nascent transcription levels as a function of time after HS induction to determine how fast activated and repressed genes respond to HS (Figure 2.7, Table 2.1). Biological replicates produced high correlations for PRO-seq reads within either the promoter or gene body regions (Spearman's coefficient ranged between 0.9-0.99, Figure 2.1C-D). The sequential HS time points displayed a progressive increase in the number of genes that were significantly activated (Figure 2.7A, magenta points; Figure 2.7B has an example of an activated gene – CG13321) and repressed (Figure 2.7A, blue points; Figure 2.7C has an example of a repressed gene – CG14005) by HS. No genes are significantly different after 30 seconds and only a small number of genes are significantly different after 2 minutes of HS. We observe a substantial genome-wide response to HS as early as 5 minutes post-HS; the response is even more pervasive at later time points. Previous studies have shown that classical HSP genes are activated very rapidly (O’Brien and Lis 1993), but herein we demonstrate that many other genes have a rapid response, both for activation and repression. The number of significantly activated and repressed genes further increases after 10 and 20 minutes of HS (Figure 2.7A). Overall, our results demonstrate that the HS response produces an immediate and primary change in the transcription levels of ~27% (~24% repressed, ~3% activated) of the unambiguously mappable mRNA encoding genes (Core et al. 2012), with the repression of thousands of genes and the activation of many hundreds of genes.
Figure 2.7: Substantial genome-wide response to HS occurs as early as 5 minutes post-HS. (A) DESeq2 analysis of PRO-seq gene body reads between HS-treated and NHS cells displayed as MA plots for the different time points after HS treatment. Significantly changed genes were defined using an FDR of 0.001. Activated genes are labeled in magenta and repressed genes in blue. fc = fold-change. (B, C) Representative view of a HS activated (B) and repressed (C) gene in the UCSC genome browser (Kent et al. 2002). PRO-seq normalized reads for the different time points for the plus strand are shown in red and for the minus strand in blue. Gene annotations are shown at the bottom.
Activated genes are highly paused prior to HS

During normal cell growth, classical HSP genes have a paused, transcriptionally engaged polymerase between 20-50 bp downstream of the TSS (Rougvie and Lis 1988; Rasmussen and Lis 1993). Furthermore, promoter-proximal Pol II pausing is the major regulatory step for the HS activation of the *Hsp70* gene, where it maintains the promoter region open and accessible to transcription factors (Lee et al. 1992; Shopland et al. 1995). We used our PRO-seq data to determine if promoter-proximal pausing is a common feature of HS activated genes. The average PRO-seq read intensity profile across HS activated genes reveals a strong peak in the promoter-proximal region, which is substantially higher than repressed or unchanged gene classes (Figure 2.8A). DNase I hypersensitivity data (Kharchenko et al. 2011) indicates that the promoter region of HS activated genes is more accessible than the other two classes under basal uninduced conditions (Figure 2.9A). This data is consistent with the notion that promoter-proximal pausing is important to maintain an open chromatin environment around the TSS.

We calculated the Pausing Index (PI), which is the ratio of read density in the promoter-proximal region relative to the gene body, for each individual gene (Core et al. 2008). The vast majority of HS activated genes (~90%) were classified as paused (Fisher’s exact p-value <= 0.01, Figure 2.9B) (Core et al. 2008). The PI is significantly higher for activated genes compared to the repressed (Mann-Whitney *U* test p-value < $2.2 \times 10^{-16}$) and unchanged classes (Mann-Whitney *U* test p-value < $2.2 \times 10^{-16}$) (Figure 2.9C). Although the pausing levels of HS repressed genes are not as high as the activated class (Figure 2.8A), a considerable percentage of repressed genes were also classified
Figure 2.8: GAGA factor is highly enriched in the promoter region of HS activated genes prior to HS. (A) PRO-seq read density between -100 to +200 bp to the TSS (in 5 bp bins) for the LacZ-RNAi NHS dataset of HS activated (n=249), repressed (n=2300), and unchanged (n=517) genes. The shaded area represents the 75% confidence interval. (B) Heatmap showing the GAF ChIP-seq signal in 20bp windows from ±1 kb to the TSS of HS activated (n=249) and repressed (n=2300) genes. For each class, genes were ordered by the distance between the highest intensity window and the TSS. (C) GAF ChIP-seq read density between -750 to +750 bp to the TSS (in 20 bp bins) of HS activated (n=249), repressed (n=2300), and unchanged (n=517) genes. The shaded area represents the 75% confidence interval. (D) Cumulative distribution plots of the distance between the closest GAF ChIP-seq peak and the TSS of each gene in the HS activated, repressed, and unchanged classes.
Figure 2.9: Promoter region of HS activated genes is more accessible than repressed and unchanged classes prior to HS. (A) DNase I hypersensitivity signal between -750 to +750 bp to the TSS (in 20 bp bins) of HS activated (n=249), repressed (n=2300), and unchanged (n=517) genes. The shaded area represents the 75% confidence interval. (B) Percentage of promoter-proximal paused genes in the HS activated, repressed, and unchanged classes. Paused genes were defined as the ones with significantly higher levels of read density in the promoter-proximal region relative to the gene body (Fisher’s exact p-value ≤ 0.01) (Core et al. 2008). (C) Box-plot showing the LacZ-RNAi NHS pausing index distribution for HS activated, repressed, and unchanged genes. Mann-Whitney U test p-values are shown on the plot.
as paused (~80%, Figure 2.9B). Overall, our results indicate that high levels of promoter-proximal pausing are a general feature of HS-induced genes prior to HS and may play an important role in poising these genes for HS activation by transcription factors.

**GAGA factor is highly enriched in the promoter region of HS activated genes**

To identify candidate factors that play a role in allowing genes to be HS-activated, we screened modENCODE and other publicly available genomic transcription factor binding data (Celniker et al. 2009; Li and Gilmour 2013; Fuda et al. 2015) for factors that are differentially enriched in HS activated relative to repressed or unchanged genes prior to HS (Table 2.3). The most significant differential enrichment was observed for GAF (Table 2.3, Figure 2.8B, GAF ChIP-seq data from Fuda et al. 2015). As seen in Figure 2.8B, when compared to the repressed class, HS activated genes show enriched GAF binding immediately upstream of the TSS, which is also evidenced by a peak in the average ChIP-seq intensity profile (Figure 2.8C). Furthermore, de novo motif analysis identified the DNA sequence bound by GAF, the GAGA element (Omichinski et al. 1997; Wilkins 1998), as the most significantly overrepresented motif in the promoter region of HS activated genes (Figure 2.10).

We then identified the closest GAF ChIP-seq peak to the TSS of each gene and plotted the cumulative distribution of these distances for our three gene classes (activated, repressed and unchanged) (Figure 2.8D). GAF binds significantly closer to activated genes than the repressed (Figure 2.8D, Kolmogorov-Smirnov test p-value < 2.2 x 10^-16) and unchanged classes (Figure 2.8D, Kolmogorov-Smirnov test p-value < 2.2 x
Table 2.3: Transcription factor binding data for HS activated, repressed and unchanged genes. Bound genes were defined as having a ChIP-seq peak or ChIP-chip ‘Regions_of_sig_enrichment’ within ±1000 bp of the TSS. Number: number of genes in each class bound by factor. Fraction: fraction of genes in each class bound by factor (number/total number of genes in each class). The Fisher’s exact p-value was calculated for enrichment of bound genes in the activated class relative to the unchanged class. Rows were sorted by the Fisher's exact p-value (Activated x Unchanged).
<table>
<thead>
<tr>
<th>Factor</th>
<th>Activated genes bound by factor</th>
<th>Repressed genes bound by factor</th>
<th>Unchanged genes bound by factor</th>
<th>Fisher's exact p-value (Activated x Unchanged)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number</td>
<td>Fraction</td>
<td>Number</td>
<td>Fraction</td>
</tr>
<tr>
<td>GAF</td>
<td>177</td>
<td>0.71</td>
<td>398</td>
<td>0.17</td>
</tr>
<tr>
<td>dMII-2</td>
<td>164</td>
<td>0.66</td>
<td>784</td>
<td>0.34</td>
</tr>
<tr>
<td>LSD1</td>
<td>135</td>
<td>0.54</td>
<td>390</td>
<td>0.17</td>
</tr>
<tr>
<td>SPT16</td>
<td>109</td>
<td>0.44</td>
<td>214</td>
<td>0.09</td>
</tr>
<tr>
<td>Rhino</td>
<td>78</td>
<td>0.31</td>
<td>183</td>
<td>0.08</td>
</tr>
<tr>
<td>ZW5</td>
<td>97</td>
<td>0.39</td>
<td>382</td>
<td>0.17</td>
</tr>
<tr>
<td>dSFMBT</td>
<td>150</td>
<td>0.60</td>
<td>1153</td>
<td>0.50</td>
</tr>
<tr>
<td>RPD3</td>
<td>122</td>
<td>0.49</td>
<td>1099</td>
<td>0.48</td>
</tr>
<tr>
<td>HP1b</td>
<td>118</td>
<td>0.47</td>
<td>687</td>
<td>0.30</td>
</tr>
<tr>
<td>ASH1</td>
<td>59</td>
<td>0.24</td>
<td>117</td>
<td>0.05</td>
</tr>
<tr>
<td>NURF301</td>
<td>179</td>
<td>0.72</td>
<td>2160</td>
<td>0.94</td>
</tr>
<tr>
<td>HP1c</td>
<td>107</td>
<td>0.43</td>
<td>673</td>
<td>0.29</td>
</tr>
<tr>
<td>WDS</td>
<td>172</td>
<td>0.69</td>
<td>2065</td>
<td>0.90</td>
</tr>
<tr>
<td>ISWI</td>
<td>160</td>
<td>0.64</td>
<td>1848</td>
<td>0.80</td>
</tr>
<tr>
<td>MBD-R2</td>
<td>171</td>
<td>0.69</td>
<td>2104</td>
<td>0.91</td>
</tr>
<tr>
<td>PR-Set7</td>
<td>135</td>
<td>0.54</td>
<td>1341</td>
<td>0.58</td>
</tr>
<tr>
<td>dmtOp II</td>
<td>78</td>
<td>0.31</td>
<td>211</td>
<td>0.09</td>
</tr>
<tr>
<td>dRING</td>
<td>55</td>
<td>0.22</td>
<td>96</td>
<td>0.04</td>
</tr>
<tr>
<td>PHO</td>
<td>66</td>
<td>0.27</td>
<td>512</td>
<td>0.22</td>
</tr>
<tr>
<td>Blanks</td>
<td>36</td>
<td>0.14</td>
<td>225</td>
<td>0.10</td>
</tr>
<tr>
<td>JMJD2A</td>
<td>100</td>
<td>0.40</td>
<td>1503</td>
<td>0.65</td>
</tr>
<tr>
<td>MLE</td>
<td>57</td>
<td>0.23</td>
<td>666</td>
<td>0.29</td>
</tr>
<tr>
<td>M1BP</td>
<td>58</td>
<td>0.23</td>
<td>949</td>
<td>0.41</td>
</tr>
<tr>
<td>Mod(mdg4)-67.2</td>
<td>17</td>
<td>0.07</td>
<td>37</td>
<td>0.02</td>
</tr>
<tr>
<td>POF</td>
<td>25</td>
<td>0.10</td>
<td>145</td>
<td>0.06</td>
</tr>
<tr>
<td>Pc</td>
<td>19</td>
<td>0.06</td>
<td>45</td>
<td>0.02</td>
</tr>
<tr>
<td>BEAF-32 (BEAF-HB antibody)</td>
<td>132</td>
<td>0.53</td>
<td>1995</td>
<td>0.87</td>
</tr>
<tr>
<td>E(2)</td>
<td>15</td>
<td>0.06</td>
<td>29</td>
<td>0.01</td>
</tr>
<tr>
<td>Su(var)3-7</td>
<td>29</td>
<td>0.12</td>
<td>151</td>
<td>0.07</td>
</tr>
<tr>
<td>Chromator (WR antibody)</td>
<td>147</td>
<td>0.59</td>
<td>2253</td>
<td>0.98</td>
</tr>
<tr>
<td>Chromator (BR antibody)</td>
<td>152</td>
<td>0.61</td>
<td>2261</td>
<td>0.98</td>
</tr>
<tr>
<td>PCL</td>
<td>15</td>
<td>0.06</td>
<td>13</td>
<td>0.01</td>
</tr>
<tr>
<td>Su(Hw)</td>
<td>35</td>
<td>0.14</td>
<td>92</td>
<td>0.04</td>
</tr>
<tr>
<td>BEAF-32 (BEAF70 antibody)</td>
<td>35</td>
<td>0.14</td>
<td>708</td>
<td>0.31</td>
</tr>
<tr>
<td>CP190</td>
<td>115</td>
<td>0.46</td>
<td>1552</td>
<td>0.67</td>
</tr>
<tr>
<td>HP1a</td>
<td>11</td>
<td>0.04</td>
<td>119</td>
<td>0.05</td>
</tr>
<tr>
<td>MRG15</td>
<td>112</td>
<td>0.45</td>
<td>1942</td>
<td>0.84</td>
</tr>
<tr>
<td>Psc</td>
<td>10</td>
<td>0.04</td>
<td>28</td>
<td>0.01</td>
</tr>
<tr>
<td>Su(var)3-9</td>
<td>5</td>
<td>0.02</td>
<td>34</td>
<td>0.01</td>
</tr>
<tr>
<td>CTCF</td>
<td>23</td>
<td>0.09</td>
<td>206</td>
<td>0.09</td>
</tr>
<tr>
<td>HP2</td>
<td>2</td>
<td>0.01</td>
<td>159</td>
<td>0.07</td>
</tr>
<tr>
<td>MSL-1</td>
<td>27</td>
<td>0.11</td>
<td>456</td>
<td>0.20</td>
</tr>
<tr>
<td>JIL-1</td>
<td>89</td>
<td>0.36</td>
<td>2072</td>
<td>0.90</td>
</tr>
<tr>
<td>HP4</td>
<td>0</td>
<td>0.00</td>
<td>1</td>
<td>0.00</td>
</tr>
</tbody>
</table>
Figure 2.10: De novo motif analysis of the promoter region of HS activated genes. Sequence logos and respective E-values generated by MEME (Bailey and Elkan 1994) of the motifs that were found enriched in the promoter region (-300 to +50 bp of the TSS) of HS activated genes. Motifs were ranked by E-value. The HSE, which varies in the arrangement of its critical 5 bp units, was not identified de novo by MEME in the promoter region of HS activated genes; however, individual matches to the HSE’s position weight matrix were identified by FIMO (Grant et al. 2011) and were significantly enriched in the promoter region of HS activated genes relative to the repressed and unchanged classes.
10^{-16}), and over 70% of activated genes are bound by GAF within ±1kb of the TSS. These results suggest that GAF binding close to the TSS prior to HS is important for the activation of HS-induced genes. GAF is critical for HS activation when bound immediately upstream of the core promoter To investigate whether GAF binding is essential for HS activation, we performed PRO-seq in biological replicates of GAF-RNAi treated cells prior to HS and after 20 minutes of HS (Figure 2.11A-B, Table 2.1) (Spearman’s coefficient ranged between 0.96-0.99, Figure 2.1A-B, right panels). The decrease in GAF protein levels after the RNAi treatment produced similar numbers of genes that were significantly activated or repressed by HS (Figure 2.12A, compare to Figure 2.5A); however, comparison of the HS gene body reads in the GAF-RNAi and LacZ-RNAi control identified many genes that were significantly affected by the knockdown. The HS PRO-seq levels of 20% of activated genes were affected by GAF-RNAi and nearly all were reduced (Figure 2.11C, left panel), while less than 1% of the repressed class were affected (Figure 2.11C, right panel), demonstrating that GAF is important for HS activation, but not for repression. Greater than 90% of the genes that have reduced HS induction after GAF knockdown have GAF binding within ±1kb of the TSS (Figure 2.11C, left panel). Taken together, these results indicate that promoter-bound GAF is indispensable for the proper activation of many HS activated genes.

GAF is critical for the HS activation of many genes; however, the induction of over 70% of the genes that are bound by GAF prior to HS is not affected by GAF knockdown.
**Figure 2.11:** GAF’s role in HS activation correlates with its function in establishing promoter-proximal pausing prior to HS. (A) Experimental set-up. *Drosophila* S2 cells were treated with either GAF or LacZ RNAi for 5 days. Nuclei were then isolated for PRO-seq after cells were incubated at room temperature (NHS) or heat shocked for 20 minutes (HS). (B) Western blot of whole cell extracts from LacZ-RNAi and GAF-RNAi treated cells using antibodies detecting GAF and TFIIS (loading control). 100% is equivalent to $1.5 \times 10^6$ cells. (C) DESeq2 analysis to determine the effect of GAF-RNAi treatment on the PRO-seq gene body reads after HS for the HS activated (n=249) and repressed (n=2300) classes. DESeq2 was used to identify significantly changed genes between GAF-RNAi HS and LacZ-RNAi HS cells and the results are displayed as MA plots. Significantly changed genes were defined using an FDR of 0.001. GAF-bound genes are labeled in purple, significantly changed genes (according to DESeq2) are labeled in green and genes that are both GAF-bound and significantly changed are labeled in orange. fc = fold-change. (D) PRO-seq read density between -100 to +200bp to the TSS (in 5 bp bins) for the LacZ-RNAi NHS and GAF-RNAi NHS treatments of genes with GAF-dependent (n=44) or GAF-independent (n=199) HS activation (HS ↑). (E) Box-plot showing the GAF-/LacZ-RNAi pausing region fold-change prior to HS (NHS) for genes with GAF-dependent or GAF-independent HS activation. Mann-Whitney $U$ test p-value < $2.2 \times 10^{-16}$. Over 70% of the genes with GAF-dependent HS activation have significantly reduced pausing upon GAF depletion prior to HS, while only 15% of the GAF-independent genes were significantly affected. (F) Representative view in the UCSC genome browser (Kent et al. 2002) of a gene with GAF-dependent pausing prior to HS whose activation is inhibited by GAF-RNAi treatment. PRO-seq normalized reads for the different RNAi treatments (LacZ and GAF) before and after HS for the plus strand are shown in red and for the minus strand in blue. Gene annotations are shown at the bottom.
Figure 2.12: Higher binding levels and positioning immediately upstream of the core promoter are important for GAF’s role in HS activation. (A) DESeq2 analysis of PRO-seq gene body reads of GAF-RNAi treated cells before (NHS) and after 20min HS displayed as an MA plot. Significantly changed genes were defined using an FDR of 0.001. Activated genes that passed our upstream transcription filter (see Materials and Methods) are labeled in magenta and repressed genes in blue. The number of genes in each class is shown in the plot. fc = fold-change. (B) Box-plot showing the fold-change of GAF ChIP-seq intensities after treatment with GAF-RNAi for GAF-bound genes whose HS induction is unaffected by GAF knockdown (purple, n=130) and GAF-bound genes whose HS induction is significantly affected by GAF knockdown (orange, n=47). (C) Box-plot showing the distribution of GAF ChIP-seq binding intensities for the two classes of genes described in B. Mann-Whitney $U$ test $p$-value = 8.96 x $10^{-10}$. (D) Histogram with the distribution of distances between the closest GAF ChIP-seq peak and the TSS of each gene in the two gene classes described in B. The distances are plotted in 50 bp bins from ±1000 bp to the TSS. (E) Box-plot showing the distribution of HS/NHS gene body fold-change for genes with GAF-dependent (n=44) or GAF-independent (n=199) HS activation. Mann-Whitney $U$ test $p$-value = 0.0367.
These two classes of GAF-bound genes, which respond differentially to GAF knockdown, cannot simply be explained by differences in the response to the RNAi treatment, since the GAF ChIP-seq signal for both classes is similarly reduced by the knockdown (Figure 2.12B). However, GAF-bound genes with GAF-dependent HS activation have significantly higher GAF ChIP-seq intensities when compared to the GAF-bound genes with GAF-independent HS activation (Figure 2.12C, Mann-Whitney U test p-value = 8.96 x 10^{-10}). The class of GAF-bound, HS-activated genes whose induction is dependent on GAF has a strong preference for GAF binding immediately upstream of the TSS, between -100 to -50 bp (Figure 2.12D, right panel). Taken together, these results suggest that higher binding levels and positioning upstream and proximal to the TSS are essential for GAF’s role in HS activation.

**GAF’s role in HS activation correlates with its function in establishing promoter-proximal pausing prior to HS**

GAF has been shown to have a role in the establishment of promoter-proximal pausing and consequent HS activation of two classical HSP genes (Glaser et al. 1990; Lee et al. 1992; Lu et al. 1993; O’Brien et al. 1995), and a recent study has demonstrated that pausing was significantly reduced on a large subset of GAF-bound genes upon GAF depletion (Fuda et al. 2015). However, the role of GAF-mediated pausing in gene activation has not yet been studied in a comprehensive genome-wide manner. We hypothesize that GAF’s role in HS activation is connected to its ability to create promoter-proximal pausing prior to HS.
To test this hypothesis, we compared the NHS promoter-proximal PRO-seq reads for the LacZ-RNAi control and GAF-RNAi treatment between the subset of GAF-bound genes whose HS induction is dependent on GAF (GAF-dependent HS activation) and the HS activated genes whose induction is unaffected by GAF depletion (GAF-independent HS activation). As observed in Figure 2.11D, there is a substantial reduction in the NHS pausing levels after GAF knockdown for genes with GAF-dependent HS activation, while the NHS pausing levels of the GAF-independent class are largely unaffected. To quantify this effect, we compared the LacZ-RNAi and GAF-RNAi NHS reads in the pausing region for genes with GAF-dependent or GAF-independent HS activation. As observed in Figure 2.11E, most genes with GAF-dependent HS activation have reduced number of reads (fold-change < 1) in the pausing region upon GAF knockdown prior to HS. In contrast, the distribution of fold-changes for the GAF-independent class is centered around 1, indicating that GAF binding prior to HS is not essential to establish pausing at these genes (Mann-Whitney U test p-value < 2.2 x 10^{-16}). Figure 2.11F has an example of a HS-activated gene that displays GAF-dependent pausing prior to HS whose induction is inhibited by GAF knockdown. Taken together, these results indicate that GAF’s role in HS activation strongly correlates with its function in establishing promoter-proximal pausing prior to HS.

Figure 2.11D also shows that GAF-dependent genes have higher levels of promoter-proximal pausing prior to HS than the GAF-independent ones. Interestingly, they also have higher average HS/NHS induction (Figure 2.12E, Mann-Whitney U test p-value = 0.0367); however, the distribution of HS/NHS fold-changes for these two classes
mostly overlap. Additionally, there was no preferential enrichment for classical HSP genes in either class.

**Insulator proteins and M1BP are enriched in the promoter region of HS activated genes with GAF-independent induction**

While nearly all activated genes display promoter-proximal pausing prior to HS, we have shown that GAF is essential for pausing establishment and HS activation on a subset of these genes. To identify factors that can contribute to the establishment of pausing on GAF-independent genes, we screened modENCODE and other publically available chromatin factor ChIP-seq or ChIP-chip datasets for factors that are differentially enriched in the promoter region of GAF-independent relative to GAF-dependent genes prior to HS (Table 2.4). Among the factors with the most significant differential enrichment were the transcription factor M1BP (ChIP-seq data from Li and Gilmour 2013), the insulator protein BEAF-32 (ChIP-chip data from Schwartz et al. 2012), and the chromodomain containing protein Chromator (ChIP-chip data from Kharchenko et al. 2011) (Figure 2.13A-C). M1BP is a recently discovered zinc-finger transcription factor that has been shown to orchestrate promoter-proximal pausing in a GAF-independent manner (Li and Gilmour 2013). BEAF-32 is one of the insulator associated proteins identified in *Drosophila* (Zhao et al. 1995), and Chromator was initially identified as a mitotic spindle protein and later implicated in the regulation of chromosome structure through partial cooperation with BEAF-32 (Rath et al. 2006; Gan et al. 2011), and both of these proteins are enriched at the boundaries of physical chromosomal domains (Hou et al. 2012; Sexton et al. 2012). The factor with
Table 2.4: Transcription factor binding data for genes with GAF-dependent or GAF-independent HS activation. Bound genes were defined as having a ChIP-seq peak or ChIP-chip 'Regions_of_sig_enrichment' within ±1000 bp of the TSS. Number: number of genes in each class bound by factor. Fraction: fraction of genes in each class bound by factor (number/total number of genes in each class). The Fisher’s exact p-value was calculated for enrichment of bound genes in the GAF-independent HS activation class relative to the GAF-dependent HS activation class. Rows were sorted by the Fisher's exact p-value.
<table>
<thead>
<tr>
<th>Factor</th>
<th>GAF-dependent HS activation genes bound by factor</th>
<th>GAF-independent HS activation genes bound by factor</th>
<th>Fisher's exact p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number</td>
<td>Fraction</td>
<td>Number</td>
</tr>
<tr>
<td>JIL-1</td>
<td>4</td>
<td>0.09</td>
<td>81</td>
</tr>
<tr>
<td>M1BP</td>
<td>1</td>
<td>0.02</td>
<td>55</td>
</tr>
<tr>
<td>Chromator (WR antibody)</td>
<td>14</td>
<td>0.32</td>
<td>129</td>
</tr>
<tr>
<td>Chromator (BR antibody)</td>
<td>16</td>
<td>0.36</td>
<td>132</td>
</tr>
<tr>
<td>BEAF-32 (BEAF-HB antibody)</td>
<td>17</td>
<td>0.39</td>
<td>113</td>
</tr>
<tr>
<td>BEAF-32 (BEAF70 antibody)</td>
<td>2</td>
<td>0.05</td>
<td>32</td>
</tr>
<tr>
<td>MSL-1</td>
<td>2</td>
<td>0.05</td>
<td>25</td>
</tr>
<tr>
<td>MLE</td>
<td>7</td>
<td>0.16</td>
<td>50</td>
</tr>
<tr>
<td>MRG15</td>
<td>16</td>
<td>0.36</td>
<td>93</td>
</tr>
<tr>
<td>CP190</td>
<td>17</td>
<td>0.39</td>
<td>95</td>
</tr>
<tr>
<td>Su(var)3-9</td>
<td>0</td>
<td>0.00</td>
<td>5</td>
</tr>
<tr>
<td>WDS</td>
<td>29</td>
<td>0.66</td>
<td>139</td>
</tr>
<tr>
<td>RPD3</td>
<td>21</td>
<td>0.48</td>
<td>98</td>
</tr>
<tr>
<td>Blanks</td>
<td>6</td>
<td>0.14</td>
<td>30</td>
</tr>
<tr>
<td>Pc</td>
<td>3</td>
<td>0.07</td>
<td>16</td>
</tr>
<tr>
<td>CTCF</td>
<td>4</td>
<td>0.09</td>
<td>19</td>
</tr>
<tr>
<td>dSFMBT</td>
<td>27</td>
<td>0.61</td>
<td>120</td>
</tr>
<tr>
<td>Med(mdg4)-67.2</td>
<td>3</td>
<td>0.07</td>
<td>14</td>
</tr>
<tr>
<td>ZW5</td>
<td>18</td>
<td>0.41</td>
<td>78</td>
</tr>
<tr>
<td>PHO</td>
<td>12</td>
<td>0.27</td>
<td>51</td>
</tr>
<tr>
<td>HP2</td>
<td>0</td>
<td>0.00</td>
<td>2</td>
</tr>
<tr>
<td>Psc</td>
<td>2</td>
<td>0.05</td>
<td>8</td>
</tr>
<tr>
<td>POF</td>
<td>5</td>
<td>0.11</td>
<td>19</td>
</tr>
<tr>
<td>ISWI</td>
<td>30</td>
<td>0.68</td>
<td>127</td>
</tr>
<tr>
<td>MBD-R2</td>
<td>32</td>
<td>0.73</td>
<td>136</td>
</tr>
<tr>
<td>JMJD2A</td>
<td>20</td>
<td>0.45</td>
<td>78</td>
</tr>
<tr>
<td>dRING</td>
<td>12</td>
<td>0.27</td>
<td>43</td>
</tr>
<tr>
<td>NURF301</td>
<td>34</td>
<td>0.77</td>
<td>141</td>
</tr>
<tr>
<td>PR-Set7</td>
<td>27</td>
<td>0.61</td>
<td>106</td>
</tr>
<tr>
<td>Su(var)3-7</td>
<td>7</td>
<td>0.16</td>
<td>22</td>
</tr>
<tr>
<td>Rhino</td>
<td>17</td>
<td>0.39</td>
<td>60</td>
</tr>
<tr>
<td>HP1b</td>
<td>25</td>
<td>0.57</td>
<td>91</td>
</tr>
<tr>
<td>HP1c</td>
<td>23</td>
<td>0.52</td>
<td>82</td>
</tr>
<tr>
<td>ASH1</td>
<td>14</td>
<td>0.32</td>
<td>43</td>
</tr>
<tr>
<td>E(z)</td>
<td>5</td>
<td>0.11</td>
<td>10</td>
</tr>
<tr>
<td>PCL</td>
<td>5</td>
<td>0.11</td>
<td>10</td>
</tr>
<tr>
<td>Su(Hw)</td>
<td>10</td>
<td>0.23</td>
<td>25</td>
</tr>
<tr>
<td>LSD1</td>
<td>29</td>
<td>0.66</td>
<td>102</td>
</tr>
<tr>
<td>SPT16</td>
<td>25</td>
<td>0.57</td>
<td>81</td>
</tr>
<tr>
<td>HP1a</td>
<td>5</td>
<td>0.11</td>
<td>6</td>
</tr>
<tr>
<td>dmTopo II</td>
<td>21</td>
<td>0.48</td>
<td>56</td>
</tr>
<tr>
<td>dMi-2</td>
<td>36</td>
<td>0.82</td>
<td>125</td>
</tr>
<tr>
<td>HP4</td>
<td>0</td>
<td>0.00</td>
<td>0</td>
</tr>
</tbody>
</table>
Figure 2.13: Insulator proteins and M1BP are enriched in the promoter region of HS activated genes with GAF-independent induction. (A-C) M1BP ChIP–seq (A), BEAF-32 ChIP-chip (BEAF-HB antibody) (B), and Chromator ChIP-chip (BR antibody) (C) signal between -750 to +750 bp to the TSS (in 20 bp bins) of genes with GAF-dependent (n=44) or GAF-independent (n=199) HS activation (HS ↑). (D) Venn diagram showing the overlap between HS activated genes with GAF-dependent activation and genes bound by M1BP or both insulator proteins (BEAF-32 and Chromator – only genes with insulator binding detected by both antibodies for these two proteins were considered) within ±1kb of the TSS.
the highest differential enrichment for promoter-bound genes in our screen was the tandem kinase JIL-1 (Table 2.4), which has been previously shown to interact with Chromator (Rath et al. 2006). However, a comparison between the JIL-1 ChIP-chip intensities of genes with GAF-dependent and GAF-independent HS activation did not show the same striking differences that were observed for M1BP, BEAF-32 and Chromator (Figure 2.14). Remarkably, almost no overlap exists between genes with GAF-dependent HS activation and genes bound by M1BP or insulator proteins within ±1kb of the TSS (Figure 2.13D). The mutually exclusive distributions of GAF and M1BP in promoter-proximal pausing has been previously reported (Li and Gilmour 2013), and our results suggest a possible role for M1BP in pausing and HS activation. Similarly to M1BP, the mutually exclusive distribution of insulator proteins and the GAF-dependent subset suggests that BEAF-32 and/or Chromator may have a role in generating promoter-proximal pausing when bound proximally to the TSS. GAF has also been classified as an insulator protein with enhancer-blocking activity (Ohtsuki and Levine 1998; Schweinsberg et al. 2004), which suggests a possible overlap between insulator function and a role in maintaining an open chromatin environment that enables promoter-proximal pausing, and opens the possibility for a novel role of BEAF-32 and Chromator as pausing factors. Another possible explanation is that these insulator proteins reside between GAF and the TSS, therefore blocking any activity of GAF on the promoter, which could explain why pausing is not affected by GAF depletion at insulator-bound promoters.
M1BP is important for promoter-proximal pausing and HS activation of a subset of M1BP-bound HS activated genes

To investigate whether M1BP indeed has a role in pausing and HS activation of M1BP-bound genes with GAF-independent HS activation, we performed PRO-seq in biological replicates of M1BP-RNAi treated cells prior to HS and after 20 minutes of HS (Figure 2.15A-B, Table 2.1) (Spearman’s coefficient ranged between 0.97-0.99, Figure 2.16A-B, right panels). As seen in Figure 2.15C, M1BP depletion by RNAi has a small effect in the HS activation of M1BP-bound, HS activated genes when compared to the LacZ-RNAi control; however, this effect was not statistically significant. To assess if like GAF, M1BP’s role in HS activation is associated with its role in establishing promoter-proximal pausing, we then focused on the subset of HS activated, M1BP-bound genes that display M1BP-dependent pausing prior to HS. As seen in Figure 2.15D, M1BP knockdown has a significant effect on the HS activation of this subset of genes (Mann-Whitney U test p-
Figure 2.15: M1BP is important for pausing and HS activation of a subset of M1BP-bound genes with GAF-independent induction. (A) Experimental set-up. *Drosophila* S2 cells were treated with either M1BP or LacZ RNAi for 5 days. Nuclei were then isolated for PRO-seq after cells were incubated at room temperature (NHS) or heat shocked for 20 minutes (HS). (B) Western blot of whole cell extracts from LacZ-RNAi and M1BP-RNAi treated cells using antibodies detecting M1BP and TFIIS (loading control). 100% is equivalent to 1.5 x 10⁶ cells. (C) Box-plot showing the HS/NHS fold-change of M1BP-RNAi or LacZ-RNAi control cells for all M1BP-bound, HS activated genes (HS↑). (D) Box-plot showing the HS/NHS fold-change of M1BP-RNAi or LacZ-RNAi control cells for M1BP-bound, HS activated genes with M1BP-dependent pausing. Mann-Whitney U test p-value = 0.05. (E) Representative view in the UCSC genome browser (Kent et al. 2002) of a gene with M1BP-dependent pausing prior to HS whose activation is decreased by M1BP-RNAi treatment. PRO-seq normalized reads for the different RNAi treatments (LacZ and M1BP) before and after HS for the plus strand are shown in red and for the minus strand in blue. Gene annotations are shown at the bottom.
value = 0.05), indicating that M1BP has a role in pausing establishment and HS activation of at least a subset of M1BP-bound genes. Figure 2.15E has an example of a gene that displays M1BP-dependent pausing prior to HS whose HS induction is affected by M1BP knockdown. Thus M1BP, like GAF, is important for pausing and HS activation of a subset of genes, supporting the hypothesis that pausing is a pre-requisite for HS activation.

HSF is essential for the induction of only a small minority of HS activated genes.

HSF is the evolutionarily conserved master regulator of the HS response and is essential for the activation of classical HSP genes (Wu 1995). Inducible HSF binding at those genes is critical for the recruitment of the positive elongation factor P-TEFb (Lis et al. 2000),

Figure 2.16: Biological replicates of M1BP-RNAi and LacZ-RNAi control PRO-seq libraries were highly correlated for both promoter and gene body regions. (A, B) Correlation plots between PRO-seq reads of biological replicates for the different RNAi treatments (LacZ and M1BP) in (A) gene body (200 bp downstream of the TSS to the polyadenylation site) and (B) promoter-proximal (150 bp upstream of the TSS to 150 bp downstream of the TSS) regions for 9452 genes. The Spearman’s correlation coefficients are shown in the plot. The gray diagonal lines represent a 1:1 fit.
which modulates the release of Pol II into productive elongation. We used our previously published HSF ChIP-seq datasets, performed before and after 20 min of HS induction (Guertin and Lis 2010), to determine if HSF also preferentially binds to non-canonical HS activated genes. HSF ChIP-seq peaks are closer to the TSS in the HS activated class when compared to the repressed (Figure 2.17A, Kolmogorov-Smirnov test p-value = 4.04 x 10^{-12}) and unchanged gene classes (Figure 2.17A, Kolmogorov-Smirnov test p-value = 1.6 x 10^{-7}). Surprisingly, even though HSF is enriched in the proximity of activated genes, less than 20% of those genes have an HSF ChIP-seq peak within ±1kb of the TSS. The existence of HSF-independent genes has been previously demonstrated in Drosophila (Gonsalves et al. 2011). However, our study substantially expands the number of identified genes and offers a more comprehensive view of HSF-independent regulation due to the considerably higher resolution and sensitivity afforded by our binding and nascent transcription assays. These results indicate that HSF can activate genes when bound to distal enhancer sites or that there are other factors dictating the induction of HS activated genes.

**HSF activates genes by stimulating the release of paused Pol II**

To investigate HSF’s roles during the HS-induced transcriptional response, we performed PRO-seq in biological replicates of HSF-RNAi treated cells prior to HS and after 20 minutes of HS (Figure 2.17B-C, Table 2.1) (Spearman’s coefficient ranged between 0.96-0.99, Figure 2.1A-B, middle panels). Comparison of the HS gene body reads in the LacZ-RNAi control and HSF-RNAi for activated and repressed genes shows that the HS PRO-
**Figure 2.17:** HSF is essential for the induction of only a small minority of HS activated genes and activates genes by stimulating the release of paused Pol II. (A) Cumulative distribution plots of the distance between the closest HSF ChIP-seq peak and the TSS of each gene in the HS activated (n=249), repressed (n=2300), and unchanged (n=517) classes. (B) Experimental set-up. *Drosophila* S2 cells were treated with either HSF or LacZ RNAi for 5 days. Nuclei were then isolated for PRO-seq after cells were incubated at room temperature (NHS) or heat shocked for 20 minutes (HS). (C) Western blot of whole cell extracts from LacZ-RNAi and HSF-RNAi treated cells using antibodies detecting HSF and TFIIS (loading control). 100% is equivalent to 1.5 x 10^6 cells. (D) DESeq2 analysis to determine the effect of HSF-RNAi treatment on the PRO-seq gene body reads after HS for the HS activated and repressed classes. We used DESeq2 to identify significantly changed genes between HSF-RNAi HS and LacZ-RNAi HS cells and the results are displayed as MA plots. Significantly changed genes were defined using an FDR of 0.001. HSF-bound genes are labeled in purple, significantly changed genes (according to DESeq2) are labeled in green and genes that are both HSF-bound and significantly changed are labeled in orange. fc = fold-change. (E) PRO-seq read density between -200 to +1000 bp to the TSS (in 5 bp bins) of genes with HSF-dependent (n=44) or independent (n=197) HS activation (HS ↑) for the LacZ-RNAi and HSF-RNAi datasets before (NHS) and after HS.
seq levels of 20% of activated genes were affected by HSF-RNAi, while a significant change was only observed for <1% of the repressed class, demonstrating that HSF is important for HS activation, but not for repression (Figure 2.17D).

Most of the activated genes that have HSF binding within ±1kb of the TSS have reduced HS induction after HSF knockdown (Figure 2.17D, left panel, orange points). HSF-bound genes with compromised induction upon HSF knockdown are enriched for HSF binding immediately upstream (within 200 bp) of the TSS, while the unaffected class displays a random distribution of distances (Figure 2.18A). Furthermore, HSF-bound genes with reduced HS induction have significantly higher HSF ChIP-seq binding intensity when compared to the unaffected class (Figure 2.18B, Mann-Whitney U test p-value = 2.5 x 10^{-3}), indicating that higher HSF binding levels and positioning upstream and proximal to the TSS are important for the induction of HSF’s target genes. Additionally, comparison of all induced, HSF-dependent genes to the remainder of HS-activated genes (HSF-independent HS activation) showed that genes depending on HSF have stronger HS induction (Figure 2.17E). As expected, HSF is essential for the HS activation of all 7 classical HSP genes in our gene list, which strongly contributes to the higher HS induction of HSF-dependent genes relative to genes with HSF-independent HS activation (Figure 2.17E).

HSF depletion does not affect the induction of most genes that are not bound by HSF within ±1kb of the TSS (Figure 2.17D, left panel, gray points). Nonetheless, the presence of significantly changed genes with no proximal HSF binding (Figure 2.17D, left panel, green points) indicates that HSF may be able to mediate activation at distal
Figure 2.18: Higher HSF binding levels and positioning upstream and proximal to the TSS are important for the induction of HSF’s target genes. (A) Histogram with the distribution of distances between the closest HSF ChIP-seq peak and the TSS of HSF-bound genes with HSF-dependent (left panel, n=27) or independent (right panel, n=17) HS activation. The distances are plotted in 200 bp bins from ±1000 bp to the TSS. (B) Box-plot showing the distribution of HSF ChIP-seq binding intensities for the two classes of genes described in A. Mann-Whitney U test p-value = 2.5 x 10^{-3}. (C) DESeq2 analysis to determine the effect of HSF-RNAi treatment on the PRO-seq pausing region reads before (NHS) and after 20min HS (HS). DESeq2 was used to identify significantly changed genes between HSF-RNAi and LacZ-RNAi cells and the results are displayed as MA plots. Significantly changed genes were defined using an FDR of 0.001. HSF-bound genes are labeled in purple, significantly changed genes (according to DESeq2) are labeled in green and genes that are both HSF-bound and significantly changed are labeled in orange.
enhancer sites on a small subset of genes. The enhancer activity of HSF had been previously shown in a focused study of *Hsp70* to be weak and require large arrays of HSF binding sites (Bienz and Pelham 1986). This early study and the rarity with which we find HSF acting at a distance might be explained if such long-range interactions required specialized binding sites and chromatin architecture. Clearly, the preferred mode of HSF action is close to promoters.

Composite profiles show that the average pausing levels of genes with HSF-dependent and HSF-independent HS activation are not affected by HS in both LacZ-RNAi and HSF-RNAi conditions (Figure 2.17E), indicating that neither HSF depletion nor HS have much of an effect on pausing. Quantification of the effect of HSF knockdown on pausing levels in both NHS and HS conditions for all HS activated genes revealed that the pausing level of only one gene was significantly affected by the knockdown (Figure 2.18C). Taken together, these results suggest that HSF acts mainly at the release of paused Pol II into productive elongation, which is consistent with the critical role of HSF in the recruitment of the pause release factor P-TEFb to *Hsp70* (Lis et al. 2000).

**HS transcriptional repression results in a decrease of promoter-proximally paused Pol II**

Our data revealed that HS induction causes a vast transcriptional shutdown, with thousands of genes being repressed after 20 min of increased temperatures (Figure 2.5A). To elucidate the mechanisms involved in this repression, we observed the PRO-seq profile for all repressed genes plotted as heatmaps before and after HS (Figure 2.19A). This analysis indicates the presence of enriched PRO-seq reads in the region
Figure 2.19: HS transcriptional repression is HSF-independent and results in a decrease of promoter-proximally paused Pol II. Heatmaps showing the NHS PRO-seq levels (left panel), HS PRO-seq levels (middle panel) and the fold-change between the two conditions (right panel) between -50 to +1000 bp to the TSS (in 5 bp bins) of HS repressed genes (n=2300) for the LacZ-RNAi (A) and HSF-RNAi (B) treatments. Genes in both A and B are sorted by the HS/NHS PRO-seq fold-change in the LacZ-RNAi condition (highest to lowest).
immediately downstream of the TSS, representing promoter-proximally paused polymerases. Both gene body reads and reads in this promoter-proximal region are reduced after HS, which is also evidenced by the overall blue color of the fold-change heatmap (Figure 2.19A, right panel). The overall NHS and HS distributions and the HS/NHS fold-change are very similar after HSF depletion by knockdown (Figure 2.19B), indicating that HSF does not play a role in gene repression by HS.

2.4 Discussion

In this study, we used PRO-seq to comprehensively characterize the direct changes in Pol II distribution that occur in Drosophila S2 cells in the minutes following HS. We show that the HS response is more general than previously appreciated, with thousands of genes being repressed and hundreds activated by heat. This latter class is not limited to the group of cellular chaperones that are known to be activated by stress (Lindquist and Craig 1988), and includes hundreds of other genes with various cellular functions. Surprisingly, only 20% of the activated genes are regulated by HSF, which was previously believed to be the major orchestrator of the response. Moreover, we show that promoter-proximal pausing is highly pronounced and prevalent among activated genes prior to HS. GAF, which has been shown to be important for establishing pausing, is highly enriched at the promoter of HS activated genes, and our results suggest that GAF-mediated pausing in a subset of these genes is essential for HS activation. Furthermore, our results indicate that HS activation of HSF-dependent genes is regulated at the level of pausing release, whereas HS repression of thousands of genes is regulated at the step of transcription initiation in Drosophila, and this process is independent of HSF. Very
recently, we have shown in mouse that HS activation is similarly regulated by HSF at the level of pause release; however, in contrast to *Drosophila*, HS repression of genes is also mediated at pause release (Mahat et al. 2016). In both mammals and *Drosophila*, the widespread transcriptional repression is independent of HSF. Overall, by measuring how transcription changes after HS, our results provide insights into mechanisms of transcription activation and repression, the key regulating factors, and the steps in the transcription cycle that are modulated.

**GAF-mediated promoter-proximal pausing is essential for the HS activation of a subset of genes**

Classical HSP genes accumulate paused Pol II molecules between 20-50 bp downstream of the TSS prior to HS (Rougvie and Lis 1988; Rasmussen and Lis 1993). Our results and analyses greatly expand upon these previous findings and indicate that pausing is a common feature among HS activated genes and is not specific to the highly induced class of molecular chaperones. Previous studies have shown that the paused Pol II complex on *Hsp70* and many other genes is remarkably stable (Henriques et al. 2013; Buckley et al. 2014; Jonkers et al. 2014), and this stably paused molecule can help to maintain an open chromatin environment that is accessible to transcription factors that will promote the release of Pol II into productive elongation, mediating a rapid response to HS. The open chromatin state of our newly identified HS activated genes is confirmed with the higher DNase I hypersensitivity signal observed in the promoter region relative to repressed and unchanged genes (Figure 2.9A).
GAF has been previously shown to be important for establishing pausing and is highly enriched in the promoter region of activated genes prior to HS. GAF is essential for HS activation of a subset of GAF-bound genes that have high levels of GAF binding in the region immediately upstream of the core promoter, indicating that GAF’s positioning and levels are important for its role in the HS response. We also observed that the pausing levels of genes with GAF-dependent HS activation are dramatically reduced upon GAF depletion prior to HS. Transgenic studies of the model Hsp70 gene have demonstrated that presence of the GAF binding element is essential for generating pausing at this gene and that pausing level changes created by mutating the core promoter strongly correlate with the promoter’s potential to induce transcription upon HS induction (Lee et al. 1992).

Our results expand upon these studies and demonstrate that GAF depletion prior to HS in the native chromatin environment of a subset of HS activated genes abrogates Pol II pausing levels and the consequent induction of these genes by HS. Importantly, other GAF-bound genes that maintain pausing upon GAF knockdown, due to the activity of other pausing factors like M1BP and possibly the insulator proteins BEAF-32 and Chromator, remain fully HS inducible. We propose a model where GAF-mediated pausing is essential to maintain an open chromatin environment at the promoter region prior to HS (Figure 2.20A). When GAF is depleted by knockdown and pausing is not properly established, then the promoter loses its potential to induce transcription after HS (Figure 2.20A).
**Figure 2.20: Summary of proposed mechanisms of HS transcriptional regulation.** Model depicting the mechanisms of transcriptional regulation proposed in our study for (A) GAF-dependent HS activation, (B) HSF-dependent HS activation and (C) HS transcriptional repression. Red X represents a step that is being inhibited, and green arrow represents a step induced by HS. Nucleosomes are shown in green.
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HSF acts at the step of promoter-proximal pausing release

HSF depletion has almost no effect on pausing reads both before and after HS (Figure 2.18C), and the average pausing levels are largely unaffected by HS and HSF knockdown (Figure 2.17E). The amount of pausing is determined by the transcription recruitment/initiation rate and the rate of escape into productive elongation. If HSF was acting at the step of Pol II initiation, we would expect the pausing levels to be reduced upon HSF depletion, which is not observed. Therefore, we propose a model where after being recruited to the promoter region upon HS, HSF promotes the release of Pol II into the gene body (Figure 2.20B), likely through the indirect recruitment of P-TEFb, which has been shown to be the case for classical HSP genes (Lis et al. 2000). Pausing also maintains an open chromatin environment that is accessible to transcription activators such as HSF. In this model, the activity of factors that are important for establishing pausing prior to HS, such as GAF, is crucial for HSF-dependent HS activation (Figure 2.20B), and failure to generate pausing prevents the induction of HSF target genes. Less than 20% of the genes with HSF-dependent HS activation are also dependent on GAF for activation, indicating that the action of other factors such as M1BP and possibly BEAF-32 and Chromator is important for pausing and consequent HS activation of these HSF-dependent genes.

HS causes a rapid and broad reduction in transcription, which is regulated at the transcription initiation step and independent of HSF

Early low resolution studies in Drosophila polytene chromosomes have shown that HS causes a genome wide downregulation of transcription (Spradling et al. 1975; Jamrich et
al. 1977), presumably to reduce the accumulation of misfolded protein aggregates. Although this has been a paradigm in the HS field, higher resolution genome-wide studies have failed to identify all the primary genes that are repressed by heat, mostly due to the limitations of measuring steady-state levels of mRNA, which requires that the mRNAs already present in the cells have shorter half-lives than the HS time points used in the experiment. Our results provide definitive evidence to support the widespread shutdown of transcription caused by HS. We identify and quantify the genes with significantly reduced transcription and demonstrate that the HS repressive response is very rapid, with over a thousand genes being repressed after only 5 minutes of HS (Figure 2.7A). Furthermore, the Pol II density in the promoter-proximal region, which represents the paused Poll molecules, is also significantly reduced across all HS repressed genes (Figure 2.19). The accumulation of Pol II in the pausing region depends on both the transcription initiation rate and the rate of escape into productive elongation. The reduction in pausing levels thus indicates that the recruitment and initiation of Pol II is affected by HS (Figure 2.20C).

The HS-induced binding of HSF is not essential for the genome-wide transcriptional repression (Figure 2.19), and given the magnitude of this repressive response, we believe that it is unlikely that one single transcription repressor is responsible for inhibiting transcription initiation in all HS repressed genes. We consider three possible mechanisms, which are not mutually exclusive, that could be responsible for HS-mediated repression. (1) The activity of a general transcription factor that is involved in recruitment of Pol II to the promoter could be modulated by heat stimulus. (2) Changes in nucleosomal composition or positioning induced by heat could generate an
unfavorable chromatin environment that would prevent transcription initiation and elongation. A previous study has demonstrated that HS results in decreased nucleosome turnover genome-wide within gene bodies; however, the same pattern was observed after drug inhibition of Pol II elongation, arguing that reduced nucleosome turnover may be a consequence rather than the cause of the genome-wide transcriptional repression (Teves and Henikoff 2011). (3) A genome-wide rearrangement of the 3D chromatin structure could either disrupt long-range interactions that are needed for transcription or allow new long-range interactions that repress transcription initiation, which is supported by a recent study in a different Drosophila cell line that demonstrated that HS induces a genome-wide rearrangement in the 3D nuclear architecture (Li et al. 2015). Any model must accommodate our new observations that 1) recruitment of Pol II is the step in the transcription cycle that is regulated, 2) HSF is not involved in the repression; 3) the specifically repressed genes identified here and their level of down-regulation must be accommodated by any proposed regulatory factor interactions.
CHAPTER 3

SELECTION AND CHARACTERIZATION OF RNA APTAMERS TO STUDY HEAT SHOCK FACTOR FUNCTION AND REGULATION IN VIVO

3.1 Introduction

The Heat Shock (HS) response in *Drosophila melanogaster* has been used for many decades as a model system to study transcription regulation (reviewed in Guertin et al. 2010). This highly conserved protective mechanism (Lindquist and Craig 1988) is regulated at the transcriptional level by the transcription activator Heat Shock Factor (HSF). When activated by stress, HSF strongly induces the expression of HS genes, which results in the accumulation of molecular chaperones – the Heat Shock Proteins – that help the cell to cope with stressful conditions.

While HSF activity in *Drosophila* is encoded by a single gene, mammals have evolved multiple HSFs with overlapping and distinct functions, with HSF1 serving as the major regulator of the HS response (Rabindran et al. 1991; Schuetz et al. 1991; Sarge et al. 1991; Xiao et al. 1999). Its activity is not required for viability and normal cell growth, but it is essential for survival in stress conditions (Xiao et al. 1999). Besides the induction of HS Proteins, HSF1 plays important regulatory roles in other processes, such as development, postnatal growth and protection during inflammatory responses (Xiao et al. 1999). Furthermore, Lindquist and colleagues have demonstrated that HSF1 is critical for tumor formation and maintenance in response to carcinogens and oncogenes.

---

1Portions of this chapter have been published in Latulippe et al. 2013. Anal Chem 85: 3417–24. PMID: 23398198.
(Dai et al. 2007); however, the roles of HSF1 in this process are not completely understood.

We were specifically interested in understanding in more detail the molecular interactions of HSF and the specific mechanisms that are used to execute its functions. This factor has 3 major domains: 1) trimerization domain (TD) (Rabindran et al. 1993; Wu 1995), which is important for trimer formation and activation, since only the trimeric form of HSF is able to bind DNA; 2) DNA binding domain (DBD) (Wu 1995), which is responsible for recognizing HS DNA Elements (HSEs) and recruiting HSF to the promoter of target genes; 3) activation domain (AD) (Wisniewski et al. 1996), which is responsible for recruiting co-activators and other factors that will promote the transcription of HS genes. Over the years, our research group and others have used different types of biochemical and imaging assays to investigate the molecular interactions of HSF, and we already know many of the factors with which HSF interacts (Guertin et al. 2010). However, important questions remain unanswered. For instance, we know that HSF is important for the recruitment of the kinase P-TEFb, which promotes the escape of Pol II from promoter-proximal pausing into productive elongation (Boehm et al. 2003; Peterlin and Price 2006). However, this interaction is not direct, and we still do not know the specific molecular mechanism that is involved in this recruitment (Lis et al. 2000; Boehm et al. 2003). Therefore, although we have learned important aspects of HSF interactions, we are still limited by the available methods and lack approaches that allow us to perturb the activity of specific factors to tease apart molecular interactions.

Macromolecular interactions are generally studied using strategies for perturbing protein function, such as RNAi, knockouts and genetic mutations. When using such
methods, the distinction between the function of an individual domain rather than the entire protein – which may have multiple domains and functions – as well as the primary and secondary effects of disrupting the interaction of a protein with its partners are often unclear, making it difficult to determine the primary functions of each protein (or domain). To overcome this limitation, ligands are needed that can be quickly produced in vivo, bind with high affinity and specificity to a particular region of a protein and thus block its interactions with one or more partners. To address this need, we endeavored to generate highly specific inhibitory RNA aptamers to target different surfaces of the proteins of interest.

Aptamers (Ellington and Szostak 1990) are single-stranded oligonucleotides – DNA, RNA or modified nucleic acids – that can fold into diverse and intricate three-dimensional structures that bind proteins, peptides or small molecules with high affinity. Equilibrium dissociation constants (K_\text{D}) typically range from micromolar to picomolar values. These molecules are selected in vitro using an iterative process called SELEX (Systematic Evolution of Ligands by Exponential Enrichment) (Ellington and Szostak 1990; Tuerk and Gold 1990). In this technique, one starts with an enormously large library of randomized sequences – typically on the order of 10^{14}-10^{15} unique molecules – that have diverse structures based on sequence variation to identify those that can bind specifically to a target of interest. After incubation with the target, the bound species are separated from the unbound ones (partition step), reverse transcribed (when using RNA libraries), PCR amplified and transcribed, and the obtained pools are submitted to further rounds of selection. After many rounds, the aptamers that bind with high affinity to the target are usually enriched and dominate the pool of sequences.
Aptamers can be applied in a number of ways to address various biological and technical questions. In particular, they can act as inhibitors that bind to a protein surface and disrupt specific interactions or functions. When expressed in vivo in a temporally and spatially controlled manner, these aptamers provide a way to rapidly disrupt targeted domains of proteins and efficiently assess their primary functions and mechanisms of actions.

Our group has been successfully using inhibitory RNA aptamers for many years to study macromolecular interactions in vivo (Shi et al. 1999; Fan et al. 2004, 2005; Zhao et al. 2006; Shi et al. 2007; Salamanca et al. 2011). However, there were some limitations on the methodology used to select those aptamers, such as the efficiency of the SELEX procedure and the size and quality of the RNA library. More recently we have significantly improved our methodology by generating a more complex, well-characterized library, developing a more efficient multiplex SELEX procedure that allows the selection of aptamers for many targets at the same time, and using high-throughput sequencing (as opposed to traditional cloning) to analyze the selected pools, which reduces the number of rounds that need to be performed to allow the identification of enriched sequences (Latulippe et al. 2013; Szeto et al. 2014).

The first step in the application of this inhibitory aptamer technology to study HSF’s primary functions and mechanisms of action was the selection of RNA aptamers to individual domains of HSF. One of the major challenges in the selection of aptamers that bind to the target protein with high affinity is the identification of the best candidate sequences from a high-throughput sequenced pool that contains thousands of distinct sequences. Here, we describe the results of a successful RNA aptamer selection to HSF1
and HSF2 using the new SELEX reagents and technologies developed by our group in collaboration with Harold Craighead’s group (School of Applied and Engineering Physics, Cornell University). Furthermore, we report a thorough characterization of the sequenced pools from these selections and the development and implementation of a set of SELEX performance metrics that can be used to evaluate the success of a selection. We plan to express the selected aptamers in vivo to dissect the roles of HSF in transcription regulation.

3.2 Materials and Methods

Purification of recombinant protein targets

Recombinant proteins were expressed in BL21 (DE3) E. coli transformed with plasmids that encode for GST-tagged human HSF1, HSF2, HSF1-DBD, HSF2-DBD, HSF1-TD-AD and HSF2-TD-AD. One liter LB cultures supplemented with 100 μg/mL ampicillin were inoculated with 10 mL from a 30 mL starter LB culture derived from a single colony and grown at 37°C until the OD600 reached approximately 0.6. Protein expression was induced by the addition of IPTG to a final concentration of 0.2 mM. After an overnight incubation at 18°C, bacteria were collected by centrifugation and the resulting pellet was processed according to the manufacturer’s instructions for glutathione-agarose (Thermo Scientific) resin. SDS-polyacrylamide gel electrophoresis (SDS-PAGE) was used to verify the purity and quality of the final protein product. Resulting protein preps were dialyzed against 1× PBS (supplemented with 5 mM 2-mercaptoethanol and 0.01% Triton X-100) and stored in small aliquots after addition of glycerol to a final concentration of 20%.
**Preparation of protein-immobilized resin**

For each selection round, a fresh batch of protein-bound resin was prepared. Glutathione-agarose resin was extensively washed (4 times) with SELEX binding buffer [10 mM N-2-hydroxyethylpiperazine-N'-ethanesulfonic acid (HEPES)-KOH pH 7.6, 125 mM NaCl, 25 mM KCl, 1 mM MgCl₂, and 0.02% Tween-20] to remove any residual storage components. GST-tagged proteins were prepared as described above and immobilized onto the washed resin at 4°C for 2 hours with constant mixing. The protein-bound resin was then degassed in a vacuum desiccator for approximately 20 min and carefully pipetted into the microcolumn device.

**Microcolumn SELEX protocol**

All of the solutions were degassed prior to use and introduced into the microcolumns via a standard syringe pump (Harvard Apparatus). First, yeast tRNA at a final concentration of 500 µg/mL in SELEX binding buffer was introduced to block any possible nonspecific RNA binding sites. For each loading step, the RNA library was diluted in 1 mL of SELEX binding buffer, heat-denatured at 65°C for 5 min, renatured by cooling down to room temperature for 10 min while degassing, and then spiked with 200 units of SUPERase-In RNase inhibitor. A 10 µL aliquot was collected and used as a standard for the quantitative polymerase chain reaction (qPCR) analysis. The RNA library was injected into the microcolumns at a rate of 1 µL/min (approximately 14 hours). Each device was then washed with 3 mL of SELEX binding buffer at a rate of 100 µL/min to remove unbound RNA. Finally, the RNA was eluted from individual microcolumns by flowing elution buffer [SELEX binding buffer + 50 mM ethyl-enediaminetetraacetic acid (EDTA)] at a rate of 50
μL/min for 6 min. Eluted RNA and the input samples were phenol/chloroform and chloroform extracted and isopropanol precipitated together with 1 μL of GlycoBlue and 50 μg of yeast tRNA, and the resulting pellet was resuspended in RNase-free water. Both the resuspended pools and standards were reverse transcribed with Moloney murine leukemia virus reverse transcriptase (MMLV-RT) using the “Apt Lib Const REV” oligo (5’-AAGCTTCGTCAAGTCTGCAGTGAA-3’). Residual RNA was eliminated by treating the samples with RNase H and RNaseA/T1 cocktail. A small amount (less than 5%) of the cDNA product was analyzed on a LightCycler 480 qPCR instrument using “T7 pro-Apt Lib Const FOR” (5’-GATAATACGACTCACTATAGGGAATGGATCCACATCTACGA-3’) and “Apt Lib Const REV” to determine the amount of RNA library that was retained on each device. The cDNA samples from each round were PCR amplified using the same oligos (“T7 pro-Apt Lib Const FOR” and “Apt Lib Const REV”), gel purified from an 8% native PAGE and then subjected to phenol/chloroform and chloroform extractions and ethanol precipitation. A fraction of the purified PCR product was used to make the RNA pool for the next round of SELEX. A typical 60 μL transcription reaction consisted of ~100 ng of template DNA, 455 nmol of each ribonucleoside triphosphate (rNTP), T7 RNA polymerase and 60 units of SUPERa-Is RNase inhibitor. The reactions were incubated at 37°C overnight and the resulting RNA pool was treated with DNase I to remove the template DNA, phenol/chloroform and chloroform extracted and isopropanol precipitated. The purified pools were then verified by denaturing PAGE for length and purity and quantified by Qubit BR RNA assay before being used for the next round of SELEX.
High-throughput sequencing of selected pools

The SELEX DNA pools were PCR amplified with primers containing a unique 6 nt barcode and the adapters necessary for Illumina sequencing. Sequenced pools and barcodes used are described in Table 3.1. After PCR, the libraries were gel purified from an 8% PAGE, phenol/chloroform and chloroform extracted and ethanol precipitated. The 10 libraries were then mixed together and sequenced in a 100 nt single-end run on the Illumina HiSeq 2000, using standard protocol at the Cornell Biotechnology Resource Center (http://www.BRC.cornell.edu). The reads generated by this 100 nt sequencing run were used for all the processing and clustering steps described below. However, 100 nt reads could only yield the first 68 nt of the 70 nt random region (26 nt forward constant region + 6 nt barcode + 68 nt random region = 100 nt). Therefore, we later submitted the library to a 113 nt single-end run on the Illumina HiSeq to obtain the complete sequence of the aptamers.

### Table 3.1: High-throughput sequencing of SELEX libraries.

The 10 SELEX DNA libraries that were sequenced on the Illumina HiSeq 2000 and the IDs and sequences of the barcodes used are shown in the table. The final DNA pools for all target proteins (after 5 rounds of SELEX) were sequenced and we also sequenced the DNA pools obtained after 3 rounds of SELEX for HSF1 TD-AD, HSF1 and HSF2.

<table>
<thead>
<tr>
<th>Library</th>
<th>Barcode ID</th>
<th>Barcode sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>GST - Round 5</td>
<td>3</td>
<td>CGAGAT</td>
</tr>
<tr>
<td>HSF1 TD-AD - Round 5</td>
<td>4</td>
<td>AACTCG</td>
</tr>
<tr>
<td>HSF2 TD-AD - Round 5</td>
<td>5</td>
<td>CATTGC</td>
</tr>
<tr>
<td>HSF1 - Round 5</td>
<td>6</td>
<td>GCATAG</td>
</tr>
<tr>
<td>HSF2 - Round 5</td>
<td>7</td>
<td>ACTAGC</td>
</tr>
<tr>
<td>HSF1 DBD - Round 5</td>
<td>8</td>
<td>CAGTAC</td>
</tr>
<tr>
<td>HSF2 DBD - Round 5</td>
<td>9</td>
<td>TGCAAC</td>
</tr>
<tr>
<td>HSF1 TD-AD - Round 3</td>
<td>10</td>
<td>TTGCGA</td>
</tr>
<tr>
<td>HSF1 - Round 3</td>
<td>11</td>
<td>GCTACA</td>
</tr>
<tr>
<td>HSF2 - Round 3</td>
<td>12</td>
<td>GAGCAA</td>
</tr>
</tbody>
</table>
The raw sequencing reads were processed as described previously (Latulippe et al. 2013). Briefly, reads with low quality scores were filtered out and the remaining reads were separated based on the barcodes. The forward constant regions were removed; however, given the length of the reads, the reverse constant region and the Illumina sequencing adapters were not present and did not need to be removed. Remaining reads that were between 64 and 72 nt in length and identical in sequence were collapsed and reads with 80% or higher sequence identity were clustered together. This clustering was performed to account for sequencing errors that may induce apparently distinct reads from a single aptamer. The cluster representative, which is the read with the highest multiplicity within each cluster, was identified as the true aptamer sequence. The multiplicity of each cluster was defined as the sum of multiplicities within the cluster and was normalized by the total number of reads in each individual library. Representative sequences and their normalized multiplicities were tabulated and sorted based on the multiplicity across different pools. For the selections for which we sequenced the DNA pools from both round 3 and 5 (HSF1 TD-AD, HSF1 and HSF2) we also calculated enrichment factors (ratio of the normalized multiplicity of a given cluster in round 5’s pool/normalized multiplicity of the same cluster in round 3’s pool) for each cluster.

Cloning of candidate aptamer sequences from SELEX DNA pools

Candidate aptamer sequences were PCR amplified from the final DNA pool (round 5) of each protein target with Phusion DNA Polymerase using two different cloning strategies. These two strategies took advantage of the four restriction sites that are present in the two constant regions (Figure 3.1A, BamHI and EcoRI in the forward constant region and
PstI and HindIII in the reverse constant region). The first strategy used aptamer specific forward oligos and “Apt Lib Const REV” (Figure 3.1B, Table 3.2). Aptamer specific oligos span the entire forward constant region and 35 nt of the variable region specific to each aptamer. The BamHI restriction site in the forward constant region and the PstI site in the reverse constant region were used for cloning the aptamers. The second strategy used aptamer specific forward and reverse oligos and only the minimal amount of the constant regions that was necessary to reach the constant regions’ restriction sites that were more proximal to the variable region (Figure 3.1C, EcoRI in the forward region and PstI in the reverse region). A few aptamers had either an EcoRI or a PstI site in their variable region, so the second restriction site had to be used (Table 3.3).

The resulting PCR products were double digested with the restriction enzymes listed in Tables 3.2 and 3.3 and ligated into the plasmid pGEM3Z-N70Apt, which had been cut with the same enzymes. This plasmid was obtained by cloning a random aptamer sequence together with the T7 promoter into the pGEM3Z vector (Promega) between NarI and HindIII sites (Latulippe et al. 2013). The obtained clones were sequence verified and all of the candidate aptamers that were used in subsequent assays were prepared from the sequence verified constructs to ensure the purity of the intended aptamer in each preparation.
Figure 3.1: Strategies used to clone candidate aptamer sequences from SELEX DNA pools. (A) Each aptamer in the library consists of a 70 nt variable region flanked by two constant regions. The restriction sites in the constant regions are shown in the figure. (B) The first cloning strategy used an aptamer specific forward oligo and “Apt Lib Const REV”, which spans the entire reverse constant region. The forward oligos span the entire forward constant region and 35 nt of the variable region. (C) The second cloning strategy used aptamer specific forward and reverse oligos. These oligos span only the minimal amount of both constant regions that was necessary to reach their most proximal restriction sites.
Table 3.2: Oligos and restriction sites used for cloning candidate aptamers. The sequences of the forward oligos used are shown, with the forward constant region underlined. The same reverse oligo (“Apt Lib Const REV”) and restriction sites (BamHI and PstI) were used for all the aptamers listed.

<table>
<thead>
<tr>
<th>Aptamer ID</th>
<th>Forward oligo</th>
<th>Reverse oligo</th>
<th>Restriction sites</th>
</tr>
</thead>
<tbody>
<tr>
<td>HSF1_TD_AD_R5_1</td>
<td>GGAATGGATCCACATCTACGAATT</td>
<td>Apt Lib Const REV</td>
<td>BamHI, PstI</td>
</tr>
<tr>
<td></td>
<td>CACCGTTGACCCGTCAACCTATGCC</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ATCCCAAACCCA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HSF1_TD_AD_R5_10</td>
<td>GGAATGGATCCACATCTACGAATT</td>
<td>Apt Lib Const REV</td>
<td>BamHI, PstI</td>
</tr>
<tr>
<td></td>
<td>CCTACCCGGTTTGACACTACCGA</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>TAGCGACCAGGT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HSF1_TD_AD_R5_22</td>
<td>GGAATGGATCCACATCTACGAATT</td>
<td>Apt Lib Const REV</td>
<td>BamHI, PstI</td>
</tr>
<tr>
<td></td>
<td>CTACAACCCGACATGTCAAGTAAC</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GTTACTTCTCCC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HSF1_R5_1</td>
<td>GGAATGGATCCACATCTACGAATT</td>
<td>Apt Lib Const REV</td>
<td>BamHI, PstI</td>
</tr>
<tr>
<td></td>
<td>CCACTCCATAGTATCTAGAAGCCC</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>TGCCGAAACCGA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HSF1_R5_6</td>
<td>GGAATGGATCCACATCTACGAATT</td>
<td>Apt Lib Const REV</td>
<td>BamHI, PstI</td>
</tr>
<tr>
<td></td>
<td>CATGCCAAAACCCGGACTATAGTGGAA</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>TACGGACGGAGA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HSF2_R5_2</td>
<td>GGAATGGATCCACATCTACGAATT</td>
<td>Apt Lib Const REV</td>
<td>BamHI, PstI</td>
</tr>
<tr>
<td></td>
<td>CAATCAAGTCCCGACCTACGAA</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>CACTGGACAGCG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HSF2_R5_5</td>
<td>GGAATGGATCCACATCTACGAATT</td>
<td>Apt Lib Const REV</td>
<td>BamHI, PstI</td>
</tr>
<tr>
<td></td>
<td>CAGAACTGGGCCGACAATTAATAT</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AACGGCACAAGT</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
**Table 3.3: Oligos and restriction sites used for cloning candidate aptamers.** The sequences of the forward and reverse oligos used are shown, with the respective constant regions underlined.

<table>
<thead>
<tr>
<th>Aptamer ID</th>
<th>Forward oligo</th>
<th>Reverse oligo</th>
<th>Restriction sites</th>
</tr>
</thead>
<tbody>
<tr>
<td>HSF1_R5_2</td>
<td>TACGAATTCGGGCTCTACGGAGCA</td>
<td>AGTCTGCAAGTAAAGCTGAGTTGCGC</td>
<td>EcoRI, PstI</td>
</tr>
<tr>
<td>HSF1_R5_3</td>
<td>TACGAATTCGACGGAGAAACCT</td>
<td>GGTTGGCTGACTTCAG</td>
<td>EcoRI, PstI</td>
</tr>
<tr>
<td>HSF1_R5_4</td>
<td>TACGAATTCGGGCCCTTTGACGCG</td>
<td>AGTCTGCAAGTAAAGCTGAGTTGCGC</td>
<td>EcoRI, PstI</td>
</tr>
<tr>
<td>HSF1_R5_5</td>
<td>TACGAATTCGGGCCCTTTGACGCG</td>
<td>AGTCTGCAAGTAAAGCTGAGTTGCGC</td>
<td>EcoRI, PstI</td>
</tr>
<tr>
<td>HSF1_R5_7</td>
<td>TACGAATTCGGGCCCTTTGACGCG</td>
<td>AGTCTGCAAGTAAAGCTGAGTTGCGC</td>
<td>EcoRI, PstI</td>
</tr>
<tr>
<td>HSF1_R5_8</td>
<td>TACGAATTCGGGCCCTTTGACGCG</td>
<td>AGTCTGCAAGTAAAGCTGAGTTGCGC</td>
<td>EcoRI, PstI</td>
</tr>
<tr>
<td>HSF1_R5_9</td>
<td>TACGAATTCGGGCCCTTTGACGCG</td>
<td>AGTCTGCAAGTAAAGCTGAGTTGCGC</td>
<td>EcoRI, PstI</td>
</tr>
<tr>
<td>HSF1_R5_10</td>
<td>TACGAATTCGGGCCCTTTGACGCG</td>
<td>AGTCTGCAAGTAAAGCTGAGTTGCGC</td>
<td>EcoRI, PstI</td>
</tr>
<tr>
<td>HSF1_R5_11</td>
<td>TACGAATTCGGGCCCTTTGACGCG</td>
<td>AGTCTGCAAGTAAAGCTGAGTTGCGC</td>
<td>EcoRI, PstI</td>
</tr>
<tr>
<td>HSF1_R5_19</td>
<td>TACGAATTCGGGCCCTTTGACGCG</td>
<td>AGTCTGCAAGTAAAGCTGAGTTGCGC</td>
<td>EcoRI, PstI</td>
</tr>
<tr>
<td>HSF1_R5_24</td>
<td>TACGAATTCGGGCCCTTTGACGCG</td>
<td>AGTCTGCAAGTAAAGCTGAGTTGCGC</td>
<td>EcoRI, PstI</td>
</tr>
<tr>
<td>HSF1_R5_31</td>
<td>TACGAATTCGGGCCCTTTGACGCG</td>
<td>AGTCTGCAAGTAAAGCTGAGTTGCGC</td>
<td>EcoRI, PstI</td>
</tr>
<tr>
<td>HSF1_R5_62</td>
<td>TACGAATTCGGGCCCTTTGACGCG</td>
<td>AGTCTGCAAGTAAAGCTGAGTTGCGC</td>
<td>EcoRI, PstI</td>
</tr>
<tr>
<td>HSF1_R5_97</td>
<td>TACGAATTCGGGCCCTTTGACGCG</td>
<td>AGTCTGCAAGTAAAGCTGAGTTGCGC</td>
<td>EcoRI, PstI</td>
</tr>
<tr>
<td>HSF2_R5_1</td>
<td>TACGAATTCGGGCCCTTTGACGCG</td>
<td>AGTCTGCAAGTAAAGCTGAGTTGCGC</td>
<td>EcoRI, PstI</td>
</tr>
<tr>
<td>HSF2_R5_3</td>
<td>TACGAATTCGGGCCCTTTGACGCG</td>
<td>AGTCTGCAAGTAAAGCTGAGTTGCGC</td>
<td>EcoRI, PstI</td>
</tr>
<tr>
<td>HSF2_R5_4</td>
<td>TACGAATTCGGGCCCTTTGACGCG</td>
<td>AGTCTGCAAGTAAAGCTGAGTTGCGC</td>
<td>EcoRI, PstI</td>
</tr>
<tr>
<td>HSF2_R5_6</td>
<td>TACGAATTCGGGCCCTTTGACGCG</td>
<td>AGTCTGCAAGTAAAGCTGAGTTGCGC</td>
<td>EcoRI, PstI</td>
</tr>
<tr>
<td>HSF2_R5_7</td>
<td>TACGAATTCGGGCCCTTTGACGCG</td>
<td>AGTCTGCAAGTAAAGCTGAGTTGCGC</td>
<td>EcoRI, PstI</td>
</tr>
</tbody>
</table>

**Fluorescence electrophoretic mobility shift assay (F-EMSA)**

Candidate aptamers were PCR amplified from the sequence verified constructs described above using “T7 pro-Apt Lib Const FOR” and “Apt Lib Const REV”. The PCR products were purified with DNA Clean & Concentrator spin columns (Zymo Research) and used...
as templates for in vitro transcription reactions with T7 RNA polymerase. The reactions were incubated at 37°C overnight and the resulting RNA products were treated with DNase I to remove the template DNA, phenol/chloroform and chloroform extracted, isopropanol precipitated and gel purified from a denaturing 8% PAGE. The purified products were then verified by denaturing PAGE for length and purity and 3'-end labeled with fluorescein 5-thiosemicarbazide as described previously (Pagano et al. 2007). Binding reactions (50 μL) were prepared by mixing 2 nM of 3'-end labeled RNA aptamer with protein concentrations that ranged from 0.2 to 2000 nM in 1.5-fold increments in SELEX binding buffer containing 0.01% IGEPAL CA-630, 10 μg/mL yeast tRNA and 3U of SUPERase-In RNase inhibitor. Reactions were incubated at room temperature for 2 h, mixed with loading dye, and then loaded into the wells of a refrigerated 1.5% agarose gel prepared with 0.5× Tris-Borate-EDTA (TBE) buffer with 1 mM MgCl₂. The gel was run for 80 min at 100 V in refrigerated 0.5× TBE. Images were acquired with the fluorescein scan settings on a Typhoon 9400 imager (GE Healthcare Life Sciences). The resulting bands were quantified with the ImageQuant software and the data were fit to the Hill equation using Igor (Wavemetrics) to estimate the equilibrium dissociation constants (K_D).

**Fluorescence polarization (FP) assay**

Binding reactions were prepared by mixing 2 nM of 3'-end labeled RNA aptamer with protein concentrations that ranged from 0.2 to 2000 nM in 1.5-fold increments in SELEX binding buffer containing 0.01% IGEPAL CA630, 10 μg/mL yeast tRNA and 3U of SUPERase-In RNase inhibitor. The reactions were prepared in black 96-well half area microplates (Corning) and then incubated at room temperature for 2 hours. The plates
were read on a Synergy H1 Microplate Reader (BioTek); fluorescence polarization was measured as \( \frac{(F_{\parallel} - F_{\perp})}{(F_{\parallel} + F_{\perp})} \) using the Ex: 485/20 Em: 528/20 filter set.

3.3 Results

Selecting RNA aptamers to different HSF domains

The first step in the development of our strategy to use inhibitory RNA aptamers to dissect the specific functions and interactions of HSF was the selection of RNA aptamers that can bind with high affinity and specificity to the three major domains – activation, trimerization and DNA binding – of the human HSF1 and HSF2.

These aptamers were selected using a new SELEX approach developed in collaboration with Harold Craighead’s group (Latulippe et al. 2013). Every step and component of the procedure was thoroughly characterized and optimized and the HSF aptamer selection was used as a proof-of-principle to demonstrate the efficiency of our new approach (Latulippe et al. 2013).

The single stranded RNA library used in the SELEX contains \( 5 \times 10^{15} \) unique sequences and was in vitro transcribed from a DNA library that was chemically synthesized by GenScript (Latulippe et al. 2013). Each RNA molecule contains a core 70 nucleotide random region flanked by two constant regions (120 nt total length, 5‘-GGGAAUGGAUCCACAUCUACGAAUUC-N70-UUCACUGCAGACUUGACGAAGCUU-3’) as described previously (Cox et al. 1998; Hall et al. 2009). The starting pool of the SELEX experiment contained approximately 5 copies of each unique sequence in the library.

As protein targets for the SELEX, we used the human full-length HSF1 and HSF2,
variants that contain only the DNA-binding domain (HSF1-DBD and HSF2-DBD) and variants lacking the DBD (HSF1-TD-AD and HSF2-TD-AD), with the goal of isolating aptamers that can bind to all of HSF1 and HSF2 domains. GST-tagged versions of these proteins were cloned and expressed in *E. coli* and purified through affinity chromatography using glutathione agarose beads (Figure 3.2).

**Figure 3.2:** Protein targets used in the SELEX experiment. Coomassie blue stained SDS-PAGE gel showing the GST-tagged proteins that were used as targets in the SELEX experiment.

The SELEX was performed using a new device that was designed and fabricated by our collaborators in the Craighead lab: miniaturized affinity chromatography columns, which have an internal chamber that can be loaded with protein-bound resin. The RNA library, washing and elution buffers were injected into these microcolumns and flowed
through the resin at a controlled flow-rate using standard syringes connected to a pump. This device presents many advantages over traditional strategies. Since it is affinity chromatography-based, the same affinity tags and resins that were used to purify the proteins can be used to immobilize the targets inside the microcolumns. Moreover, they can directly interface with each other and with most standard fluid handling systems, making it easier to multiplex and automate the method and to interchange between serial and parallel conditions, allowing the selection of aptamers for many targets at once (Latulippe et al. 2013).

Each protein/domain was incubated with glutathione-agarose resin (~1µg/µL final concentration) and the mixtures were loaded into a 20µL microcolumn. Before injecting the RNA library into the protein-loaded microcolumns, we incubated the library with just the resin to reduce the likelihood of selecting aptamers that bind to the resin. We performed a total of 5 selection rounds. For the first round, the targets were connected serially (Figure 3.3A) in the following order: 1) GST, 2) HSF1-TD-AD, 3) HSF2-TD-AD, 4) HSF1, 5) HSF2, 6) HSF1-DBD, 7) HSF2-DBD. The microcolumn loaded with GST-immobilized resin was added as an in-line negative selection to enhance the specificity to the target proteins. After the RNA library injection and washing steps the microcolumns were disconnected and the elution step was performed with the microcolumns arranged in a parallel configuration (Figure 3.3B). The eluates were reverse transcribed, PCR amplified and transcribed using T7 RNA polymerase and the pools obtained were used as the starting material for round 2. For rounds 2 through 5, the microcolumns were arranged in a parallel configuration with a 10 µL microcolumn filled with GST-immobilized resin serially connected to the inlet of each of the six microcolumns with the target proteins.
(in-line negative selection, Figure 3.3C). The GST microcolumns were disconnected after the RNA injection step for the subsequent washing and elution of the target protein-bound aptamers from each microcolumn (Figure 3.3B).

**Figure 3.3: Microcolumn configurations used in the SELEX experiment.** (A) For the first round of SELEX, the microcolumns filled with protein-immobilized resin were connected in a serial configuration for the RNA library injection and washing steps. (B) The microcolumns were arranged in a parallel configuration for the elution step of the first round of SELEX and for the washing and elution steps of rounds 2 through 5. (C) For the RNA injection step of rounds 2 through 5, the microcolumns were arranged in a parallel configuration with a GST microcolumn serially connected to the inlet of each of the six microcolumns with the target proteins.

Developing SELEX performance metrics to evaluate the success of aptamer selections

We sequenced the pools obtained after 5 rounds of selection for each protein/domain using the Illumina HiSeq platform to identify the sequences that were selected within each
pool. In order to assess how each sequence was enriched during the SELEX process, we also sequenced the pools obtained after 3 rounds of selection for HSF1, HSF2 and HSF1-TD-AD. Each pool was uniquely tagged with a sequence barcode, which allowed the sequencing of all the pools on the same lane. The raw sequencing data was processed and clustered as described in the Materials and Methods and the total number of processed reads per pool ranged from ~6 million to ~9 million.

We thoroughly characterized the selected pools for HSF1 and HSF2 and implemented a set of SELEX performance metrics to evaluate if our selections were successful. These analyses were based on two values: (1) multiplicity, which corresponds to the normalized copy number of each sequence in a pool; (2) enrichment, which corresponds to the ratio of the multiplicity of a given sequence in round 5’s pool/multiplicity of the same sequence in round 3’s pool (see Materials and Methods for a detailed explanation of how multiplicity and enrichment were calculated). For both HSF1 and HSF2, there was a noticeable shift toward higher multiplicity values from round 3 to round 5. In round 3, the top 20 highest multiplicity sequences for each protein represented only ~0.04% of the total pool. However, in round 5, the top 20 sequences represented 85% and 76.5% of the HSF1 and HSF2 selected pools, respectively (Tables 3.4 and 3.5 and Figure 3.4). In addition, of the top 20 highest multiplicity sequences in round 3, between a quarter and a half of them were also among the top 20 highest multiplicity sequences in round 5 for HSF2 and HSF1.
**Table 3.4: HSF1 high-throughput sequencing results.** Top 20 highest multiplicity sequences from the round 5 pool of the HSF1 SELEX and the corresponding round 3 ranks and multiplicities. The multiplicity values are presented as multiplicity per 10 million reads (normalized by total number of sequencing reads, which was 5,930,382 for round 5 and 8,072,400 for round 3). Only the random region of each aptamer sequence is shown.
<table>
<thead>
<tr>
<th>Aptamer ID</th>
<th>Sequence</th>
<th>Round 5 Multiplicity</th>
<th>Round 3 Rank</th>
<th>Round 3 Multiplicity</th>
</tr>
</thead>
<tbody>
<tr>
<td>HSF1_R5_1</td>
<td>CACTCCATAGTATCTAGAAGCCCTTGCCGAAACGAGAGCGGCTTACGCTTATAAATGATCAACCTACCTCG</td>
<td>1340479</td>
<td>11</td>
<td>133</td>
</tr>
<tr>
<td>HSF1_R5_2</td>
<td>CGGGCCCTCAGCGACGCCCCCTGCGCTTATGAGATAGACTGATCGGGAACCCGACCCACAAGCCGCAAGCTC</td>
<td>1274151</td>
<td>9</td>
<td>152</td>
</tr>
<tr>
<td>HSF1_R5_3</td>
<td>GCCACGGGAAGACACCTTATGATCTAACCCTCCTAGGTAAGGACAGTTGGAGATTTGCAGAATCTTCCGTGAC</td>
<td>1261696</td>
<td>6</td>
<td>190</td>
</tr>
<tr>
<td>HSF1_R5_4</td>
<td>CGCCCTCCTGGCTTCCAGTGGCTTCAGTAAAATCAGACTACCGGGCTTACCTGACACCACCGCAGCATGAGCCG</td>
<td>621764</td>
<td>22</td>
<td>98</td>
</tr>
<tr>
<td>HSF1_R5_5</td>
<td>CGGGCCCTTCCGTCCCTACCACCTGGAGCTTGAATATAAAAACGCGGCGACCCGACCCGACGCTTGCCTGAGC</td>
<td>550234</td>
<td>54</td>
<td>55</td>
</tr>
<tr>
<td>HSF1_R5_6</td>
<td>ATGCCAAACCCGCAGATATAGTGATACGAGATCGGGACCTACGAGACCCACAAGGAGGGTTGTCCTTTTCCTGCTGAC</td>
<td>530607</td>
<td>24</td>
<td>93</td>
</tr>
<tr>
<td>HSF1_R5_7</td>
<td>GCCGGGCAGACCCGAGTACGCTCCGGGCCTGAGATGATATGACATTGGATACGCTAACCCTAGAGACCTGCTGAGC</td>
<td>469695</td>
<td>3</td>
<td>264</td>
</tr>
<tr>
<td>HSF1_R5_8</td>
<td>CCTGCTGACCCGAAATGTCGCTACTGACAATAGGACTAGAAGTAAGAGATCTTTTTCCTGCTGAGCGATCTTCTGAGT</td>
<td>405537</td>
<td>30</td>
<td>79</td>
</tr>
<tr>
<td>HSF1_R5_9</td>
<td>CCTCGTTATCTAAGAGCTAGCCACCCCGGAGACTTTGGGGGCCAGTAGTATCAGAAGTGAAGTGACGCGCAACCAT</td>
<td>358828</td>
<td>7</td>
<td>165</td>
</tr>
<tr>
<td>HSF1_R5_10</td>
<td>CGGCCCTTAAAGCACCCTTGCAGATATAGGAAAGGAGGACCATGAAACACAAGTAGAGGGCA</td>
<td>272611</td>
<td>27</td>
<td>84</td>
</tr>
<tr>
<td>HSF1_R5_11</td>
<td>CGGGCTCCTTCTTGCGAATAGTGGATACGCTAACCCTAGAGACCTGCTGAGC</td>
<td>271480</td>
<td>10</td>
<td>147</td>
</tr>
<tr>
<td>HSF1_R5_12</td>
<td>CCTAGGCTCCATACTAAATAGCTCGATCTTGTCCAGTGAAGGGTAGATGAACTGCGCTGCCGGGAAAAGGGGA</td>
<td>191659</td>
<td>1</td>
<td>500</td>
</tr>
<tr>
<td>HSF1_R5_13</td>
<td>TCCCTAATACGGCCACGAAGCCACCCCGGATGATGAGGCGTGCTACCTGTAAGGCGACCGCGTGATGATTAAAGCT</td>
<td>170782</td>
<td>5</td>
<td>190</td>
</tr>
<tr>
<td>HSF1_R5_14</td>
<td>AGCTTCGTAGAAGGCCGCGACGCAGGCGGATAGGCTTGTTGACACCGACACCTCTGCTAATCTGCGGGAACACC</td>
<td>156627</td>
<td>66</td>
<td></td>
</tr>
<tr>
<td>HSF1_R5_15</td>
<td>CGAACCTTTAGGCCGACGCAGCGGTAGCTAACCACCGCCACGGCGCTACCTAATACGGCCGACGGAAGGGGTGCGG</td>
<td>143621</td>
<td>26</td>
<td>89</td>
</tr>
<tr>
<td>HSF1_R5_16</td>
<td>AACCCTACTTACAGAATAGGCTAAGGCAACCTCTCCTCTGCTGATGGGAACCACTCTGCTAGTGGGACAC</td>
<td>127020</td>
<td>2</td>
<td>347</td>
</tr>
<tr>
<td>HSF1_R5_17</td>
<td>ATATGCAACAGAAAAATTAGCTGGAATCCAACTCATTCCGACTGACGCTTACCTGACGCTGACCTGACGCT</td>
<td>98130</td>
<td>40</td>
<td>68</td>
</tr>
<tr>
<td>HSF1_R5_18</td>
<td>ACCGGGCTACAGCGACGCGCCTTGCGCTAGTGAACACTCCTCCCTGCGATGGCAATAGCTGGAACCCAGTGCTG</td>
<td>97392</td>
<td>8</td>
<td>154</td>
</tr>
<tr>
<td>HSF1_R5_19</td>
<td>CCCCACCTACCGACAGAATTTGGGTGCGACAGCAAACACATGCGCCCTCCTAGTGGACGAAGCTGATGAGTGGACGCTGCGA</td>
<td>84796</td>
<td>35</td>
<td>73</td>
</tr>
<tr>
<td>HSF1_R5_20</td>
<td>AGGCCCTCAGCAACCGCGAGCTACTAAACCACAGTAAAGGCAAGCGCCGCTCCGGAGGTTAAGCAGGAGG</td>
<td>764936</td>
<td>43</td>
<td>64</td>
</tr>
</tbody>
</table>
Table 3.5: HSF2 high-throughput sequencing results. Top 20 highest multiplicity sequences from the round 5 pool of the HSF2 SELEX and the corresponding round 3 ranks and multiplicities. The multiplicity values are presented as multiplicity per 10 million reads (normalized by total number of sequencing reads, which was 8,644,268 for round 5 and 9,350,602 for round 3). Only the random region of each aptamer sequence is shown.
<table>
<thead>
<tr>
<th>Aptamer ID</th>
<th>Sequence</th>
<th>Round 5 Multiplicity</th>
<th>Round 3 Multiplicity</th>
<th>Round 3 Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>HSF2_R5_1</td>
<td>GAAAGGCCGTAAGACTGATCTCGAACCAGACCAAGACACCTGAGATACAGGACGCCGACGATTCGCA</td>
<td>1627399</td>
<td>87</td>
<td></td>
</tr>
<tr>
<td>HSF2_R5_2</td>
<td>AATCTGGCTCCAGAAGACACTGGAACCATGAGATACAGGACACGACGACGATTCGCA</td>
<td>682671</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>HSF2_R5_3</td>
<td>TCCTCCTACTACAGCAGAGGATAGCATGAGATACAGGACACGACGACGATTCGCA</td>
<td>660708</td>
<td>93</td>
<td></td>
</tr>
<tr>
<td>HSF2_R5_4</td>
<td>GCCCTGCAAGAGATACAGGACACGACGACGATTCGCA</td>
<td>569105</td>
<td>103</td>
<td></td>
</tr>
<tr>
<td>HSF2_R5_5</td>
<td>AGAAGCTGGGACGACGACGACGATTCGCA</td>
<td>567516</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>HSF2_R5_6</td>
<td>AATCTGGCTCCAGAAGACACTGGAACCATGAGATACAGGACACGACGACGATTCGCA</td>
<td>558955</td>
<td>89</td>
<td></td>
</tr>
<tr>
<td>HSF2_R5_7</td>
<td>CAGCCTGTCATTCAGGAACTAGTACGACGACGATTCGCA</td>
<td>485019</td>
<td>33</td>
<td></td>
</tr>
<tr>
<td>HSF2_R5_8</td>
<td>CAGCCTGTCATTCAGGAACTAGTACGACGACGATTCGCA</td>
<td>384008</td>
<td>197</td>
<td></td>
</tr>
<tr>
<td>HSF2_R5_9</td>
<td>CAGCCTGTCATTCAGGAACTAGTACGACGACGATTCGCA</td>
<td>370668</td>
<td>73</td>
<td></td>
</tr>
<tr>
<td>HSF2_R5_10</td>
<td>TACCTCATTACGCTCTCGGATAAGCTGAACTGACGACGATTCGCA</td>
<td>304918</td>
<td>63</td>
<td></td>
</tr>
<tr>
<td>HSF2_R5_11</td>
<td>CAGCCTGTCATTCAGGAACTAGTACGACGACGATTCGCA</td>
<td>225959</td>
<td>36</td>
<td></td>
</tr>
<tr>
<td>HSF2_R5_12</td>
<td>CAGCCTGTCATTCAGGAACTAGTACGACGACGATTCGCA</td>
<td>212557</td>
<td>59</td>
<td></td>
</tr>
<tr>
<td>HSF2_R5_13</td>
<td>CAGCCTGTCATTCAGGAACTAGTACGACGACGATTCGCA</td>
<td>176490</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>HSF2_R5_14</td>
<td>CAGCCTGTCATTCAGGAACTAGTACGACGACGATTCGCA</td>
<td>164975</td>
<td>98</td>
<td></td>
</tr>
<tr>
<td>HSF2_R5_15</td>
<td>CAGCCTGTCATTCAGGAACTAGTACGACGACGATTCGCA</td>
<td>139564</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>HSF2_R5_16</td>
<td>CAGCCTGTCATTCAGGAACTAGTACGACGACGATTCGCA</td>
<td>123854</td>
<td>97</td>
<td></td>
</tr>
<tr>
<td>HSF2_R5_17</td>
<td>CAGCCTGTCATTCAGGAACTAGTACGACGACGATTCGCA</td>
<td>121634</td>
<td>108</td>
<td></td>
</tr>
<tr>
<td>HSF2_R5_18</td>
<td>CAGCCTGTCATTCAGGAACTAGTACGACGACGATTCGCA</td>
<td>117221</td>
<td>189</td>
<td></td>
</tr>
<tr>
<td>HSF2_R5_19</td>
<td>CAGCCTGTCATTCAGGAACTAGTACGACGACGATTCGCA</td>
<td>87884</td>
<td>242</td>
<td></td>
</tr>
<tr>
<td>HSF2_R5_20</td>
<td>CAGCCTGTCATTCAGGAACTAGTACGACGACGATTCGCA</td>
<td>86977</td>
<td>161</td>
<td></td>
</tr>
</tbody>
</table>
The trend toward higher multiplicity values from round 3 to round 5 can also be observed when analyzing the multiplicity distributions for the top 3000 sequences within each pool. As seen in Figure 3.5, the round 5 histograms for both HSF1 and HSF2 are shifted toward higher multiplicity values when compared to the round 3 histograms and there is an evident decrease in the number of sequences with low multiplicity values. For example, the bin with the highest number of sequences in the HSF1 round 3 histogram contains the sequences with the lowest multiplicity values (multiplicity values higher than 1 and lower than 2.08). Although in the round 5 histogram this same bin contains the highest number of sequences, the total number is considerably reduced from round 3 to round 5 (Figure 3.5A, reduced from 2057 to 289). This same trend is observed for the HSF2 histograms. Taken together, these results indicate that 5 rounds of SELEX for HSF1 and HSF2 were sufficient for markedly enriching the pools with sequences with high multiplicity values from a starting RNA library that contained only 5 copies of each

**Figure 3.4:** Top 20 highest multiplicity sequences in rounds 3 and 5 of HSF1 and HSF2 selections. The fraction of the total number of sequencing reads in rounds 3 and 5 that is represented by the top 20 sequences with highest multiplicities for the HSF1 (A) and HSF2 (B) selections.
sequence. These high multiplicity sequences likely correspond to aptamers that can bind to the target proteins with high affinity.

To further investigate the evolution of the RNA sequences during the SELEX experiment, we compared the enrichment of each sequence from round 3 to round 5 with their multiplicities in round 5. As seen in Figure 3.6, there is a strong correlation between

**Figure 3.5:** Multiplicity distributions for rounds 3 and 5 of HSF1 and HSF2 selections. Multiplicity histograms for the top 3000 sequences in rounds 3 and 5 of the HSF1 (A) and HSF2 (B) selections. For the HSF1 round 5 histogram, only 1432 sequences were detected in the pool, therefore the total number of sequences in the histogram is 1452. The total number of sequences in all the other histograms is 3000. The multiplicity values are presented as multiplicity per 10 million reads (normalized by total number of sequencing reads).
round5/round3 enrichment and round 5 multiplicity for both HSF1 and HSF2 selections, indicating that sequences with higher multiplicities enrich faster and more efficiently during the process. Furthermore, the majority of sequences in both selections have enrichment values higher than 1. A poor correlation between these two metrics would indicate that factors other than target binding were playing a major role at enriching for sequences with high multiplicities. For example, PCR amplification biases could enrich for sequences with high multiplicities very early on in the process and generate sequences that have high multiplicities and low round5/round 3 enrichments. Therefore, good correlation between enrichment and multiplicity is a strong indication that the SELEX was successful in enriching for sequences with high multiplicities that likely bind to the target proteins with high affinities.

**Figure 3.6:** Relationship between enrichment and multiplicity values for HSF1 and HSF2 selections. Scatter plots of round 5/round 3 enrichment values versus round 5 multiplicity values for the top 3000 sequences in the HSF1 (A) and HSF2 (B) selections. The total number of sequences in the top 3000 of round 5 that were also present in the top 3000 of round 3 was 777 for HSF1 and 541 for HSF2. The multiplicity values are presented as multiplicity per 10 million reads (normalized by total number of sequencing reads). The Spearman’s correlation coefficients are shown in the plot.
Enrichment and multiplicity metrics weakly correlate with binding affinities to target proteins

Based on the strong correlation between round5/round3 enrichment and round 5 multiplicity that was observed for both HSF1 and HSF2 selections (Figure 3.6), we hypothesized that the sequences with highest enrichment and multiplicity values were likely to bind the target proteins with the highest affinities. To further investigate the relationship between enrichment, multiplicity and binding affinity, we characterized the binding of a subset of sequences identified in the round 5 pool of the HSF1 SELEX. For this analysis, we chose the top 11 sequences with the highest multiplicity values in round 5 and seven other sequences that encompass the full range of enrichment and multiplicity values that were observed for the HSF1 selection (Table 3.6 and Figure 3.7). These full-length sequences were cloned and sequence verified as described in the Materials and Methods.

The 18 selected aptamers were fluorescently end-labeled and then tested for binding to HSF1 by Fluorescence Electrophoretic Mobility Shift Assay (F-EMSA) and Fluorescence Polarization (FP) assays (Pagano et al. 2007). The same equilibration reactions that were prepared for the FP measurements can be subsequently ran on a gel for the F-EMSA, which provides an efficient and fast way to perform two complimentary binding assays that rely on different physical properties of the aptamer/protein complexes (Pagano et al. 2011). The binding curves from the F-EMSA and FP assays for each of the 18 sequences are shown in Figures 3.8 and 3.9, respectively, and the estimated K$_d$s from both experiments are shown in Table 3.6.
Table 3.6: Relationship between round5/round3 enrichment, round 5 multiplicity and binding affinity for the HSF1 SELEX. 18 characterized sequences from the round 5 pool of the HSF1 selection. Multiplicity and enrichment values were calculated as described in the Materials and Methods. Equilibrium dissociation constants (Kd) were estimated from both Fluorescence Electrophoretic Mobility Shift Assays (F-EMSA) and Fluorescence Polarization (FP) assays. Only the random region of each aptamer sequence is shown.
<table>
<thead>
<tr>
<th>Aptamer ID</th>
<th>Sequence</th>
<th>Round 5 Multiplicity</th>
<th>Round5/ Round 3 Enrichment</th>
<th>K&lt;sub&gt;D&lt;/sub&gt; F-EMSA (nM)</th>
<th>K&lt;sub&gt;D&lt;/sub&gt; FP (nM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HSF1_R5_1</td>
<td>CACTCCATAGTATCTAGAAGCCCTGCCGAAAACGA GAGCGGTTACGCTTATAATGATCAACCTACCTCG</td>
<td>1340479</td>
<td>10113</td>
<td>27.3</td>
<td>37.4</td>
</tr>
<tr>
<td>HSF1_R5_2</td>
<td>CGGGGCTCACGCAGCACGCCCCTGCGCTGATA GACTAGCCGACCAGCTG ACCCAGAGCGCCTACCTCGTCCGAATCTCCTCCTCGAC</td>
<td>1274151</td>
<td>8362</td>
<td>40.5</td>
<td>70.6</td>
</tr>
<tr>
<td>HSF1_R5_3</td>
<td>GCCACGGAAGACACCTTGTATCCATACCCTCTAGTA AGTAAGAAGCGAGATATG</td>
<td>1261966</td>
<td>6657</td>
<td>87.7</td>
<td>26.8</td>
</tr>
<tr>
<td>HSF1_R5_4</td>
<td>CGCCCTCTGGCTTCAGGCTCTCCAGGTCTTCTGAAAT AAACCGGCCAGCGCCAAGCACGCTGCTGCTTCCTGGCAGAT</td>
<td>621764</td>
<td>6353</td>
<td>33.1</td>
<td>22.7</td>
</tr>
<tr>
<td>HSF1_R5_5</td>
<td>CGGGGCTTTCCTCCTTCCACGTCCTGAGCTGAAT AAACCGGCCAGCGCCAAGCAGCTGCTGCTTCCTGGCAGAT</td>
<td>550234</td>
<td>10095</td>
<td>44.1</td>
<td>58.4</td>
</tr>
<tr>
<td>HSF1_R5_6</td>
<td>ATGCCCAACCCCGAGCTTAGTGATACGGACGGAG AGGTGGTTCCACTTTTTC</td>
<td>530607</td>
<td>5711</td>
<td>54.2</td>
<td>96</td>
</tr>
<tr>
<td>HSF1_R5_7</td>
<td>GGGGCCAAACCGGACTAGCCTCCCGGCGTCAAGAGTCCTGAATGCTCCATCCACTCCACCATATA</td>
<td>469695</td>
<td>1780</td>
<td>37.8</td>
<td>125.3</td>
</tr>
<tr>
<td>HSF1_R5_8</td>
<td>CCTGCTCGACCCCGGAATGGTGTAGTCTGAGAGGATAGTGCTTACAGCAGTCTG</td>
<td>405537</td>
<td>5115</td>
<td>77.1</td>
<td>19.1</td>
</tr>
<tr>
<td>HSF1_R5_9</td>
<td>CCTGCTGTTACTACAGCAGCTAGGCCGACCCGAAAC TGGGCGACACGTGACTTAAAGTGACCGGACCAT</td>
<td>358828</td>
<td>2178</td>
<td>37.3</td>
<td>42.1</td>
</tr>
<tr>
<td>HSF1_R5_10</td>
<td>CCGGTCTCTAAGGCCCTGGATATGGAAAGAGGAGAAACAAGGGGAAACCATAAAACAGATGGGGAACCAT</td>
<td>272611</td>
<td>3236</td>
<td>104.6</td>
<td>42.5</td>
</tr>
<tr>
<td>HSF1_R5_11</td>
<td>CCGGCTCTCTTTAGTCGAATAGTCTGCTGAGCTGGAATTAGTCTGGCGCTGA TTAAGGCACCCGGCAACATGCTG</td>
<td>271480</td>
<td>1842</td>
<td>5115</td>
<td>19.1</td>
</tr>
<tr>
<td>HSF1_R5_19</td>
<td>CCCAATCCACCCACGCACCAATTTGGAACACGAGAAGACCATAAAACATCGCCTGCTGAAAGCAGCTG</td>
<td>84796</td>
<td>1160</td>
<td>65.2</td>
<td>41.3</td>
</tr>
<tr>
<td>HSF1_R5_31</td>
<td>CCGGTCTCAGCAGCTGTTTAAGGCACCCGGCAACATGCTG</td>
<td>28415</td>
<td>441</td>
<td>36.9</td>
<td>34.5</td>
</tr>
<tr>
<td>Aptamer ID</td>
<td>Sequence</td>
<td>Round 5 Multiplicity</td>
<td>Round5/Round 3 Enrichment</td>
<td>K&lt;sub&gt;D&lt;/sub&gt; F-EMSA (nM)</td>
<td>K&lt;sub&gt;D&lt;/sub&gt; FP (nM)</td>
</tr>
<tr>
<td>-------------</td>
<td>--------------------------------------------------------------------------</td>
<td>----------------------</td>
<td>---------------------------</td>
<td>--------------------------</td>
<td>----------------------</td>
</tr>
<tr>
<td>HSF1_R5_62</td>
<td>CCCAGTCACAGGAGGCACCAAAAGACAATCATACCCCTATAAGGGCCCTATGGGATACACTAGCC</td>
<td>10313</td>
<td>181</td>
<td>44.7</td>
<td>37.2</td>
</tr>
<tr>
<td>HSF1_R5_97</td>
<td>CCACGCGCTGTGTGTTCCGATCCATGTGAAAGAGTGGCATACCCCGCAGGCCTGGGTACACATAGTTCCAG</td>
<td>3379</td>
<td>83</td>
<td>53.6</td>
<td>58.2</td>
</tr>
<tr>
<td>HSF1_R5_154</td>
<td>GATTCGAAATCTAGAGCAACTCAGGATAGACCCGTTCCACACTATACACATAGACCTGTACAAGTAGATGCAGA</td>
<td>1013</td>
<td>34</td>
<td>139.4</td>
<td>45.7</td>
</tr>
<tr>
<td>HSF1_R5_368</td>
<td>CGGGGCCAAGTCATTCTGATGGCCCAGTGACTCCCGTGTCCGATTTCTGGGGAACTACATGCTATCGATGCTATCGA</td>
<td>105</td>
<td>6</td>
<td>189.2</td>
<td>-</td>
</tr>
<tr>
<td>HSF1_R5_560</td>
<td>CGGTCCCCCTCCTCCCTCCGCCACCACCCCGAAAGATCCAGATGTTATGCGGCCGGAACTACGCTTAAGAGTCTC</td>
<td>30</td>
<td>2</td>
<td>61.8</td>
<td>81.9</td>
</tr>
</tbody>
</table>
Figure 3.7: 18 characterized sequences from the round 5 pool of the HSF1 selection. Scatter plot of round 5/round 3 enrichment versus round 5 multiplicity for the top 3000 sequences in the HSF1 selection from Figure 3.6A with the 18 characterized sequences highlighted in black. The Spearman’s correlation coefficient is shown in the plot.
**Figure 3.8: Evaluation of 18 selected sequences binding to HSF1 using F-EMSA.**

Binding curves measured by F-EMSA for 18 selected sequences binding to a two-thirds dilution series (from 2000 nM to 0.2 nM) of HSF1 protein. The solid lines are the best fits of the Hill equation to the experimental data for each sequence with the corresponding $K_D$ values given in the figure legends.
Figure 3.9: Evaluation of 18 selected sequences binding to HSF1 using FP. Binding curves measured by FP for 18 selected sequences binding to a two-thirds dilution series (from 2000 nM to 0.2 nM) of HSF1 protein. The solid lines are the best fits of the Hill equation to the experimental data for each sequence with the corresponding $K_D$ values given in the figure legends.
As seen in Figure 3.10, there is a weak correlation between binding affinity – as measured by the $K_D$ values – and the enrichment and multiplicity metrics. The Spearman’s rank correlation coefficients of -0.49 and -0.41 indicate that there is a trend toward lower $K_D$ values (higher affinity) with increasing multiplicity or enrichment values. However, this correlation is weak, and the aptamer with the lowest multiplicity and enrichment values among the ones we tested binds to HSF1 with relatively high affinity (HSF1-R5-560, Table 3.6). Conversely, HSF1-R5-11, which is among the top 11 sequences with the highest multiplicity values, binds to HSF1 with relatively low affinity. Furthermore, all 18 tested sequences bind to HSF1 with $K_D$s lower than 190 nM, which suggests that most sequences in the final pool of the HSF1 SELEX are able to bind to the target protein, irrespective of each sequence’s copy number and of how efficiently it enriched during the SELEX process. These results indicate that binding affinity alone is not the main factor governing the enrichment of a particular sequence during the SELEX process. Although we did not observe a strong correlation between binding affinity and the enrichment and multiplicity metrics, our analyses demonstrate that the SELEX process efficiently selected for sequences that are able to bind to the target and suggest that a tight correlation between multiplicity and enrichment can serve as an indicator of the success of a selection.
Strong correlation between multiplicity and enrichment metrics can function as an indicator of the success of a selection.

According to the results described in the previous sections, the SELEX process for HSF1 was successful in selecting for sequences that bind to the target protein with high affinity. For this selection, the sequence multiplicity in the final pool (round 5) correlated well with round 5/round 3 enrichment, which suggested that a strong correlation between these two metrics could serve as an indicator of a successful selection. To further investigate if the correlation between multiplicity and enrichment is associated with selection success, we characterized the binding affinity of a subset of sequences from the other two selections for which we sequenced both round 3 and round 5 pools: HSF1-TD-AD and HSF2. Similarly to the HSF1 SELEX, the multiplicity and enrichment metrics for the HSF2

Figure 3.10: Relationship between multiplicity, enrichment and binding affinity. Scatter plots of estimated $K_D$s from F-EMSA versus round 5 multiplicity (A) and round 5/round 3 enrichment (B) for the 18 selected sequences from the round 5 pool of the HSF1 selection. The Spearman’s correlation coefficients are shown in the plot.
selection were strongly correlated (Figure 3.6B); however, the same trend was not observed for the HSF1-TD-AD selection, where these two metrics were poorly correlated (Figure 3.11B). Therefore, we hypothesized that the HSF2 selection was more likely to have yielded aptamers that bind to the target protein with high affinity when compared to the HSF1-TD-AD selection.

To test our hypothesis, we used F-EMSA to measure the binding of seven sequences from the round 5 pool of the HSF2 selection and three sequences from the round 5 pool of the HSF1-TD-AD selection (Figure 3.11). As seen in Figure 3.12 and Table 3.7, all tested sequences from the HSF2 selection bind to HSF2 with high affinity.

**Figure 3.11:** Characterized sequences from the round 5 pools of the HSF2 and HSF1-TD-AD selections. Scatter plots of round 5/round 3 enrichment versus round 5 multiplicity for the top 3000 sequences in the HSF2 (A) and HSF1-TD-AD (B) selections. Panel (A) is the same as Figure 3.6B, with the 7 characterized sequences highlighted in black. In panel (B), one of the characterized sequences from the round 5 pool of the HSF1-TD-AD selection is labeled in black (HSF1-TD-AD-R5-1). However, the other two tested sequences – HSF1-TD-AD-R5-10 and HSF1-TD-AD-R5-22 – are not shown in the plot because their multiplicity value in round 3 was 0. The Spearman’s correlation coefficient is shown in the plot.
However, no shift was observed for all three tested sequences from the HSF1-TD-AD selection, indicating that these sequences cannot bind to the target protein (Figure 3.13). This includes HSF1-TD-AD-R5-1, which alone represented 33% of the round 5 sequenced pool, HSF1-TD-AD-R5-10 and HSF1-TD-AD-R5-22 (Table 3.7). This result indicates that the multiplicity metric alone cannot determine if a sequence will bind to the target, since sequences with extremely high copy number in the final pool did not show any shift in the F-EMSA (Figure 3.13). The multiplicity versus enrichment scatter plot for HSF1-TD-AD shows that the majority of sequences in the round 5 pool have low enrichment values (Figure 3.11B). Together, these results strongly suggest that a tight correlation between enrichment and multiplicity is an indication that a particular SELEX was successful in yielding sequences that can bind to the target protein with high affinity.
Figure 3.12: Evaluation of seven selected sequences binding to HSF2 using F-EMSA. Binding curves measured by F-EMSA for seven selected sequences binding to a two-thirds dilution series (from 2000 nM to 0.2 nM) of HSF2 protein. The solid lines are the best fits of the Hill equation to the experimental data for each sequence with the corresponding $K_D$ values given in the figure legends.
Figure 3.13: Evaluation of three selected sequences binding to HSF1-TD-AD using F-EMSA. F-EMSA results for HSF1-TD-AD-R5-1, HSF1-TD-AD-R5-10 and HSF1-TD-AD-R5-22 binding to a two-thirds dilution series (from 2000 nM to 0.2 nM) of HSF1-TD-AD protein.
Table 3.7: Characterized sequences from the round 5 pool of the HSF2 and HSF1-TD-AD selections. Multiplicity and enrichment values were calculated as described in the Materials and Methods. Equilibrium dissociation constants (K_D) were estimated from Fluorescence Electrophoretic Mobility Shift Assays (F-EMSA). Only the random region of each aptamer sequence is shown.
<table>
<thead>
<tr>
<th>Aptamer ID</th>
<th>Sequence</th>
<th>Round 5 Multiplicity</th>
<th>Round5/ Round 3 Enrichment</th>
<th>K\textsubscript{D} F-EMSA (nM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HSF2_R5_1</td>
<td>GGAAAGGCGTACAAGA CGTACCTGGACCCAGA CCAAAAGACACCTGTAGAA TACACCGGCCCCGATTC GGCGA</td>
<td>1627399</td>
<td>18787</td>
<td>21.5</td>
</tr>
<tr>
<td>HSF2_R5_2</td>
<td>AATCAAGTCCCCACAGACT CAGCAACACTGGACAG CGATATGCAAGATAACCA AGACC A</td>
<td>682671</td>
<td>3325</td>
<td>10.7</td>
</tr>
<tr>
<td>HSF2_R5_3</td>
<td>TCCTCACTAAGCCACG TAAGGACCCCGATGATA TGGCCAGGATACCTG TAAAGCCGACTCGATTA ACGT</td>
<td>660708</td>
<td>7101</td>
<td>19.1</td>
</tr>
<tr>
<td>HSF2_R5_4</td>
<td>GCCCTGCAGACATATC CACGGCAGCCACTAGA AATATAGTACCCGGTAA GAGGTAGATGGCGGAT ATGG</td>
<td>569105</td>
<td>5543</td>
<td>13.6</td>
</tr>
<tr>
<td>HSF2_R5_5</td>
<td>AGAACTGGGGCAGAAC AATGGCAGGGACACAC ATGG AAATATACCGGCAAGTTACATAC TGCTAGGATACCGT CCAT</td>
<td>567516</td>
<td>21226</td>
<td>21.9</td>
</tr>
<tr>
<td>HSF2_R5_6</td>
<td>GCCGCAAGAATTCAC CAGTTAATCCGAGACTG CTTGCCGAGCCAAATACC GAAACACGCGTGTTGGAT TAAG</td>
<td>485019</td>
<td>14630</td>
<td>45.5</td>
</tr>
<tr>
<td>HSF1_TD_AD_R5_1</td>
<td>ACCGTTGACCCGCTAA CTTATGCACTCCAAACC CATCGATCCAGTGATACG GCCGCGACCTCCGACCA CTGG</td>
<td>3291408</td>
<td>189219</td>
<td>-</td>
</tr>
<tr>
<td>HSF1_TD_AD_R5_10</td>
<td>CTACCCGTTTGTGACAC TACCGTAGCGACCC GGTCTGCGACCGAGGCCGCAATCCGGATGCA GCCACCGG</td>
<td>19273</td>
<td>NA</td>
<td>-</td>
</tr>
<tr>
<td>HSF1_TD_AD_R5_22</td>
<td>TACAACCGGACATGTC AAGTAAACGTTACTTCTCC CTAGGACCAGGCCGGA CATTCCGGCCCTCCGAG GTGG</td>
<td>7201</td>
<td>NA</td>
<td>-</td>
</tr>
</tbody>
</table>
Top candidate aptamer in HSF2 selection binds to the DNA binding domain of HSF2

We decided to comprehensively characterize the binding properties of one of the top candidate sequences for HSF1 and HSF2. We chose the highest ranked sequences from the round 5 pools that were also highly ranked in round 3. For HSF1, this was the first-ranked sequence in round 5, hereafter referred to as HSF1-R5-1, which was the 11th-ranked sequence in round 3 (Table 3.4). For HSF2, this was the second-ranked sequence in round 5, hereafter referred to as HSF2-R5-2, which was the sixth-ranked sequence in round 3 (Table 3.5). The mfold (Zuker 2003) predicted secondary structures of these two candidate aptamers are shown in Figure 3.14. HSF1-R5-1 and HSF2-R5-2 alone represented 13.4% and 6.8% of the corresponding round 5 pools, respectively.

![Figure 3.14: Predicted secondary structures of candidate aptamers.](image)

**Figure 3.14: Predicted secondary structures of candidate aptamers.** The mfold predicted secondary structures of HSF1-R5-1 (A) and HSF2-R5-2 (B) are shown. The structures are annotated using p-num with the color representing the probability according to the color key.
The candidate RNA aptamers were fluorescently end-labeled and then tested for binding to their HSF targets by F-EMSA and FP assays (Pagano et al. 2007). An image of a typical F-EMSA result is shown in Figure 3.15A for HSF1-R5-1 aptamer binding to HSF1 protein. The fraction of bound aptamer was calculated as a function of protein concentration and then plotted as shown in Figures 3.15B and 3.15C for various aptamer-protein pairings; $K_D$ values were determined by fitting each data set to the Hill equation. HSF1-R5-1 and HSF2-R5-2 showed high-affinity binding to both HSF1 and HSF2 ($K_D < 20$ nM). Interestingly, both aptamers also bound to hexahistidine-tagged *Drosophila melanogaster* HSF (dHSF), although slightly more weakly ($K_D \sim 70$ nM), and no binding was observed to the GST-tag alone, which was used to purify the target proteins used in the SELEX. The F-EMSA results were confirmed by the FP assays (Figures 3.16 and 3.17). Thus, the observed binding is not due to the affinity tags on the protein targets but rather to specific domains of the targets themselves. Contrary to their functional similarity, these two aptamers did not show any similarity in primary sequence or in secondary structure, as predicted by mfold (Zuker 2003) (Figure 3.14). Given that the highest degree of sequence similarity between HSF1, HSF2, and dHSF is in the DNA binding and trimerization domains (DBD-TD) (Anckar and Sistonen 2007) and that the previously selected dHSF aptamer was found to bind the DBD-TD of dHSF (Zhao et al. 2006), we predicted these novel HSF aptamers were likely to bind the HSF proteins in a similar fashion.
Figure 3.15: Evaluation of candidate aptamers binding to target proteins using F-EMSA. (A) Typical F-EMSA results for HSF1-R5-1 aptamer binding to a two-thirds dilution series (from 2000 nM to 0.2 nM) of HSF1 protein. (B, C) Binding curves measured by F-EMSA for HSF1-R5-1 and HSF2-R5-2 aptamers to HSF1, HSF2, dHSF, and GST tag. The same dilution series in panel A was used in panels B and C. The solid lines are the best fits of the Hill equation to the experimental data for each aptamer-target pair with the appropriate $K_D$ values given in the figure legends.
Figure 3.16: Evaluation of HSF1-R5-1 binding to target proteins using Fluorescence polarization (FP). FP assay results for binding of HSF1-R5-1 aptamer to HSF1 (A), HSF2 (B), dHSF (C), and GST tag (D). The solid line in each panel (except D) is the best fit of the Hill equation to the experimental data and the corresponding $K_D$ value is shown inside each plot.
Figure 3.17: Evaluation of HSF2-R5-2 binding to target proteins using Fluorescence polarization (FP). FP assay results for binding of HSF2-R5-2 aptamer to HSF1 (A), HSF2 (B), dHSF (C), and GST tag (D). The solid line in each panel (except D) is the best fit of the Hill equation to the experimental data and the corresponding $K_D$ value is shown inside each plot.
In order to determine the specific regions of HSF1 and HSF2 that are bound by HSF1-R5-1 and HSF2-R5-2, we used F-EMSA to measure the binding of these two aptamers to truncated versions of the proteins that contain only the DNA binding domain (HSF1-DBD and HSF2-DBD) or that lack the DBD (HSF1-TD-AD and HSF2-TD-AD). As seen in Figure 3.18, HSF1-R5-1 did not show any binding to HSF1-DBD and HSF1-TD-AD, which suggests that this aptamer could potentially bind to the linker region between the DNA binding domain and the trimerization domain. Another possibility is that HSF1-R5-1 binds to the trimeric version of the HSF1 DNA binding domain. Full-length HSF produced from *E. coli* cells is present in solution in its oligomeric version (Clos et al. 1990; Rabindran et al. 1991); however, the HSF1-DBD truncation is unable to form trimers due to the lack of the trimerization domain. Therefore, it is possible that an aptamer that binds to the trimeric version of the DNA binding domain would bind to the full-length HSF1 but not to the HSF1-DBD truncation. Further experiments are necessary to map the specific region of HSF1 that is bound by HSF1-R5-1. Unlike HSF1-R5-1, HSF2-R5-2 binds to HSF2-DBD with slightly higher affinity than the full-length protein (Figure 3.19), which suggests that this aptamer binds to the DNA binding domain of HSF2. Given the high degree of sequence similarity between the DNA binding domain of HSF2 and HSF1 (Anckar and Sistonen 2007), this finding explains why HSF2-R5-2 is able to bind both HSF1 and HSF2 with similar affinities.
**Figure 3.18: Evaluation of HSF1-R5-1 binding to HSF1 truncations using F-EMSA.** Binding curves measured by F-EMSA for HSF1-R5-1 aptamer binding to a two-thirds dilution series (from 2000 nM to 0.2 nM) of HSF1, HSF1-DBD and HSF1-TD-AD. The solid red line is the best fit of the Hill equation to the experimental data for HSF1-R5-1 binding to HSF1 with the corresponding $K_D$ value given in the figure legend. Cartoons representing the full-length protein and the truncations used in the experiment are shown on the right.
3.4 Discussion

We have described the results of a successful RNA aptamer selection for the human transcription factors HSF1 and HSF2. This experiment served as a proof-of-principle for our new RNA aptamer library and microcolumn-based SELEX technology, which were developed in collaboration with Harold Craighead’s group (Latulippe et al. 2013; Szeto et al. 2014). The final enriched pools for both HSF1 and HSF2 contain thousands of potential binders, and we have identified dozens of aptamers within these pools that bind to HSF1 and HSF2 with high affinity (low nanomolar $K_D$). These aptamers will ultimately be

Figure 3.19: Evaluation of HSF2-R5-2 binding to HSF2 truncations using F-EMSA. Binding curves measured by F-EMSA for HSF2-R5-2 aptamer binding to a two-thirds dilution series (from 2000 nM to 0.2 nM) of HSF2, HSF2-DBD and HSF2-TD-AD. The solid lines are the best fits of the Hill equation to the experimental data for HSF2-R5-2 binding to the target proteins with the corresponding $K_D$ values given in the figure legend. Cartoons representing the full-length protein and the truncations used in the experiment are shown on the right.
expressed in vivo in an induced manner and used as high specificity inhibitors to study the functions of these transcription factors.

To increase the likelihood of selecting aptamers that bind to distinct domains of HSF, we performed SELEX to the full-length HSF1 and HSF2 and to truncated versions of these proteins that contained only the DNA binding domain (HSF1-DBD and HSF2-DBD) or that lacked the DBD (HSF1-TD-AD and HSF2-TD-AD). The multiplex capability of our microcolumns allowed the concomitant RNA aptamer selection for all our targets in a highly efficient manner (Latulippe et al. 2013). Furthermore, the microcolumns’ design enabled the addition of in-line negative selections against the GST tag to all our targets in all 5 rounds of SELEX. This negative selection appears to have been successful in decreasing the chance of enriching for aptamers that bind to the GST tag, since the candidate aptamers tested showed no shift to the tag in F-EMSA assays.

One of the major improvements in the SELEX methodology from previous experiments performed in our lab was the use of high-throughput sequencing to assess the selection results. Besides a significant reduction in the number of SELEX cycles that need to be performed, high-throughput sequencing of the selected pools allows a more comprehensive view of the types and numbers of sequences that are present in the final pools. Furthermore, by also sequencing an earlier pool (round 3), we were able to assess how each sequence enriched during the process.

Even though the use of high-throughput sequencing provides extensive information about the selected pools, one of the main challenges when performing SELEX is the identification of the best candidate aptamers for follow-up experiments. In our study, we have implemented a set of SELEX performance metrics to evaluate the success of a
selection based on the high-throughput sequencing results, and we have found that sequencing an earlier round was fundamental for our analyses. In a successful SELEX, three rounds of selection were sufficient to enrich for sequences with high multiplicity values from a starting pool that contained only 5 copies of each unique sequence (Figure 3.5). An additional two rounds of selection – for a total of 5 rounds – considerably enriched the round 3 pools, with the top 20 sequences representing ~80% of the final (round 5) pool for both HSF1 and HSF2 (Figure 3.4). These results indicate that our SELEX methodology was highly successful in enriching for sequences with high multiplicity values in the final pool.

Although the main goal of a SELEX experiment is to exponentially enrich for sequences that bind to the target (Ellington and Szostak 1990; Tuerk and Gold 1990), we have observed that the presence of sequences with high multiplicity values in the final pool is not a sufficient indicator of the success of a selection. For instance, the final pool of our HSF1-TD-AD SELEX contains multiple sequences with extremely high multiplicity values, with the top sequence alone representing 33% of the pool; however, none of the tested sequences are able to bind to the target (Figure 3.13). Although multiplicity alone cannot predict selection success, a strong correlation between each sequence’s multiplicity value with its enrichment from round 3 to round 5 is highly associated with a successful SELEX. The HSF1 and HSF2 selections, where round 5 multiplicity and round5/round3 enrichment had a strong correlation (Figure 3.6), generated aptamers with very high affinity to the targets, while the HSF1-TD-AD SELEX, where this correlation was weak (Figure 3.11B), had a poor SELEX outcome. A tight correlation between these two metrics is associated with a SELEX process in which sequences gradually enriched from
round to round, and is therefore more likely to have selected for aptamers that bind to the target. For example, weak correlation between these two metrics due to the presence of multiple sequences with high multiplicity and low enrichment values could indicate that sequence evolution was governed by factors other than target-affinity, such as PCR biases. Indeed, Cho and colleagues observed a large population of sequences with high copy numbers but with minimal enrichment values in their SELEX, and attributed this finding to biases during library synthesis or PCR (Cho et al. 2010). We conclude that a tight correlation between enrichment and multiplicity is a strong indicator of the success of an aptamer selection.

Although in a successful selection there is a strong correlation between multiplicity and enrichment, these two metrics showed a very weak correlation with binding affinity (Figure 3.10). In our HSF1 SELEX, even sequences with some of the lowest enrichment and multiplicity values were still able to bind to the target, and all the tested sequences had $K_D$ values below 190 nM, which suggested that most sequences in the final pool can bind to HSF1. This result indicated that binding affinity alone was not the main factor governing the enrichment of sequences during the selection process, and that our SELEX conditions were not only selecting for binding, but for additional properties of the aptamer-target interaction.

One possibility is that the enrichment of sequences in the final pool is correlated with the rate constants of the aptamer-protein interactions. For instance, slower or faster dissociation rate constants could potentially explain the differential enrichment and copy number of two aptamers with similar $K_D$ values. In our SELEX, we used very slow RNA loading steps (1 μL/min flow rate, approximately 14 hours) and somewhat slow washing
steps (100 μL/min flow rate, approximately 30 minutes), which conceivably could have preferentially enriched for sequences with slower off rates. Further experiments are necessary to investigate the correlation between rate constants and aptamer enrichment and multiplicity. Furthermore, it will be extremely valuable to determine if our selection enriched for sequences with slower off rates, given that it can be a desirable property. Indeed, previous studies have specifically adjusted their SELEX conditions to enrich for aptamers with slow off rates (Geiger et al. 1996; Davis and Szostak 2002; Gold et al. 2010). Moreover, according to the “drug-target residence time model”, the off rate of a drug-target complex, and not the binding affinity per se, dictates much of the in vivo efficacy of the drug (Copeland 2016), which indicates that slow off rates can be extremely advantageous for aptamers that will be used as inhibitory drugs in vivo.

In sum, we have presented the results of a successful RNA aptamer selection to the human transcription factors HSF1 and HSF2. The identified high affinity aptamers will be expressed in vivo in an inducible manner and used to dissect the molecular mechanisms of these factors. Furthermore, our novel SELEX methodology and implemented set of analysis tools offer a significant improvement over traditional approaches and provides an efficient platform for the performance and analysis of SELEX experiments.
4.1 General Discussion

The overarching goal of this dissertation was to investigate the roles of transcription factors in the regulation of rate-limiting steps in the transcription cycle. We focused on the transcription factors GAF and HSF in the context of the transcriptional response to heat shock induction. However, the lessons learned here about the coordinated regulation of a transcriptional response by transcription factors acting at distinct steps can serve as a general model for our understanding of the role played by transcription factors in the response to environmental or developmental signals. Furthermore, we generated and comprehensively characterized a collection of high affinity RNA aptamers to HSF that will be used as powerful tools to further our understanding of the mechanistic roles of this transcription factor. While focusing on the selection of aptamers to HSF, we implemented new SELEX technologies and analysis tools that can be easily applied to the selection of aptamers to any protein.

Lessons learned from “observing, perturbing, re-observing” the transcriptional heat shock response in Drosophila S2 cells

To achieve our main goal, we employed the “observe, perturb, re-observe” strategy to investigate the roles of GAF and HSF in the transcriptional response to heat shock induction. For the first step (“observe”, Figure 1.4), we used PRO-seq to comprehensively characterize the direct changes in transcription that happen in Drosophila S2 cells after a
time-course of heat shock induction. Here, the use of a high spatial and temporal resolution method such as PRO-seq was essential for determining the identity, levels and speed of response of all the genes that were either activated or repressed by heat shock induction. The comprehensive characterization of a global transcriptional response such as heat shock provides valuable clues to the diverse mechanisms that are used to regulate transcription. We have learned that the HS activated class is not limited to the classical molecular chaperones and that promoter-proximal Pol II pausing is a prevalent feature at this class of genes prior to heat shock induction. We have also identified the genes whose transcription is directly repressed by heat shock induction and shown that this is a regulated response rather than an indiscriminate global shut-down of transcription as had been previously proposed. Furthermore, we demonstrated that HS-induced transcriptional repression is mediated at the level of transcription initiation.

For the second step ("perturb", Figure 1.4), we depleted the levels of GAF and HSF in *Drosophila* S2 cells using standard RNAi knockdown methods. We have also generated high affinity RNA aptamers to the human HSF1 and HSF2 to be used as powerful inhibitors of macromolecular interactions of these transcription factors. The potential application of these tools to study the primary functions of HSF1 and HSF2 and their mechanisms of action in vivo will be discussed in the next section (Section 4.2).

For the last step ("re-observe", Figure 1.4), we used PRO-seq to measure the direct changes in transcription upon heat shock after depleting the levels of GAF and HSF. Depletion of these transcription factors coupled with the high-resolution of the PRO-seq method elucidated the general and distinct roles of GAF and HSF in the regulation of the transcriptional heat shock response. GAF-mediated Pol II pausing prior to heat shock
is essential for the activation of a subset of GAF-bound genes, while HSF activates its target genes by promoting the release of paused Pol II into productive elongation. Interestingly, we have shown that HSF, which was considered the ‘master’ regulator of the heat shock response, is essential for the activation of only 20% of the HS activated genes. Furthermore, neither GAF nor HSF have a role in HS-induced transcriptional repression.

An invaluable advantage of using a model cell line such as *Drosophila* S2 is the availability of a wealth of chromatin factor ChIP-seq or ChIP-chip datasets from modENCODE and other sources. We took advantage of these datasets to show that the transcription factor M1BP and the insulator proteins BEAF-32 and Chromator are enriched in the promoter region of HS activated genes with GAF-independent pausing prior to heat shock. We used PRO-seq to measure the direct changes in transcription upon heat shock after M1BP depletion by RNAi knockdown and showed that similarly to GAF, M1BP-mediated pausing prior to heat shock is important for the activation of a subset of M1BP-bound genes.

Overall, we demonstrated the “observe, perturb, re-observe” strategy as a powerful approach to investigate the roles of protein factors in biological processes. The application of this strategy to the transcriptional heat shock response revealed the steps in the transcription cycle that are under regulation for distinct classes of genes, provided the statistical power to evaluate mechanisms of regulation of the transcription factors GAF and HSF and identified new players with important roles in the response. This thorough characterization also revealed important aspects of transcription regulation that require further investigation, which will be discussed in the next section.
4.2 Future Directions

The work presented in this dissertation provided significant contributions to our understanding of the general roles of transcription factors in the regulation of distinct steps in the transcription cycle. It also laid the foundation for numerous follow-up studies, some of which will be discussed in this section.

Characterizing the roles of GAF and M1BP in the establishment of promoter-proximal Pol II pausing

As described in Chapter 2, we have shown that the recently discovered transcription factor M1BP (Li and Gilmour 2013) is enriched in the promoter region of HS activated genes with GAF-independent pausing prior to heat shock. To further investigate M1BP’s role in heat shock activation, we performed PRO-seq in biological replicates of LacZ and M1BP-RNAi treated cells before and after 20min of HS. Analysis of these datasets revealed that M1BP is important for pausing and HS activation of a subset of M1BP-bound genes that are GAF-independent (Chapter 2).

Although the initial goal of this experiment was to understand M1BP’s function in heat shock activation, a thorough characterization of this dataset will be invaluable for investigating M1BP’s role in pausing, and the similarities and differences between GAF- and M1BP-facilitated pausing. Preliminary analyses revealed that M1BP-RNAi has a substantial effect on pausing, which is more extensive than the effect of GAF-RNAi (Figure 4.1A, B. M1BP-RNAi: 694 genes have increased pausing and 745 genes have decreased pausing. GAF-RNAi: 21 genes have increased pausing and 222 genes have...
Figure 4.1: M1BP knockdown has a substantial effect on promoter-proximal Pol II pausing, which is mostly independent of gene body changes. (A, B) DESeq2 analysis of PRO-seq pausing region reads after M1BP-RNAi treatment (A) and GAF-RNAi treatment (B). Results are displayed as MA plots. Significantly changed genes were defined using an FDR of 0.001. Genes with significantly increased pausing levels are labeled in magenta and genes with significantly decreased pausing levels are labeled in blue. The number of genes in each class is shown in the plot. fc = fold-change. (C) Representative view in the UCSC genome browser (Kent et al. 2002) of an M1BP-bound gene whose pausing levels are dramatically decreased by M1BP-RNAi treatment. ChIP-seq reads for M1BP (from Li and Gilmour 2013) are shown in green. PRO-seq normalized reads for the different RNAi treatments (LacZ and M1BP) for the plus strand are shown in red and for the minus strand in blue. Gene annotations are shown at the bottom. (D) Scatter plot of M1BP/LacZ-RNAi gene body fold-changes versus M1BP/LacZ-RNAi pausing region fold-changes. Genes with significantly changed pausing region fold-changes are labeled in orange. fc = fold-change. (E) Fraction of the total number of genes whose pausing region reads significantly decreased (left) or increased (right) after M1BP-RNAi treatment that is represented by genes with significantly increased, decreased or unchanged gene body reads.
decreased pausing). Figure 4.1C has an example of an M1BP-bound gene whose pausing levels are dramatically reduced by M1BP knockdown. Moreover, we have shown that M1BP-RNAi’s effects on pausing are mostly independent of gene body changes (Figure 4.1D, E).

Interestingly, we observed a substantial enrichment of GAF binding in the promoter region of genes whose pausing increases upon M1BP-RNAi treatment (Figure 4.2). We hypothesize that the positioning of GAF and M1BP relative to the TSS can determine the role of each factor in establishing/maintaining promoter-proximal Pol II pausing. To test this hypothesis, we propose to precisely map the genome-wide positioning of GAF and M1BP using a high resolution method such as ChIP-exo (Rhee and Pugh 2011) or ChIP-nexus (He et al. 2015). ChIP-exo, which was initially developed by the Pugh laboratory, uses exonuclease treatments to map the genome-wide position of chromatin-bound proteins with near base pair resolution (Rhee and Pugh 2011). More recently, the Zeitlinger laboratory described and improved version of the ChIP-exo protocol – called ChIP-nexus – that uses molecular barcoding to reduce PCR biases and a DNA self-circularization step to improve ligation efficiency (He et al. 2015). We propose to perform ChIP-nexus for GAF and M1BP in LacZ, GAF and M1BP-RNAi treated cells. The analysis of these datasets, coupled with the PRO-seq datasets presented in this dissertation, will significantly advance our understanding of the functions of GAF and M1BP in establishing and maintaining promoter-proximal Pol II pausing. Furthermore, the rules learned from these experiments will be essential for guiding our search for the mammalian counterparts of GAF and M1BP.
Investigating the roles of insulator proteins in establishing promoter-proximal Pol II pausing

Similarly to M1BP, the insulator proteins BEAF-32 and Chromator were also found to be enriched in the promoter region of HS activated genes with GAF-independent pausing prior to heat shock (Figure 2.13, Chapter 2). GAF has also been classified as an insulator protein with enhancer-blocking activity (Ohtsuki and Levine 1998; Schweinsberg et al. 2004), which suggests a possible overlap between insulator function and a role in maintaining an open chromatin environment that enables promoter-proximal pausing. Therefore, we hypothesized that BEAF-32 and/or Chromator might have a role in generating pausing when bound proximally to the TSS. Another possible explanation is

**Figure 4.2:** GAF is substantially enriched in the promoter region of genes whose pausing levels increase upon M1BP-RNAi treatment. GAF ChIP–seq read density between -750 to +750 bp to the TSS (in 20 bp bins) of genes with increased, decreased and unchanged pausing upon M1BP-RNAi treatment. The shaded area represents the 75% confidence interval.
that these insulator proteins reside between GAF and the TSS, therefore blocking any activity of GAF on the promoter, which could explain why pausing is not affected by GAF depletion at insulator-bound promoters. To test these hypotheses, we propose to perform PRO-seq after knocking down BEAF-32 and Chromator – to assess how their depletion affects pausing levels – and ChIP-nexus for both factors – to precisely map their positioning relative to the TSS and to other factors such as GAF and M1BP. We have already performed PRO-seq after BEAF-32-RNAi treatment in collaboration with Professor Craig Hart (Louisiana State University). Further analysis of this dataset, coupled with the additional experiments we have proposed, will advance our understanding of the function of insulator proteins and their potential novel role in establishing promoter-proximal pausing.

**Characterizing the roles of the nucleosome remodeler NURF in the establishment of GAF-mediated pausing**

In Chapter 2, we have demonstrated that GAF has an essential role in the establishment of promoter-proximal pausing and the consequent induction of a subset of HS activated genes. Furthermore, previous studies have shown that GAF is critical for moving nucleosomes at both promoter and intergenic regions (Tsukiyama et al. 1994; Fuda et al. 2015), so we proposed a model in which GAF’s role in establishing pausing is connected to its ability to create an open chromatin environment around the TSS. However, it is still unclear whether GAF can act as a pioneer factor and remove nucleosomes by itself or if it requires ATP-dependent cofactors to execute this function.
Tsukiyama and Wu have demonstrated in vitro that GAF’s ability to remove nucleosomes from the *Drosophila Hsp70* promoter is greatly facilitated by the ATP-dependent chromatin remodeler NURF (Tsukiyama et al. 1994; Tsukiyama and Wu 1995). Moreover, a recent genome-wide study has shown that NURF interacts physically and functionally with transcription factors to organize nucleosomes downstream of active promoters (Kwon et al. 2016).

We propose to investigate the general role of NURF in the establishment of GAF-dependent promoter-proximal pausing. Initially, PRO-seq after knocking down NURF will reveal if this factor is important for pausing and if there is an overlap between the genes that are affected by GAF and NURF RNAi treatments. A broader effect of NURF knockdown will indicate that this nucleosome remodeler has a role in establishing pausing through interactions with transcription factors other than GAF.

We also propose to perform MNase-seq after knocking down NURF to assess its effects on nucleosome levels and positioning. We hypothesize that there will be an overlap between the genes whose pausing and nucleosome levels are affected by NURF knockdown. ChIP-seq or the high resolution ChIP-nexus can also be performed to enable the identification of NURF’s direct targets in S2 cells.

**Identifying transcription factors that promote the activation of HSF-independent genes**

For many years, the transcription factor HSF has been considered the ‘master’ regulator of the transcriptional heat shock response. However, we have shown that HSF is important for the activation of only a small minority of HS activated genes (Chapter 2), and a related study in MEFs has observed similar results for the mouse HSF1 (Mahat et
al. 2016). In both studies, thorough motif searches at HS activated genes have failed to identify all the additional transcription factors that promote the activation of HSF-independent genes (Chapter 2, Mahat et al. 2016).

We propose to perform ‘factor-independent’ chromatin accessibility assays such as DNase-seq (Song and Crawford 2010) or ATAC-seq (Buenrostro et al. 2015) before and after heat shock induction to search for transcription factors with potential novel roles in heat shock activation. Both DNase-seq and ATAC-seq use enzyme accessibility as a proxy for open chromatin regions across the genome. In both methods, DNA regions that are bound by DNA binding proteins are protected from enzyme cleavage, generating ‘footprints’ that can be used to infer transcription factor binding sites. Therefore, we propose to use one of these assays to identify new transcription factor footprints generated after heat shock induction. Although both methods have comparable sensitivities, ATAC-seq provides a simpler and more efficient experimental workflow (Buenrostro et al. 2013), so we recommend using ATAC-seq for this follow-up experiment.

After determining the set of significantly changed HS-induced footprints, a motif search should be performed in these regions to identify significantly overrepresented motifs. The motif search can be performed de novo using MEME (Bailey et al. 2009) or through integrated frameworks that search databases of known motifs, such as rtfbsdb (Wang et al. 2016). rtfbsdb can also integrate RNA-seq or PRO-seq data to restrict the analyses to motifs associated with transcription factors that are expressed in the cell type of interest (Wang et al. 2016). The transcription factors that recognize the significantly overrepresented motifs will correspond to potential novel regulators of the transcriptional
heat shock response, and their role can be validated through follow-up studies. If an identified significantly overrepresented motif cannot be associated with a known transcription factor, the motif’s DNA sequence can be used in affinity chromatography assays to identify novel transcription factors.

Investigating the mechanisms underlying HS-induced transcriptional repression

In Chapter 2, we have demonstrated that HS induction causes a rapid reduction in the transcription levels of thousands of genes, which is regulated at the initiation step and independent of HSF (Figure 2.19). Interestingly, we have recently shown in related studies in MEFs (Mahat et al. 2016) and in human cells (Vihervaara et al., under review) that HS-induced transcriptional repression is regulated at the level of promoter-proximal pausing release, indicating that Drosophila and mammals have evolved different mechanisms to repress transcription upon heat shock. However, the mechanisms underlying this transcriptional repression are not completely understood in both mammals and Drosophila.

In Section 2.4, we pointed out that given the magnitude of this repressive response, it is unlikely that one single transcription repressor is responsible for inhibiting transcription initiation in all HS repressed genes. We have also presented three possible mechanisms, which are not mutually exclusive, that could be responsible for HS-mediated repression. (1) The activity of a general transcription factor that is involved in recruitment of Pol II to the promoter could be modulated by the heat shock signal. (2) Changes in nucleosomal composition or positioning induced by the heat stress could generate an unfavorable chromatin environment that would prevent transcription initiation and
elongation. A previous study has demonstrated that HS results in decreased nucleosome turnover genome-wide within gene bodies; however, a decrease in nucleosome turnover was also observed after drug inhibition of Pol II elongation, arguing that reduced nucleosome turnover may be a consequence rather than the cause of the genome-wide transcriptional repression (Teves and Henikoff 2011). (3) A genome-wide rearrangement of the 3D chromatin structure could either disrupt long-range interactions that are needed for transcription or allow new long-range interactions that repress transcription initiation, which is supported by a recent study in a different Drosophila cell line that demonstrated that HS induces a genome-wide rearrangement in the 3D nuclear architecture (Li et al. 2015). Further investigation is necessary to evaluate the role of each of these three alternatives in modulating HS-induced transcriptional repression.

Regarding the third possibility, a thorough characterization of the changes in 3D chromatin structure upon heat shock would substantially advance our understanding of the transcriptional heat shock response. Although Li and colleagues have reported that HS induces a genome-wide rearrangement in the 3D nuclear architecture in a different Drosophila cell line (Li et al. 2015), preliminary studies from our laboratory using the in situ Hi-C method (Rao et al. 2014) in Drosophila S2 cells have failed to observe genome-wide changes in nuclear architecture, and indicate that HS does not induce general conformational changes. Therefore, further studies are necessary to evaluate the role of 3D rearrangements in HS-induced transcriptional repression.
Investigating the role of long-range interactions in HS-induced transcriptional activation

Besides validating a potential role in repression, investigation of the HS-induced changes in 3D nuclear architecture will likely provide important clues to our understanding of mechanisms of transcription activation. For instance, we have shown in Chapter 2 that HSF may be able to mediate activation at distal enhancer sites on a small subset of HS-activated genes; however, HSF’s general role in activating transcription from distant enhancers or in mediating long-range chromatin interactions has not been characterized.

Analyses of the in situ Hi-C dataset described above will reveal the pre-existing and HS-induced long-range interactions and indicate if the HS-activated genes interact with each other and with other genomic regions. Furthermore, methods that specifically enrich for chromatin interactions mediated by a protein of interest, such as ChIA-PET (Fullwood et al. 2009) and the recently developed HiChIP (Mumbach et al. 2016) can be used to identify the specific long-range interactions mediated by HSF. Although groundbreaking advances have been made in the chromosome conformation field, current methods still lack the resolution and the signal-to-noise ratio that are needed to comprehensively characterize enhancer-promoter interactions, and the development of new technologies is required to further advance our understanding of how these interactions are regulated.

Inhibitory RNA aptamers to different HSF domains and their use in dissecting HSF mechanisms of transcription activation

In Chapter 3, we presented the results of a successful RNA aptamer selection to the human transcription factors HSF1 and HSF2. Sequencing analyses of the SELEX pools
identified thousands of enriched sequences, and affinity assays confirmed that many candidates bind to HSF1 and HSF2 with high affinity. Moreover, further analyses suggested that most of the sequences in the final pools can bind to the targets (Chapter 3).

These aptamers were selected with the final goal of being used as tools to dissect HSF’s primary functions and mechanisms of action during heat shock activation. To that end, we would ideally generate a collection of high affinity inhibitory RNA aptamers to all of HSF’s specific domains. Given the large number of HSF-binding aptamers identified by our SELEX, further characterization of these pools will likely identify aptamers that bind to HSF’s three major domains (DNA binding, trimerization and activation domains).

To identify aptamers that bind to each domain, we initially attempted to perform affinity assays with numerous truncations of HSF1 containing individual domains or combinations of domains. However, this approach has proven to be challenging and has failed to identify aptamers that bind to distinct domains. Therefore, we propose to use protease footprinting assays (such as in Sevilimedu et al. 2008) as an alternative approach to map the specific regions of HSF1 that are bound by each aptamer. Further optimization will be necessary to identify the ideal combination of proteases and mass spectrometry can be used to characterize the composition of specific cleavage bands.

After identifying the best candidates, we will express these aptamers in vivo in mammalian cells using Pol III expression systems. The human U6 promoter has been successfully used to drive small RNA expression in human cell nuclei through the pAV U6+27 vector (Good et al. 1997). Inserts driven by this promoter are efficiently transcribed and stay in the nucleus. At their 5’ end, the transcribed products contain the first 27
nucleotides of the U6 RNA, which includes the full sequence required for 5' γ-phosphomethyl ‘capping’ and stabilization. Furthermore, stable stems at the 3’ end of the insert immediately upstream of the Pol III polyU terminator stabilize the transcript from 3’-5’ exonuclease degradation (Good et al. 1997). Preliminary data indicate that the pAV U6+27 vector produced large amounts of candidate HSF1 aptamers when transiently transfected into HEK-293T cells (Figure 4.3), with an estimated nuclear concentration of approximately 25µM for all tested aptamers.

![In vivo aptamer expression levels](image)

**Figure 4.3:** Aptamer expression driven by pAV U6+27 vector in HEK-293T cells. Candidate HSF1 aptamers were cloned into the pAV U6+27 vector and transiently transfected into HEK-293T cells. After 2 days, total RNA was extracted and the aptamer levels were measured using RT-qPCR. A.U. = arbitrary units, expression levels were normalized to the no transfection control. Data is shown for two biological replicates for each aptamer.

These results indicate that high in vivo expression levels of candidate HSF1 aptamers can be easily achieved by transiently transfecting cells with the pAV U6+27 vector. We propose to use this simple and effective system to screen for aptamers that
inhibit HSF1’s function in vivo. This inhibition can be assessed by measuring the effect of aptamer expression on heat shock transcriptional induction of classical heat shock genes using RT-qPCR. ChIP-qPCR can also be used to assess if the expressed aptamers affect the binding of HSF1 to its known regulatory sequence elements.

After identifying the best candidate aptamers, which will ideally bind and inhibit different domains of HSF1, we will generate stable cells lines that inducibly express these aptamers. Inducible expression can be achieved by modifying our Pol III expression systems using available methods (Meissner et al. 2001; Kappel et al. 2007; Zhou et al. 2008).

These aptamers will then be used as tools to dissect the precise mechanistic roles and macromolecular interactions of each domain of HSF1 during transcription regulation using genome-wide assays. We will perform ChIP-seq and PRO-seq before and after heat shock induction to examine the effects of aptamer expression on the recruitment of HSF1 and its interacting proteins to target genes and on the expression of these genes, respectively. We expect that the various aptamers will have distinct effects. For instance, aptamers to the DNA binding domain will likely reduce the levels of HSF1 binding to its target DNA elements (measured by ChIP-seq) and can be used to study the primary effects of the inhibition of HSF1 recruitment and to determine if the decrease in HSF1 occupancy is directly correlated to a decrease in gene expression (measured by PRO-seq). Since HSF1 trimerization is important for DNA binding, we expect to observe a similar effect when using aptamers that block the trimerization domain. Besides the identification of aptamers that bind and inhibit the trimerization domain, it would be valuable to identify an aptamer that binds to the trimeric form of HSF1 and is capable of
holding it together at this state. We can then investigate how this aptamer affects the
duration of the HS response and the mechanisms that control its recovery. Moreover, one
could also expect that this aptamer can induce some level of HS response during NHS
conditions.

In contrast, we expect that the activation domain aptamers will not affect the
recruitment of HSF1 to its target genes. Nevertheless, they can be used to investigate the
recruitment levels and dynamics of factors that are known to be recruited after HSF1
binding – such as P-TEFb. Furthermore, the identification of aptamers that bind different
regions of the activation domain will be invaluable to tease apart the molecular
interactions of HSF1. For instance, if an aptamer for a specific region of the activation
domain inhibits the activation of only a subset of genes, this may indicate that HSF1
interacts with different co-activators and uses different pathways to activate its target
genes. Moreover, our lab has previously demonstrated in Drosophila that there is a rapid,
transcription-independent nucleosome loss at Hsp70 upon HS and that this phenomenon
is dependent on HSF and on the HSF-dependent recruitment of the histone acetyl-
transferase Tip60 (Petesch and Lis 2008, 2012). We propose to use aptamers to distinct
regions of the activation domain – coupled with MNase-seq and PRO-seq – to tease apart
HSF1 interactions and decipher how it is involved with transcription-uncoupled
nucleosome loss and how this differs from its role in the dramatic transcription activation
of hundreds of genes. We hope to identify aptamers that can affect the dramatic
transcription activation but do not interfere with the nucleosome loss and vice-versa,
which will enable the identification of specific surfaces of this factor that are involved in
each phenomenon.
Finally, we will evaluate the effectiveness of our inhibitory RNA aptamer strategy by comparing these datasets with those generated after depleting HSF levels using traditional methods (Mahat et al. 2016; Duarte et al. 2016; Vihervaara et al., *under review*). We expect that aptamer expression will be effective in overcoming the main limitations imposed by traditional approaches – such as confounding secondary or compensatory effects and the inability to inhibit specific domains and macromolecular interactions of a protein. These studies will hopefully serve as a proof-of-principle and establish our inhibitory RNA aptamer strategy as a general method to study macromolecular interactions in vivo.
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