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MISSION The Center for Economic Studies partners with stakeholders within 
and outside the U.S. Census Bureau to improve measures of the econ-
omy and people of the United States through research and innovative 
data products.

HISTORY The Center for Economic Studies (CES) was established in 1982. CES 
was designed to house new longitudinal business databases, develop 
them further, and make them available to qualified researchers. CES 
built on the foundation laid by a generation of visionaries, including 
Census Bureau executives and outside academic researchers. 

 Pioneering CES staff and academic researchers visiting the Census 
Bureau began fulfilling that vision. Using the new data, their analyses 
sparked a revolution of empirical work in the economics of industrial 
organization. 

 The Census Research Data Center (RDC) network expands researcher 
access to these important new data while ensuring the secure 
access required by the Census Bureau and other providers of data 
made available to RDC researchers. The first RDC opened in Boston, 
Massachusetts, in 1994. 
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Our mission at the Center for Economic Studies (CES) is to 
undertake research and development activities that benefit the 
Census Bureau by creating new data products, discovering new 
ways to use existing Census products, and suggesting improve-
ments to existing Census data products and processes. CES also 
facilitates the research of others through the Census Research 
Data Center (RDC) network, the Survey Sponsor Data Center 
(SSDC) network, in our role as the data repository for Census 
researchers, and as the archivist for Census business data. All of 
these activities either directly or indirectly enhance our under-
standing of the U.S. economy and its people. 

CES was fortunate to become the home of the Longitudinal Household-Employer Data (LEHD) 
program a few years ago. The LEHD program is a natural fit for CES given its strong research 
and development capabilities. Erika McEntarfer, the Team Lead for the researchers in LEHD, pro-
vides an overview of this innovative program in Chapter 2. Her chapter describes some of the 
new products that LEHD staff have developed and put into production. Reflecting LEHD’s genius 
for repurposing existing data, some of these new products incorporate data from the Economic 
Directorate (firm size and age into the Quarterly Workforce Indicators) and the Demographic 
Directorate (population into OnTheMap for Emergency Management). 

The breadth of research undertaken by CES staff continues to expand. Partly this reflects 
being tasked with providing research expertise to additional areas of the Census Bureau (for 
example, providing research on how local labor market conditions affect staffing of Decennial 
field work). Partly this reflects our development of new data products, which has enabled us to 
answer a wider variety of research questions. Evidence of this broad scope of research can be 
found in Chapter 3, which summarizes seven recent research projects at CES. These research 
projects seek to understand such varied phenomena as trade flows, retirement decisions, and 
the differential impact of environmental regulations. Other research focuses on measurement 
issues such as the impact of the imputation algorithms used at the Census Bureau.    

In addition to all of these innovations in research and development, CES continues to provide 
innovative research support. CES has been instrumental in developing and maintaining a new 
mode of access for research. The Survey Sponsor Data Centers are intended to provide federal 
agencies with access to the data that they collect through their partnership with the Census 
Bureau. This enables the sponsors to undertake research using their collected data to improve 
their data products. We also continue to improve and expand an existing mode of access, the 
Census Bureau Research Data Center network. 

(Continued)

A MESSAGE FROM THE CHIEF ECONOMIST
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In addition to all of these research, development, and support activities, this was a busy year for 
administrative tasks as we sought to fill vacancies resulting from the reorganization of the Research 
and Methodology Directorate. As described in Chapter 1, we were fortunate to recruit three excep-
tional researchers to fill our Assistant Center Chief positions. In sum, it has been an exciting year as 
we have strengthened our core capabilities and expanded into new areas so as to fulfill our mission 
of helping the Census Bureau meet its challenges in providing information about the U.S. economy 
and its people. 

Thank you to everyone who contributed to this report. Randy Becker compiled and edited all of the 
material in this report. Other contributors are acknowledged on the inside cover page. 

Lucia S. Foster, Ph.D. 
Chief Economist and Chief of the Center for Economic Studies

A MESSAGE FROM THE CHIEF ECONOMIST—Con.
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NEW ASSISTANT CENTER 
CHIEFS

Three new Assistant Center 
Chiefs were appointed in 
2012 to manage major CES 
operations.  

In January, Shawn Klimek 
became CES’s new Director of 
Research, overseeing its two 
economic research groups and 
the Census Bureau’s increas-
ing number of Research Data 
Centers (RDCs). The research 
performed at CES and the 
RDCs lead to new discoveries 
in economics and other social 
sciences, findings that help 
improve Census Bureau surveys 
and data products, and the 
development of new data prod-
ucts for public use. 

Shawn began his career as an 
economist at CES in 1999. Prior 
to that, Shawn worked with 
Census Bureau microdata as a 
research assistant at the (now 
defunct) Carnegie Mellon RDC. 
Shawn brings both depth and 
breadth of research and research-
related experience to his new 
position. Shawn’s research 
focuses on industrial organiza-
tion and economic measurement. 
In addition, Shawn has worked 
closely with other areas of the 
Census Bureau to improve the 
quality and efficiency of the 
Economic Census and the 2010 
Census. He was also the driving 
force behind the recent suc-
cessful opening of the Census 
Bureau’s first Survey Sponsor 
Data Center at the National 

Science Foundation. Shawn 
received a B.S. in history and 
economics from the University of 
Wisconsin-Madison and a Ph.D. 
in economics from Pennsylvania 
State University. 

In April, Robert Sienkiewicz 
joined CES as its new Assistant 
Center Chief for Longitudinal 
Employer-Household Dynamics 
(LEHD). In this position, Rob 
directs the LEHD program and its 
mission to provide new sources 
of critical, policy-relevant infor-
mation derived from the LEHD 
data. He also serves as the key 
liaison between the Census 
Bureau and state officials who 
provide essential microdata to 
LEHD through the LED partner-
ship. Rob comes to CES from the 
National Institute of Standards 
and Technology where he 
served as the Deputy Director 
of the Technology Innovation 
Program. Rob has a B.A. in 
economics from the University 
of Notre Dame, an M.B.A. from 
Georgetown University, and 
a Ph.D. in economics from 
Catholic University.

Also in April, Trent Alexander 
joined CES as its new Assistant 
Center Chief for Research 
Support, overseeing the Data 
Processing & Archiving Staff 
and the Administrative Records 
Data Staff. These groups gather, 
process, and archive micro-
data, metadata, and paradata 
from across the Census Bureau 
to facilitate research by CES 
staff researchers, other Census 
Bureau research staff, and 

RDC-based researchers from 
academia and other federal 
agencies. Trent comes to CES 
from the Census Bureau’s 
American Community Survey 
Office where he was the Chief 
of the Data Analysis and User 
Education Branch. Prior to join-
ing the Census Bureau in 2010, 
Trent was a Principal Research 
Scientist at the Minnesota 
Population Center. Trent has a 
B.A. in history and sociology 
from Columbia University and a 
Ph.D. in history from Carnegie 
Mellon University. 

THE RDC NETWORK 
CONTINUES TO GROW

The RDC network continues to 
expand over multiple dimen-
sions, enhancing the benefit 
of the network to the Census 
Bureau. In 2012, the RDC net-
work expanded in terms of loca-
tions, projects hosted, research 
completed, and datasets made 
available to researchers.

In September, the Northwest 
Census RDC opened at the 
University of Washington in 
Seattle, with financial sup-
port from the University of 
Washington and the state of 
Washington. Remarks from 
the grand opening ceremony 
by UW Provost and Executive 
Vice President Ana Mari Cauce, 
NWCRDC Executive Director 
and Professor of Geography 
Mark Ellis, and Acting Director 
of the Census Bureau Thomas 
Mesenbourg can viewed at 
<www.youtube.com 
/watch?v=3GdLrmcKui8>.  

Chapter 1. 
2012 News
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In October, the Texas Census 
RDC opened at Texas A&M 
University in College Station. 
The TxCRDC enjoys support 
from the Texas A&M University 
system, Baylor University, and 
the University of Texas at Austin.

In 2012, 23 new RDC projects 
began. Of those, 9 use Census 
Bureau microdata (see Appendix 
3-A), while 2 use data from the 
Agency for Healthcare Research 
and Quality and 12 use data 
from the National Center for 
Health Statistics (see Appendix 
3-B).

Meanwhile, RDC researchers 
continue to be tremendously 
prolific, with at least 47 publica-
tions and another 39 working 
papers in 2012 (see Appendix 
2). As the accompanying table 
shows, RDC-based research is 
being published in many of the 
best peer-reviewed journals. 
Recent and forthcoming articles 
include ones in the American 
Economic Review, Econometrica, 

Journal of Political Economy, and 
Quarterly Journal of Economics. 

RDC-based researchers include 
many graduate students work-
ing on their Ph.D. dissertations. 
Many of these doctoral candi-
dates are eligible to apply to 
the CES Dissertation Mentorship 
Program. Program participants 
receive two principal benefits: 
one or more CES staff econo-
mists are assigned as mentors 
and advise the students on the 

use of Census Bureau microdata, 
and a visit to CES where they 
meet with staff economists and 
present research in progress. 
In 2012, CES accepted five new 
participants into the program 
and has had 19 since the pro-
gram began in 2008. 

The microdata available to 
researchers has also expanded. 
Among the notable releases 
are sixteen years of data from 
the Annual Wholesale Trade 

Ribbon-cutting ceremony for the 
Texas Census RDC. From left to 
right: José Luis Bermúdez, Dean 
of Liberal Arts, Texas A&M; Mark 
Fossett, Executive Director of the 
Texas Census RDC and Professor 
of Sociology, Texas A&M; Thomas 
Mesenbourg, Acting Director, Census 
Bureau; R. Bowen Loftin, President, 
Texas A&M; and Theresa Fossum, 
Interim Vice President for Research, 
Texas A&M.

SURVEY SPONSOR DATA CENTER OPENS

The Census Bureau opened the first Survey Sponsor Data 
Center (SSDC) at the National Science Foundation (NSF) in 
Arlington, Virginia. The SSDC is a secure and staffed Census 
Bureau facility that provides designated NSF staff with onsite 
access to data collected under partnership between the two 
agencies—in this case, the National Survey of College Gradu-
ates, and possibly the Business R&D and Innovation Survey 
in the future. At SSDCs, users collaborate with Census Bureau 
staff on projects to enhance the survey’s methodology and 
processing. The staffing and operation of this and future 
SSDCs are managed by CES. 
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Survey and waves 6-10 of the 
Survey of Income and Program 
Participation. See Appendix 5 for 
more details.  

NEW RELEASES OF 
PUBLIC-USE DATA BY CES

In May 2012, the Census Bureau 
released the 2010 Business 
Dynamics Statistics (BDS), 
which provides annual statis-
tics on establishment openings 
and closings, firm start-ups, job 
creation, and job destruction, 
from 1976 to 2010, by firm size, 
age, industrial sector, and state. 
This release introduces tables 
by establishment characteristics 
in addition to firm character-
istics. This release also sheds 
further light on the 2008–2009 

recession. Notably, the U.S. 
has become less entrepreneur-
ial, and in 2010, the business 
startup rate fell below 8 percent 
for the first time ever. Even so, 
the 394,000 companies that 
started operating in 2010 cre-
ated some 2.3 million jobs. The 
BDS results from a collabora-
tion between CES and the Ewing 
Marion Kauffman Foundation. 
More information about the BDS 
can be found at <www.census 
.gov/ces/dataproducts/bds 
.html>.

The Quarterly Workforce 
Indicators (QWI) are a set of 
economic indicators—includ-
ing employment, job creation 
and destruction, wages, and 
worker turnover—available by 

different levels of geography 
and by detailed industry, gender, 
and age of workers. In 2012, 
QWI was expanded to include 
New Hampshire and the District 
of Columbia for the first time. 
Personnel data on federal jobs, 
from the U.S. Office of Personnel 
Management (OPM), has also 
recently been integrated into 
QWI. Now, detailed sub-state 
indicators on the federal work-
force are available by age, 
gender, race, and ethnicity. 
Currently QWI data for federal 
workers are only available for 
sixteen states; more state data 
will become available on a roll-
ing basis. In 2012, QWI was 
also expanded to include new 
information on the age and size 
of firms, from BDS microdata. 
These new data will allow users 
to consider topics such as the 
characteristics of jobs at young 
businesses, including the hiring, 
turnover, and wages at start-ups.  

CES staff also continue to update 
and improve OnTheMap, with 
the releases of versions 6 and 
6.1 in 2012. OnTheMap is a 
Web-based mapping and report-
ing application that shows 
where workers are employed 
and where they live. The easy-to-
use interface allows the creation, 
viewing, printing, and down-
loading of workforce-related 
maps, profiles, and underlying 
data. An interactive map viewer 
displays workplace and residen-
tial distributions by user-defined 
geographies at census block-
level detail. The application also 
provides companion reports on 
worker characteristics and firm 
characteristics, employment 

PUBLICATIONS BY RDC RESEARCHERS AND  
CES STAFF: 2012 AND FORTHCOMING

 
Economics journals  
(by rank)

AAA  (1–5) 
AA  (6–20) 
A  (21–102) 
B  (103–258) 
C (259–562) 
D  (563–1202)

Journals outside  
of economics

Book chapters    

TOTAL

Note: Based on publications listed in Appendix 2, excluding working papers. 
Ranking of journals in economics is taken from Combes and Linnemer (2010). For 
the purposes here, the relatively new American Economic Journals are assumed 
to be A-level journals, as is the Papers and Proceedings issue of the American 
Economic Review. In a couple of other cases, a ranking was imputed using the 
journal ranking from RePEc. 

RDC 
researchers

3 
8 

13 
5 
3 
1 

11

3

47

 
CES staff

1 
3 
7 
7 
3 
0 

4

4

29

 
Total

4 
11 
20 
12 
6 
1 

15

7

76
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and residential area compari-
sons, worker flows, and com-
muting patterns. In OnTheMap, 
statistics can be generated for 
specific segments of the work-
force, including age, earnings, 
sex, race, ethnicity, educa-
tional attainment, or industry 
groupings. 

Among the improvements in 
the latest releases of OnTheMap 
are the addition of 2010 data, 
reporting by 2010 geography 
(census blocks and tracts), 
new charting and mapping 
capabilities, and the addi-
tion of New Hampshire, the 
District of Columbia, and data 
on federal civilian workers. 

Another major new feature is 
OnTheMap Mobile, a mobile-
optimized version of OnTheMap 
that can be accessed through 
iOS and Android Web browsers. 
OnTheMap can be accessed at 
<onthemap.ces.census.gov>, 
and OnTheMap Mobile can be 
accessed at <onthemap.ces 
.census.gov/m/>.

In June, version 3 of OnTheMap 
for Emergency Management 
(OTM-EM) was released. First 
introduced in 2010, OTM-EM 
is a public data tool provides 
unique, real-time information on 
the population and workforce 
for U.S. areas affected by hur-
ricanes, floods, and wildfires. 
The Web-based tool provides an 

intuitive interface for viewing 
the location and extent of cur-
rent and forecasted emergency 
events on a map, and allows 
users to easily retrieve detailed 
reports containing population 
and labor market characteris-
tics for these areas. The reports 
provide the number of affected 
residents, by age, race, ethnicity, 
gender, and housing character-
istics. The reports also provide 
the number and location of jobs, 
industry type, worker age and 
earnings. Worker race, ethnic-
ity, and educational attainment 
levels are under a beta release at 
this time. To provide users with 
the latest information available, 
OTM-EM automatically incor-
porates real time data updates 
from the National Weather 
Service, Departments of Interior 
and Agriculture, and other agen-
cies for hurricanes, floods, and 
wildfires. Among the improve-
ments in the latest release are 
the addition of FEMA disaster 
declaration areas and National 
Weather Service snowfall proba-
bility forecasts, a more complete 
archive of daily updates from 
the National Hurricane Center, 
the addition of 2010 Census 
demographic and housing char-
acteristics and 2010 jobs and 
worker statistics, new analyses 
and visualizations, and a new 
tool for exporting event areas 
to use in OnTheMap or other 
GIS applications. OnTheMap 
for Emergency Management 
version 3.0 can be accessed at 
<onthemap.ces.census.gov 
/em.html>.

CES RESEARCH CITED IN 2012 ECONOMIC REPORT 
OF THE PRESIDENT

In its chapter on jobs and income, the 2012 Economic Report 
of the President (EROP) includes a relatively lengthy discus-
sion of the findings of a forthcoming Review of Economics and 
Statistics article by John Haltiwanger, Ron Jarmin, and Javier 
Miranda titled “Who Creates Jobs? Small vs. Large vs. Young.” 
Here, the EROP focuses on the dynamism of private sector 
employment, the role of entrepreneurship, and the appar-
ent decline in business dynamism. The EROP also includes 
a “Data Watch” that showcases the Longitudinal Business 
Database (LBD). The LBD was created at CES and was used in 
the Haltiwanger et al. study and is one of the most requested 
datasets by researchers.

In addition, in its chapter on regulation and the environment,  
in a section devoted to the value of the Census Bureau’s 
Pollution Abatement Costs and Expenditures (PACE) survey, the 
2012 EROP cites a 2005 article by Randy Becker in the Journal 
of Environmental Economics and Management titled “Air 
Pollution Abatement Costs under the Clean Air Act: Evidence 
from the PACE Survey.”
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Both OnTheMap and OnTheMap 
for Emergency Management are 
supported by the state partners 
under the Local Employment 
Dynamics (LED) partnership with 
the Census Bureau as well as 
the Employment and Training 
Administration of the U.S. 
Department of Labor. 

CES STAFF RECEIVE 
RECOGNITION

CES economist David Brown 
received an individual 
Department of Commerce 
Silver Medal for Personal and 
Professional Excellence for his 
innovative approaches in analyz-
ing the potential of administra-
tive records relative to the 2010 
Census. David’s discoveries 
in the areas of matching tech-
niques, coverage issues, and 
data quality have informed the 
Census Bureau, Department 
of Commerce, Government 
Accountability Office, National 
Academy of Sciences, and other 
agencies.    

Cathy Buffington of CES, and 
Tammy Adams of the Decennial 
Statistical Studies Division, 
received the Director’s Award for 
Innovation for their development 
of the Field Survey Cost and 
Productivity Estimation System 
(FieldSCAPES). FieldSCAPES was 
created to provide daily survey 
progress and cost data for use 
during Field Division restruc-
turing. This innovative way to 
access and report interviewer 
household contact attempts, 

outcomes, hours, and miles, at 
multiple levels of detail, pro-
vides a welcome tool for use 
by the Field Division during its 
transition.

CES HOSTS AEA-NSF 
SUMMER FELLOW

This summer, CES was pleased 
to host Sherry Forbes as a sum-
mer fellow. Sherry was selected 
among the many applicants 
who applied to the Summer 
Economics Fellowship Program 
administered by the American 
Economic Association (AEA) and 
the National Science Foundation 
(NSF) to advance the partici-
pation of women and under-
represented minorities in the 
economics profession. Eligible 
candidates are junior faculty, 

postdocs, or graduate students 
at the dissertation stage.

During her summer at CES, 
Sherry continued developing a 
model to better understand how 
business cycles are propagated 
and transmitted across coun-
tries. In particular, her focus 
is on the role of trade, and in 
designing a model that matches 
some of the key empirical find-
ings regarding firm entry into 
and exit from export markets 
over short time horizons— 
empirical findings that arose 
from research conducted at CES 
and RDCs. 

In the fall, Sherry entered her 
fifth year of the Ph.D. program 
in economics at the University 
of Virginia, and she joined the 

Acting Secretary and Deputy Secretary of Commerce Rebecca Blank, 
CES Senior Economist J. David Brown, and Department of Commerce Under 
Secretary for Economic Affairs Mark Doms.
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faculty of Sweet Briar College as 
a visiting assistant professor of 
economics. Sherry holds an M.A. 
in economics from the University 
of Virginia, an M.A. in political 
science from The University of 
Chicago, an M.Phil. in economics 
from Oxford University, and a 
B.A. in economics and interna-
tional relations from Sweet Briar 
College. 

RDC ANNUAL RESEARCH 
CONFERENCE

The RDC Annual Research 
Conference showcases research 
from current or recent projects 
carried out in an RDC or at 
CES. This year, the conference 

was held on September 20 at 
the Federal Reserve Bank of 
Chicago, home of the Chicago 
Census RDC. The day featured 
24 papers, presented in nine 
sessions, on themes including: 
firms and productivity, labor 
supply of older workers and 
women, trade and outsourcing, 
labor economics topics, health 
topics, measurement issues in 
demographic data, spatial and 
regional issues, education top-
ics, and finance topics. Bhash 
Mazumder, Executive Director of 
the Chicago Census RDC, kicked 
off the conference, followed by 
Gale Boyd, Executive Director 
of the Triangle Census RDC. 

The lunchtime keynote address 
was given by Chad Syverson, 
Professor of Economics at the 
University of Chicago Booth 
School of Business.

LOCAL EMPLOYMENT 
DYNAMICS (LED) 
PARTNERSHIP WORKSHOP

The 2012 Local Employment 
Dynamics (LED) Partnership 
Workshop was held on March 
7–8, 2012, in Arlington, Virginia. 
For more than a decade, this 
workshop has been a key com-
ponent in strengthening the vol-
untary partnership between the 
Census Bureau and the states. 
The workshop brings together 
key stakeholders (including state 
Labor Market Information direc-
tors, data analysts and data pro-
viders at state and federal agen-
cies, nonprofit organizations, 
businesses, and other data users 
of LED data products) to discuss 
the latest products enhance-
ments, to discover how their 
peers are using the data, and to 
learn about the research that will 
shape future improvements.  

The theme for this year’s work-
shop was “Local Data for Local 
Decisions.” Topics addressed by 
invited speakers, state partners, 
and data users included regional 
labor market analysis, regional 
planning & development, and 
transportation planning. Invited 
posters were also on display. 
CES’s LEHD staff discussed newly 
available data and enhance-
ments to data applications, 
including a session on the most 
recent release of OnTheMap and 

BLS-CENSUS RESEARCH WORKSHOP 

On June 7, the Bureau of Labor Statistics (BLS) and the Census 
Bureau hosted a workshop featuring empirical research by 
economists from both agencies. These annual workshops are 
intended to encourage and nurture collaboration between 
researchers at BLS and Census. As such, the workshop con-
sisted of three themed sessions with two papers each—one 
from each agency—with discussants from the other agency. 
Papers included:

• Pay for Performance and Compensation Inequality: 
Evidence from the ECEC

• Estimates of Earnings Instability from the SIPP Gold 
Standard File

• The Impact of the 2007–2009 Recession on Mothers’ 
Employment

• What Effects do Macroeconomic Conditions Have on 
Families’ Time Together?

• Search and Compensating Wage Differentials

• Job to Job Flows and the Business Cycle

The third annual BLS-Census Research Workshop will be held 
on June 6, 2013. 
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planned improvements. CES staff 
also presented recent research 
on self-employment and on 
job-to-job flows in the Great 
Recession. Presentations for the 
2012 workshop (and those from 
previous years) are posted at 
<lehd.did.census.gov/led 
/library/workshops.html>. 

Census Bureau Acting Director 
Thomas Mesenbourg offered the 
workshop’s opening address. 

A VISIT FROM STEVEN RUGGLES

On January 24, CES was 
pleased to host a lecture 
by Steven Ruggles, Regents 
Professor of History and 
Population Studies at the 
University of Minnesota, and 
Director of the Minnesota 
Population Center, on “The 
Census, the Origins of Data 
Processing, and Challenges of 
Big Data.” Professor Ruggles 
contended that from the mid-
19th century through the mid-
20th century, the needs of 
census data processing drove 
the major innovations in data 
technology, from the Seaton 
Device in 1872, through the 
original Hollerith Machine 
in 1888 (and subsequent 
variations), to (literally) the 
very first UNIVAC. Since the 1960s, however, Ruggles argued, such technological innovations have 
been driven by the private sector. Ruggles also talked about the history of large-scale microdata—
the demand for which increased with the falling costs of computing and storage. His parents, 
economists Nancy and Richard Ruggles, led the earliest efforts to create longitudinal Census Bureau 
microdata on manufacturers—CES’s mainstay for many years. Ruggles concluded with a discussion 
of several Census data infrastructure projects at the Minnesota Population Center.

Katharine Abraham, Member 
of the Council of Economic 
Advisors, was the lunchtime 
speaker on the first day, and 
Adriana Kugler, Chief Economist 
of the Department of Labor, 
was the lunchtime speaker on 
the second day. Jeremy Wu, 
former Assistant Center Chief 
for LEHD at CES, received the 
2012 LED Partnership Award for 
Innovation. Over 200 people 

attended the workshop, includ-
ing representatives from over 
40 states and the District of 
Columbia.

The 2013 LED Partnership 
Workshop will be held on June 
12 and 13. 
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INTRODUCTION

Until a few years ago, many inter-
actions between workers and 
firms in the U.S. economy were 
unobservable due to an absence 
of a link between employer and 
household data in the national 
statistical system. Since 1999, 
the Longitudinal Employer-
Household Dynamics (LEHD) pro-
gram at the U.S. Census Bureau 
has sought to fill this gap in the 
nation’s statistical infrastructure 
by building a comprehensive 
database of longitudinally linked 
jobs data for the United States. 
The potential uses of such data 
are far-reaching, both for unrav-
eling many important questions 
in economic research and for 
the provision of new statistical 
products. 

The core jobs data that underlie 
the LEHD microdata are collected 
via a unique federal-state data 
sharing partnership. Rather than 
generating data via a new survey, 
the LEHD program leverages 
existing data in new ways. By 
integrating data used to adminis-
ter public programs with exist-
ing census and surveys, a new 
national jobs database is gener-
ated at very low cost and with no 
additional respondent burden. 
The result is a massive linked 
longitudinal database covering 
over 95 percent of U.S. private 
sector jobs. It is the first national 
linked employer-employee data 
program for the United States.

The linked employer-employee 
LEHD data allow for new publicly 
available statistics on work-
force demographics and flows 
of workers between industries, 
and for better identification of 
regional labor markets. The 
first public use data product 
derived from the LEHD data, the 
Quarterly Workforce Indicators 
(QWI), produces employment and 
worker flow statistics by detailed 
demographic characteristics 
at the county by 4-digit NAICS 
level. A second product, LEHD 
Origin-Destination Employment 
Statistics (LODES) exploits the 
worker-firm link to provide 
employment data by both place 
of work and place of residence 
at block-level geography. A new 
data product detailing the longi-
tudinal flows of workers across 
jobs, industries, geographies, 
and employment status is cur-
rently in development.1  

HISTORY OF THE LEHD 
PROGRAM AND THE LED 
PARTNERSHIP

The LEHD program is a col-
laborative effort between the 
academic community, state data 
partners, and the U.S. Census 
Bureau. Advances in computing 
technology and the development 
of linked employer-employee 

1 The set of public use products devel-
oped from the LEHD microdata are collec-
tively referred to as the Local Employment 
Dynamics (LED) data, after the federal-state 
data partnership under which the data 
are collected. A full list of LED partners 
and LED steering committee members is 
provided in Appendix 7.

data systems in Europe sug-
gested the possibility of creating 
similar data for the United States. 
However, a chief obstacle to this 
end was a lack of administra-
tive data on jobs at the national 
statistics agencies. Such data 
are available both at the IRS 
(i.e., employer-based annual tax 
reports) and at state agencies 
administering the unemploy-
ment insurance (UI) system. For a 
variety of reasons, including the 
greater currency and higher fre-
quency of the UI data, the latter 
were chosen as a base for a pilot 
project at the Census Bureau. 

Thus began the Local 
Employment Dynamics (LED) 
federal-state data sharing 
partnership. States in the LED 
partnership share data with 
the Census Bureau in exchange 
for the availability of new data 
products developed by the 
LEHD program.2 Funding for the 
initial pilot was provided via the 
National Science Foundation, 
the National Institute on 
Aging, and the Alfred P. Sloan 
Foundation. A small research 
staff of Ph.D. economists and 
graduate students worked with 
senior research fellows John 
Abowd (Cornell University), 
John Haltiwanger (University of 
Maryland), and Julia Lane (then at 

2 The first two states to join the pilot 
were Illinois and Maryland, in 2000. By 
2005, 18 states were LED data partners. 
In 2010, the Census Bureau signed 
agreements with the last two states, New 
Hampshire and Massachusetts. As of this 
writing, all states except Massachusetts 
have LED data products in production. 

Chapter 2. 
Understanding the U.S. Labor Market:  
The Longitudinal Employer-Household Dynamics (LEHD) Program
Erika McEntarfer, Center for Economic Studies
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American University) to develop 
the initial integrated data and 
beta public use data products. 
As production of LED data prod-
ucts and applications increased, 
a dedicated production staff was 
added to the program. In 2008, 
the LEHD program moved from 
the Census Bureau’s Demographic 
Directorate into the Center for 
Economic Studies, with which 
it shared collaborative ties over 
the years.

The voluntary nature of the data- 
sharing agreements makes the 
LEHD program unique among 
providers of public use data. 
This partnership has been a key 
strength of the program; it is 
at the same time, the greatest 
risk to its long-term viability. 
Withdrawal of many states from 
the program would risk the 
integrity of many of the products 
provided from the LEHD data. To 
mitigate that risk and facilitate 
communication and collabora-
tion between the partners and 
Census, a steering committee of 

state partners and a LEHD staff 
was established early in the pro-
gram. This group meets regularly 
to discuss issues related to the 
partnership and expanding use 
of the LED data.

A budgetary challenge for the 
program came when initial seed 
money for the pilot came to 
an end, and the future of LEHD 
became uncertain. However, in 
2010, Congress approved the 
Local Employment Dynamics 
budget initiative, which provided 
sufficient funding to maintain the 
LEHD program and the LED data 
products. Many of the enhance-
ments outlined in the initiative 
were released in 2011 and 2012, 
including the addition of race, 
ethnicity, and education to the 
set of workforce demographic 
characteristics, the addition of 
firm age and size to the set of 
employer characteristics, and 
the addition of federal jobs (not 
included in state UI data) to the 
public use data products.  

THE LEHD MICRODATA

The LEHD data combine an 
enormous array of data sources: 
administrative wage records 
from state and federal agen-
cies, establishment data from 
Census Bureau business surveys, 
and Census Bureau survey and 
administrative data on individu-
als. Figure 2-1 shows the various 
person, firm, and job-level data 
sources that are tied together 
to form the LEHD microdata. A 
detailed rendering of the creation 
of the LEHD data is available in 
Abowd et al. (2009); in this sec-
tion we provide an overview only.

The core of the LEHD data are 
wage records from state UI and 
federal personnel data linked 
to establishment data from the 
Quarterly Census of Employment 
and Wages (QCEW), provided 
to the Census Bureau by the 
state partners. In most cases, 
a common identifier is used 
to link together firm, job, and 
individual data. However, in the 
cases where a common identifier 

Figure 2-1.

The LEHD Infrastructure Data
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is absent, the data are inte-
grated via statistical matching 
techniques.

Employment coverage in the 
LEHD microdata is very broad, 
including all jobs covered by 
state UI and federal work-
ers in the Office of Personnel 
Management System.3 Because 
states entered the LED partner-
ship at different times (and with 
different amounts of data in 
their archives), the available set 

3 State UI covers most private employ-
ment, as well as state and local govern-
ment employment. There are notable 
exceptions to coverage, namely most small 
agricultural employers, religious institu-
tions, and much of the nonprofit sector. 
OPM federal employment data includes 
the civilian workforce, but not the armed 
forces or the postal service. Meanwhile, tax 
data on self-employed workers is currently 
being integrated into the LEHD data, but 
is not yet available in the public use data 
products at the time of this writing.

of states in LEHD data varies by 
year. While several states have 
data that start in the early 1990s, 
many states’ data start in the late 
1990s and early 2000s.  

LEHD microdata are available 
to qualified researchers with 
approved projects in the Census 
Bureau’s secure Research Data 
Centers. Projects must be of sci-
entific merit and provide useful 
benefits to the Census Bureau’s 
data programs. Projects using 
LEHD data from a state-provider 
must also receive approval from 
the data provider.

THE QUARTERLY 
WORKFORCE INDICATORS

The QWI are derived from the 
LEHD microdata, providing 
employment, wage, turnover, 

and hires/separations data at the 
county by 4-digit NAICS level. 
The QWI are unique in being 
available at very detailed demo-
graphic-by-industry-by-county 
cells; this is accomplished both 
by the coverage of the jobs data 
as well as the use of noise infu-
sion to protect the confidentiality 
of the underlying data.4 

In addition to providing detailed 
workforce characteristics, a key 
strength of the QWI is the abil-
ity to track worker flows—hires, 
separations, and turnover—
as well as net employment 
growth. Figure 2-2 replicates a 
figure from a recent Kauffman 
Foundation report (Haltiwanger 

4 The QWI was the first Census Bureau 
data product to use noise infusion to pro-
tect confidentiality, a technique now used 
by several other data programs.

Business Dynamics Statistics Briefing:  
Job Creation, Worker Churning, and Wages at Young Businesses[8]

leaving jobs due to job destruction as they had been 
in the late 1990s. During the Great Recession, by far 
the worse of the two recessions, between 30 percent 
and 35 percent of job separations were due to job 
destruction, implying a higher share of layoffs. 

The increase in the job-destruction-to-separations 
ratio is especially large for the oldest businesses in 
the Great Recession. The changing composition of 
separations in recessions reflects changes in the nature 
of the reallocation of workers and jobs in recessions. In 
good times, many separations are quits, with workers 
moving up the career ladder by switching employers. 

In contrast, during recessions, job destruction and 
layoffs increasingly dominate separations. Related 
research shows that workers who are laid off are more 
likely to experience an unemployment spell and suffer 
an earnings loss from separations.20 

Another way to characterize worker churning is in 
terms of the difference between hires and job creation 
and the difference between separations and job 
destruction as shares of employment. In considering 
these difference measures, observe that there is an 
identity such that Hires – Job Creation = Separations 
– Job Destruction.21 Figure 6 shows the resulting 
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Shares of Hires and Separations Due to Job Creation and 
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20. See Davis, Faberman, and Haltiwanger (2012) and Elsby, Hobijn, and Sahin (2010) for discussion of this related research. 

21. This identity follows from the identity that Net Employment Change = Hires – Separations = Job Creation – Destruction. This identity holds even given the fact that hires and 
separations represent flows over the entire quarter while job creation and destruction represent changes from the beginning to the end of the quarter. Seasonal adjustment is 
different for each of the series, which can break the identity. We also note that these identities don’t hold in the published QWI for highly disaggregated data, given the noise 
infusion used for disclosure avoidance in the QWI. Even at high levels of aggregation, noise infusion can yield very modest differences. In spite of these two factors, Figure 6 shows 
that these identities essentially hold in the published, seasonally adjusted series.

Figure 2-2.

Shares of Hires and Separations Due to Job Creation and Destruction in  
Young Versus Established Firms

Source: Haltiwanger, Hyatt, McEntarfer, and Sousa (2012).
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et al. 2012) examining worker 
turnover and wages at young 
businesses. This figure shows 
the ratio of job creation to hires 
for young versus established 
firms. As can be seen in here, 
the share of hires that increase 
employment is much larger 
for young than for established 
firms, with four out of every 
ten hires accounted for by job 
creation, compared to approxi-
mately one-quarter to one-third 
for older firms. Interestingly, the 
share of separations that consti-
tute job destruction is the same 

at young as well as established 
businesses.

LODES/ONTHEMAP

The second public use data 
product derived from the LEHD 
microdata reports employment 
by both place of work and 
place of residence at block-level 
geography. This is the LEHD 
Origin-Destination Employment 
Statistics (LODES), first released 
in 2006 and more commonly 
referred to as OnTheMap, the 
online application used to dis-
seminate and analyze the data.

The ability to analyze employ-
ment by both place of residence 
as well as place of work is 
critical for identifying regional 
labor markets and understand-
ing the interconnectedness of 
geographic areas that lie across 
state and metro area boundar-
ies. A combination of noise 
infusion (similar to QWI) and 
synthetic data methods are used 
to protect worker and firm char-
acteristics, including residential 
location.5 

The OnTheMap Web-based 
mapping application provides 
an easy-to-use interface for 
mapping small-area workforce 
characteristics. Figure 2-3 shows 
an example of one type of analy-
sis, depicting where the resi-
dents of Vancouver, Washington 
work. As can be seen in the 
map, many Vancouver resi-
dents work in nearby Portland, 
Oregon. The application also 
provides tabulations to accom-
pany the workforce maps on 
employer and worker char-
acteristics, and allows users 
to create analysis of custom 
geographies. OnTheMap won a 
U.S. Department of Commerce 
Gold Medal Award for Scientific/
Engineering Achievement award 
in 2010 in recognition of the 
innovative nature of the applica-
tion and underlying data. Also in 
2010, OnTheMap for Emergency 
Management was introduced, 
which provides real-time infor-
mation on population and labor 
force characteristics for areas 
affected by hurricanes, floods, 
wildfires, and other disasters.   

5 For a detailed discussion of con-
fidentiality protection in LODES, see 
Machanavajjhala et al. (2008).

Figure 2-3. 
Where Residents of Vancouver, WA, Work

Source: LEHD Origin Destination Employment Statistics  
            (LODES) for 2009.
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JOB-TO-JOB FLOWS  
(IN DEVELOPMENT)

Movements of workers between 
jobs are the principal mechanism 
by which labor markets allocate 
workers more efficiently. While 
these flows are large and eco-
nomically important, they repre-
sent a significant gap in available 
economic statistics. This gap is 
understandable; few longitudinal 
person-level data sources are of 
sufficient sample size to allow 
detailed tabulations of worker 
flows across jobs.

The next LEHD data product in 
development seeks to fill this 
gap by producing estimates of 
worker flows across jobs, by 
detailed industry, and including 

direct transitions as well as those 
with spells of nonemployment 
between jobs.6 Currently, the 
LEHD program plans to release 
the new job-to-job flows data 
during calendar year 2014.

Research using the prototype job-
to-job flows data shows a marked 
decline in job mobility in recent 
years. Figure 2-4 shows trends 
in the rate of job change from an 
initial prototype job-to-job flows 
database. As shown in the figure, 
the decline in job separations 
over the 13 year period from 
1998-2010 is driven entirely by 

6 The job-to-job flows public use data 
is an outgrowth of ongoing research at 
LEHD on measuring flows of workers 
between jobs, particularly Bjelland et al. 
(2011), Fallick et al. (2012) and Hyatt and 
McEntarfer (2012a and 2012b).

a decline in direct flows to new 
jobs. These declines are con-
centrated in the two recessions, 
with a particularly sharp decline 
in the rate of job change in the 
Great Recession. If this slowdown 
reflects better worker matching, 
this may be a positive devel-
opment. If it instead reflects a 
slowdown in the ability of work-
ers to obtain better employment 
opportunities, the implications of 
this slowdown are less benign. 
Disentangling the causes and 
consequences of this decline is a 
subject of ongoing research.   

Decline in Separations in Great Recession Is Driven by Fall in Flows 
to New Jobs
Job-to-job flows in thousands

Job-to-job (same and adjacent quarters)

Source: Hyatt and McEntarfer (2012a).
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TAPPING THE POTENTIAL 
OF ADMINISTRATIVE 
DATA IN THE FEDERAL 
STATISTICAL SYSTEM

A core mission of LEHD research 
is to enhance the infrastructure 
for use of administrative data in 
the production of federal statis-
tics. This includes activities such 
as developing statistical match-
ing and imputation methods for 
data linkage, research comparing 
administrative and survey data 
to understand sources of error in 
each, and developing new proto-
types for data products. 

In a time of declining survey 
response rates and budget-
ary cutbacks, administrative 
data has enormous potential to 
improve data quality and lower 
costs. In addition to demonstrat-
ing the utility of data linkage in 
developing new data products, 
LEHD researchers also work to 
build the necessary knowledge 
and data infrastructure to allow 
administrative data to enhance 
Census Bureau survey program 
areas. 

For example, a current proj-
ect matches jobs between the 
LEHD administrative data and 
American Community Survey 
(ACS) to better understand 
discrepancies between the two 
data sources and to establish an 
infrastructure for better miss-
ing data imputations. Both the 
ACS and LEHD data are key data 
sources for sub-state labor mar-
ket and commuting information. 
Place of work has a relatively 
high item nonresponse rate in 
the ACS, and imputations can 
be improved using matched 
administrative data. The match 
will also allow improvements to 

worker-to-establishment imputes 
for multiunit firms in the LEHD 
data. 

RESEARCH AND 
DEVELOPMENT 

The LEHD program maintains an 
active research program focused 
on the use of longitudinally 
linked employer-employee data. 
The LEHD data make possible 
new research on interactions 
of workers and firms in the 
economy, the sorting of workers 
across firms, trends in worker 
and firm dynamics over time, as 
well as the development of new 
statistical products. Research and 
product development at LEHD 
is conducted collaboratively via 
a network of senior research 
fellows from academia, full-
time Census research staff, and 
graduate students from Ph.D. 
programs. LEHD researchers are 
expected to publish the results 
of their research in scientific 
journals and present at academic 
conferences.

Housed in the federal statistical 
system, some LEHD research is 
unsurprisingly oriented toward 
innovations in the provision and 
quality of data. One such project 
is the development of a meth-
odology to produce a national 
QWI series (Abowd and Vilhuber 
2011). Other research has 
focused on using the flows of 
workers across firms to identify 
merger and acquisition events in 
administrative data (Benedetto 
et al. 2007). The sources of 
administrative data error and 
their implications for inference 
are also not well understood. 
Abowd and Vilhuber (2005) 
measure the impact of errors in 
reporting of personal identifiers 

on hires and separations in the 
QWI, finding that such errors 
inflate estimates of hires and 
separations by up to 15 percent. 
These projects have resulted in 
improved processes and signifi-
cant enhancements to the under-
lying LEHD data.

Different data sources can 
sometimes provide conflicting 
evidence on the state of the 
labor market. A promising area 
for LEHD research is utilizing 
linked data to better under-
stand such discrepancies. A 
recent paper by Abraham et al. 
(forthcoming) links LEHD and 
Current Population Survey data 
to explain divergence in payroll 
and household employment 
that occurred during the 2001 
recession. They find that margin-
ally attached workers and very 
short jobs account for much 
of the discrepancy; these jobs 
are more likely to be captured 
in the administrative data and 
underreported in survey data. If 
marginal jobs and workers have 
different cyclical sensitivity, this 
may explain the stronger cyclical 
pattern in payroll employment in 
the 1998–2003 period.

A pervasive and difficult to 
explain phenomena in econom-
ics is the persistence of inter-
industry wage differences for 
measurably similar workers. 
Research into why some firms 
appear to offer a wage premium 
to workers has previously been 
constrained by a lack of good 
data to investigate causal fac-
tors. Are these wage differences 
due to worker heterogeneity or 
to firm-specific compensation 
policies? Abowd et al. (2012) use 
LEHD to disentangle these two 
components, finding evidence 
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that in the U.S., much of the 
differential is accounted for by 
occupational and educational 
sorting across industries as well 
as industry specific capital. 

This discussion covers only a 
subset of LEHD research projects 
and is intended to give a general 
sense of how linked employer-
employee data is uniquely suited 
to answering important unan-
swered questions in economics. 
The data are still relatively new, 
and the potential for LEHD data 
to provide important insights 
for economic research has really 
only begun to be tapped.

LOOKING FORWARD

Over the last decade, the LEHD 
program has grown from a 
pilot program with a handful of 
state partners to a full-fledged 
national statistical program with 
two well-developed data prod-
ucts and a third in development. 
The passing of the LED budget 
initiative and the move of the 
program into the innovative and 
research-oriented Center for 
Economic Studies have insured a 
promising period of growth and 
stability for the program. Stable 
funding and supportive program 
management have allowed LEHD 
to attract new and talented staff. 
The immediate future for the 
LEHD program looks quite bright 
indeed.
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For three decades, staff at the 
Center for Economic Studies 
have used confidential survey 
microdata on businesses and 
households, linked employer-
employee data, and adminis-
trative records from federal 
and state agencies to carry out 
empirical research on a wide 
variety of topics in applied 
microeconomics, including 
(but not limited to) productiv-
ity, firm behavior, innovation, 
entrepreneurship, business 
dynamics, labor and labor 
dynamics, trade, health care, 
industrial location, energy, and 
the environment. This research 
increases our understanding 
of the U.S. economy and its 
people, yields insights that help 
improve Census Bureau surveys 
and data products, and leads to 
the development of new data 
products for public use. Here we 
feature some recent research by 
CES research staff. 

DECOMPOSING 
AGGREGATE TRADE 
FLOWS

National export promotion 
policies, including the United 
States’ National Export Initiative, 
which seeks to double exports 
by the end of 2014, highlight 
the important role of export-
ers in an economy’s growth. 
Understanding the overall pat-
terns of exports is a first step 
towards uncovering the chan-
nels that lead to export growth. 
Previous studies have shown 
that changes in U.S. exports are 
mainly due to incumbent firms 

(the intensive margin) while 
entry and exit into and out of 
the export market (the exten-
sive margin) explains only a 
relatively small share. 

Less is known about the types 
of firms associated with export 
creation and destruction. In a 
recent working paper (CES-12-
17), CES economists Fariha 
Kamal and C.J. Krizan use 
firm-level data on export 
transactions to explore the 
relationship between firm 
characteristics and annual 
export growth between 1992 
and 2009. The authors find that 
incumbent exporters account 
for 90 percent (85 percent) of 
increases (decreases) in annual 
export flows while entrants and 
exits out of the export market 
account for the rest. Focusing 
on just the increases, the 
authors find that among firms 
employing fewer than 100 work-
ers, the entry margin accounts 
for a quarter of the increases 
in export flows, while among 
firms that employ 250 work-
ers or more, the entry margin 

accounts for less than 3 percent 
of total increases. A similar pic-
ture emerges when comparing 
young and old firms. The entry 
margin accounts for almost 40 
percent of total increases among 
firms four years old or younger, 
whereas entries account for less 
than 7 percent of total increases 
among firms ten years or older. 
It seems that smaller, younger 
firms are more likely to contrib-
ute to annual export growth 
relative to their larger, older 
counterparts, but those older 
and larger firms are more stable 
and tend to experience fewer 
interruptions in their export-
ing. In ongoing work, Kamal 
and Krizan are examining firms’ 
responses to shocks such as the 
Great Recession. Preliminary evi-
dence suggests that small and 
young firms experience higher 
export growth during crises 
periods relative to their larger 
and older counterparts.   

HOW DO JOBS INFLUENCE 
RETIREMENT DECISIONS?

As the aging of the U.S. popula-
tion places increased demands 
on public programs such as 
Social Security, an important 
question is how long older 
Americans are willing and 
able to work before they retire 
from the labor force. Research 
has shown that pay and ben-
efits, including pensions and 
health insurance, have impor-
tant effects on when people 
retire. Much of what is known 
is based on surveys of individu-
als, who report their income, 

Chapter 3. 
Recent Research at the Center for Economic Studies

Fariha Kamal
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benefits, savings, health, and 
household composition. While 
all of those factors are impor-
tant, it is likely that the retire-
ment decision also depends on 
the workplace. For example, is 
the employee’s employer large 
or small, and is it growing or 
shrinking? This sort of informa-
tion is very difficult to collect 
from individuals. While busi-
nesses are better at answering 
those questions, they are not 
capable of providing accurate 
information on their employees’ 
savings, health, and so forth. 

One promising approach is to 
integrate data from both individ-
uals and employers. In a recent 
working paper (CES-12-31), 
CES economist Kristin McCue 
and coauthor Chinhui Juhn 
use linked employer-employee 
data to explore the relationship 
between the characteristics of 
jobs workers held at 55 and 
their decision to retire early. 
In particular, the authors focus 
on a sample of 63-year-olds 
from the 2005-2008 American 
Community Survey, matched 
to their history of earnings, 
employment, employers, and 
coworkers from the Longitudinal 
Employer-Household Dynamics 

(LEHD) data. Juhn and McCue 
find that those that retired by 
age 63 were more likely to 
have been employed by larger 
employers at age 55 than those 
that continued to work, even 
when controlling for pen-
sion coverage and industry of 
employment. These retirees 
also worked for employers 
with somewhat higher pay, and 
they were less likely to have 
young coworkers. One potential 
explanation for this difference 
in coworker age is that early 
retirees are less likely to work 
in growing firms—a possibility 
the authors plan to explore in 
future work. 

Research in this area may lead 
to development of new statistics 
(based on existing data sources) 
that are useful in understanding 
trends in retirement rates, such 
as indices of whether employ-
ment of older workers is shifting 
towards jobs with relatively high 
or low retirement rates.

IMPUTATION FOR 
MISSING DATA

In any survey, some households 
or businesses will leave some 
answers blank. For example, in 
the Census of Manufactures, a 
respondent may report the man-
ufacturing plant’s total value of 
shipments, but leave blank the 
total cost of its material inputs. 
In order to tabulate the total cost 
of materials used by the indus-
try, the Census Bureau imputes 
data for missing values, using 
data from similar manufacturing 
plants, data from other sources, 
data from earlier years, and/or 
known relationships between 
the cost of materials and other 
variables in the same industry. 

Although an imputed value will 
probably not be correct for any 
given plant, the expectation 
is that imputed values will be 
correct on average.

A recent working paper (NBER 
Working Paper #17816) by CES 
economist T. Kirk White and 
coauthors Jerome Reiter and 
Amil Petrin examines imputation 
in the Census of Manufactures 
(CM). The authors find that 
traditional imputation methods 
can lead to biased estimates of 
the relationships between vari-
ables. This is especially true for 
methods that employ historical 
data and assume a fixed rela-
tionship within an industry 
between, say, a plant’s cost of 
materials and its total salaries 
and wages. If this relationship in 
fact varies systematically over 
time or across plants of different 
sizes then imputations will be 
inaccurate. 

White et al. employ an alterna-
tive strategy for handling miss-
ing data in the CM and Annual 
Survey of Manufactures (ASM), 
based on multiple imputation 
via sequences of classification 
and regression trees. Using 
their imputations, the authors’ 
findings suggest that there 
may be more within-industry 

Kristin McCue

T. Kirk White
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productivity dispersion than 
previous research has indicated, 
which was already found to be 
relatively large. The authors con-
clude that researchers using CM 
and ASM microdata should con-
sider how the Census Bureau’s 
imputations may affect their 
estimates and consider alterna-
tive methods of imputation that 
try to preserve the key relation-
ships in the data.  

A DECLINE IN JOB 
MOBILITY AMONG YOUNG 
WORKERS

The Longitudinal Employer-
Household Dynamics (LEHD) pro-
gram at CES is developing a new 
public-use data product on flows 
of workers between jobs. These 
new statistics will permit an 
understanding of worker move-
ments between jobs, between 
industries, and between loca-
tions that is more comprehen-
sive and detailed than is pos-
sible using other data sources. 
Using a research prototype of 
this database, a recent working 
paper (CES-12-04) by CES econo-
mists Henry Hyatt and Erika 
McEntarfer investigate recent 
trends in job mobility. 

In their paper, Hyatt and 
McEntarfer provide benchmark 
statistics on gross employment 
flows, origin and destination 
industries, nonemployment, and 
associated earnings since 1999. 
The authors document that 
job mobility rates are procycli-
cal: they rise during economic 
expansions and fall during 
recessions. The authors also 
find a sharp drop in job mobil-
ity in the “Great Recession” of 
2007–2009—a much sharper 
drop than that in the previous 
recession of 2001.  

This decline in job mobility 
is especially pronounced for 
younger workers. Figure 3-1 
shows the quarterly rate of job 
change for workers of different 
ages. Younger workers gener-
ally change jobs much more 
frequently than older workers, 
however the difference between 
younger and older workers nar-
rowed substantially from 1998–
2010, due to larger decreases 
in the rate of job change among 
young workers. In particular, in 
the late 1990s, about 15 percent 
of employed workers in their 
twenties switched jobs each 
quarter, while in 2010 less than 
10 percent did. The respective 

decline for workers in their for-
ties was 6 percent to 4 percent.

The decline in job mobility 
among younger workers is a 
potentially worrisome trend, as 
wage changes associated with 
job change constitute a sub-
stantial portion of wage growth 
for young workers. In on-going 
work, Hyatt and McEntarfer are 
decomposing the impact of the 
fall in job mobility on wage 
growth for workers entering the 
labor market in the 2000s.

IDENTIFYING 
CONCENTRATIONS 
OF EMPLOYMENT IN 
METROPOLITAN AREAS

Since 1980, large concentra-
tions of employment have 
developed outside traditional 
central business districts (CBDs). 
Current definitions of metro-
politan areas do not recognize 
the extent of multinucleation 
in metro areas. In a forthcom-
ing article in Urban Geography, 
CES researcher Todd Gardner 
and Census Bureau colleague 
Matthew Marlay address this 
issue by analyzing the changing 
distribution of employment in 
metropolitan areas, using tract-
to-tract commuting data from 
Census 2000, to identify high-
employment nodes within large 
metropolitan areas. Gardner and 
Marlay propose a new method to 
delineate clusters of contiguous 
high-employment tracts based 
on job density. 

The authors’ approach has a 
number of nice features. First, it 
is conceptually simple, derived 
from broadly used definitions 
for metropolitan areas. Second, 

Henry Hyatt Erika McEntarfer
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all of the data necessary to 
apply their method are publicly 
available. Third, it uses census 
tracts as its unit of analysis—a 
statistical unit of geography that 
is applicable across the entire 
United States. Fourth, their 
approach is flexible enough to 
be used at other geographic 
levels, such as county or block 
group. Finally, their methodol-
ogy’s flexibility allows exami-
nation of data from multiple 
census years, as well as the 
American Community Survey. 

Gardner and Marlay compare 
outlying employment clusters 
with traditional CBDs and con-
trast employment clusters of 
varying job densities. They find 

that, in general, low-job-density 
employment clusters are more 
car-dependent and service-
oriented than high-job-density 
clusters, which have greater 
mass transit use and a greater 
concentration of jobs in finance, 
insurance, and real estate. These 
differences are more apparent 
in larger metro areas, but the 
pattern is evident in small metro 
areas as well.

THE SYNTHETIC 
LONGITUDINAL BUSINESS 
DATABASE

In most countries, statisti-
cal agencies do not release 
establishment-level business 
microdata because doing so 

represents too large a risk to 
establishments’ confidentiality. 
One potential approach for over-
coming these risks is to release 
synthetic data. Here, establish-
ment data are simulated from 
statistical models designed to 
mimic the distributions of the 
real, underlying microdata. 

In a recent article published 
in the International Statistical 
Review, CES economists Javier 
Miranda and Arnie Reznek, 
along with former CES chief 
economist Ron Jarmin, and 
academic colleagues Satkartar 
Kinney, Jerome Reiter, and John 
Abowd, describe an application 
of this strategy to create a public 
use file for the Longitudinal 

Job-to-Job Flow Rates by Age: 1998:2−2010:2
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Business Database (LBD), an 
annual census of establishments 
in the United States comprising 
more than 20 million records 
dating back to 1976. The result-
ing product, dubbed the SynLBD, 
is the first-ever business micro-
data set publicly released in the 
United States and includes data 
on establishments’ employment 
and payroll, birth and death 
years, and industrial classifica-
tion. The authors describe how 
they created the synthetic data, 
evaluated analytical validity, and 
assessed disclosure risk. Further 
information about the SynLBD, 
as well as procedures for access-
ing the data, can be found at 
<www.census.gov/ces 
/dataproducts/synlbd>.

Work on an expanded and 
improved SynLBD is underway. 
Changes and improvements 
planned include switching 
industrial classification from 
SIC to NAICS and adding geog-
raphy, firm size, establishment 
age, and multiple implicates. 
Meanwhile, analysts who use 
the SynLBD can request that the 
Census Bureau provide results 
of the same analysis using the 
confidential LBD data. This 
encourages researchers who 
might otherwise be hesitant to 
use synthetic data for research, 
and it provides the team with 
important feedback that can be 
used to generate improvements 
to the SynLBD.

 

DO ENVIRONMENTAL 
REGULATIONS 
DISPROPORTIONATELY 
AFFECT SMALL 
BUSINESSES?

There is significant interest in 
whether the impact of environ-
mental regulations differs by 
the size of the business. Such 
differences might be expected 
because of statutory, enforce-
ment, and/or compliance 
asymmetries. In a recent work-
ing paper (CES-12-25), CES 
economist Randy Becker and 
coauthors Carl Parsurka and 
Ronald Shadbegian, from the 
U.S. Environmental Protection 
Agency’s National Center for 
Environmental Economics, 
explore this issue using 
establishment-level data on 
U.S. manufacturers from the 
Pollution Abatement Costs and 
Expenditures (PACE) survey.

Specifically, the authors examine 
pollution abatement operat-
ing costs per unit of economic 
activity (PAOC intensity) for 
some 321,500 manufacturing 
plants from 1974 to 2005. In 
its simplest form, PAOC inten-
sity is modeled as a function 
of establishment size, industry, 

and year. Because zero expendi-
ture is somewhat common, the 
authors employ methodologies 
considered to be well suited 
to estimating corner solutions, 
including the two-part model 
(TPM) and the Heckman two-step 
selection model (Heckit). 

The authors find that spending 
on pollution abatement oper-
ating costs per unit of output 
increases with establishment 
size. In the Heckit model, con-
trolling for industry and year, 
the very largest establishments 
(with 1000+ employees) had 
$5.61 more PAOC per $1000 of 
output than the establishments 
with 1–49 employees. In the 
TPM, establishments with 1000+ 
employees had about $1.92 
more PAOC per $1000 of output 
than establishments with 1–49 
employees. The true relation-
ship lies somewhere between 
these two extremes, depending 
on what one assumes about the 
nature of zero PAOC expendi-
ture. This positive relationship 
between PAOC intensity and size 
is also found if one considers 
firm size rather than establish-
ment size. Controlling for state 
or for plant age also does not 
change the basic relationship 
between PAOC intensity and 
establishment size.

This paper’s findings suggest 
that there are statutory and/
or enforcement asymmetries 
that favor smaller establish-
ments and that outweigh any 
compliance asymmetries. The 
results in this paper are contrary 
to the claims by some, who 
suggest environmental compli-
ance costs for small businesses 
are multiples of those for large 
businesses.

Randy Becker
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RECENT WORKING PAPERS BY CES ECONOMISTS

CES authors are in bold. Center for Economic Studies discussion papers can be downloaded at 
<www.census.gov/ces/publications>. For a list of recent journal publications by CES staff, see 
Appendix 2.  

Workplace Characteristics and Employment of Older Workers 
Chinhui Juhn and Kristin McCue 
CES-12-31

As aging of the U.S. population places increased demands on public programs such as Social 
Security, an important question is how long older Americans are willing and able to work before 
they retire from the labor force. While studies based on household surveys have provided infor-
mation on the role of savings, health status, pension and health insurance coverage, there is 
relatively little information on how workplace and employer characteristics affect the employ-
ment of older workers. In this study we use linked employer-employee data to explore the rela-
tionship between the characteristics of jobs held at age 55 and early retirement. We focus on a 
sample of 63-year-olds drawn from the 2005-2008 American Community Survey. We match this 
sample to information on their earnings, employment, employers and coworkers drawn from the 
Longitudinal Employer-Household Dynamics data for the years in which they age from 55 to 63. 
We use employment status as reported in the ACS to split the sample into those who have retired 
by age 63 and those who continue to work. We then examine differences between early retirees 
and continuing workers in the characteristics of their employment at age 55, and at how these 
characteristics change as they approach age 63. We find that early retirees are more likely to be 
employed by larger employers at age 55 than are continuers. They work for employers with some-
what higher pay than do continuers, and are less likely to have young coworkers.

Do Labor Market Networks Have An Important Spatial Dimension? 
Judith K. Hellerstein, Mark J. Kutzbach, and David Neumark 
CES-12-30

We test for evidence of spatial, residence-based labor market networks. Turnover is lower for 
workers more connected to their neighbors generally and more connected to neighbors of 
the same race or ethnic group. Both results are consistent with networks producing better job 
matches, while the latter could also reflect preferences for working with neighbors of the same 
race or ethnicity. For earnings, we find a robust positive effect of the overall residence-based net-
work measure, whereas we usually find a negative effect of the same-group measure, suggesting 
that the overall network measure reflects productivity enhancing positive network effects, while 
the same-group measure captures a non-wage amenity.

Estimation of Job-to-Job Flow Rates Under Partially Missing Geography 
Cody Henderson and Henry Hyatt  
CES-12-29

Integration of data from different regions presents challenges for the calculation of entity-level 
longitudinal statistics with a strong geographic component: for example, movements between 
employers, migration, business dynamics, and health statistics. In this paper, we consider the esti-
mation of worker-level employment statistics when the geographies (in our application, U.S. states) 
over which such measures are defined are partially missing. We focus on the recent pilot set of 
job-to-job flow statistics produced by the US Census Bureau’s Longitudinal Employer-Household 
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Dynamics (LEHD) program, which measure the frequency of worker movements between jobs and 
into and out of nonemployment. LEHD’s coverage of the labor force gradually increases during 
the 1990s and 2000s because some states have a longer time series than others, so employ-
ment transitions involving missing states are only partially or not at all observed. We propose and 
implement a method for estimating national-level job-to-job flow statistics that involves drop-
ping observed states to recover the relationship between missing states and directly tabulated 
job-to-job flow rates. Using the estimated relationship between the observable characteristics of 
the missing states and changes in the employment measures, we provide estimates of the rates 
of job-to-job, and job-to-nonemployment, job-to-nonemployment-to-job flows were all states 
uniformly available.

The United States Labor Market: Status Quo or a New Normal? 
Edward P. Lazear and James R. Spletzer  
CES-12-28

The recession of 2007-09 witnessed high rates of unemployment that have been slow to recede. 
This has led many to conclude that structural changes have occurred in the labor market and that 
the economy will not return to the low rates of unemployment that prevailed in the recent past. Is 
this true? The question is important because central banks may be able to reduce unemployment 
that is cyclic in nature, but not that which is structural. An analysis of labor market data suggests 
that there are no structural changes that can explain movements in unemployment rates over 
recent years. Neither industrial nor demographic shifts nor a mismatch of skills with job vacan-
cies is behind the increased rates of unemployment. Although mismatch increased during the 
recession, it retreated at the same rate. The patterns observed are consistent with unemployment 
being caused by cyclic phenomena that are more pronounced during the current recession than in 
prior recessions.

Do SBA Loans Create Jobs? Estimates From Universal Panel Data and Longitudinal 
Matching Methods 
J. David Brown and John S. Earle 
CES-12-27

This paper reports estimates of the effects of the Small Business Administration (SBA) 7(a) and 
504 loan programs on employment. The database links a complete list of all SBA loans in these 
programs to universal data on all employers in the U.S. economy from 1976 to 2010. Our method 
is to estimate firm fixed effect regressions using matched control groups for the SBA loan recipi-
ents we have constructed by matching exactly on firm age, industry, year, and pre-loan size, plus 
kernel-based matching on propensity scores estimated as a function of four years of employment 
history and other variables. The results imply positive average effects on loan recipient employ-
ment of about 25 percent or 3 jobs at the mean. Including loan amount, we find little or no impact 
of loan receipt per se, but an increase of about 5.4 jobs for each million dollars of loans. When 
focusing on loan recipients and control firms located in high-growth counties (average growth of 
22 percent), places where most small firms should have excellent growth potential, we find similar 
effects, implying that the estimates are not driven by differential demand conditions across firms. 
Results are also similar regardless of distance of control from recipient firms, suggesting only a 
very small role for displacement effects. In all these cases, the results pass a “pre-program” speci-
fication test, where controls and treated firms look similar in the pre-loan period. Other specifica-
tions, such as those using only matching or only regression imply somewhat higher effects, but 
they fail the pre-program test.
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Occupation Inflation in the Current Population Survey 
Jonathan Fisher and Christina Houseworth 
CES-12-26

A common caveat often accompanying results relying on household surveys regards respondent 
error. There is research using independent, presumably error-free administrative data, to estimate 
the extent of error in the data, the correlates of error, and potential corrections for the error. We 
investigate measurement error in occupation in the Current Population Survey (CPS) using the 
panel component of the CPS to identify those that incorrectly report changing occupation. We find 
evidence that individuals are inflating their occupation to higher skilled and higher paying occu-
pations than the ones they actually perform. Occupation inflation biases the education and race 
coefficients in standard Mincer equation results within occupations.

Do Environmental Regulations Disproportionately Affect Small Businesses? Evidence 
From the Pollution Abatement Costs and Expenditures Survey 
Randy A. Becker, Carl Pasurka, Jr., and Ronald J. Shadbegian  
CES-12-25

It remains an open question whether the impact of environmental regulations differs by the size of 
the business. Such differences might be expected because of statutory, enforcement, and/or com-
pliance asymmetries. Here, we consider the net effect of these three asymmetries, by estimating 
the relationship between plant size and pollution abatement expenditures, using establishment-
level data on U.S. manufacturers from the Census Bureau’s Pollution Abatement Costs and 
Expenditures (PACE) surveys of 1974–1982, 1984–1986, 1988–1994, 1999, and 2005, combined 
with data from the Annual Survey of Manufactures and Census of Manufactures. We model estab-
lishments’ PAOC intensity—that is, their pollution abatement operating costs per unit of economic 
activity—as a function of establishment size, industry, and year. Our results show that PAOC inten-
sity increases with establishment size. We also find that larger firms spend more per unit of output 
than do smaller firms.

Decomposing Aggregate Trade Flows: New Evidence From U.S. Traders 
Fariha Kamal and C.J. Krizan 
CES-12-17

Using firm-level data on export transactions, we uncover a rich set of results about the extensive 
margins of exporting and exporter responses during periods of global downturns. We perform our 
analysis with respect to firm size, age, ownership status, and sector to emphasize the role of firm 
heterogeneity. We uncover a larger role for firm entry and exit in changes in annual export flows 
of single-unit, smaller, and younger firms. Young, small firms perform best during both periods 
of crises as well as non-crises periods. We also decompose the margins of U.S. imports at the 
U.S. importer, foreign supplier, and U.S. importer-foreign supplier pair levels. While export flows 
are closely correlated with global business cycles, import flows more closely approximate U.S. 
economic cycles. Additionally, both pair and foreign supplier flows are far more volatile than U.S. 
import flows, that is, U.S. importer-foreign supplier matches experience more churning on average 
than do either U.S. importers or foreign suppliers.
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Getting Patents and Economic Data to Speak to Each Other: An ‘Algorithmic Links 
With Probabilities’ Approach for Joint Analyses of Patenting and Economic Activity 
Travis J. Lybbert and Nikolas J. Zolas 
CES-12-16

International technological diffusion is a key determinant of cross-country differences in economic 
performance. While patents can be a useful proxy for innovation and technological change and 
diffusion, fully exploiting patent data for such economic analyses requires patents to be tied to 
measures of economic activity. In this paper, we describe and explore a new algorithmic approach 
to constructing concordances between the International Patent Classification (IPC) system that 
organizes patents by technical features and industry classification systems that organize economic 
data, such as the Standard International Trade Classification (SITC), the International Standard 
Industrial Classification (ISIC) and the Harmonized System (HS). This ‘Algorithmic Links with 
Probabilities’ (ALP) approach incorporates text analysis software and keyword extraction programs 
and applies them to a comprehensive patent dataset. We compare the results of several ALP con-
cordances to existing technology concordances. Based on these comparisons, we select a pre-
ferred ALP approach and discuss advantages of this approach relative to conventional approaches. 
We conclude with a discussion on some of the possible applications of the concordance and 
provide a sample analysis that uses our preferred ALP concordance to analyze international patent 
flows based on trade patterns.

Dynamically Consistent Noise Infusion and Partially Synthetic Data as Confidentiality 
Protection Measures for Related Time-Series 
John M. Abowd, Kaj Gittings, Kevin L. McKinney, Bryce E. Stephens, Lars Vilhuber, and Simon 
Woodcock 
CES-12-13

The Census Bureau’s Quarterly Workforce Indicators (QWI) provide detailed quarterly statistics 
on employment measures such as worker and job flows, tabulated by worker characteristics in 
various combinations. The data are released for several levels of NAICS industries and geography, 
the lowest aggregation of the latter being counties. Disclosure avoidance methods are required to 
protect the information about individuals and businesses that contribute to the underlying data. 
The QWI disclosure avoidance mechanism we describe here relies heavily on the use of noise 
infusion through a permanent multiplicative noise distortion factor, used for magnitudes, counts, 
differences and ratios. There is minimal suppression and no complementary suppressions. To our 
knowledge, the release in 2003 of the QWI was the first large-scale use of noise infusion in any 
official statistical product. We show that the released statistics are analytically valid along several 
critical dimensions—measures are unbiased and time series properties are preserved. We provide 
an analysis of the degree to which confidentiality is protected. Furthermore, we show how the judi-
cious use of synthetic data, injected into the tabulation process, can completely eliminate suppres-
sions, maintain analytical validity, and increase the protection of the underlying confidential data.
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The Rise and Fall of Unions in the U.S. 
Emin Dinlersoz and Jeremy Greenwood 
CES-12-12

Union membership displayed an inverted U-shaped pattern over the 20th century, while the dis-
tribution of income sketched a U. A model of unions is developed to analyze these phenomena. 
There is a distribution of firms in the economy. Firms hire capital, plus skilled and unskilled labor. 
Unionization is a costly process. A union decides how many firms to organize and its members’ 
wage rate. Simulation of the developed model establishes that skilled-biased technological change, 
which affects the productivity of skilled labor relative to unskilled labor, can potentially explain 
the above facts. Statistical analysis suggests that skill-biased technological change is an important 
factor in de-unionization.

The Slow Growth of New Plants: Learning about Demand? 
Lucia Foster, John Haltiwanger, and Chad Syverson  
CES-12-06

It is well known that new businesses are typically much smaller than their established industry 
competitors, and that this size gap closes slowly. We show that even in commodity-like product 
markets, these patterns do not reflect productivity gaps, but rather differences in demand-side 
fundamentals. We document and explore patterns in plants’ idiosyncratic demand levels by esti-
mating a dynamic model of plant expansion in the presence of a demand accumulation process 
(e.g., building a customer base). We find active accumulation driven by plants’ past production 
decisions quantitatively dominates passive demand accumulation, and that within-firm spillovers 
affect demand levels but not growth.

Job-to-Job Flows and the Business Cycle 
Henry Hyatt and Erika McEntarfer   
CES-12-04

Job-to-job flows represent one of the most significant opportunities for the development of new 
economic statistics, having been made possible by the increased availability of matched employer-
employee datasets for statistical tabulation. In this paper, we analyze a new database of job-to-
job flows from 1999 to 2010 in the United States. This analysis provides definitive benchmarks 
on gross employment flows, origin and destination industries, nonemployment, and associated 
earnings. To demonstrate the usefulness of these statistics, we evaluate them in the context of 
the recessions of 2001 and 2007, as well as the economic expansion between the two. We find 
a sharp drop in job mobility in the Great Recession, much sharper than the previous recession, 
and higher earnings penalties for job transitions with an intervening nonemployment spell. This 
fall in job mobility is found within all age groups but is largest among younger workers. We also 
examine outcomes for displaced workers and examine labor market adjustment in several spe-
cific industries. Generally, we find higher rates of nonemployment upon job separation, increasing 
rates of industry change and higher earnings penalties from job change in the Great Recession.



U.S. Census Bureau  Research at the Center for Economic Studies and the Research Data Centers: 2012 29  

Economic Research Research Data Centers 
(RDCs)

Longitudinal Employer-
Household Dynamics 

(LEHD)

Conducts research in econom-
ics and other social sciences:
•	 Produces CES discussion 

papers series
•	 Publishes in leading profes-

sional journals

Provide secure access to 
restricted-use microdata 
for statistical purposes to 
qualified researchers with 
approved research projects 
that benefit Census Bureau 
programs.
(See Text Box A-1.1.) 

Produces new, cost effec-
tive, public-use information 
combining federal, state, 
and Census Bureau data on 
employers and employees.

Gathers, processes, and 
archives Census Bureau micro-
data for research use.

Partner with leading research 
organizations.
(See Appendix 6.)

Works with states under the 
Local Employment Dynamics 
(LED) Partnership
(See Appendix 7.)

Creates public-use microdata 
from existing data, including:
•	 Business Dynamics 

Statistics: Tabulations on 
establishments and firms, 
1976–2010

•	 Synthetic Longitudinal 
Business Database: 
Synthetic data on estab-
lishments and firms, 
1976–2000

Operate in 15 locations:
•	 Atlanta
•	 Boston
•	 California (Berkeley)
•	 California (Stanford)
•	 California (UCLA)
•	 Census Bureau 

  Headquarters (CES)
•	 Chicago
•	 Michigan
•	 Minnesota
•	 New York (Baruch)
•	 New York (Cornell)
•	 Northwest (Seattle)
•	 Texas
•	 Triangle (Duke)
•	 Triangle (RTI)

Main products:
•	 Quarterly Workforce 

Indicators (QWI): Workforce 
statistics by demography, 
geography, and industry for 
each state

•	 OnTheMap: User-defined 
maps and data on where 
workers live and work

•	 Industry Focus: Information 
about a particular industry 
and its workers

Administers Research Data 
Centers (RDCs):
•	 Staffs RDCs
•	 Reviews and makes deci-

sions on proposals
•	 Creates and maintains the 

proposal management 
system

Appendix 1. 
OVERVIEW OF THE CENTER FOR ECONOMIC STUDIES (CES) AND  
THE CENSUS RESEARCH DATA CENTERS (RDCs)

THE CENTER FOR ECONOMIC STUDIES (CES)

CES supports core functions of the U.S. Census Bureau—providing relevant, reliable, and useful  
information about the economy and people of the United States—through its three programs:
		•	Economic	Research
		•	Research	Data	Centers	(RDCs)
		•	Longitudinal	Employer-Household	Dynamics	(LEHD)

CES PROGRAMS
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WHAT IS A CENSUS RESEARCH DATA CENTER (RDC)?

RDCs are U.S. Census Bureau facilities, staffed by a Census Bureau employee, which meet 
all physical and computer security requirements for access to restricted-use data. At RDCs, 
qualified researchers from academia, federal agencies, and other institutions with approved 
projects receive restricted access to selected nonpublic Census Bureau data files to conduct 
research that benefits Census Bureau programs.   

The Center for Economic Studies (CES) judges each proposal against five standards:
	 •	Potential	benefits	to	Census	Bureau	programs.
	 •	Scientific	merit.
	 •	Clear	need	for	nonpublic	data.
	 •	Feasibility	with	data	available	in	the	RDC	system.
	 •	No	disclosure	risk.

Proposals meeting these standards are reviewed by the Census Bureau’s Office of Analysis and 
Executive Support. Proposals approved by the Census Bureau may also require approval by the 
federal agency sponsoring the survey or supplying the administrative data. 

Researchers must become Special Sworn Status (SSS) employees of the Census Bureau. Like 
career Census Bureau employees, SSS employees are sworn for life to protect the confidential-
ity of the data they access. Failing to protect confidentiality subjects them to significant finan-
cial and legal penalties. The RDC system and the CES proposal process are described in detail 
on the CES Web site <www.census.gov/ces/>. 

Selected restricted-access data from the Agency for Healthcare Research and Quality (AHRQ) 
and the National Center for Health Statistics (NCHS) can be accessed in the RDCs. Proposals 
must meet the requirements of AHRQ <meps.ahrq.gov/mepsweb/data_stats/onsite 
_datacenter.jsp> or NCHS <www.cdc.gov/rdc>.  

Text Box A-1-1.
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CENTER FOR ECONOMIC STUDIES (CES) PARTNERS

CES relies on networks of supporters and partners within and outside the U.S. Census Bureau. 
Our primary partners are listed below. All of our partners make vital contributions, and we 
thank them. 

Census Bureau business and household program areas. CES and the Research Data Centers 
(RDCs) receive ongoing help from many areas of the Census Bureau that produce business and 
household data. This help takes many forms, including:
		•	Microdata:	
      o Additions and expansions of data available to RDC researchers in 2012 are listed in  
   Appendix 5.

o Census Bureau business and household datasets that are part of the Longitudinal 
Employer-Household Dynamics (LEHD) data infrastructure. 

		•	Expert	knowledge	of	the	collection	and	processing	methodologies	underlying	the	 
     microdata.  
		•	Reviews	of	RDC	research	proposals,	particularly	for	household	data.	 

RDC partners. CES currently operates at 15 locations across the country in partnership with a 
growing roster of prominent research universities and nonprofit research organizations. Our 
RDC partners are recognized in Appendix 6. 

LEHD partners. The LEHD program produces its public-use data products through its  
Local Employment Dynamics partners. Partners as of December 2012 are acknowledged  
in Appendix 7.  

Other Census Bureau partners. Colleagues from both the Economic Directorate and the 
Research and Methodology Directorate provide administrative support to CES. The CES also 
benefits from colleagues in several other Census Bureau divisions who support our  
computing infrastructures.

Text Box A-1-2.
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Appendix 2. 
CENTER FOR ECONOMIC STUDIES (CES) STAFF AND RESEARCH 
DATA CENTER (RDC) SELECTED PUBLICATIONS AND WORKING 
PAPERS: 2012
[Term inside brackets indicates work by CES staff or RDC researchers.]

PUBLICATIONS

Abowd, John M., Francis 
Kramarz, Paul Lengermann, 
Kevin L. McKinney and 
Sebastien Roux. 2012. 
“Persistent Inter-Industry 
Wage Differences: Rent 
Sharing and Opportunity 
Costs.” IZA Journal of Labor 
Economics 1: Article 7. [CES]

Abowd, John M., and Martha 
Stinson. Forthcoming. 
“Estimating Measurement 
Error in Annual Job Earnings: 
A Comparison of Survey and 
Administrative Data.” The 
Review of Economics and 
Statistics. [RDC]

Abowd, John M., and Lars 
Vilhuber. 2012. “Did the 
Housing Price Bubble Clobber 
Local Labor Market Job and 
Worker Flows When It Burst?” 
American Economic Review: 
Papers and Proceedings 
102: 589–593. [RDC] 

Abowd, John M., Lars Vilhuber, 
and William Block. 2012. 
“A Proposed Solution to 
the Archiving and Curation 
of Confidential Scientific 
Inputs.” In Privacy in 
Statistical Databases (2012 
Proceedings), edited by Josep 
Domingo-Ferrer and Ilenia 
Tinnirello, Springer. [RDC]

Abraham, Katharine G., John 
C. Haltiwanger, Kristin 
Sandusky, and James Spletzer. 
Forthcoming. “Exploring 
Differences in Employment 
between Household and 
Establishment Data.” Journal 
of Labor Economics. [CES]

Alexander, J. Trent, and 
Annemarie Steidl. 2012. 
“Gender and the ‘Laws of 
Migration’: A Reconsideration 
of Nineteenth-Century 
Patterns.” Social Science 
History 36: 223–241. [CES]

Andersson, Fredrik, Elizabeth E. 
Davis, Matthew L. Freedman, 
Julia I. Lane, Brian P. McCall, 
and Kristin Sandusky. 2012. 
“Decomposing the Sources of 
Earnings Inequality: Assessing 
the Role of Reallocation.” 
Industrial Relations 51: 779–
810. [CES]

Arzaghi, Mohammad, Ernst 
R. Berndt, James C. Davis, 
and Alvin J. Silk. 2012. “The 
Unbundling of Advertising 
Agency Services: An 
Economic Analysis.” Review 
of Marketing Science 10(1): 
Article 4. [CES]

Bailey, Martha J., Brad Hershbein, 
and Amalia R. Miller. 2012. 
“The Opt-In Revolution: 
Contraception and the Gender 
Gap in Wages.” American 
Economic Journal: Applied 
Economics 4: 225–254. [RDC]

Basker, Emek. 2012. “Raising the 
Barcode Scanner: Technology 
and Productivity in the Retail 
Sector.” American Economic 
Journal: Applied Economics 
4: 1–27. [CES]

Basker, Emek, Shawn Klimek, 
and Pham Hoang Van. 2012. 
“Supersize It: The Growth of 
Retail Chains and the Rise of 
the ‘Big Box’ Store.” Journal of 
Economics and Management 
Strategy 21: 541–582. [CES]

Bassok, Daphna, Maria 
Fitzpatrick, Susanna Loeb, 
and Agustina S. Paglayan. 
Forthcoming. “The Early 
Childhood Care and Education 
Workforce: Understanding 
Changes from 1990 through 
2010.” Education Finance and 
Policy. [RDC]

Bayer, Patrick, and Robert 
McMillan. 2012. “Tiebout 
Sorting and Neighborhood 
Stratification.” Journal of 
Public Economics 96: 1129–
1143. [RDC] 



34 Research at the Center for Economic Studies and the Research Data Centers: 2012 U.S. Census Bureau

Becker, Randy A. Forthcoming. 
“Measuring Pollution 
Abatement Expenditures: 
The U.S. Experience.” In 
La Estadística Ambiental 
en México [Environmental 
Statistics in Mexico], edited 
by Alfonso Mercado García 
and Carlos Roberto López 
Pérez, El Colegio de México. 
[CES]

Behaghel, Luc, and David M. 
Blau. 2012. “Framing Social 
Security Reform: Behavioral 
Responses to Changes in 
the Full Retirement Age.” 
American Economic Journal: 
Economic Policy 4: 41–67. 
[RDC]

Bernard, Andrew B., J. Bradford 
Jensen, Stephen J. Redding, 
and Peter K. Schott. 
2012. “The Empirics of 
Firm Heterogeneity and 
International Trade.” Annual 
Review of Economics 4: 283–
313. [RDC]

Bernard, Andrew B., Stephen J. 
Redding, and Peter K. Schott. 
Forthcoming. “Testing for 
Factor Price Equality in the 
Presence of Unobserved 
Factor Quality Differences.” 
American Economic Journal: 
Microeconomics. [RDC]

Blonigen, Bruce A., Benjamin 
H. Liebman, Justin R. Pierce, 
and Wesley W. Wilson. 
Forthcoming. “Are All Trade 
Policies Created Equal? 
Empirical Evidence for 
Nonequivalent Market Power 
Effects of Tariffs and Quotas.” 
Journal of International 
Economics. [RDC]

Bozkaya, Ant, and William R. 
Kerr. Forthcoming. “Labor 
Regulations and European 
Venture Capital.” Journal of 
Economics and Management 
Strategy. [RDC]

Brown, J. David, John S. 
Earle, and Scott Gehlbach. 
Forthcoming. “Privatization.” 
In Oxford Handbook of the 
Russian Economy, edited by 
Michael Alexeev and Shlomo 
Weber, Oxford University 
Press. [CES]

Brown, J. David, John S. Earle, 
Hanna Vakhitova, and Vitaliy 
Zheka. 2012. “Innovation, 
Adoption, Ownership and 
Productivity: Evidence from 
Ukraine.” In In the Grip of 
Transition: Economic and 
Social Consequences of 
Enterprise Restructuring in 
Russia and Ukraine, edited 
by Tilman Brück and Hartmut 
Lehmann, Palgrave MacMillan. 
[CES]

Brown, J. David, Julie L. 
Hotchkiss, and Myriam 
Quispe-Agnoli. Forthcoming. 
“Does Employing 
Undocumented Workers 
Give Firms a Competitive 
Advantage?” Journal of 
Regional Science. [CES]

Burkhauser, Richard V., 
Shuaizhang Feng, Stephen P. 
Jenkins, and Jeff Larrimore. 
2012. “Recent Trends in 
Top Income Shares in the 
USA: Reconciling Estimates 
from March CPS and IRS Tax 
Return Data.” The Review 
of Economics and Statistics 
94: 371–388. [RDC]

Busso, Matias, Jesse Gregory, and 
Patrick Kline. Forthcoming. 
“Assessing the Incidence and 
Efficiency of a Prominent 
Place Based Policy.” American 
Economic Review. [RDC]

Campbell, Benjamin A., Martin 
Ganco, April M. Franco, and 
Rajshree Agarwal. 2012. “Who 
Leaves, Where To, and Why 
Worry? Employee Mobility, 
Entrepreneurship and Effects 
on Source Firm Performance.” 
Strategic Management 
Journal 33: 65–87. [RDC]

Carnahan, Seth, Rajshree 
Agarwal, and Benjamin 
Campbell. 2012. 
“Heterogeneity in Turnover: 
The Effect of Relative 
Compensation Dispersion 
of Firms on the Mobility and 
Entrepreneurship of Extreme 
Performers.” Strategic 
Management Journal 
33: 1411–1430. [RDC]

Celik, Sule, Chinhui Juhn, 
Kristin McCue, and Jesse 
Thompson. 2012. “Recent 
Trends in Earnings Volatility: 
Evidence from Survey and 
Administrative Data.” The B.E. 
Journal of Economic Analysis 
& Policy (Contributions) 12(2): 
Article 1. [CES]

Chen, Yu, Stephanie Segers, and 
Martin J. Blaser. Forthcoming. 
“Association between 
Helicobacter pylori and 
Mortality in the NHANES III 
Study.” GUT. [RDC]

Choi, Eleanor J., and James 
R. Spletzer. 2012. “The 
Declining Average Size of 
Establishments: Evidence and 
Explanations.” Monthly Labor 
Review 135: 50–65. [CES]
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Collard-Wexler, Allan. 
Forthcoming. “Demand 
Fluctuations in the Ready-
Mix Concrete Industry.” 
Econometrica. [RDC]

Davis, Jonathan M. V., and 
Bhashkar Mazumder. 
Forthcoming. “Parental 
Earnings and Children’s 
Well-Being: An Analysis 
of the Survey of Income 
and Program Participation 
Matched to Social Security 
Administration Earnings 
Data.” Economic Inquiry. 
[RDC]

Davis, Steven J., Cheryl Grim, 
John Haltiwanger, and Mary 
Streitweiser. Forthcoming. 
“Electricity Unit Value Prices 
and Purchase Quantities: U.S. 
Manufacturing Plants, 1963–
2000.” Review of Economics 
and Statistics. [CES]

Dinlersoz, Emin M., and 
Mehmet Yorukoglu. 2012. 
“Information and Industry 
Dynamics.” American 
Economic Review 102: 884–
913. [CES]

Drucker, Joshua. 2013. 
“Industrial Structure and the 
Sources of Agglomeration 
Economies: Evidence 
from Manufacturing Plant 
Production.” Growth and 
Change 44: 54–91. [RDC]

Drucker, Joshua, and Edward 
Feser. 2012. “Regional 
Industrial Structure and 
Agglomeration Economies: 
An Analysis or Productivity 
in Three Manufacturing 
Industries.” Regional Science 
and Urban Economics 
42: 1–14. [RDC]

Ellis, Mark, Steven R. Holloway, 
Richard Wright, and 
Christopher S. Fowler. 2012. 
“Agents of Change: Mixed-
Race Households and the 
Dynamics of Neighborhood 
Segregation in the United 
States.” Annals of the 
Association of American 
Geographers 102: 549–570. 
[RDC]

Fisher, Jonathan D., and 
Christina A. Houseworth. 
2012. “The Reverse Wage 
Gap among Educated White 
and Black Women.” Journal of 
Economic Inequality 10: 449–
470. [CES]

Fisher, Jonathan D., David 
S. Johnson, and Timothy 
Smeeding. Forthcoming. 
“Measuring the Trends in 
Inequality of Individuals 
and Families: Income and 
Consumption.” American 
Economic Review: Papers and 
Proceedings. [CES]

Fitzpatrick, Maria Donovan. 
2012. “Revising Our Thinking 
about the Relationship 
between Maternal Labor 
Supply and Preschool.” 
Journal of Human Resources 
47: 583–612. [RDC]

Fu, Shihe, and Stephen L. Ross. 
Forthcoming. “Wage Premia 
in Employment Clusters: 
How Important is Worker 
Heterogeneity?” Journal of 
Labor Economics. [RDC]

Gallagher, Ryan M., Haydar 
Kurban, and Joseph J. Persky. 
Forthcoming. “Small Homes, 
Public Schools, and Property 
Tax Capitalization.” Regional 
Science and Urban Economics. 
[RDC]

Gamper-Rabindran, Shanti, 
and Christopher Timmins. 
Forthcoming. “Does Cleanup 
of Hazardous Waste Sites 
Raise Housing Values? 
Evidence of Spatially 
Localized Benefits.” Journal of 
Environmental Economics and 
Management. [RDC]

Gardner, Todd K., and Matthew 
Marlay. 2013. “Whither 
the Jobs: Identifying 
Concentrations of 
Employment in Metropolitan 
Areas.” Urban Geography 
34: 1–20. [CES]

Garicano, Luis, and Thomas N. 
Hubbard. 2012. “Learning 
about the Nature of 
Production from Equilibrium 
Assignment Patterns.” Journal 
of Economic Behavior and 
Organization 84: 136–153. 
[RDC]

Giroud, Xavier. Forthcoming. 
“Proximity and Investment: 
Evidence from Plant-Level 
Data.” Quarterly Journal of 
Economics. [RDC]

Goetz, Christopher F., and Adam 
Hale Shapiro. 2012. “Strategic 
Alliance as a Response to 
the Threat of Entry: Evidence 
from Airline Codesharing.” 
International Journal of 
Industrial Organization 
30: 735–747. [CES]

Gray, Wayne B., Ronald 
J. Shadbegian, and 
Ann Wolverton. 2012. 
“Environmental Justice: Do 
Poor and Minority Populations 
Face More Hazards?” In The 
Oxford Handbook of the 
Economics of Poverty, edited 
by Philip N. Jefferson, Oxford 
University Press. [RDC]
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Haltiwanger, John, Ron S. 
Jarmin, and Javier Miranda. 
Forthcoming. “Who Creates 
Jobs? Small vs. Large vs. 
Young.” Review of Economics 
and Statistics. [CES]

Haviland, Amelia M., Rachel M. 
Burns, Wayne B. Gray, Teague 
Ruder, and John Mendeloff. 
2012. “A New Estimate of the 
Impact of OSHA Inspections 
on Manufacturing Injury 
Rates, 1998–2005.” American 
Journal of Industrial Medicine 
55: 964–975. [RDC]

Herwig, Jennifer A., and Dalton 
Conley. 2013. “The Causal 
Effects of Vietnam-era Military 
Service on Post-war Family 
Dynamics.” Social Science 
Research 42: 299–310. [RDC]

Hipp, John R. 2012. “Segregation 
Through the Lens of Housing 
Unit Transition: What Roles do 
the Prior Residents, the Local 
Micro-Neighborhood, and the 
Broader Neighborhood Play?” 
Demography 49: 1285–1306. 
[RDC]

Holloway, Steven R., Richard 
Wright, and Mark Ellis. 2012. 
“The Racially Fragmented 
City? Neighborhood Racial 
Segregation and Diversity 
Jointly Considered.” 
Professional Geographer 
64: 63–82. [RDC]

Holmes, Thomas J., and John 
J. Stevens. 2012. “Exports, 
Borders, Distance, and Plant 
Size.” Journal of International 
Economics 88: 91–103. [RDC]

Hyatt, Henry, and Erika 
McEntarfer. 2012. “Job-to-Job 
Flows in the Great Recession.” 
American Economic Review: 
Papers and Proceedings 
102: 580–583. [CES]

Kamal, Fariha, and Mary 
E. Lovely. Forthcoming. 
“Labor Allocation in China: 
Implicit Taxation of the 
Heterogeneous Non-State 
Sector.” CESifo Economic 
Studies. [CES]

Kamal, Fariha, Mary E. Lovely, 
and Puman Ouyang. 2012. 
“Does Deeper Integration 
Enhance Spatial Advantages? 
Market Access and 
Wage Growth in China.” 
International Review of 
Economics and Finance 
23: 59–74. [CES]

Kapinos, Kandice. 2012. 
“Changes in Firm Pension 
Policy: Trends Away from 
Traditional Defined Benefit 
Plans.” Journal of Labor 
Research 33: 91–103. [CES]

Kirwan, Barrett E., Shinsuke 
Uchida, and T. Kirk White. 
2012. “Aggregate and Farm-
level Productivity Growth in 
Tobacco: Before and After 
the Quota Buyout.” American 
Journal of Agricultural 
Economics 94: 838–853. [CES]

Kritz, Mary M., Douglas T. 
Gurak, and Man-Ah Lee. 2013. 
“Foreign-born Out-migration 
from New Destinations: 
Onward of Back to the 
Enclave?” Social Science 
Research 42: 527–546. [RDC]

Lazear, Edward P., and James 
R. Spletzer. 2012. “Hiring, 
Churn, and the Business 
Cycle.” American Economic 
Review: Papers and 
Proceedings 102: 575–579. 
[CES]

Lazear, Edward P., and James R. 
Spletzer. Forthcoming. “The 
United States Labor Market: 
Status Quo or A New Normal?” 
Annual Proceedings of the 
Jackson Hole Federal Reserve 
Conference. [CES]

Li, Han, and Emin Dinlersoz. 
2012. “Quality-Based Price 
Discrimination: Evidence from 
Internet Retailers’ Shipping 
Options.” Journal of Retailing 
88: 276–290. [CES]

Liebler, Carolyn A., and Meghan 
Zacher. Forthcoming. 
“American Indians Without 
Tribes in the Twenty-first 
Century.” Ethnic and Racial 
Studies. [RDC]

Maksimovic, Vojislav, Gordon 
Phillips, and Liu Yang. 
Forthcoming. “Private and 
Public Merge Waves.” Journal 
of Finance. [RDC]

Mazumder, Bhashkar, and 
Jonathan M. V. Davis. 
Forthcoming. “Parental 
Earnings and Children’s 
Well-being: An Analysis 
of the Survey of Income 
and Program Participation 
Matched to Social Security 
Administration Earnings 
Data.” Economic Inquiry. 
[RDC] 
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McElheran, Kristina Steffenson. 
Forthcoming. “Delegation in 
Multi-Establishment Firms: 
Adaptation vs. Coordination 
in I.T. Purchasing Authority.” 
Journal of Economics and 
Management Strategy. [RDC]

McElheran, Kristina Steffenson. 
2012. “Decentralization 
versus Centralization in 
IT Governance: It’s Not as 
Simple as You Might Think.” 
Communications of the ACM 
55: 28–30. [RDC]

Miller, G. Edward, and Thomas 
M. Selden. Forthcoming. 
“Tax Subsidies for Employer-
Sponsored Health Insurance: 
Updated Microsimulation 
Estimates and Sensitivity 
to Alternative Incidence 
Assumptions.” Health Services 
Research. [RDC]

Ono, Yukako, and Daniel G. 
Sullivan. Forthcoming. 
“Manufacturing Plants’ Use 
of Temporary Workers: An 
Analysis Using Census Micro 
Data.” Industrial Relations. 
[RDC]

Pedace, Roberto, and Stephanie 
Rohn Kumar. Forthcoming. 
“A Warm Embrace or the 
Cold Shoulder? Wage and 
Employment Outcomes 
in Ethnic Enclaves.” 
Contemporary Economic 
Policy. [RDC]

Pizer, William A., Richard 
Morgenstern, and Jhih-Shyang 
Shih. 2012. “The Performance 
of Industrial Sector Voluntary 
Climate Programs: Climate 
Wise and 1605(b).” Energy 
Policy 39: 7907–7916. [RDC]

Puri, Manju, and Rebecca 
Zarutskie. 2012. “On the 
Lifecycle Dynamics of 
Venture-Capital- and Non-
Venture-Capital-Financed 
Firms.” Journal of Finance 
67: 2247–2293. [RDC]

Rawley, Evan T., and Timothy 
S. Simcoe. Forthcoming. 
“Information, Knowledge, and 
Asset Ownership in Taxicab 
Fleets.” Organization Science. 
[RDC]

Shadbegian, Ronald J., and 
Wayne B. Gray. 2012. “Spatial 
Patterns in Regulatory 
Enforcement: Local Tests 
of Environmental Justice.” 
In The Political Economy of 
Environmental Justice, edited 
by H. Spencer Banzhaf, 
Stanford University Press. 
[RDC]

Vistnes, Jessica, Alice Zawacki, 
Kosali Simon, and Amy 
Taylor. 2012. “Declines 
in Employer-Sponsored 
Insurance between 2000 
and 2008: Examining the 
Components of Coverage by 
Firm Size.” Health Services 
Research 47: 919–938. [CES]

Wang, Qingfang. Forthcoming. 
“Business Segmentation by 
Gender and Race/Ethnicity: 
Evidence from the U.S. 
Survey of Business Owners.” 
Journal of Small Business and 
Entrepreneurship. [RDC]

WORKING PAPERS

Abowd, John M., Kaj Gittings, 
Kevin L. McKinney, Bryce 
E. Stephens, Lars Vilhuber, 
and Simon Woodcock. 2012. 
“Dynamically Consistent 
Noise Infusion and 
Partially Synthetic Data as 
Confidentiality Protection 
Measures for Related Time-
Series.” Center for Economic 
Studies Discussion Paper 
CES-12-13. [CES]

Akcigit, Ufuk, and William R. 
Kerr. 2012. “Growth through 
Heterogeneous Innovations.” 
Center for Economic Studies 
Discussion Paper CES-12-08. 
[RDC]

Alcacer, Juan, and Mercedes 
Delgado. 2012. “Spatial 
Organization of Firms: 
Internal and External 
Agglomeration Economies 
and Location Choices through 
the Value Chain.” Center for 
Economic Studies Discussion 
Paper CES-12-33. [RDC]

Atalay, Enghin. 2012. “Materials 
Prices and Productivity.” 
Center for Economic Studies 
Discussion Paper CES-12-11. 
[RDC]

Bates, Lisa K. 2012. “Housing 
Recovery in New Orleans: 
Assessing Vulnerability and 
Resilience using the American 
Housing Survey.” Portland 
State University mimeo. [RDC]

Bates, Nancy, Kristin McCue, and 
Michael Lotti. 2012. “2010 
Paid Advertising Heavy-Up 
Experiment Evaluation.” 
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Appendix 3-A. 
ABSTRACTS OF PROJECTS STARTED IN 2012:  
U.S. CENSUS BUREAU DATA
Projects in this portion of the appendix use data provided by the Census Bureau. 

THE LONG-RUN EFFECTS OF POSITIVE SHOCKS TO PRENATAL CONDITIONS IN THE 
UNITED STATES

Maya Rossin-Slater – Columbia University
Janet Currie – Columbia University
W. Reed Walker – University of California, Berkeley
David Silver – University of California, Berkeley
Adam Isen – University of Pennsylvania

This research examines the 
long-run effects of positive 
shocks to prenatal health on 
adult outcomes for cohorts born 
in the 1960s and 1970s in the 
United States. This research 
uses data from the Longitudinal 
Employer-Household Dynamics 
(LEHD) program linked to the 
Survey of Income and Program 
Participation (SIPP) and Current 
Population Survey (CPS) to 

analyze how the implementation 
of the Supplemental Nutritional 
Program for Women, Infants, and 
Children (WIC) in the 1970’s, the 
reduction of maternal smoking 
during pregnancy following the 
publication of the 1964 Surgeon 
General Report, and the reduc-
tion of prenatal exposure to air 
pollution following the Clean 
Air Act of 1970 have impacted 
numerous later-life measures of 

adult well-being such as health, 
income, educational attainment, 
and characteristics of the neigh-
borhood of residence. The find-
ings will shed light on whether 
the “fetal origins hypothesis”, 
which postulates an important 
link between prenatal health and 
adult well-being, holds for the 
current adult population in the 
United States.

THE EFFECT OF SHIPPING COSTS ON PRODUCT QUALITY CHOICES

Jonathan Dingel – Columbia University
Eric Verhoogen – Columbia University

This project investigates the 
relationship between product 
quality and shipping costs. 
Using the Commodity Flow 
Surveys and the Census of 
Manufactures of 1997, 2002, 
and 2007, establishment-level 

regressions of output unit values 
on shipment distance, and input 
unit values on average shipment 
distance, will test whether estab-
lishments sell higher-quality 
goods to more distant destina-
tions. Using these domestic 

data is a significant improve-
ment relative to existing stud-
ies (which use national export 
data) due to the precision of the 
distance measures and the data 
on shipments originating from 
many locations.
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NEW FIRM FORMATION, INNOVATION, AND ENTREPRENEURIAL GROWTH: THE ROLE 
OF CREDIT

Gordon Phillips – University of Southern California
Vojislav Maksimovic – University of Maryland
Daniel Carvalho – University of Southern California

This project tests for key rela-
tionships between entrepreneur-
ship, personal credit and income 
history, and firm success. In 
particular, this research will shed 
light on the role of credit con-
straints on individual decisions 

regarding personal and business 
finance. These relationships are 
essential for understanding (a) 
consumption patterns including 
delinquency, default, and bank-
ruptcy; (b) formation, success, 
and failure of small business 

funded by personal finance; (c) 
the link between human capital 
accumulation and the availabil-
ity of credit; and (d) firm credit 
history and the mergers and 
acquisitions of firms.

THE FIRM LEVEL EVOLUTION OF ENERGY EFFICIENCY 

Hunt Allcott – New York University
Daniel Keniston – Massachusetts Institute of Technology

This research will analyze the 
energy intensity of individual 
manufacturing establishments in 
order to understand how dynam-
ics such as entry, exit, and 
within-plant changes contribute 
to trends in the energy intensity 

of the overall economy. This 
project will benefit the Census 
Bureau by examining the quality 
of energy expenditure data in 
the Census of Manufacturers and 
Annual Survey of Manufacturers, 
and the implications of different 

imputation procedures—regres-
sion imputation, hot-decking, 
and single vs. multiple imputa-
tion—on statistics derived from 
the data.

GENERATING A GEOGRAPHIC WAGE COMPARISON INDEX

Satkartar Kinney – National Institute of Statistical Sciences
Alan Karr – National Institute of Statistical Sciences
Ivan Carrillo-Garcia – National Institute of Statistical Sciences

This research will create a new 
implementation of the National 
Center for Education Statistics 
(NCES) comparable wage index 
(CWI), based on confidential data 
from the 2005-2009 American 
Community Survey (ACS). The 
CWI is an annual measure of 
uncontrollable variation in 
wages across geographical 
regions, and has been pub-
lished by NCES for the years 
1997 through 2005. The base 

year CWI was originally created 
using 2000 Decennial Census 
long form Integrated Public Use 
Microdata Series data (IPUMS), 
and the CWI for the other years 
were created using data from 
the Bureau of Labor Statistics’ 
(BLS) Occupational Expenditure 
Survey (OES). This project aims 
to produce a new CWI using 
restricted-access ACS data for 
the years 2005 forward, and 
to compare index estimates 

produced from these files to 
estimates computed using 
public use ACS microdata. In 
the process, the CWI methodol-
ogy will be modified based on 
recommendations of a Technical 
Expert Panel convened on behalf 
of NCES. The project will ben-
efit the ACS data by producing 
population estimates (the wage 
index) that allow a direct com-
parison with estimates produced 
using publicly available data.
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MEASURING THE IMPACT OF TRADE ON THE U.S. ECONOMY 

J. Bradford Jensen – Georgetown University
Andrew Bernard – Dartmouth College
Peter Schott – Yale University
Justin Pierce – Board of Governors of the Federal Reserve
Stephen Redding – Princeton University
Antoine Gervais – University of Notre Dame
Daniel Reyes – Georgetown University
Zhi Yu – Georgetown University

THE DETERMINANTS AND RAMIFICATIONS OF FIRMS’ GLOBAL PRODUCTION

Teresa Fort – Dartmouth College

This research will track large 
firms over time in both the 
Census Bureau trade transaction 
data and its Business Register. 
By tracking firms with large 
volumes of imports and exports, 
we will test the methodology 
used to create the Longitudinal 
Foreign Trade Transactions 
Database (LFTTD). There appear 
to be a number of firms that 
either do not export one year 
and then exhibit large export 
transaction values the following 
year, or export large amounts 

followed immediately by zero 
exports. Focusing on the source 
of these large changes would 
help identify potential bad 
matches, high firm level export 
volatility or important mergers 
& acquisitions in the Business 
Register. This project will also 
examine whether imports dis-
place domestic production and 
exports. This would require link-
ing detailed information from 
the Census of Manufactures 
product trailer data, detailed 
information on products used 

from the material trailer data, 
other product information from 
the Current Industrial Reports, 
and product information from 
the LFTTD to examine the prod-
uct composition of U.S. firms’ 
domestic production, imports, 
and exports. A number of firms 
import products they do not 
report using and report export-
ing products they do not report 
producing. Examining the prod-
uct displacement from imports 
would require linking production 
and trade data at the firm level.

This research will develop a new 
product that measures firms’ 
global production choices. The 
new dataset will be constructed 
by combining plant- and firm-
level data from various eco-
nomic censuses, administra-
tive record sources, and U.S. 

Customs transactions. These 
new data will not only improve 
our understanding of current 
datasets’ strengths and weak-
nesses, it will also expand the 
scope and range of the eco-
nomic activity that can be stud-
ied at the plant and firm levels.  

The new data will be used to 
construct industry-level offshor-
ing measures, and to assess the 
domestic ramifications of firms’ 
global production decisions.
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THE ANTECEDENTS AND CONSEQUENCES OF EMPLOYEE ENTREPRENEURSHIP

Benjamin Campbell – Ohio State University
Martin Ganco – University of Minnesota
Seth Carnahan – University of Illinois, Champaign-Urbana
Daniel Olson – University of Maryland
Florence Honore – University of Minnesota
Justin Frake – University of Maryland

This research will examine the 
antecedents and consequences 
of employee entrepreneurship 
within and across multiple 
levels of analysis. There is little 
extant literature that explores 
the importance of interactions 

across multi-levels in the origi-
nation of employee entrepre-
neurship and its effects on entre-
preneurs, the firms that they 
exit, the firms that they form, 
and the industries in which they 
operate. This project studies 

these issues from a multi-level 
perspective focusing on the indi-
vidual level, the establishment 
level, and the industry level, 
as well as interactions across 
levels.

EXPLORATION OF THE USE OF FREIGHT DEMAND MODELS TO IDENTIFY OUTLIERS, 
DATA CODING ERRORS, AND IMPROVE SAMPLE DESIGN OF THE COMMODITY FLOW 
SURVEY

Miguel Jaller – Rensselaer Polytechnic Institute
Ivan Sanchez-Diaz – Rensselaer Polytechnic Institute

The project entails system-
atic econometric modeling of 
a number of freight demand 
processes: freight generation, 
distribution, mode/vehicle 
choice. The goals are to: (1) test 

the usefulness and practicality 
of using these models to identify 
outliers in the Census Bureau’s 
Commodity Flow Survey and 
improve sample design, and 
(2) provide the transportation 

planning community with a set 
of basic freight demand models 
to support the planning process, 
infrastructure renewal decisions, 
and analyses of policies to spur 
economic activity. 
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CONTEXTUAL EFFECTS OF COMMUNITY CHARACTERISTICS ON HEALTH CARE 
BEHAVIORS AMONG OLDER FOREIGN BORN INDIVIDUALS (AHRQ)

Sunha Choi – University of Tennessee at Knoxville

Older immigrants consti-
tute one of the most vulner-
able populations in the U.S. in 
terms of accessing health care. 
Facilitating the informed devel-
opment of community-based 
interventions that consider the 
socioeconomic and political con-
text of where older immigrants 
reside will more effectively 
promote older foreign-born 
individuals’ health and access to 
health care. Although the effects 
of contextual factors on indi-
viduals’ health service utilization 
are important considerations, 
few studies focus on older 

immigrants. This study conducts 
a secondary data analysis of 
the pooled 2000-2007 Medical 
Expenditure Panel Survey (MEPS; 
individual-level data) linked with 
county- and state-level data, 
such as the Area Resources File 
(ARF), to examine the effect of 
contextual factors on individual-
level health care behaviors. This 
study will add to the existing 
body of literature that exam-
ines individual-level factors 
to explain the health service 
utilization of older foreign-born 
individuals, and test how the 
relationship between individual 

characteristics and health ser-
vice utilization is affected by 
community-level contextual fac-
tors (interaction effects). Also, 
this research will test whether 
the hypothesized moderat-
ing effects of community-level 
factors that affect individual-
level health service utilization 
characteristics remain the same 
across foreign-born groups of 
different ages (three-way interac-
tion or moderated moderation). 
The results will contribute to 
designing a better-targeted 
intervention geared toward older 
foreign-born individuals.

Projects in this portion of the appendix use data provided by the Agency for Healthcare Research and 
Quality (AHRQ) or data provided by the National Center for Health Statistics (NCHS). Under authority of 
the Economy Act, the Center for Economic Studies hosts projects in Research Data Centers using data 
provided by AHRQ or NCHS. AHRQ or NCHS is solely responsible for selecting projects and for conducting 
disclosure avoidance review.

Appendix 3-B. 
ABSTRACTS OF PROJECTS STARTED IN 2012:  
AGENCY FOR HEALTHCARE RESEARCH AND QUALITY (AHRQ) 
DATA OR NATIONAL CENTER FOR HEALTH STATISTICS (NCHS) 
DATA

DECOMPOSITION OF MORAL HAZARD (AHRQ)

John Nyman – University of Minnesota
Yelena Markelova – University of Minnesota
Ellen McCreedy – University of Minnesota

This project will match Medical 
Expenditure Panel Survey 
(MEPS)-Household Component 

and Medical Component files 
from 1996 to 2010 and MEPS-
Insurance Component files for 

1996–1999 and 2001 to esti-
mate premiums for the income 
effects robustness analysis.
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EXPLORING TRENDS IN U.S. HEALTH INEQUITIES IN CONTEXT: NHES TO NHANES, 
1959–2006 (NCHS)

Jason Beckfield – Harvard University 
Jarvis Chen – Harvard School of Public Health 
Anna Kosheleva – Harvard School of Public Health 
Nancy Krieger – Harvard School of Public Health 
Pamela Waterman – Harvard School of Public Health

This project explores novel mul-
tilevel approaches to developing 
the methods and database that 
would enable addressing a new 
debate about whether, as overall 
population health improves, the 
absolute and relative magnitude 
of socioeconomic disparities 

increases, stays the same, or 
decreases. Should results show 
that all 3 patterns are possible, 
they would refute hypotheses, 
based on post-1980 data, that 
inequities necessarily widen. 
Knowledge produced by this 
study has the potential to 

significantly change concepts, 
methods, and preventive 
interventions regarding U.S. 
socioeconomic and racial/eth-
nic disparities in health, whose 
elimination is a key objective of 
Healthy People 2010.

A STUDY OF ASIAN AMERICAN, NATIVE HAWAIIAN, AND PACIFIC ISLANDER HEALTH 
(NCHS)

Won Kim Cook – Asian and Pacific Islander American Health Forum

This project addresses three 
specific aims: (1) to develop 
national epidemiologic profiles 
of potentially life-threatening 
health conditions including 
cancers, heart diseases, dia-
betes, hypertension, sexually-
transmitted diseases other 
than HIV/AIDS, and viral hepa-
titis for Asian American, Native 
Hawaiian, and Pacific Islanders 
(AA and NHPI) adults; (2) to 
develop national epidemiologic 

profiles of child health condi-
tions such as birth weight, 
overweight/obesity, diabetes, 
and asthma for AA and NHPI 
children; and (3) to identify 
social determinants of selected 
health outcomes and health 
care access/use for AA and NHPI 
adults and children. Pooled 
National Health Interview Survey 
(NHIS) data of 2005-2009 will 
be used. Analyses using AA 
samples will be stratified on 

ethnicity. The analyses will 
include univariate analyses to 
understand characteristics of AA 
and NHPI adults and children; 
bivariate χ2 tests to assess the 
associations between individual 
characteristics and health out-
comes, as well as health care 
use; and multiple regression 
analyses, linear and logistic, to 
identify major social determi-
nants of AA and NHPI health.
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STRATEGIES TO EXPAND THE USE OF THE NHIS FOR STATE LEVEL ANALYSES 
TO SUPPORT THE IMPLEMENTATION AND EVALUATION OF PPACA AND HEALTH 
INSURANCE COVERAGE (NCHS)

Lynn Blewett – University of Minnesota 
Michel Boudreaux – University of Minnesota 
Kathleen Call – University of Minnesota 
Heather Dahlen – University of Minnesota 
Gilbert Gonzales – University of Minnesota 
Lacey Hartman – University of Minnesota 
Sharon Long – Urban Institute 
Jessie Pintor – University of Minnesota 
Julie Sonier – University of Minnesota 
Joanna Turner – University of Minnesota 
Karen Turner – University of Minnesota

THE CONTRIBUTION OF OBESITY TO INTERNATIONAL DIFFERENCES IN LIFE 
EXPECTANCY (NCHS)

Neil Mehta – Emory University

The recently enacted federal 
health reform legislation—the 
Patient Protection and Affordable 
Care Act of 2010 (ACA)—will 
make significant changes in 
health insurance coverage and 
health care systems across 
the United States, with states 
responsible for many of the 
key elements of reform.  This 
research will help to develop 

strategies to enhance the state-
level data in the National Health 
Interview Survey (NHIS) so as to 
expand the role of the NHIS in 
helping states implement and 
monitor the impacts of health 
reform. Specifically, the proj-
ect will: (1) explore the use of 
small-area estimation methods 
to develop estimates of insur-
ance coverage and other key 

outcomes for all states in the 
NHIS; (2) explore the use of 
state-specific weights to facili-
tate state-specific studies of key 
populations groups; and (3) 
impute legal status for immi-
grants to facilitate estimates 
of the populations who will be 
excluded from the Medicaid 
expansion under the ACA. 

This project comprises one 
component of a larger research 
project on the contribution of 
obesity to international differ-
ences in life expectancy, with a 
focus on the poor ranking of the 
United States in life expectancy 

compared to other wealthy 
nations. The primary objective 
of this proposal is to develop an 
improved set of mortality risks 
from obesity that accounts for 
an individual’s history of obesity 
and smoking status. The current 

project also builds on previous 
attempts at identifying whether 
the mortality risks associated 
with obesity have declined and 
potential explanations for these 
declines. Multiple NHANES sur-
veys will be used.
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THE DISTRIBUTIONAL EFFECTS OF TOBACCO CONTROL POLICIES (NCHS)

Erik Nesson – Emory University

SOFT DRINK TAXES AND CHILDHOOD OBESITY (NCHS)

David Frisvold – Emory University
Animesh Giri – Emory University

This study examines the effects 
of tobacco control policies 
on smoking behavior and 
non-smokers’ exposure to 
second-hand smoke. The study 
addresses the following ques-
tions: (1) What effect do tobacco 
control policies have on adult 

smoking behavior, and how 
do these effects vary across 
the distribution of adult smok-
ing behaviors? (2) What effect 
do tobacco control policies 
have on youth smoking behav-
ior, and how do these effects 
vary across the distribution of 

youth smoking behaviors? (3) 
What effect do tobacco control 
policies have on second-hand 
smoke, and how do these effects 
vary across the distribution of 
second-hand smoke exposure?

Soft drink consumption has 
been hypothesized as one of 
the major factors in the growing 
rates of obesity in the United 
States. Nearly two-thirds of all 
states currently tax soft drinks 
using excise taxes, sales taxes, 
or special exemptions to food 
exemptions from sales taxes 
to reduce consumption of this 
product, raise revenue, and 

improve public health. The goal 
of this project is to evaluate 
the impact of changes in state 
soft drink taxes on soft drink 
consumption, body mass index 
(BMI), obesity, and overweight 
for children and adolescents. 
The researchers will analyze 
changes in soft drink tax rates 
within states over time and 
compare outcomes following the 

large change in Ohio’s soft drink 
tax rates in 1993 and 1994 to 
outcomes in similar states using 
NHANES data. The results will 
represent the first rigorous anal-
ysis of individuals’ responses to 
these policy changes and inform 
policymakers of the potential 
benefits of changes in soft drink 
tax rates.

WHY DO PEOPLE GET STERILIZED? (NCHS)

Seth Kerstein – University of California at Los Angeles
Adriana Lieras-Muney – University of California at Los Angeles

Existing research thoroughly 
documents many facts about 
surgical sterilization, includ-
ing its immense popularity in 
the United States and in many 
other countries. However, the 
most central and compelling 
question about sterilization—
what motivates people to do 
it—remains unanswered. This 

project uses data from multiple 
waves of the National Survey 
of Family Growth (NSFG) to test 
several simple hypotheses about 
sterilization. First, it tests how 
strongly sterilization responds 
to pecuniary incentives. The 
identifying variation for this test 
comes from state-level contra-
ceptive coverage mandates. 

Second, it tests how strongly 
sterilization responds to the 
costs and benefits of pregnancy. 
The identifying variation for 
this test comes from state-level 
changes in Medicaid funding for 
abortion and from state-level 
changes in the timing of abor-
tion legalization.
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ENGAGING ABSENT FATHERS: LESSONS FROM PATERNITY ESTABLISHMENT 
PROGRAMS (NCHS)

Maya Rossin-Slater – Columbia University

DETERMINANTS OF EDUCATIONAL AND DEVELOPMENTAL OUTCOMES AMONG 
ADOPTED AND NON-ADOPTED CHILDREN (NCHS)

Irene Brown – Emory University
Tomeka Davis – Georgia State University

This project will conduct the 
first comprehensive analysis of 
the causal effects of in-hospital 
voluntary paternity establish-
ment (IHVPE) programs on child 
health. IHVPE programs provide 
all unmarried new parents with 
a costless opportunity to legally 
establish paternity at the time of 
childbirth and education about 
parental rights and obligations. 
Past research, using variation in 
the timing of IHVPE program ini-
tiation across states and years, 
has shown that IHVPE programs 
increase paternity establish-
ment rates by about 34 percent. 

Further, IHVPE programs reduce 
the likelihood of parental mar-
riage post-childbirth and have 
an overall negative effect on 
parental health insurance provi-
sion for their children. Since 
IHVPE programs influence family 
structure and child health insur-
ance coverage, assessing the 
overall effects on child health 
and access to care is policy-
relevant. This research uses 
restricted data from the National 
Health Interviews Surveys over 
1997-2010 with state identi-
fiers to study effects on several 
measures of children’s physical 

and mental health, and access 
to care. The research design can 
arguably uncover the true causal 
effects of IHVPE programs on 
child health, which can guide 
policymakers in assessing the 
costs and benefits of the pro-
grams. Thus, the proposed 
evaluation of IHVPE programs’ 
effects on child health provides 
an important public health 
benefit in addition to shedding 
light on the trade-offs unmarried 
parents face in their decisions 
regarding involvement with their 
children and each other.

This project investigates 
whether an association exists 
between differences in family 
structure (including adoption), 
parental investments, and chil-
dren’s school-related and devel-
opmental outcomes. To identify 
the mechanisms underlying 
the relation between adoption 
and educational/developmental 

outcomes, National Survey of 
Children’s Health (NSCH) and 
Nation Survey of Adoptive 
Parents (NSAP) data are used. 
First, the research examines how 
differences in family structure 
and parental investments affect 
educational and related devel-
opmental outcomes for the 
entire NSCH sample, comparing 

educational and developmental 
outcomes of non-adopted chil-
dren with those of adopted chil-
dren. Second, it examines how 
differences in adoption context, 
family structure, and parental 
investments affect educational 
and related developmental out-
comes for the NSAP sample of 
adopted children.
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PREDICTORS OF PRENATAL CARE PROVIDERS COUNSELING WOMEN ON TOBACCO 
USE/EXPOSURE (NCHS)

Beth Pineles – University of Southern California
Jonathan Samet – University of Southern California

Physician advice on smoking 
cessation and assistance in 
quitting has been a success-
ful preventive health service, 
and is still needed, particularly 
for key target populations. 
Approximately 40% of pregnant 
women are exposed to tobacco 
smoke during pregnancy 
through either active or pas-
sive smoking. Low birth-weight, 
preterm birth, stillbirth, and 
sudden infant death syndrome 
are among the most prominent 
effects of maternal smoking 
and secondhand smoke expo-
sure during pregnancy. These 
consequences are in addition 
to the additional risks of smok-
ing; active smoking in women 
alone caused an estimated 2.1 
million lost years of life annu-
ally in the 1990s. More women 
quit smoking during pregnancy 

than at any other point in their 
lives. Physician counseling is 
effective in increasing quit rates 
and decreasing secondhand 
smoke exposure, and the U.S. 
Public Health Service (PHS), 
the U.S. Preventive Services 
Task Force (USPSTF) and the 
American College of Obstetrics 
and Gynecology (ACOG) recom-
mend that physicians counsel 
all patients about tobacco use. 
However, many physicians do 
not assess smoking or counsel 
pregnant patients about tobacco 
use or secondhand smoke expo-
sure. This project proposes to 
characterize the physicians who 
do not identify smoking among 
their patients and who do not 
counsel pregnant patients about 
tobacco use or avoiding second-
hand smoke exposure. This will 
be done through analysis of the 

National Ambulatory Medical 
Care Survey (NAMCS) and the 
National Hospital Ambulatory 
Medical Care Survey (NHAMCS). 
Tobacco use identification and 
counseling of pregnant smok-
ers and nonsmokers will be the 
main outcome variables. Vital 
statistics information will be 
used to compute the rate of 
maternal smoking in the state of 
the provider’s office, and along 
with provider/OPD and patient 
characteristics, this rate will be 
studied as a predictor of smok-
ing identification and counsel-
ing. This integration of national 
datasets will lead to a better 
understanding of those physi-
cians who follow PHS, USPSTF, 
and ACOG guidelines, and how 
to identify those who do not.
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ANALYSIS OF THE NATIONAL SURVEY OF RESIDENTIAL CARE FACILITIES (NCHS)

Ruby Johnson – RTI International
Joshua Wiener – RTI International

This project will conduct sec-
ondary data analyses using the 
merged facility and resident 
files of the National Survey 
of Residential Care Facilities 
(NSRCF). A limited amount of 
data from the Area Resource 
File (ARF) will also be used. The 
study will analyze the match 
between services in residential 

care facilities (RCFs) and the 
needs of residents, the char-
acteristics of facilities serving 
Medicaid beneficiaries com-
pared to those that do not serve 
Medicaid beneficiaries, the 
characteristics of Medicaid and 
non-Medicaid beneficiaries, and 
the potential impact on access 
to residential care services of the 

Centers for Medicare & Medicaid 
Services’ (CMS’s) proposed rule 
on Medicaid home and com-
munity-based services waivers. 
Descriptive and multivariate 
analyses will be conducted to 
answer research questions for 
each topic.

SELECTION AND VITAMIN D ASSOCIATIONS (NCHS)

Emily Oster – University of Chicago

Although randomized trials are 
the gold standard for causal 
inference in medicine and 
elsewhere, in many cases they 
are not feasible, and medical 
research often relies on con-
trolled observational studies. It 
can be challenging to evaluate 
how effective the controls are in 
these studies, especially since 
in most cases it is clear that we 
do not observe all differences 
across individuals. This project 
suggests importing a technique 
from the social sciences to 
provide a benchmark on how 
coefficients in such papers 
would change if all unobserved 

variable were observed and 
controlled for. In simplest terms, 
this technique asks how much 
the coefficients would change 
if we observed all unobserved 
variables and they had a similar 
relationship to the “X” coeffi-
cients as the observed variables. 
This technique is tested by com-
bining observational data with 
randomized trials. One applica-
tion is to Vitamin D. Because of 
the National Health and Nutrition 
Examination Survey (NHANES), 
there are many studies which 
connect vitamin D with vari-
ous outcomes in observational 
data. There are also a number 

of randomized trials of similar 
outcome. The hope is to test this 
technique by asking whether 
the adjusted coefficients in the 
observational studies match 
(either in magnitude or sig-
nificance) the randomized trial 
results. The research uses the 
NHANES III (which measured 
Vitamin D status) and informa-
tion on diseases in which vita-
min D deficiency has been impli-
cated (cancer, heart disease, 
fractures). The CMS Medicare 
linkages will provide evidence 
on these latter outcomes.
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12-01 “The Spatial Extent of Agglomeration  
 Economies: Evidence from Three U.S.  
 Manufacturing Industries,” by Joshua  
 Drucker, January 2012.
12-02 “The Transitional Costs of Sectoral 

Reallocation: Evidence from the Clean Air 
Act and the Workforce,” by W. Reed Walker, 
January 2012.

12-03 “Wholesalers and Retailers in U.S. Trade 
(Long Version),” by Andrew B. Bernard, J. 
Bradford Jensen, Stephen J. Redding, and 
Peter K. Schott, February 2012.

12-04 “Job-to-Job Flows and the Business Cycle,” 
by Henry Hyatt and Erika McEntarfer, 
March 2012.

12-05 “Micro Data and the Macro Elasticity of 
Substitution,” by Ezra Oberfield and 
Devesh Raval, March 2012.

12-06 “The Slow Growth of New Plants: Learning 
about Demand?” by Lucia Foster, John 
Haltiwanger, and Chad Syverson, March 
2012.

12-07 “IPO Waves, Product Market Competition, 
and the Going Public Decision: Theory and 
Evidence,” by Thomas J. Chemmanur and 
Jie He, March 2012.

12-08 “Growth through Heterogeneous 
Innovations,” by Ufuk Akcigit and William 
R. Kerr, June 2012.

12-09 “Agglomerative Forces and Cluster Shapes,” 
by William R. Kerr and Scott Duke 
Kominers, June 2012.

12-10 “University Innovation, Local Economic 
Growth, and Entrepreneurship,” by Naomi 
Hausman, June 2012.

12-11 “Materials Prices and Productivity,” by 
Enghin Atalay, June 2012.

12-12 “The Rise and Fall of Unions in the U.S.,” by 
Emin Dinlersoz and Jeremy Greenwood, 
June 2012.

12-13 “Dynamically Consistent Noise Infusion 
and Partially Synthetic Data as 
Confidentiality Protection Measures for 
Related Time-Series,” by John M. Abowd, 
Kaj Gittings, Kevin L. McKinney, Bryce 
E. Stephens, Lars Vilhuber, and Simon 
Woodcock, July 2012.

12-14 “The Real Effects of Hedge Fund 
Activism: Productivity, Risk, and Product 
Market Competition,” by Alon Brav, Wei 
Jiang, and Hyunseob Kim, July 2012.

12-15 “Evaluating the Impact of MEP Services on 
Establishment Performance: A Preliminary 
Empirical Investigation,” by Christopher 
Ordowich, David Cheney, Jan Youtie, 
Andrea Fernández-Ribas, and Philip 
Shapira, July 2012.

12-16 “Getting Patents and Economic Data 
to Speak to Each Other: An ‘Algorithmic 
Links with Probabilities’ Approach for 
Joint Analyses of Patenting and Economic 
Activity,” by Travis J. Lybbert and Nikolas J. 
Zolas, September 2012.

12-17 “Decomposing Aggregate Trade Flows: 
New Evidence from U.S. Traders,” by Fariha 
Kamal and C.J. Krizan, September 2012.

12-18 “The Empirics of Firm Heterogeneity and 
International Trade,” by Andrew B. Bernard, 
J. Bradford Jensen, Stephen J. Redding, and 
Peter K. Schott, September 2012.

12-19 “The Location of Displaced New Orleans 
Residents in the Year after Hurricane 
Katrina,” by Narayan Sastry and Jesse 
Gregory, September 2012.

12-20 “The Life Cycle of Plants in India and 
Mexico,” by Chang-Tai Hsieh and Peter J. 
Klenow, September 2012.

12-21 “A Quasi-Experimental Approach to 
Identifying Compensating Wage 
Differentials for Occupational Risks,” 
by Jonathan M. Lee and Laura O. Taylor, 
September 2012.

Appendix 4. 
CENTER FOR ECONOMIC STUDIES (CES) DISCUSSION PAPERS:  
2012
CES Discussion Papers are available at <www.census.gov/ces>.
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12-22 “The Dynamics of House Price 
Capitalization and Locational Sorting: 
Evidence from Air Quality Changes,” by 
Corey Lang, September 2012.

12-23 “Testing for Wage Discrimination in U.S. 
Manufacturing,” by Joyce Burnette, 
September 2012.

12-24 “Intergenerational Transmission of Race: 
Permeable Boundaries between 1970 and 
2010,” by Carolyn A. Liebler and Marie 
DeRousse-Wu, September 2012.

12-25 “Do Environmental Regulations 
Disproportionately Affect Small 
Businesses? Evidence from the Pollution 
Abatement Costs and Expenditures 
Survey,” by Randy A. Becker, Carl Pasurka, 
Jr., and Ronald J. Shadbegian, September 
2012.

12-26 “Occupation Inflation in the Current 
Population Survey,” by Jonathan Fisher and 
Christina Houseworth, September 2012.

12-27 “Do SBA Loans Create Jobs? Estimates from 
Universal Panel Data and Longitudinal 
Matching Methods,” by J. David Brown and 
John S. Earle, September 2012.

12-28 “The United States Labor Market: Status 
Quo or A New Normal?” by Edward P. 
Lazear and James R. Spletzer, September 
2012.

12-29 “Estimation of Job-to-Job Flow Rates under 
Partially Missing Geography,” by Cody 
Henderson and Henry Hyatt, September 
2012.

12-30 “Do Labor Market Networks Have An 
Important Spatial Dimension?” by Judith K. 
Hellerstein, Mark J. Kutzbach, and David 
Neumark, September 2012.

12-31 “Workplace Characteristics and 
Employment of Older Workers,” by Chinhui 
Juhn and Kristin McCue, September 2012.

12-32 “Testing for Factor Price Equality with 
Unobserved Differences in Factor Quality 
or Productivity,” by Andrew B. Bernard, 
Stephen J. Redding, and Peter K. Schott, 
September 2012.

12-33 “Spatial Organization of Firms: Internal and 
External Agglomeration Economies and 
Location Choices through the Value Chain,” 
by Juan Alcacer and Mercedes Delgado, 
September 2012.
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BUSINESS DATA

Data product Description

New or 
updated 
years

Annual Capital 
Expenditures 
Survey (ACES) 
and 
Information and 
Communication 
Technology (ICT) 
Survey

The Annual Capital Expenditures Survey (ACES) is a firm-level 
survey that collects industry-level data on capital investment in 
new and used structures and equipment. Every 5 years, additional 
detail on expenditure by asset type (by industry) is collected. 
Beginning in 2003, the Information and Communication Technology 
(ICT) supplement to the ACES collects data on noncapitalized and 
capitalized expenditure on ICT equipment and computer software. All 
nonfarm sectors of the economy are covered by these surveys.  

2010

Annual Retail 
Trade Survey 

The Annual Retail Trade Survey (ARTS) provides estimates of total 
annual sales, e-commerce sales, end-of-year inventories, inventory-
to-sales ratios, purchases, total operating expenses, inventories held 
outside the United States, gross margins, and end-of-year accounts 
receivable for retail businesses and annual sales and e-commerce 
sales for accommodation and food service firms located in the United 
States.

2010

Annual Survey of 
Manufactures 

The Annual Survey of Manufactures (ASM) provides data on 
manufactures including employment, payroll, workers’ hours, payroll 
supplements, cost of materials, value added by manufacturing, 
capital expenditures, inventories, and energy consumption. It also 
provides estimates of value of shipments by product class and 
materials consumed by material code.

2010–2011

Annual Wholesale 
Trade Survey

The Annual Wholesale Trade Survey (AWTS) provides data on sales 
and inventories for wholesale trade activities. Merchant wholesalers 
and manufacturers’ sales branches and offices (MSBOs) provide 
estimates on annual sales, end-of-year inventories, inventory 
valuation, purchases, operating expenses, and e-commerce sales. 
The AWTS also began collecting sales, commissions, and operating 
expenses data for agents, brokers, and electronic markets (AGBRs) in 
2005.

1995–2010

Business 
Expenses 
Supplement

The Business Expenses Supplement (BES) provides data on business 
operating expenses for the wholesale, retail, and service sectors. 
Over two dozen expense items are collected, including personnel 
costs (payroll, fringe benefits), equipment, materials, software, 
computer & communications services, repairs & maintenance, rent, 
utilities, professional services (advertising, accounting, legal, etc.), 
and taxes. This survey was previously called the Business Expenses 
Survey and the Business Expenditures Survey.

2007

Appendix 5. 
NEW DATA AVAILABLE THROUGH CENSUS RESEARCH DATA 
CENTERS (RDCs) IN 20121

  1These tables do not include custom extract data made available to approved projects from the U.S. Census Bureau, the National 
Center for Health Statistics, and the Agency for Healthcare Research and Quality.
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Data product Description

New or 
updated 
years

Business 
Research and 
Development and 
Innovation Survey 
(BRDIS)

The Survey of Industrial Research and Development (SIRD) is the 
primary source of information on R&D performed by industry 
within the United States from 1953–2007. Key variables include 
expenditures on R&D, sales, employment, source of financing 
(company or federal), character of R&D work (basic research, applied 
research, and development), R&D scientists and engineers (full-time 
equivalent), and type of cost (salaries, fringe benefits, etc.). In 2008, 
the SIRD was replaced by the Business Research and Development 
and Innovation Survey (BRDIS), which collects a broad range of 
R&D data from both manufacturing and service companies along 
with select innovation data. Data include financial measures of 
R&D activity, measures related to R&D management and strategy, 
measures of company R&D activity funded by organizations not 
owned by the company, measures related to R&D employment, and 
measures related to intellectual property, technology transfer, and 
innovation.

2009

Foreign 
Trade—Import 
Transactions 

This database covers the universe of firms operating in the United 
States that engage in merchandise import from a foreign destination. 
Information is compiled from automated data submitted through the 
U.S. Customs’ Automated Commercial System. Data are also compiled 
from import entry summary forms, warehouse withdrawal forms, and 
Foreign Trade Zone documents as required by law to be filed with the 
U.S. Customs and Border Protection. Data on imports of electricity 
and natural gas from Canada are obtained from Canadian sources.

2011

Foreign 
Trade—Export 
Transactions

This database contains transactions level data on the exports of 
the universe of firms operating in the United States that engage in 
merchandise export to a foreign destination. Information is compiled 
from copies of the Shipper’s Export Declaration (SED) forms. For U.S. 
exports to Canada, the United States uses Canadian import statistics. 
Exports measure the total physical movement of merchandise out 
of the United States to foreign countries whether such merchandise 
is exported from within the U.S. Customs territory or from a U.S. 
Customs bonded warehouse or a U.S. Foreign Trade Zone. 

2011

Longitudinal 
Business 
Database

The LBD is a research dataset constructed at the Center for Economic 
Studies. Currently, the LBD contains the universe of all U.S. business 
establishments with paid employees from 1976 to 2010. The LBD is 
invaluable to researchers examining entry and exit, gross job flows, 
and changes in the structure of the U.S. economy. The LBD can be 
used alone or in conjunction with other Census Bureau surveys at the 
establishment and firm level of microdata.

2010

Manufacturers’ 
Shipments, 
Inventories, and 
Orders 

The Manufacturers’ Shipments, Inventories, and Orders (M3) 
survey provides monthly data on current economic conditions and 
indications of future production commitments in the manufacturing 
sector. The M3 contains data on manufacturers’ value of shipments, 
new orders (net of cancellations), end-of-month order backlog 
(unfilled orders), end-of-month total inventory, materials and 
supplies, work-in-process, and finished goods inventories (at 
current cost or market value). The sample M3 is from manufacturing 
establishments with $500 million or more in annual shipments.

2011
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Data product Description

New or 
updated 
years

Medical 
Expenditure Panel 
Survey (MEPS)—
Insurance 
Component (IC)

The MEPS-IC collects data on health insurance plans obtained 
through employers. Data collected include the number and type 
of private insurance plans offered, benefits associated with these 
plans, premiums, contributions by employers and employees, 
eligibility requirements, and out-of-pocket costs. Data also include 
both employer (e.g., size, age, location, industry) and workforce 
characteristics (e.g., percent of workers female, 50+ years of age, 
belong to union, earn low/medium/high wage).

2011

Quarterly 
Financial Report 

The Quarterly Financial Report (QFR) is conducted quarterly and 
collects data on estimated statements of income and retained 
earnings, balance sheets, and related financial and operating ratios 
for manufacturing corporations with assets of $250,000 and over, 
and corporations in mining, wholesale trade, retail trade, and 
selected service industries with assets of $50 million and over, or 
above industry-specific receipt cut-off values.  

2009–2011

Quarterly Survey 
of Plant Capacity 
Utilization

The Quarterly Survey of Plant Capacity Utilization (QPC) provides data 
on the rates of capacity utilization for the U.S. manufacturing and 
publishing sectors on a quarterly basis. In 2007, the QPC replaced 
the Survey of Plant Capacity Utilization (PCU). The PCU contained data 
on the rates of capacity utilization in U.S. manufacturing plants. Data 
collected were for the fourth quarter and included number of days 
and hours worked, estimated value of production at full production 
capability, and estimated value of production achievable under 
national emergency conditions. Additional items included reasons 
why the plant may operate at less than full production; reasons why 
the estimate of full production capability changed from the prior 
year; and how quickly the plant could reach full production and 
national emergency levels of production.

2008–2011

Services Annual 
Survey 

The Services Annual Survey (SAS) provides estimates of revenue and 
other measures for most traditional service industries. Collected data 
include operating revenue for both taxable and tax-exempt firms and 
organizations; sources of revenue and expenses by type for selected 
industries; operating expenses for tax-exempt firms; and selected 
industry-specific items. In addition, starting with the 1999 survey, 
e-commerce data were collected for all industries, and export and 
inventory data were collected for selected industries.

2010

Standard 
Statistical 
Establishment 
List 

The Standard Statistical Establishment List (SSL) files maintained at 
CES are created from the old Standard Statistical Establishment List 
(prior to 2002) and the new Business Register (2002 and forward).  

2008–2010 



58 Research at the Center for Economic Studies and the Research Data Centers: 2012 U.S. Census Bureau

HOUSEHOLD DATA1 

Data product Description

New or 
updated 
years

American 
Community 
Survey 

The American Community Survey (ACS) is a nationwide survey 
designed to provide communities a constantly refreshed look at 
how they are changing. The ACS has eliminated the need for the 
long form in the decennial population census. The survey collects 
information from U.S. households similar to what was collected on 
the Census 2000 long form, such as income, commute time to work, 
home value, veteran status, and other important data.

2011

Current 
Population 
Survey 

The Current Population Survey (CPS) collects data concerning 
work experience, several sources of income, migration, household 
composition, health insurance coverage, and receipt of noncash 
benefits.

2011

National Crime 
Victimization 
Survey 

The National Crime Victimization Survey (NCVS) collects data from 
respondents who are 12 years of age or older regarding the amount 
and kinds of crime committed against them during a specific 
6-month reference period preceding the month of interview. The 
NCVS also collects detailed information about specific incidents 
of criminal victimization that the respondent reports for the 
6-month reference period. The NCVS is also periodically used as the 
vehicle for fielding a number of supplements to provide additional 
information about crime and victimization.

2010

Survey of Income 
and Program 
Participation 

The Survey of Income and Program Participation (SIPP) collects 
data on the source and amount of income, labor force information, 
program participation and eligibility data, and general demographic 
characteristics. The data are used to measure the effectiveness of 
existing federal, state, and local programs, to estimate future costs 
and coverage for government programs, and to provide improved 
statistics on the distribution of income in the United States.

2008 
Waves 
6 –10

1 These demographic or decennial files maintained at the Center for Economic Studies and for the RDCs are the  
internal versions, and they provide researchers with variables and detailed information that are not available in  
the corresponding public-use files
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Atlanta Census RDC 
Julie Hotchkiss, Executive Director

Centers for Disease Control and Prevention
Clemson University
Emory University
Federal Reserve Bank of Atlanta
Georgia Institute of Technology
Georgia State University
University of Alabama at Birmingham
University of Georgia
University of Tennessee, Knoxville

Boston Census RDC 
Wayne Gray, Executive Director

National Bureau of Economic Research 

California Census RDC (Berkeley) 
Jon Stiles, Executive Director

University of California, Berkeley

California Census RDC (Stanford) 
Matthew Snipp, Executive Director

Stanford University

California Census RDC (UCLA) 
David Rigby, Executive Director

University of California, Los Angeles
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Shawn Klimek, Director of Research, CES
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Bhash Mazumder, Executive Director

Federal Reserve Bank of Chicago
Northwestern University
University of Chicago
University of Illinois
University of Notre Dame
Washington University in St. Louis

Michigan Census RDC (Ann Arbor) 
Margaret Levenstein, Executive Director

University of Michigan 
Inter-university Consortium for Political and Social  
 Research (ICPSR)

Minnesota Census RDC (Minneapolis) 
Catherine Fitch, Co-Executive Director 
J. Michael Oakes, Co-Executive Director

University of Minnesota

New York Census RDC (Baruch) 
Diane Gibson, Executive Director 

Baruch College
City University of New York
Columbia University
Cornell University 
Federal Reserve Bank of New York
Mount Sinai School of Medicine
National Bureau of Economic Research
New York University
Princeton University
Russell Sage Foundation
University at Albany, State University of New York
Yale University

New York Census RDC (Cornell) 
William Block, Executive Director

Baruch College
City University of New York
Columbia University
Cornell University 
Federal Reserve Bank of New York
Mount Sinai School of Medicine
National Bureau of Economic Research
New York University
Princeton University
Russell Sage Foundation
University at Albany, State University of New York
Yale University

Appendix 6. 
CENSUS RESEARCH DATA CENTER (RDC) PARTNERS
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Northwest Census RDC  
Mark Ellis, Executive Director

University of Washington
State of Washington, Office of Financial  
  Management

Texas Census RDC 
Mark Fossett, Executive Director

Texas A&M University
Texas A&M University System
Baylor University
University of Texas at Austin

Triangle Census RDC (Duke and RTI) 
Gale Boyd, Executive Director 

Duke University
North Carolina State University
RTI International
University of North Carolina at Chapel Hill
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LOCAL EMPLOYMENT DYNAMICS (LED) 
STEERING COMMITTEE

As of October 2012. 

New England (Connecticut, Maine, Massachusetts, 
New Hampshire, Rhode Island, Vermont) 
Bruce DeMay  
Economic and Labor Market Information Bureau 
New Hampshire Employment Security 

New York/New Jersey  
Leonard Preston 
Labor Market Information 
New Jersey Department of Labor and Workforce 
  Development 

Mid-Atlantic (Delaware, District of Columbia, 
Maryland, Pennsylvania, Virginia, West Virginia) 
Sue Mukherjee 
Center for Workforce Information and Analysis 
Pennsylvania Department of Labor and Industry 

Southeast (Alabama, Florida, Georgia, Kentucky, 
Mississippi, North Carolina, South Carolina, 
Tennessee) 
Joe Ward 
Labor Market Information 
South Carolina Department of Employment 
  and Workforce 

Midwest (Illinois, Indiana, Iowa, Michigan, 
Minnesota, Nebraska, North Dakota, Ohio, South 
Dakota, Wisconsin) 
Richard Waclawek  
Labor Market Information and Strategic 
  Initiatives 
Michigan Department of Technology,  
  Management, and Budget 

Mountain-Plains (Colorado, Kansas, Missouri, 
Montana, Utah, Wyoming) 
Rick Little 
Workforce Analysis and Research 
Utah Department of Workforce Services 

Southwest (Arkansas, Louisiana, New Mexico, 
Oklahoma, Texas) 
Richard Froeschle  
Labor Market Information 
Texas Workforce Commission 

Western (Alaska, Arizona, California, Hawaii, 
Idaho, Nevada, Oregon, Washington)  
Bill Anderson
Research and Analysis Bureau
Nevada Department of Employment, Training, 
  and Rehabilitation

FEDERAL PARTNERS

U.S. Department of Agriculture
U.S. Department of Commerce, National Oceanic  
  and Atmospheric Administration
U.S. Department of Homeland Security, Federal  
  Emergency Management Agency 
U.S. Department of the Interior
U.S. Office of Personnel Management 

STATE PARTNERS

As of October 2012.

Alabama 
Jim Henry, Chief 
Labor Market Information  
Alabama Department of Industrial Relations 

Alaska  
Dan Robinson, Chief 
Research and Analysis Section 
Alaska Department of Labor and Workforce 
  Development 

Arizona 
Paul Shannon, Assistant Director
Budget and Resource Planning
Arizona Department of Administration

Appendix 7. 
LONGITUDINAL EMPLOYER-HOUSEHOLD DYNAMICS (LEHD) 
PARTNERS



62 Research at the Center for Economic Studies and the Research Data Centers: 2012 U.S. Census Bureau

Arkansas 
Robert S. Marek, Administrative Services Manager 
Employment and Training Program Operations  
Arkansas Department of Workforce Services 

California 
Steve Saxton, Chief 
Labor Market Information Division 
California Employment Development Department 

Colorado 
Alexandra Hall, Labor Market Information   
  Director  
Labor Market Information 
Colorado Department of Labor and Employment 

Connecticut 
Andrew Condon, Ph.D., Director 
Office of Research 
Connecticut Department of Labor 
 
Delaware 
George Sharpley, Ph.D., Economist and Chief 
Office of Occupational and Labor Market 
  Information 
Delaware Department of Labor 

District of Columbia 
Ilia Rainer, Ph.D., Associate Director
Office of Labor Market Research and Information
District of Columbia Department of Employment 
  Services 

Florida 
Rebecca Rust, Director 
Labor Market Statistics Center 
Florida Department of Economic Opportunity 

Georgia 
Mark Watson, Director 
Workforce Statistics and Economic Research 
Georgia Department of Labor 

Guam 
Gary Hiles, Chief Economist 
Bureau of Labor Statistics 
Guam Department of Labor  

Hawaii 
Francisco P. Corpuz, Chief 
Research and Statistics Office 
Hawaii Department of Labor and Industrial  
  Relations 

Idaho 
Bob Uhlenkott, Bureau Chief 
Research and Analysis  
Idaho Department of Labor 

Illinois 
Evelina Tainer Loescher, Ph.D., Division Manager 
Economic Information and Analysis 
Illinois Department of Employment Security 

Indiana 
Vicki Seegert, Federal Studies Manager 
Research and Analysis 
Indiana Department of Workforce Development 

Iowa 
Jude E. Igbokwe, Ph.D., Division Administrator/ 
  Labor Market Information Director 
Labor Market and Workforce Information Division 
Iowa Department of Workforce Development 
 
Kansas 
Inayat Noormohmad, Director 
Labor Market Information Services 
Kansas Department of Labor

Kentucky 
Tom Bowell, Manager 
Research and Statistics Branch 
Kentucky Office of Employment and Training

Louisiana 
Raj Jindal, Director 
Information Technology 
Louisiana Workforce Commission

Maine 
Chris Boudreau, Director  
Center for Workforce Research and Information 
Maine Department of Labor
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Maryland 
Carolyn J. Mitchell, Director 
Office of Workforce Information and Performance 
Maryland Department of Labor, Licensing  
  and Regulation

Massachusetts 
Rena Kottcamp, Director 
Economic Research 
Massachusetts Division of Unemployment 
  Assistance

Michigan 
Richard Waclawek, Director 
Labor Market Information and Strategic Initiatives 
Michigan Department of Technology, Management,  
  and Budget

Minnesota 
Steve Hine, Ph.D., Research Director 
Minnesota Department of Employment and  
  Economic Development

Mississippi 
Mary Willoughby, Bureau Director 
Mississippi Department of Employment Security

Missouri 
William C. Niblack, Labor Market Information 
  Manager 
Missouri Economic Research and Information 
  Center 
Missouri Department of Economic Development

Montana 
Todd Younkin, Chief  
Research and Analysis Bureau 
Montana Department of Labor and Industry

Nebraska 
Phil Baker, Labor Market Information  
  Administrator 
Nebraska Department of Labor

Nevada 
Bill Anderson, Chief Economist 
Research and Analysis Bureau 
Nevada Department of Employment, Training,  
  and Rehabilitation

New Hampshire 
Bruce DeMay, Director 
Economic and Labor Market Information Bureau 
New Hampshire Department of Employment 
  Security

New Jersey 
Chester S. Chinsky, Labor Market Information  
  Director 
Labor Market and Demographic Research 
New Jersey Department of Labor and Workforce  
  Development

New Mexico 
Mark Boyd, Chief 
Economic Research and Analysis Bureau 
New Mexico Department of Workforce Solutions

New York 
Bohdan Wynnyk, Deputy Director  
Research and Statistics Division 
New York State Department of Labor 
 
North Carolina 
Stephanie G. McGarrah, Assistant Secretary for 
  Labor and Economic Analysis
North Carolina Department of Commerce

North Dakota 
Michael Ziesch, Labor Market Information Contact 
Labor Market Information Center 
Job Service North Dakota

Ohio 
Coretta Pettway, Chief 
Bureau of Labor Market Information 
Department of Job and Family Services

Oklahoma 
Lynn Gray, Director 
Economic Research and Analysis 
Oklahoma Employment Security Commission 

Oregon 
Graham Slater, Administrator for Research 
Oregon Employment Department
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Pennsylvania 
Sue Mukherjee, Director 
Center for Workforce Information and Analysis 
Pennsylvania Department of Labor and Industry

Puerto Rico 
Elda Ivelisse Pares, Director 
Labor Market Information/Bureau of Labor 
  Statistics 
Puerto Rico Department of Labor

Rhode Island 
Robert Langlais, Assistant Director 
Labor Market Information 
Rhode Island Department of Labor and Training

South Carolina 
Brenda Lisbon, Labor Market Information Director 
Labor Market Information  
South Carolina Department of Employment  
  and Workforce

South Dakota 
Bernie Moran, Director 
Labor Market Information Center 
South Dakota Department of Labor and Regulation

Tennessee 
Linda J. Davis 
Research and Statistics Division 
Tennessee Department of Labor and Workforce 
  Development

Texas 
Richard Froeschle, Director 
Labor Market Information  
Texas Workforce Commission

Utah 
Rick Little, Director 
Workforce Analysis and Research 
Utah Department of Workforce Services

Vermont 
Mathew J. Barewicz, Labor Market Information 
  Director 
Economic and Labor Market Information Section 
Vermont Department of Employment and Training

Virgin Islands 
Gary Halyard, Director of Survey and Systems 
Bureau of Labor Statistics 
U.S. Virgin Islands Department of Labor

Virginia 
Donald P. Lillywhite, Director 
Economic Information Services 
Virginia Employment Commission

Washington 
Cynthia L. Forland, Director 
Labor Market and Economic Analysis 
Washington Employment Security Department

West Virginia 
Jeffrey A. Green, Director 
Research, Information and Analysis Division 
Workforce West Virginia

Wisconsin 
A. Nelse Grundvig, Director 
Bureau of Workforce Training 
Wisconsin Department of Workforce Development

Wyoming 
Tom Gallagher, Manager 
Research and Planning 
Wyoming Department of Workforce Services
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Senior Staff

Lucia Foster  Chief Economist and Chief of CES 
Rob Sienkiewicz Assistant Center Chief for LEHD [LEHD Area] 
Shawn Klimek  Assistant Center Chief for Research [Economic Research Area] 
J. Trent Alexander Assistant Center Chief for Research Support [Research Support Area] 
Randy Becker  Principal Economist and Special Assistant to the Chief Economist 
Javier Miranda Principal Economist
Jim Spletzer  Principal Economist
Erika McEntarfer LERG Team Leader
Shigui Weng   Chief of Data Processing and Archiving Staff
Vickie Kee  Chief of Administrative Records Data Staff
Walter Kydd  Chief of LEHD Production and Development Branch 
Vacant    Chief of LEHD Quality Assurance Branch  
Kandice Kapinos Lead RDC Administrator 

Economic Research Area

Lulu Chen  SSDC Administrator
Arnold Reznek  Disclosure Avoidance Officer 
David White*  IT Specialist

Business Economics Research Group 

J. David Brown Senior Economist 
Leland Crane  Graduate Research Assistant 
Ronald Davis  Statistician 
Ryan Decker  Graduate Research Assistant 
Emin Dinlersoz Senior Economist 
Chris Goetz  Economist
Cheryl Grim  Senior Economist 
Fariha Kamal  Economist 
C.J. Krizan  Senior Economist
Robert Kulick  Graduate Research Assistant
Kristin McCue  Senior Economist
T. Kirk White  Economist
Alice Zawacki  Senior Economist
Nickolas Zolas  Economist

Longitudinal Employer-Household Dynamics (LEHD) Economics Research Group (LERG)

Evan Buntrock  Graduate Research Assistant 
Jason Fairbanks* Data Analyst
Henry Hyatt  Economist
Emily Isenberg Economist 
Mark Kutzbach Economist
Kevin Liu*  Data Analyst

Appendix 8. 
CENTER FOR ECONOMIC STUDIES (CES) STAFF LISTING 
(December 2012)
* Indicates contractor.
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Kevin McKinney Economist 
Esther Mezey  Graduate Research Assistant 
Giordano Palloni Graduate Research Assistant 
Kristin Sandusky Economist 
Liliana Sousa  Economist
Stephen Tibbets Economist
Ken Ueda  Graduate Research Assistant
Alexandria Zhang Graduate Research Assistant
Chen Zhao  Graduate Research Assistant
Nellie Zhao  Graduate Research Assistant

Research Data Center (RDC) Administrators 

Angela Andrus California Census RDC (UC-Berkeley & Stanford)
Michael Babb  Northwest Census RDC (University of Washington, Seattle) 
Melissa Banzhaf Atlanta Census RDC (Federal Reserve Bank of Atlanta) 
J. Clint Carter  Michigan Census RDC (University of Michigan, Ann Arbor) 
Abigail Cooke  California Census RDC (UCLA) 
James Davis  Boston Census RDC (National Bureau of Economic Research)
Bethany Desalvo Texas Census RDC (Texas A&M University, College Station)
Gina Erickson  Minnesota Census RDC (University of Minnesota, Minneapolis) 
Jonathan Fisher New York Census RDC (Baruch College, New York City)
Andrew Green  New York Census RDC (Cornell University)
W. Bert Grider  Triangle Census RDC (Duke University & RTI) 
Frank Limehouse Chicago Census RDC (Federal Reserve Bank of Chicago) 
Vacant    Census Bureau Headquarters RDC (Suitland, MD)

Longitudinal Employer-Household Dynamics (LEHD) Area 

Gilda Beauzile  IT Specialist 
Earlene Dowell* Contractor 
John Fattaleh  IT Manager 
Kimberly Jones Research/Program Administrator 
George (Chip) Walker* Communications and Marketing Consultant

LEHD Production and Development Branch 

Samuel Groves* Web Engineer
Tao Li*    SAS Programmer 
Cindy Ma  SAS Programmer 
Gerald McGarvey* SAS Programmer 
Jeronimo Mulato* System Engineer 
Camille Norwood SAS Programmer 
Rajendra Pillai* SAS Programmer 
Nanda Ramanathan* SAS Programmer
C. Allen Sher*  Web Architect 
Jun Wang*  SAS Programmer 
Chaoling Zheng Webmaster
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LEHD Quality Assurance Branch

Carl Anderson* Contractor 
Matthew Graham Geographer 
Heath Hayward Geographer 
Dan Northrup*  Contractor 
Robert Pitts*  GIS Analyst Project Manager

Research Support Area

Cathy Buffington IT Specialist (Data Management) 
Annetta Titus  Administrative Support

Data Processing and Archiving Staff

Jason Chancellor Survey Statistician
Shy DeGrace  Survey Statistician
Jacob Enriquez Survey Statistician
Todd Gardner  Survey Statistician 
Daniel Orellana Survey Statistician 
David Ryan  IT Specialist (Data Management) 
Anurag Singal  IT Specialist (Data Management) 
Ya-Jiun Tsai  IT Specialist (Data Management) 
Michele Yates  Survey Statistician

Administrative Records Data Staff

Lakita Ayers  IT Specialist (APPSW) 
Raymond Dowdy IT Specialist (APPSW) 
Lori Fox  IT Specialist (APPSW) 
Jeong Kim  IT Specialist (APPSW) 
Xiliang Wu  IT Specialist (APPSW)

Administrative Staff

Becky Turner  Secretary for Chief Economist 
Lisa Harris  Secretary for Assistant Center Chief for Research 
Deborah Wright Secretary for Assistant Center Chief for Research Support 
Dawn Anderson Secretary for Assistant Center Chief for LEHD 
Claudia Perez  Secretary for LEHD Production and Development Branch 
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