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This dissertation studies several elasto-capillary phenomena. We first experimentally demonstrate that the coupling of familiar liquid/air interface tension and elasticity can be used to drive droplet motion. Specifically, we show that droplets placed on different sides of a thin elastic film tend to repel each other. An evaluation of the intermediate state energy is carried out to explain the phenomenon and a “satellite” droplet pattern is designed and observed. In a separate experiment, we put a droplet on a fibrillar structure terminated by a thin film and find that the droplet move spontaneously and chaotically. The surface tension of the droplet cause a significant deformation of the substrate and generate a periodic driving force. This periodic driving force together with evaporation induce an instability of the droplet that cause the spontaneous chaotic motion.

The second part of this dissertation aims to extend the classical adhesive contact and fracture mechanics theory to include the effect of surface tension. Specifically, we consider the contact between a rigid spherical/cylindrical indenter and an elastic substrate. The surface of the substrate has both adhesion and surface stress included. We also study the effects of surface tension on mode-I cracks and find that the linearization of curvature is not valid near the crack tip because of the singularity. Using an asymptotic analysis, we show that surface tension can reduce the energy release rate which is consistent with our own finite element calculations.
Finally, we consider the effect of solid surface stress on problems with large deformation. A closed-form large deformation solution is found for the pure bending of a long plate. We find that surface stress can significantly increase the bending stiffness and we also discover an instability under load control. In Chapters 8 and 9, we use a large deformation finite element method to study the effect of surface stress on a penny-shaped crack inflated by internal pressure and the contact between a rigid circular punch and an elastic substrate. Our results suggest that surface stress can resist deformation and reduce energy release rate.
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PREFACE

Eight Chapters (2 to 9) in this dissertation were originally prepared as individual research papers. Chapter 2, 3 and 7 are based on papers that are under review. Editorial changes were made to make the writing styles consistent but some mathematical symbols may have different physical meanings for different chapters.
CHAPTER 1
INTRODUCTION

Elasto-capillarity refers to the coupling effect of interface stress and elasticity. The elastic deformation caused by liquid/vapor, solid/vapor or liquid/solid interface stress is on the order of $\sigma / E$, where $\sigma$ is the magnitude of interface stress (unit of force/length) and $E$ is the Young’s modulus of the involved material. When this elasto-capillary length is comparable to the size of the structure, the effect of elasto-capillarity is significant. Therefore, it is necessary to consider interfacial stress effect for nano/micro structures [1] and soft materials [2,3]. It is also for this reason that it is very important to have a good understanding of elasto-capillary phenomena when designing MEMS/NEMS or controlling the shape of ultra-soft material such as hydrogels.

Because liquid has little resistance to shear, it is easy to observe the existence of liquid/vapor surface tension. The liquid/vapor surface stress is isotropic and hence called surface tension and can be represented by a scalar $\sigma$. It is well known that liquid/vapor surface tension and surface energy density are numerically equal even though they have completely different physical meaning [4,5]. When liquid are in contact with materials that are either soft or have a slender ratio, the materials can be significantly deformed. For example, fibers or hairs can be bent and bundled together due to water surface tension [6]; micro-structures can be deformed and damaged due to capillary forces [7]; thin planar structures can be deformed by droplet surface tension and form beautiful 3-D structures [8]; thin films or slender beams can be buckled by liquid/vapor surface tension [9,10]. More references can be found in the review paper of Roman and Bico [11]. More recently, Style et al. [12] studied the reverse effect where a gradient in substrate stiffness was used to drive the liquid drop motion. For most of the work reviewed above, the interactions between liquid and
Solid structures are “one-way”, that is either surface tension can deform material or elasticity properties can affect and drive droplet motion. Here we demonstrate by two examples that this interaction can also be “two-way”, that is soft structure can be deformed by liquid/vapor surface tension and the deformation in turn will drive the motion of liquids. Chapter 2 presents the first example where we find that droplets placed on different sides of a thin film can sense and interact with each other through the elastic deformation of the film. Intuitively, this phenomenon can be understood as the droplets create an equivalent stiffness gradient which cause them to interact with each other. In our system, droplets can not coalesce since they are separated by the thin film. A second example of “two-way” interaction is given in Chapter 3. We observe that a droplet placed on a fibrillar structure terminated by a thin film can spontaneously move and cover large distances before it completely vaporize. This phenomenon is very counterintuitive as there is no overall gradient and it is unclear what drives the motion. Using a white light interferometer, we find that the film is significantly deformed by the liquid/air surface tension and the deformation is non-uniform as the parts that are supported by pillars are much stiffer than the rest. The driving force can be produced by this non-uniform deformation. Using a one-dimensional shrinking droplet model, we are able to reproduce a motion that has similar features observed in our experiments. Our toy model suggests that shrinkage due to evaporation coupled with periodic potential can lead to an instability which may cause the droplets motion.

Solid/vapor or solid/liquid interface stress effects are much harder to observe as conventional materials or structures are either too stiff or too large so that the deformation induced by interfacial stresses is negligible compared with the dimension of the materials. However, this is no longer true with the development of nano/micro structures and ultra-soft materials. Compared with liquid/vapor interface stress, solid
interface stress is much more complex and less understood. In general, solid interface stress tensor is not isotropic and hence can not be represented by a scalar, it may have a shear component and can be surface strain-dependent. A formal mathematical description of solid surface stress was first proposed by Gurtin and Murdoch [13] but the subject was not extensively studied until it was experimentally observed that both the bending and tensile stiffness of a nano beam are strongly size-dependent [14–18]. This size-dependency is attributed to solid/air interface stress and a linearized beam model superimposed with a Laplace pressure caused by solid surface stress is found to be in good agreement with experiments [19–25]. More recently, ultra-soft materials such as hydro-gels can have elastic modulus as low as tens of Pascals [26]. These low modulus gels extend elasto-capillary deformation into macroscale [2,3]. For example, it is observed that a soft gel can resist contact mostly by its surface stress just like a liquid would [27]; a Rayleigh-Plateau type instability, an instability commonly seen for liquid, was observed for ultra-soft gels [28]. These experiments implies that there is a transition from solid-like to liquid-like behaviors as the modulus of solids go down. To capture this transition, it is necessary to modify the classical solid mechanics equations to include the effect of surface stress. In this dissertation, we consider how surface stress affect fracture and contact mechanics. Based on the Hertz contact theory with solid surface tension [29,30], we extend the well-known Johnson-Kendall-Robert (JKR) theory to regimes where surface stress are important [31,32]. Our results fit very well with Style et al’s experimental data [27] even though small deformation and linear elasticity are assumed in our theory. In Chapter 6, we presents an asymptotic analysis for a mode-I crack with surface stress effect. We point out that a linearization of curvature at crack tip is not possible due to the singularity. By keeping the nonlinear curvature term, we are able to show that surface stress can decrease but not
necessarily cancel the energy release rate. This result is consistent with the conclusion of our finite element simulation \[33\].

For ultra-soft gels, the deformation is naturally large. The small deformation theory, though useful in understanding the physics, in general can not be used to quantitatively predict the deformed shape of a soft solid. Using an analog to 3-D elasticity, a surface constitutive law can be established from thermodynamic inequalities \[34–41\]. Combine the constitutive law with kinematics and equilibrium equations set up by Gurtin and Murdoch \[13\], one can formulate the effect of surface stress as the boundary conditions of a 3-D elasticity problem. Even though the problem can be analytically formulated, solving the nonlinear governing equations is not trivial as the principle of superposition is no longer valid. In Chapter 7, we consider the pure bending of a plate with finite thickness. With plane strain assumption, we find an analytical solution of this problem. In our model, we assume that the surface stress consists a residue isotropic tension and a part that is linearly proportional to the stretch of the surface. We found that both the residue tension and surface stiffness can increase the overall bending stiffness of the plate. The possibility of self-bending due to un-symmetric surface behavior is also explored. For a general elasticity problem with large deformation and surface stress, it is impossible to obtain an analytical solution and a finite element solution is necessary. In Chapters 8, we present a large deformation calculation for a penny-shaped crack. The surface stress is implemented by a user-defined surface element and a re-mesh technique is used to guarantee the convergence and accuracy of the calculation. We find that the presence of surface stress can decrease energy release rate and hence makes it harder for crack propagation. Furthermore, the energy release rate can be even negative when surface stress is sufficiently large. In Chapter 9, we use a similar finite element technique to study the contact between a rigid circular punch and a semi-infinite substrate. Our
results show that the linearized solution can not correctly capture the deformation near the contact line. We further show that the local “contact angle” at the contact line is quite sensitive to the magnitude of surface stress. This property can be used to measure the solid surface stress when it is small compared with elastic modulus.
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CHAPTER 2

INTERACTION OF DROPLETS SEPARATED BY AN ELASTIC FILM

2.1 Introduction

The ability to manipulate and transport droplets is important in a variety of industrial applications such as micro-fluidic devices [1–3] and self-cleaning surfaces [4–6]. Motion of individual droplets on a surface by the Marangoni effect [7] typically requires some form of spatially varying surface tension force [7] which can be achieved by gradients of geometry [8,9] or interfacial energy [10]. There are various ways to create a gradient in interfacial energy, from chemical [11–16] to electrical [17] and thermal [18–22]. However, these mechanisms require careful preparation of the surface or substrate. Recently, Cira et al. have demonstrated that two-component droplets of well-chosen miscible liquids can sense and move in response to the vapor emitted by neighboring droplets [23], with no other gradient on the surface.

For the phenomena discussed above, the substrate is basically un-deformable and there is little interaction between droplets unless they make contact. A contrasting situation is one in which rigid particles float on a liquid. In this case, particles distort the liquid-vapor interface, leading to long range interactions, a phenomenon dubbed the “Cheerios effect” because of the common observation that toruses of the breakfast cereal by that name tend to agglomerate [24]. Related phenomena have recently been reported in which rigid particles placed in very soft but solid gels exhibit long-range interaction [25]. When a liquid drop is placed on a soft solid, recent experiments and theories have shown that capillary force can significantly deform soft materials, such as elastomers and hydrogels [26–30]. The large deformation caused by liquid drops themselves can provide a driving force for drop transportation. This mechanism was

---

first proposed by Style et al. [31] where they created a gradient of substrate stiffness by changing its thickness. In their experiments, they found the droplets prefer to move toward a softer substrate where the local apparent contact angle is lower. This idea was further pursued by Karpitschka et al. who reported both attraction and repulsion between droplets on a soft elastic substrate, depending on the thickness of the substrate solid [32], a reverse Cheerios effect [33]. To explain their observation, they computed the deformed shape of the substrate using a small strain linear elasticity theory and found that the imbalance of surface tension in horizontal direction provides the driving force.

High substrate deformation in the forgoing examples is achieved by using compliant materials; it can also be achieved using a relatively stiffer material but with slender aspect, such as a thin film [26,34–40] or a slender rod [41,42]. In this work, we show that droplets placed on a uniform thin film can sense and move in response to the deformation of the film caused by the droplets on the other side of the film. This interaction mechanism results in droplet motion without chemical modification of surfaces, nor is it necessary to have two-component droplets. The droplets are separated by an impermeable thin elastic film which prevents them from coalescing. Further to demonstrate this mechanism, we designed and experimentally observed a “satellite” droplet pattern where a larger droplet on one side of the film is surrounded by a series of droplets on the other side. A full, large-deformation, analysis of the total system energy landscape is conducted to establish a quantitative basis for droplet interaction and stability.

The new mode of droplet interaction we report here can also be intuitively understood as being driven by droplets seeking a softer regions of the substrate. However, unlike the results of Style et al. [31], in which individual droplets move on an externally created stiffness gradient, the phenomenon we report is active only for
interaction between two or more droplets where each droplet moves in the effective potential energy landscape created by film deformation caused by all the droplets.

In addition to its relevance for droplet fluidics, we believe that the phenomenon we report could potentially be helpful in understanding and studying other processes, such as the role of substrate compliance on behavior of cells, where it is well known that cell motility and fate is strongly dependent on substrate stiffness [43–48].

2.2 Methods

The samples used in our experiments comprise a circular thin Vinyl Polysiloxane (VPS, Zhermack Elite Double 8, 1:1 mass ratio between base and catalyst) film suspended on a VPS substrate with a hole 8mm in diameter. A schematic cross-sectional view of the sample is shown in Fig. 1. To prepare this sample, a VPS substrate a few millimeters thick with a hole 8mm in diameter was molded in a Plexiglas mold. The VPS film was fabricated by spin-coating liquid VPS onto a Polystyrene-coated glass slide at 2000rpm for 2 minutes. The VPS substrate was placed onto the thin film immediately, and they were cured together at room temperature for over 30 minutes. The thickness of the film was measured by a white-light interferometer (Zegage; Zygo Corporation) to be 20.5μm.
Fig. 2.1 Schematic side view of the supported-film sample. Both film and support are made of Vinyl Polysiloxane (VPS). The film has a diameter of 8mm and a thickness of 20.5μm.

2.3 Experiments: Interaction of two droplets

We study the interaction between two droplets placed on different sides of the thin elastic VPS film. A 5 μL de-ionized water (DI) droplet was placed on the bottom side of the film using an air displacement pipette as shown in Fig. 2.2 (a). In this configuration, the film bulges upwards due to the Laplace pressure $p$ of the liquid drop, as shown by Nadermann et al. [34]. After this, another DI droplet of the same volume was placed on the top side of the film. The position of this droplet was controlled so that the two droplets, to begin with, were practically on top of each other (see Figs. 2.2(b, d)). Since the two droplets were nearly identical, neglecting gravity, the film became flat everywhere and went back to its undeformed state. However, this equilibrium configuration was not stable; the two droplets started to separate after a few seconds and eventually stopped at a stable configuration with a small overlap (see SI, movies 1,2).
When two droplets overlap exactly (Fig. 2.2 (b)), the out-of-plane deformation of the film caused by one droplet is cancelled by the other. Therefore, the influence of the second droplet is effectively to increase the stiffness of the film. When two droplets are separated, the film again bulges out due to Laplace pressure (Fig. 2.2 (c)); both droplets are “sensing” the compliant elastic film. According to Style et al. [31], droplets tend to move toward a configuration where the substrate is softer. This durotaxis arises because a gradient in stiffness translates into a gradient in contact.
angle, and a gradient in contact angle drives a drop towards the region of smaller apparent contact angle [49]. So, qualitatively, this argument suggests that the separation process can be understood as droplets seeking a softer place on which to sit.

2.4 Energy landscape and stability of the droplet pair

To understand our observation quantitatively, we analyze the energy landscape of two droplets that are infinitely long in the out-of-plane direction (Fig. 2.3). This plane problem is mathematically much more tractable than the fully 3D problem of interacting circular drops. Usually, the results of a plane strain problem differ from those of an axisymmetric or 3D calculation only within constant factors on the order of unity. These droplets lie on the opposite sides of an elastic film clamped at its edges. The initial undeformed width of the film is $2l_0$. We assume the droplets are sufficiently small so we can ignore gravity. Initially, the droplets are right on top of each other (Fig. 2.3 (a)). In this position, the droplets have identical width $2c$, and the film is completely flat since the Laplace pressure acting on the liquid/film interface exactly cancels as shown in Fig. 2.3 (a). In the absence of residual stress (due to fabrication), the film should have no elastic strain in the overlap configuration.

From this initial configuration, we allow the droplets to separate and compute the total energy of the system as a function of separation (see Fig. 2.3(b)). Any separation will cause the film to deform and the drops to change their shape. Specifically, the portion of the film (labeled 2 and 6 in Fig. 2.3 (b)) that is exposed to air on one side and liquid on the other will bulge into circular arcs due to Laplace pressure [34,35], while the region of film between the liquid drops (labeled 4 in Fig. 2.3 (b)) is flat since the pressure is the same on both its sides. Note that the film exterior to the drops (3 in Fig. 2.3 (b)) also remains flat since we ignore gravity. However, this part of the film is stretched due to the bulging of the film.
The extent of the film jointly covered by the two droplets is denoted by \(2a\), and \(a/c_r\) serves as a parameter that characterizes the separation between the two droplets (Note that \(a/c_r=1\) when the two droplets overlap completely). To compute the elastic energy and the deformation of the film, we assume the film is a membrane with no bending stiffness (This approximation is accurate if the length \(\sqrt{E/I/\sigma} \ll a\) [50]. For our system, the length is about 25 microns and \(a > 1\)mm). To model large deformation, the film is taken to be an incompressible neo-Hookean solid with shear modulus \(\mu\). The strain energy density \(W\) of a neo-Hookean membrane subjected to uniform stretch ratio \(\lambda\) is given by

\[
W(\lambda) = \frac{\mu h}{2} \left( \lambda^2 + \lambda^{-2} - 2 \right)
\]

where \(h\) is the undeformed thickness of the film.

To reduce the number of parameters in the problem, we further assume that the surface stresses of the film that is exposed to air and liquid is isotropic, independent of surface strains and are numerically equal to the surface energies \(\gamma_{SV}, \gamma_{SL}\), respectively. We define an elasto-capillary number \(\beta\) as the ratio of liquid-vapor surface energy \(\gamma_{LV}\) to the effective modulus of the film \(\mu h\). For our system, \(\beta\) is on the order of 0.1.
Fig. 2.3 (a) Initial configuration of the two drops in which $2c_r$ is the equilibrium contact width at zero separation. The film has no deformation as the Laplace pressure and surface tension at the contact line from two droplets cancel each other. (b) Configuration of two separated droplets. Part 1 is identical to part 5 and part 2 is identical to part 6 due to symmetry.

In the following, we summarize the key steps in our calculation of the total energy, which consists of contributions from the surface and elastic stretching. Details of our analysis are given in the Appendix.

The liquid drops (1 in Fig. 2.3 (b)) and the film (2 in Fig. 2.3 (b)) deform into circular arcs with unknown radii $r_1$ and $r_2$, respectively. In addition, the unknown
stretch ratios in each region (2,3,4, and 6) are constant and denoted by \( \lambda_2, \lambda_3, \lambda_4 \), and
\( \lambda_6 = \lambda \) due to symmetry), respectively. For any given values of \( a \) and \( b \), one can fully constrain the deformed geometry by specifying \( r_1, r_2 \) and the angles \( \theta_1, \theta_2 \) in Fig. 2.3 (b). As a result, the energy of the system is completely determined by 7 unknowns \( (r_1, r_2, \theta_1, \theta_2, \lambda_2, \lambda_3, \lambda_4) \). Specifically, the surface energies of the droplets and the deformed films (part 2 and 3) can be directly obtained from the deformed geometry, they are given by the first four terms in (A2.12). The elastic energies in part 2, 3 and 4 of the film can be determined using (2.1), the unknowns \( \lambda_2, \lambda_3, \lambda_4 \) and the undeformed length of these parts, and these energies are given by the last three terms in (A2.12).

To determine these 7 unknowns as a function of \( a, b \) and known surface energy densities \( \gamma_{SV}, \gamma_{SL}, \gamma_{LV} \), we enforce force balance and volume conservation. From the free body diagram of A and B (shown in Fig. 2.3 (b)), the equilibrium equations can be written as

\[
\begin{align*}
T_2^{(A)} + T_3^{(A)} + \gamma_{LV}^{(A)} &= 0 \\
T_2^{(B)} + T_3^{(B)} + \gamma_{LV}^{(B)} &= 0
\end{align*}
\]

where \( T_2, T_3 \) and \( T_4 \) denote the tensions in parts 2, 3 and 4 of the film respectively; the superscript () denotes that these tensions are to be evaluated at points A and B. These tensions (unit = force/length) are given by

\[
\begin{align*}
T_2 &= \mu h(\dot{\lambda}_2 - \lambda_2^{-3}) + \gamma_{SV} + \gamma_{SL} \\
T_3 &= \mu h(\dot{\lambda}_3 - \lambda_3^{-3}) + 2\gamma_{SV} \\
T_4 &= \mu h(\dot{\lambda}_4 - \lambda_4^{-3}) + 2\gamma_{SL}
\end{align*}
\]

Equation (2.4) indicates that the tensions have two contributions, one is due to elastic stretch of the neo-Hookean membrane \([51,52]\) and the rest is from the surface stress of the interface.

Since the droplet volume is a constant during separation, we impose the condition
\[ V(\text{droplet}) = V_0 \]  

(2.5)

where \( V_0 \) is the volume of the liquid drop before deformation. In addition, since the boundary of the film is clamped at the edges, the total \textit{undeformed} width of the film should be \( 2l_0 \). This condition is

\[
\frac{l_3}{\lambda_3} + \frac{l_2}{\lambda_2} + \frac{l_4}{2\lambda_4} = l_0 
\]

(2.6)

where \( l_2, l_3 \) and \( l_4 \) are the deformed length of parts 2, 3 and 4 of the film respectively.

The fact that the \( x \) coordinate of point \( B \) is equal to \( b \) yields one more equation, that is, the \( y \) coordinate of point \( B \) must be given by

\[
r_1 \cos \theta_1 - \sqrt{r_1^2 - (b + a - r_1 \sin \theta_1)^2} = r_2 \cos \theta_2 - \sqrt{r_2^2 - (b - a + r_2 \sin \theta_2)^2} \]  

(2.7)

The equilibrium equations (2.2) and (2.3) provides 4 scalar equations, which, together with (2.5-2.7) give 7 equations which allows us to solve numerically for the 7 unknowns \( r_1, r_2, \theta_1, \theta_2, \lambda_2, \lambda_3, \lambda_4 \).
Fig. 2.4 (a) Total energy of the system vs $a/c_r$ for different elasto-capillary number $\beta$. The local energy minimum is achieved when $a/c_r \approx 1.77$ for $\beta = 0.1$, and 1.75 for $\beta = 1$. (b) Minimum energy configuration for $\beta = 0.1$. The red line is the thin film and the blue line is the surface of the droplets.
Next, for a given separation $a$, we minimize the energy of the system by varying $b$. Repeating this calculation for different values of $a$, we obtain the result in Fig. 2.4 (a). Fig. 2.4 (a) shows that, once the system is perturbed from the complete overlap case, the total energy starts to decrease indicating that the overlap scenario is unstable. Once separation starts, the two droplets will continue to repel each other until a local energy minimum is achieved, as shown in Fig. 2.4 (a). That there is a local energy minimum for partial overlap between the two drops explains the experimental observation that there is always a small overlap between drops on two sides of the film, as shown in Fig. 2.2 (e). A computed equilibrium configuration for the case of $\beta = 0.1$ is shown in Fig. 2.4 (b). When the film is more compliant i.e. $\beta$ becomes larger, the energy well will be deeper, but the local energy minimum position only changes slightly. This suggests that for a softer film, it will be easier to observe the separation process but the final equilibrium configuration will not change much.

2.5 Satellite droplet pattern

To demonstrate further the mechanism for inter-droplet interaction just described, we show its use to create a “satellite” droplet pattern where small drops surround a large one. In this experiment, a single $1\mu L$ DI droplet was placed on the top side of the film. The sample together with the droplet was then placed on the top of a glass beaker filled with DI water as shown in Fig. 2.5 (a). We heated the glass beaker to increase the evaporation rate, and small droplets continued to condense on the bottom of the film as shown in SI (movie 2.3). As these small droplets coalesced to form bigger droplets under the pre-placed droplet on the top side of the film, they were repelled to the boundary of the top droplet. This process continued until a ring of droplets formed around the top droplet as shown in Fig. 2.5 (b).
Fig. 2.5 (a) Schematic of the experimental setup. The glass beaker was heated to increase the evaporation rate, and the sample together with a droplet was held by two glass slides on top of the glass beaker. Small droplets condensed on the bottom of the film due to evaporation (not shown in figure) (b) Satellite droplet pattern: four “satellite” droplets underneath the film formed around the top droplet.
2.6 Conclusion and Discussion

We report a short range interaction between droplets sitting on different sides of a thin elastic film. When droplets overlap completely, the system is in an unstable state, and a small perturbation will lead to rapid separation between the two droplets. The process stops when there is a small overlap between the two droplets (about 1/3 of droplet size). The phenomenon is explained quantitatively by computing the surface and elastic energy of the system and finding the configuration where the total energy is minimized. This new interaction mechanism can be potentially useful for pattern formation, an example of “satellite” droplet pattern is proposed and tested by experiment.

It should be noted that our plane strain model assumes that the droplets are infinitely long in the out of plane direction, which is not true in most cases. Indeed, if the two droplets were completely separated, the plane strain model, in the absence of gravity, predicts that the film stretches uniformly and remains flat outside the droplets. This is not the case for 3D droplets. Such non-uniform deformation would result in spatially varying apparent contact angle leading to more complex interaction between droplets. This interaction is short range since we did not observe any interaction between droplets that are placed more than one diameter away from each other. The deformation of the film caused by two 3-D droplets and how their interaction depends on the spacing between them will be studied in a future work.
To simplify the geometry, we consider a 2-D system where both the droplets and film are assumed to be infinitely long in the out of plane direction. The droplets are assumed to be partially separated as shown in Fig. 2.3 (b). As gravity is neglected, the pressure inside the drop is a constant. Hence, part 1 and 2 are both circular arcs [51,52]. Part 4 has to be flat as the pressure from different sides cancels each other. The origin of our coordinate system is shown in Fig. 2.3 (a). Note, after deformation, the material point at the origin remain fixed and is located at the midpoint of part 4.

For any given value of $a$ and $b$, one can fully constrain the geometry by determining the radius of curvature for part 1 and 2 ($r_1$, $r_2$) and the angles $\theta_1$, $\theta_2$. The amount of elastic stretch $\lambda_2$, $\lambda_3$, $\lambda_4$ needs to be determined separately. The total energy of the system can be calculated once these 7 unknowns ($r_1, r_2, \theta_1, \theta_2, \lambda_2, \lambda_3, \lambda_4$) are known.

We select $c_r$ as the characteristic length scale for this problem and normalize all the lengths by it, i.e., $\tilde{r}_1 = \frac{r_1}{c_r}$, $\tilde{r}_2 = \frac{r_2}{c_r}$, $\tilde{l}_0 = \frac{l_0}{c_r}$. The force per unit out of plane length is normalized by $\gamma_{LV}$. The condition of force balance at point A can be written as:

$$\frac{\sigma_{LV}}{\gamma_{LV}} \cos \theta_1 + \frac{\sigma_{LV}}{\gamma_{LV}} \cos \theta_2 = \frac{\sigma_{LV}}{\gamma_{LV}} \sin \theta_1 = \frac{\sigma_{LV}}{\gamma_{LV}} \sin \theta_2$$  \hspace{1cm} (A2.1)

where $\frac{\sigma_{LV}}{\gamma_{LV}} = 1$, $\tilde{T}_2 = \frac{1}{\beta} (\lambda_2 - \lambda_2^{-3}) + \sigma_{SV} + \sigma_{SL}$ and $\tilde{T}_3 = \frac{1}{\beta} (\lambda_3 - \lambda_3^{-3}) + 2\sigma_{SV}$. Here $\beta = \frac{\gamma_{LV}}{\mu h}$ is the elasto-capillary number for this system, $\sigma_{LV}$, $\sigma_{SV}$ and $\sigma_{SL}$ are the liquid-vapor, solid-vapor and solid-liquid interface tension. In our system, interface surface stress is assumed to be isotropic, independent of surface strain and numerically equal to surface energy.
Using the coordinate system defined in Fig. 2.3(a), the position of \( O_1 \) and \( O_2 \) can be determined by geometry, they are:

\[
\begin{align*}
O_1 : & (-\bar{a} + \bar{r}_1 \sin \theta_1, \bar{r}_1 \cos \theta_1) \\
O_2 : & (\bar{a} - \bar{r}_2 \sin \theta_2, \bar{r}_2 \cos \theta_2)
\end{align*}
\]  
(A2.3)

Point \( B \) is the intersection between arcs 1 and 2. The \( x \) coordinate of \( B \) is \( \bar{b} \) while its \( y \) coordinate \( y_B \) can be determined from both arc 1 and arc 2. Using (A2.3), we find

\[
\bar{y}_B = \bar{r}_1 \cos \theta_1 - \sqrt{\bar{r}_1^2 - (\bar{b} + \bar{a} - \bar{r}_1 \sin \theta_1)^2} = \bar{r}_2 \cos \theta_2 - \sqrt{\bar{r}_2^2 - (\bar{b} - \bar{a} + \bar{r}_2 \sin \theta_2)^2}
\]

(A2.4)

![Diagram](image.png)

Fig. A2.1 Parameter \( \theta_1^* \) and \( \theta_2^* \) can be used to determine the parameter equation of arc 1 and 2.

The equation of the circular arc 1 connecting \( A \) and \( B \) can be determined by the angle \( \theta_1^* \) (see Fig. A2.1):

\[
\begin{align*}
\bar{x}_1(\theta_1^*) &= -\bar{a} + \bar{r}_1 \sin \theta_1^* + \bar{r}_1 \cos \theta_1^* \cos \theta_1^*, \\
\bar{y}_1(\theta_1^*) &= \bar{r}_1 \cos \theta_1 - \bar{r}_1 \cos \theta_1^*, \\
\end{align*}
\]

(A2.5)

where \( \theta_1^* \in (-\theta_1, \sin^{-1}(\frac{\bar{b} + \bar{a} - \bar{r}_1 \sin \theta_1}{\bar{r}_1})) \). Similarly, the equation of arc 2 can described by the angle \( \theta_2^* \) (see Fig. A2.1)

\[
\begin{align*}
\bar{x}_2(\theta_2^*) &= \bar{a} - \bar{r}_2 \sin \theta_2^* + \bar{r}_2 \sin \theta_2^* \cos \theta_2^*, \\
\bar{y}_2(\theta_2^*) &= \bar{r}_2 \cos \theta_2 - \bar{r}_2 \cos \theta_2^*,
\end{align*}
\]

(A2.6)

where \( \theta_2^* \in (\sin^{-1}(\frac{\bar{b} - \bar{a} + \bar{r}_2 \sin \theta_2}{\bar{r}_2}), \theta_2) \). Using these parametric equations, we integrate to obtain the volume of the droplet. This volume is conserved through the separation process:
\[- \int y_1 dx_1 - \int y_2 dx_2 = \overline{V}_0 \quad \text{(A2.7)}\]

where \( \overline{V}_0 = \frac{V_0}{c_r^2} \) is the normalized volume of a droplet.

Next we enforce force balance at \( B \). The forces acting there are shown in Fig. 2.3 (b):

\[
\frac{T_4^{(B)}}{\gamma_{LV}} = \overline{T}_4 \overline{e}_4^{(B)}, \quad \frac{\gamma_{LV}^{(B)}}{\gamma_{LV}} = \overline{e}_\sigma^{(B)}, \quad \frac{T_2^{(B)}}{\gamma_{LV}} = \overline{T}_2 \overline{e}_2^{(B)} \quad \text{(A2.8)}
\]

where \( \overline{e}_4^{(B)} \), \( \overline{e}_\sigma^{(B)} \) and \( \overline{e}_2^{(B)} \) are unit vectors pointing in the direction of these forces respectively. They are given by

\[
\overline{e}_4^{(B)} = \frac{1}{\sqrt{y_B^2 + b^2}} \left( \begin{array}{c} -b \\ -y_B \end{array} \right),
\overline{e}_\sigma^{(B)} = \frac{1}{\bar{r}_1} \left( \begin{array}{c} y_B - r_1 \cos \theta_1 \\ r_\sigma \sin \theta_1 - \bar{a} - b \end{array} \right),
\overline{e}_2^{(B)} = \frac{1}{r_2} \left( \begin{array}{c} r_2 \cos \theta_2 - y_B \\ \bar{b} - \bar{a} + r_2 \sin \theta_2 \end{array} \right) \quad \text{(A2.9a)}
\]

where \( y_B = \bar{r}_z \cos \theta_2 - \sqrt{\bar{r}_z^2 - (\bar{b} - \bar{a} + r_2 \sin \theta_2)^2} \) is the \( y \) coordinate of point \( B \). The magnitude of the forces, \( \overline{T}_2, \overline{T}_4 \) are:

\[
\overline{T}_2 = \frac{1}{\beta} (\lambda_2 - \lambda_2^{-3}) + \sigma_{SV} + \sigma_{SL}, \quad \overline{T}_4 = \frac{1}{\beta} (\lambda_4 - \lambda_4^{-3}) + 2 \sigma_{SL} \quad \text{(A2.9b)}
\]

Using (A2.8-A2.9) and (2.2-2.3), the force balance at point \( B \) is

\[
\frac{\overline{T}_4}{\sqrt{y_B^2 + b^2}} \left( \begin{array}{c} -b \\ -y_B \end{array} \right) + \frac{1}{\bar{r}_1} \left( \begin{array}{c} y_B - \bar{r}_1 \cos \theta_1 \\ \bar{r}_\sigma \sin \theta_1 - \bar{a} - b \end{array} \right) + \frac{\overline{T}_2}{r_2} \left( \begin{array}{c} r_2 \cos \theta_2 - y_B \\ \bar{b} - \bar{a} + r_2 \sin \theta_2 \end{array} \right) = \left( \begin{array}{c} 0 \\ 0 \end{array} \right) \quad \text{(A2.10a,b)}
\]

Finally, the total undeformed length of the system should remain as a constant \( 2\overline{l}_0 \), and this constraint is (2.6) in the main text and can be expanded as:

\[
\frac{\overline{l}_0 - \bar{a}}{\lambda_3} + \frac{\theta_2 - \sin^{-1} \left( \frac{\bar{b} - \bar{a} + r_2 \sin \theta_2}{r_2} \right)}{\lambda_2} + \frac{\sqrt{\bar{b}^2 + y_B^2}}{\lambda_4} = \overline{l}_0 \quad \text{(A2.11)}
\]
Equations (A2.1), (A2.2), (A2.4), (A2.7), (A2.10a,b), (A2.11) allows us to determine $\bar{r}_1, \bar{r}_2, \theta_1, \theta_2, \lambda_2, \lambda_3, \lambda_4$ for any given $\bar{a}, \bar{b}$.

Because of symmetry, we consider the energy stored in half of the film. This energy is:

$$
\bar{\Gamma} = 2\left(\bar{l}_0 - \bar{a}\right)\sigma_{SV} + \bar{r}_2 \left(\theta_2 - \sin^{-1}\left(\frac{\bar{b} - \bar{a} + \bar{r}_1 \sin \theta_1}{\bar{r}_1}\right)\right)\left(\frac{1}{\sigma_{SL}} + \frac{1}{\sigma_{SV}}\right)
+ 2\sqrt{y_b^2 + \bar{b}^2} \sigma_{SL}
+ \left(\sin^{-1}\left(\frac{\bar{b} + \bar{a} - \bar{r}_1 \sin \theta_1}{\bar{r}_1}\right) + \theta_1\right)\frac{\bar{r}_1}{2\beta} \left(\frac{1}{\lambda_3^2} + \frac{1}{\lambda_3^2} - 2\right)\left(\frac{\bar{l}_0 - \bar{a}}{\lambda_3}\right)
+ \frac{1}{2\beta} \left(\frac{1}{\lambda_2^2} + \frac{1}{\bar{b}^2} - 2\right) \left(\frac{\theta_2 - \sin^{-1}\left(\frac{\bar{b} - \bar{a} + \bar{r}_1 \sin \theta_1}{\bar{r}_1}\right)}{\lambda_2}\right)
+ \frac{1}{2\beta} \left(\frac{1}{\lambda_4^2} + \frac{1}{\lambda_4^2} - 2\right) \sqrt{y_b^2 + \bar{b}^2} \sigma_{SL}
$$

(A2.12)

First, we compute the energy for a fixed $\bar{a}$ and varying $\bar{b}$. For example, if we set $\bar{a} = 1.5$, $\beta = 0.1$, the energy landscape is shown in Fig. A2.2:

Fig. A2.2 Energy landscape for $\bar{a} = 1.5$, $\beta = 0.1$
The lowest energy is defined as the equilibrium energy for $\bar{a} = 1.5$. We repeat this process for different $\bar{a}$ to obtain Fig. 2.4(a) in the main text.
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CHAPTER 3
SPONTANEOUS DROPLET MOTION ON A PERIODIC COMPLIANT STRUCTURE

3.1 Introduction

Spontaneous droplet motion is of great importance in a variety of industrial applications such as the design and fabrication of microfluidic devices [1–3] and super-hydrophobic coatings [4]. Typically, droplet motion is induced using a surface with gradients in curvature [5], in droplet apparent contact angle, or by external stimuli such as vibration [6–8]. Spatial gradient in apparent contact angle can be induced by variation in thermal [9–12], chemical [13–17], electrical [18] and elastic [19] properties of the surface. Continuous transportation of a droplet requires a continuous input of energy. Besides surface gradient, this energy can be also provided by the evaporation of droplets. For example, by controlling the direction of vapor flow, a droplet placed on a hot ratchet can propel itself in a specified direction [20].

More recently, Cira et al. [21] have demonstrated that two-component droplets of well-chosen miscible liquids on a clean glass slide can move and interact with each other by emitting vapor.

Here, we report a new phenomenon in which a water droplet can spontaneously move on a surface with periodic variation in compliance but with no surface energy gradient or external stimuli. Specifically, we fabricated an elastomeric substrate with periodic variation of surface compliance. We found that a small droplet placed on such a substrate undergoes random motion over distances significantly larger than the drop size and the spatial period over which compliance varies. This phenomenon is surprising because it is unclear what drives it; there is no overall gradient in surface energy or in surface compliance. This phenomenon is quite different from that

---

reported by Style et al. [19], where droplet motion is driven by a monotonically decreasing gradient in substrate stiffness. Indeed, if the motion observed in our system were driven by a stiffness gradient, our droplet would be trapped in a position of minimum substrate stiffness and will not able to move more than one period. Hence, there should be some other energy sources beyond stiffness gradient that powers the droplet motion. What makes the phenomenon even more counterintuitive is that increasing surface compliance and surface undulations should both lead to an increase of contact angle hysteresis [22]. Therefore, going from a flat, unstructured control, which does not show drop motion, to a structured surface with a periodic variation in compliance should, according to the arguments above, make drop motion less likely, not more. However, we observe the reverse.

Fig. 1 shows a top view of the phenomenon: a droplet of deionized water moves spontaneously on a compliant surface whose stiffness varies periodically in both directions. Before analyzing the details and the cause of the motion, let us clarify the experimental setup. A typical micrograph of the structure used in our studies, and a schematic of the cross-section with a droplet on top, are shown in Figs. 1(e) and 1(f), respectively. The structure is a thin poly(dimethylsiloxane) (PDMS) film (thickness \(\approx 10\mu m\)) bonded to a periodic square array of fibrils with center to center spacing \(a\). The fibrils are circular pillars of diameter 10\(\mu m\). The architecture of this surface was inspired by biology – many insects and small animals use arrays of fibrils to make contact, to increase adhesion and friction [23,24]. Naturally the film is much stiffer when it is directly above a fibril than when it is between them. Therefore the surface compliance of this structure varies periodically with fibril spacing.
3.2 Experimental Results

A single deionized water droplet of volume 0.1 \( \mu L \) was placed on the film. The volume of the droplet was controlled by an air displacement pipette. The sample together with the droplet was then placed under a white light interferometer (Zegage; Zygo Corporation) for observation. Initially, the droplet has the shape of a spherical cap and the contact line between the droplet and the film is roughly circular (Fig.
3.1(g)), with small undulations near the fibrils. Typical snapshots of the deformed and moving droplet are shown in Figs. 3.1(a)-(d). The droplet gradually becomes smaller as it evaporates and the contact line becomes irregular. As evaporation continues, the droplet starts to move spontaneously, as shown in the SI movie. The motion of the droplet is relatively slow at first, then picks up speed as it becomes smaller with further evaporation, and eventually slows down and stops when the size of the droplet becomes much smaller than the spacing between fibrils. The surface tension and Laplace pressure of the droplet can induce large deformation of the substrate (see Fig. 3.1(g)). As expected, deformation is smaller at or near the fibrils, where the compliance is lowest. This variation of spatial deformation leads to local variation of apparent contact angle along the contact line. [19]

As the video in the Supplementary Information indicates, droplet motion has the appearance of a random walk. To test if the motion is truly random, or if there is some unknown gradient on the surface driving the motion, we repeated the experiment several times using a new droplet deposited on the same sample, and recorded the motion of the droplet. (A Matlab® program was used to detect the droplet contact line and to compute the centroid of its contact area for every frame of the video.) Trajectories of the centroid for different drops placed on the same substrate are shown in Fig. 3.2 (a). In Figs. 3.2 (a) and (b), different color corresponds to different trials. The size of the markers (circles centered at droplet’s centroid) are proportional to the contact area between the drop and the substrate. The time between two consecutive markers is 3 seconds.
Fig. 3.2 (a) Trajectories and (b) velocities of the droplet centroid for different drops placed on the same substrate. Different colors correspond to different experiments. The fibril spacing $a$ is $20 \, \mu m$ and the fibril height is $10 \, \mu m$. Measured trajectories for samples with different fibril spacing and fibril heights are given in the SI. The circular markers are centered at the droplet’s centroid. The marker size is proportional to the contact area of the drop, thus showing how the drop shrinks by evaporation. The time between two consecutive markers is 3 sec. For a specific region of the sample, the
experiments could only be repeated about 3-7 times, after which new droplets lost their ability to move. This is likely due to the deposition of some impurities during droplet drying, which increases the contact angle hysteresis.

From both the SI movie and Fig. 3.2(a), we see that the motion of the drop is quite substantial and that the distance it travels is typically much larger than the interfibrillar spacing $a$. From the recorded trajectories, the drop motion is apparently random and is very sensitive to initial conditions. For example, the black and the red paths in Fig. 2(a) start at almost the same location, but the trajectories are completely different. In several instances, for example the case illustrated by the purple and cyan paths, the droplets follow similar paths in the beginning but deviate from each other later on. These observations rule out a hidden gradient driving the process and suggest that the dynamics of droplet motion may be chaotic. Large droplets move slowly or not at all; their sluggishness is probably due to inertia or contact angle hysteresis. As a drop evaporates and becomes smaller, the speed of its motion increases. When the size of a droplet becomes smaller than the interfibrillar spacing $a$, the drop starts to slow down and eventually stops and dries out.

The SI movie and the velocity data in Fig. 3.2(b) show that the motion of droplets can be jerky. Fig. 3.2 (b) indicates that most of the time the drop moves slowly and continuously but suddenly speeds up and darts across the surface at certain locations, as indicated by the spikes in Fig. 3.2(b). Similar trends are observed for samples with different fibril spacing and height, as shown in SI.

3.3 Model for droplet motion

The chaotic motion observed in our experiments rule out the possibility that an overall gradient drives the droplet motion. Furthermore, compared with a flat surface,
the structured surface should make contact angle hysteresis larger [22]. So, what provides the force to overcome the hysteresis and induce the motion? A clue comes from Fig. 3.1(g), when the interfibrillar spacing \( a \) is 20 \( \mu m \) the film deformation caused by surface tension can be as large as 4 \( \mu m \). Such large deformation can reduce the apparent contact angle \( \theta \) from its equilibrium value on a rigid substrate, \( \theta_c \), as illustrated in Fig. 3.3 for a particular position of the droplet. As reported by Chaudhury [25], the difference between contact angles on two sides of a drop, say \( \theta \) and \( \theta_c \) in the example drawn in Fig. 3.3, will give an unbalanced force, which drives the motion of the drop. In our system, this force is periodic and depends on the shape of the contact line as well as the position of the drop on the periodic structure.

![Fig. 3.3 Schematic of a cross-section of a droplet on a periodic surface, which consists a thin film on top of identical fibrils, with interfibrillar spacing \( a \). The contact line on the left causes little deformation since it lies directly on top of a fibril, where the film is least compliant. In contrast, the contact line on the right lies between two ridges, where the film is most compliant. Note that since the contact line can move, the contact angle at A can be fixed at \( \theta_c \) while \( \theta \) decreases at B without violating volume conservation. Surface tension pulls the film upward, thereby deforming the structure.](image)
surface. This uplifting reduces the apparent contact angle, and the difference in contact angle at the two contact lines provides a driving force to move the drop.

In our experiments, the contact line of the droplet is irregular, parts of it lie on fibrils and the rest are on the compliant film. The elastic deformation of the film is coupled to the dynamics of motion. Furthermore, the amount of hysteresis depends on the position of the contact line and it can be very sensitive to surface impurities. Due to all these difficulties, it is extremely difficult to develop a quantitative model to compare against the experiment. In the following, we use a simple one-dimensional model that captures the key feature in this system, namely, the periodic driving force and the shrinking volume of the droplet. We use it to show that the dynamics of droplet motion can be extremely sensitive to the shape, size, and position of the droplet.

Consider a 2D droplet (a droplet that is infinitely long in the out-of-plane direction) on a one-dimensional periodic structure consisting of a thin film on top of identical parallel ridges with center-to-center spacing \( a \). The geometry is the same as Fig. 3.3 except now there is only one cross-section. The droplet is constrained to move along the \( x \)-axis, which is perpendicular to the ridges. We choose the origin \( x = 0 \) to be midway between two ridges, where the film is most compliant. At time \( t \), the coordinates of the contact lines are \( x_2(t), x_1(t) \) respectively. The size of the droplet is \( l(t) = x_2(t) - x_1(t) \), which decreases linearly according to (see SI)

\[
l(t) = l_0 (1 - \beta t),
\]

where \( l_0 \) is the initial size and \( \beta \) is an evaporation rate. As argued above, the net driving force is given by the difference in horizontal component of liquid vapor surface tension \( \gamma \). We take the configuration \( \theta = \theta_c \) as a reference and define a local force \( F \) on each of the two contact lines such that the difference between the forces,
thus defined, is the net driving force. Periodicity of the structure implies that $F$ has the same period $a$. Specifically, when the contact line is on top of a ridge, that is, when $x = (2n + 1) a / 2$, where $n$ is an integer, $\theta = \theta_c$ and $F$ is at its minimum. When the contact line lies midway between two ridges, $x = na$, $\theta$ is at its minimum $\theta_{\text{min}}$ and $F$ reaches its maximum. Here we assume $F$ varies sinusoidally between these two limits,

$$F(x) = \frac{1}{2} \gamma_{LV} \left( \cos \theta_{\text{min}} - \cos \theta_c \right) \left( 1 + \cos \left( \frac{2 \pi x}{a} \right) \right) + \gamma_{LV} \cos \theta_c$$  \hspace{1cm} (3.2)

where $\gamma$ is the surface energy of the liquid/air interface. Since the net horizontal force acting on the droplet is $F(x_2) - F(x_1)$, the center of mass $x_{\text{cm}} = (x_1 + x_2) / 2$ moves according to

$$M(t) \frac{d^2 x_{\text{cm}}}{dt^2} = F(x_2) - F(x_1) + \mu \frac{dx_{\text{cm}}}{dt}$$  \hspace{1cm} (3.3)

where $M$ is the mass of the droplet which decreases with time as given by (1). The last term in (3) models the damping due to viscous flow [26]. Here we have neglected the resistance due to contact line hysteresis. We further simplify the dynamics by ignoring inertia and assume the droplet is so stiff so it is rigidly shrinking in size (justification is given in SI). With these approximations, (1-3) can be combined into one equation (see SI for details):

$$\epsilon \frac{dX_{\text{cm}}}{dL} = \sin \left( L / 2 \right) \sin X_{\text{cm}},$$  \hspace{1cm} (3.4)

where $\epsilon = \mu \beta l_s / \gamma_{LV} \left( \cos \theta_{\text{min}} - \cos \theta_c \right)$ is a dimensionless parameter, and $X_{\text{cm}} = \pi (x_2 + x_1) / a$ and $L = 2 \pi l / a$ are the normalized center-of-mass coordinate and length of the droplet, respectively. Since $L$ is monotonically related to $t$ via Eq. (3.1), it can play the role of a new time variable, as it does in Eq. (3.4), though it is important to keep in mind that $L$ shrinks as $t$ grows; hence, $L$ plays the role of a backward time variable. Note when $X_{\text{cm}} = n \pi$, $\frac{dX_{\text{cm}}}{dt} = 0$, center of mass would not move, therefore, $X_{\text{cm}} = n \pi$ are called fixed or equilibrium points. Also, notice that as $L$ decreases
monotonically in time, the time-dependent coefficient \( \sin(L/2) \) in Eq. (3.4) oscillates periodically from positive to negative values. This has the effect of alternately stabilizing or destabilizing any given fixed point. For example, the fixed point at \( X_{\text{cm}}=0 \text{ (mod } 2\pi) \) is stable when the coefficient \( \sin(L/2) > 0 \), and unstable when \( \sin(L/2) < 0 \).
Fig. 3.4 (a) The blue lines and red lines represent locations of the droplet center of mass that are stable and unstable, respectively. The black arrows represent the velocity of the center of mass \( \frac{dX_{cm}}{dt} \) if it deviates from the stationary point. (b) Potential energy landscape (red denotes high potential and blue low potential)
Define \( \Omega = (0, 2\pi] \cup (4\pi, 6\pi] \cup (8\pi, 10\pi] \cup \cdots \), \( \Omega^c = (0, 2\pi] \cup (4\pi, 6\pi] \cup (8\pi, 10\pi] \cup \cdots \). Then, the stability of a general fixed point \( X_F = n\pi, \ n \in \mathbb{Z} \) can be summarized as:

\[
X_F = 2k\pi \begin{cases} 
\text{stable if } L \in \Omega \\
\text{unstable if } L \in \Omega^c 
\end{cases} \quad (3.5a)
\]

\[
X_F = 2k\pi + \pi \begin{cases} 
\text{stable if } L \in \Omega^c \\
\text{unstable if } L \in \Omega 
\end{cases} \quad (3.5b)
\]

Where \( k \) is any integer. If the center of mass of the drop lies at a stable fixed point, it will stay there until evaporation reduces its size by \( a \) so this fixed point becomes unstable; the droplet then moves to one of its neighboring fixed points. Which one of the neighboring fixed points the droplet eventually ends up is extremely sensitive to the slightest perturbation of the environment. Fig. 3.4 (a) plots the slope field of (3.4) for \( \varepsilon = 0.1 \) which indicates the direction of movement once the droplet is perturbed from the fixed points. The value of \( \varepsilon \) controls the speed of motion: the smaller the \( \varepsilon \) the faster the drop moves.

Another way to visualize the dynamics is to note that the right hand side of (3.4) can be interpreted as the force due to the potential \(-\sin(L/2)\cos X_{cm}\) which depends on both the normalized droplet size and position. Fig. 3.4(b) shows the periodic energy landscape. Regions of high or low potential energies are labeled red or blue, respectively. As a drop shrinks, it will move towards regions of lower potential. In our one-dimensional system, this means that it can move right or left. Note that this simple one dimensional model would predict a “stick and go” motion, whereas in experiment the droplet motion is much more continuous even though some sudden fast motion can be observed (see Fig. 3.2(b)). This can be attributed to the three dimensional nature of the droplet where it can be stuck in one direction but ready to go in another direction.
3.4 Conclusion and discussion

We report spontaneous random motion of water droplets on a periodic film-terminated fibrillar structure. A droplet placed on such a substrate gradually becomes smaller due to evaporation. When the size of the droplet becomes small enough, it overcomes inertia and moves spontaneously and randomly. A droplet can move a considerable distance before it finally slows down and vanishes. This motion is counterintuitive for a number of reasons. First, it occurs in the absence of any overall gradients such as often drive droplet motion. Second, surface undulation and compliance usually increase contact angle hysteresis and hence might be expected to work against drop motion. However, here these are the very features that are necessary for drop motion.

Our conjecture is that the process is driven by surface free energy released during evaporation. Whereas under normal conditions this energy is dissipated, in this case our explanation is that the released energy is partially stored as elastic energy by the compliant surface. The resulting inhomogeneous deformation of the film causes spatial variation of the apparent contact angle which provides a periodic driving force, leading to large-scale spontaneous motion of the drop.

Many of the key features in our experiments, such as sensitivity to initial condition and randomness of motion, can be explained using a simple one-dimensional lattice model in which the evaporating droplet is subjected to an unbalanced (sinusoidal) force with period equal to the spacing between fibrils. The source of this force is the difference in contact angles on the two sides of the drop due to differences in deformability. The motion is damped by a viscous force that is much greater than the inertial force. This simple model explains both the observed randomness of the motion and its significant extent compared to the lattice spacing of the substrate.
There are obvious limitations in our 1D model. For example, the contact line can only occupy two positions and hence the drop can only move left or right, whereas in reality, the contact line is irregular, and both it and the drop itself can move in different directions. Also, our analysis neglects contact line hysteresis, which is an important damping mechanism. Thus our model overestimates the speed of droplet motion. Because of these simplifications, our model cannot be used to quantify observations. Nevertheless, we believe that our model captures the essential physics of the phenomenon, namely that the stability of fixed points can flip depending on the size of the droplet relative to the lattice spacing.

Our experiments have revealed a novel mechanism for spontaneous drop motion driven by the drop’s own internal energy, with no external stimulus or overall gradient. Further work is needed to clarify the role of humidity in controlling droplet motion, as well as how motion is affected by drop chemistry.

3.5 Methods

The sample preparation method is similar to the process described in Glassmaker et al. [27]. Briefly, using standard photolithography and deep reactive ion etch techniques, arrays of circular holes of diameter 10 \( \mu m \) are formed on silicon wafers. Next, the etched master silicon wafers are coated by a hydrophobic self-assembled monolayer so that the molded PDMS structure can be easily peeled off. After this step, liquid PDMS (Sylgard 184; Dow Corning;10:1 mass ratio of elastomer base to curing agent) was cast into the master silicon wafer. A clean glass slide is used to confine the material and is separated from the master by 0.635mm using a clean spacer to form the backing layer (see Fig. 1(a)). The liquid PDMS is cured at 80°C for 1 hour and manually removed from the master. The resulting PDMS array with backing layer is then placed on a thin liquid PDMS film spin-coated on a glass slide. The entire
structure is then cured at 80°C for an hour and then peeled off from the glass slide. In our experiment, the height \( h \) of the fibrils is set to be 10, 20, 30 and 40 \( \mu \text{m} \) and the center to center spacing \( a \) between the fibrils is 20, 35, 50, 65, 80, 95 and 110 \( \mu \text{m} \). Fig. 3.1(f) shows a schematic of this structure.
APPENDIX 3.1

1-D MODEL SET-UP

We present a more detailed model which reduces to Eq. (3.4) in the main text under certain approximations discussed below. We consider a 2-D droplet which is constrained to move along the x axis only (see Fig. 3 in the main text). As noted by Chaudhury [25], when a drop is slightly out of mechanical equilibrium, the increase in energy is parabolic, so the energy profile of a drop near equilibrium can be identified with the potential energy of a spring with spring constant

\[ k_s = \frac{d^2U}{dl^2} = \gamma_L \sin \theta_e \left( \frac{\sin 2\theta_e - 2\theta_e}{\theta_e \cot \theta_e - 1} \right), \]  

(A3.1.1)

where \( \theta_e \) is the equilibrium contact angle and \( l \) is the contact length. Note that this is the 2-D version of the previous theory [25]. We model the drop as two equal point masses \( m \) connected by a spring with stiffness \( k_s \) and subjected to a periodic potential force (with period \( a \)) \( F(x) \) at \( x = x_i, i = 1,2 \) (see eq. (3.2) in main text). Due to evaporation, the equilibrium length of the spring \( l(t) \) is assumed to decrease linearly with time from its initial value \( l_0 \) with rate constant \( \beta \). Since at equilibrium, the droplet is a spherical cap (part of a circle in 2-D), the mass of the drop \( m \) is related to \( l(t) \) by the following relation,

\[ m = \rho \frac{[l(t)]^2}{4 \sin^2 \theta_e} \left( \theta_e - \cos \theta_e \sin \theta_e \right), \]  

(A3.1.2)

where \( \rho \) is the density of water. If we assume that the rate of loss of mass is proportional to the surface area of the cap, then a simple analysis shows that \( l(t) \) is a linear function of time, i.e.,

\[ l(t) = l_0 (1 - \beta t) \]  

(A3.1.3)

where \( l_0 \) is the equilibrium distance at time zero and \( \beta \) is the evaporation rate.
Fig. A3.1. Evaporating droplet is modeled as two point masses connected by a shrinking spring of stiffness $k_s$ with decreasing equilibrium length $l(t)$. Periodic variation of substrate stiffness causes a periodic force (with period $a$) $F(x)$ acting on the masses where $F_1 = F(x_1)$ and $F_2 = F(x_2)$.

The periodic force $F$ in Eq. (3.2) in main text represents the change of apparent contact angle due to variation of substrate stiffness. The motion of the drop is damped by viscous flow. Using a result due to deGennes [24], this damping force is estimated as

$$\frac{3\pi\eta \, dx}{2 \, dt}$$

where $\eta$ is the viscosity of the droplet. The equations of motion of the droplet, as required by Newton’s law, are:

$$m \frac{d^2 x_1}{dt^2} = k_s \left(x_2 - x_1 - l(t)\right) - F(x_1) - \frac{3\pi \eta \, dx_1}{2 \, dt} \quad (A3.1.5a-b)$$

$$m \frac{d^2 x_2}{dt^2} = F(x_2) - k_s \left(x_2 - x_1 - l(t)\right) - \frac{3\pi \eta \, dx_2}{2 \, dt}$$

Note (A3.1.5a,b) neglected damping due to contact line hysteresis.

In the following, we neglect the inertia terms since mass is proportional to $l^3$ which is orders of magnitude smaller than the other terms in (A3.1.5 a,b). Adding Eq. 3.4 (a) and 3.4(b), we have
\[ 3\pi\eta \frac{dx_{cm}}{dt} = F(x_2) - F(x_1) \]
\[ = -\gamma_{LV} (\cos \theta_{\min} - \cos \theta_c) \sin \left( \frac{\pi (x_2 - x_1)}{a} \right) \sin \left( \frac{2\pi x_{cm}}{a} \right), \]  
(A3.1.6)

where \( x_{cm} = (x_1 + x_2)/2 \) is the center of mass coordinate. Since the spring constant \( k_s \) is found to be very large, the spring is approximated as a rigid bar whose length decreases linearly with time given by Eq. 3.3, that is,
\[ x_2 - x_1 = l(t). \]  
(A3.1.7)

Next we substitute (A3.1.7) into (A3.1.6) and eliminate time by changing the independent variable from \( t \) to \( l \) and then normalize all lengths by \( 2\pi/a \), i.e.,
\[ L = 2\pi l/a, \quad X_{cm} = 2\pi x_{cm}/a, \]  
(A3.1.8)

where \( a \) is the interfibrilla spacing. Finally, substitute (A3.1.8) into (A3.1.6). Then the governing equation reduces to
\[ \epsilon \frac{dX_{cm}}{dL} = \sin(L/2) \sin(X_{cm}), \]  
(A3.1.9a)

where
\[ \epsilon \equiv \frac{3\pi\eta\beta l_0}{\gamma_{LV} (\cos \theta_{\min} - \cos \theta_c)}. \]  
(A3.1.9b)

Although (A3.1.9a) has an exact solution
\[ \left| \frac{\tan(X_{cm}/2)}{\tan(X_{cm0}/2)} \right| = \exp \left[ \frac{2}{\epsilon} \left( \cos(L_0/2) - \cos(L/2) \right) \right], \]  
(A3.1.10)

where \( X_{cm0} \equiv X_{cm}(L_0 = 2\pi l_0/a) \), it is difficult to interpret, particularly because we are interested in the stability of the dynamical system. The equilibrium or fixed points of (A3.1.9a) are the roots of \( \sin X_{cm} \), which are \( X_F = n\pi \). For even \( n \), the center of mass sits on the middle of two fibrils, whereas for odd \( n \), it sits on top of a fibril. Because the system is non-autonomous, the stability of these fixed points depends on the droplet size, \( L \). Since \( \sin X_{cm} \) has period \( 2\pi \), it is sufficient to consider the stability of the fixed points at \( X_F = 0, \pi \). Note since \( dt = -dl \), \( X_F \) is a stable (unstable) equilibrium point if and only if \( dX_{cm}/dL > 0 \) \((<0)\) in a small punctured
neighborhood about 0 or \( \pi \). Expansion about \( X_{cm} = 0 \) shows that \( X_F = 0 \) is a stable fixed point if and only if \( \sin \left( \frac{L}{2} \right) > 0 \), that is, if

\[
L \in \Omega = \bigcup_{k=1} \left( 4k\pi, 4k\pi + 2\pi \right).
\] (A3.1.11)

Conversely, \( X_F = 0 \) is an unstable fixed point if and only if \( \sin \left( \frac{L}{2} \right) < 0 \), that is, when \( L \) lies in the complement of \( \Omega \), i.e.,

\[
L \in \Omega^c = \bigcup_{k=1} \left( 4k\pi + 2\pi, 4k\pi + 4\pi \right).
\] (A3.1.12)

The same line of reasoning allows us to conclude that

\[
X_F = \pi \begin{cases} 
\text{stable if } L \in \Omega^c \\
\text{unstable if } L \in \Omega
\end{cases}
\] (A3.1.13a,b)

Note since \( L \) always decreases with time, the boundary points at \( 2\pi, 6\pi, \ldots, (4k+2)\pi, \ldots \) are the specific sizes when the transition of stability can occur. When drop size reaches these values, with a slight perturbation, it can move from one stable equilibrium point to another. The rate of this movement between adjacent equilibrium points depends on \( \varepsilon \). For small \( \varepsilon \), the center of mass of the droplet moves rapidly to one of its neighboring fixed points when \( X_{cm} \neq X_F \). ((A3.1.10) shows that the approach is exponentially fast). In this case, the droplet spends most of its time resting at a stable fixed point, until evaporation reduces its size so this fixed point becomes unstable, after which the droplet moves rapidly to one of its neighboring fixed points. This scenario is shown in Fig. A3.1.2 (a) where (A3.1.9a) is integrated numerically using \( \varepsilon = 0.001 \) with initial condition \( X_{CM} = 0.1 \). The choice of equilibrium point depends on numerical errors. On the other hand, if \( \varepsilon \) is of order 1, then droplet spends more time transitioning from fixed point to fixed point and the motion appears to be continuous. This scenario is shown in Fig. A3.1.2 (b) where (A3.1.9 (a)) is integrated numerically using \( \varepsilon = 0.5 \) with the same initial condition. In both cases, which one of the neighboring fixed points the droplet eventually ends up at
is extremely sensitive to the slightest perturbation of the environment (e.g. the time step in our integration scheme).

The value of $\varepsilon$ estimated using (A3.1.9 (b)) and the viscosity of water is found to be very small. This gives velocity distributions that are almost discontinuous: the velocity of a drop is either almost zero or infinite (see Fig. A3.1.2 (b)). This feature is qualitatively consistent with the data given in Fig. A3.2.1 which indicates that the velocity distribution with time is interspersed with spikes. However, the velocities observed in the experiments are neither zero nor infinity which indicates that our estimate of $\varepsilon$ is too small. We attribute this discrepancy to the fact that PDMS is a viscoelastic solid, so most of the dissipation occurs by viscoelastic dissipation due to the motion of contact line, instead of by local fluid flow.
Fig. A3.1.2 (a), (b) The motion and velocity of droplet center of mass for $\epsilon = 0.001$. Note here that since $L$ represents a backward time variable (see (A3.1.3)), $\frac{dX_{CM}}{dL}$ is a measure of velocity. (c), (d) The motion and velocity of droplet center of mass for $\epsilon = 0.5$. 
APPENDIX 3.2

TRAJECTORIES AND VELOCITY DISTRIBUTION FOR SAMPLES WITH DIFFERENT FIBRIL HEIGHT AND SPACING

Trajectories and velocity distributions for samples with different fibril height and spacing are given in figures below. We indicate the fibril height and spacing in a figure by the notation xx.yy. Here xx denote the fibril height and yy denote the spacing. For example, Fig.A3.2.1 (10.20) means that the fibril height and spacing are 10 and 20 $\mu m$ respectively. The fibril spacing are indicated by a scale bar in all the trajectory figures. These trajectory figures support our claim that droplet motion is random and droplets can move distances much greater than spacing. The velocity distribution figures show that motion of droplets is jerky which is in qualitative agreement with our model.
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CHAPTER 4

INDENTATION OF A RIGID SPHERE INTO AN ELASTIC SUBSTRATE WITH SURFACE TENSION AND ADHESION

4.1 Introduction

A fundamental problem in adhesion science is the contact between a rigid sphere and an elastic substrate. For small deformation where the contact radius $a$ is small in comparison with the radius of the sphere $R$, the solution was derived by Hertz [1]. Hertz theory assumes adhesion-less contact; as a result, the traction on the contact region is compressive everywhere and vanishes at the contact line. In 1971, Johnson, Kendall and Roberts (JKR) [2] extended Hertz theory to allow for adhesion. In essence, they treated the contact line as the tip of an external crack; the equilibrium relation between the applied load and the contact radius was obtained by equating the energy release rate of this crack to the interfacial work of adhesion.

The JKR theory has been extremely successful in describing the adhesive contact of elastic spheres. It is therefore surprising to find that recently observed deformations of soft substrates, such as plasticized polystyrene [3], hydrogels [4] and silicone gels [5] caused by adhesion of hard microparticles or nanoparticles, in the absence of external load, deviate considerably from JKR theory. For example, Style et al. [5] have reported that the power-law relation between the contact radius $a$ (indentation depth $\delta$) and sphere radius $R$ changes from $a \propto R^{2/3}$ ($\delta \propto R^{1/3}$) to $a \propto R$ ($\delta \propto R$) as the sphere reduces in size or the substrate becomes softer. The transition in scaling observed in these experiments has been interpreted as a corresponding underlying transition from the JKR limit where the adhesion-driven deformation is primarily

---

resisted by bulk elasticity, to the “liquid” limit where the adhesion-driven deformation is primarily resisted by the substrate-air surface tension.

Style et al. [5] noted that these deviations can be explained by the fact that JKR theory does not account for the role of the substrate-air surface tension in resisting deformation. More specifically, in JKR theory, the work done by the surface tensions upon change in surface area is neglected in the calculation of the energy release rate. Since decreasing the substrate elastic modulus or the sphere radius increases the relative contribution of surface tension to the energy release rate, it is not surprising that the JKR theory breaks down for sufficiently soft substrates or small spheres.

Using a large deformation Finite Element Model which incorporates both substrate–air surface tension and nonlinear-elasticity, Xu et al. [6] have computed the energy release rate for the problem of a rigid sphere in adhesive contact with a neo-Hookean substrate in the absence of external load. Their numerical results show a transition from the elasticity dominated regime where \( a \propto R^{2/3} \) to the surface tension dominated regime where \( a \propto R \). This transition depends on the single elasto-capillary number \( \alpha \equiv \sigma / (2\mu R) \) - small \( \alpha \) favors elasticity whereas large \( \alpha \) favors surface tension. Their results are found to be in good agreement with the experiments reported by Style et al. [5]. This transition in scaling has been verified using molecular dynamics simulations by Cao et al. [7].

Although hard particles are used in the above reported experiments, a similar transition is expected for soft particles on a rigid surface. For example, Lau et al. reported some preliminary observation of such effects with spontaneous adhesion of latex nanoparticles [8]. The transition from the JKR limit to the liquid limit for a soft sphere on a rigid substrate in the absence of external load was also studied by Salez et al. [9] using an ad-hoc thermos-dynamical approach. These works illustrate that the
departure from JKR scaling represents the increasing influence of solid surface stress in resisting the adhesion-driven deformation.

The spheres in the aforementioned experiments and theories are subjected to zero external load. This is a special case of the more general situation in which deformation and contact are driven by some combination of external load and work of adhesion at the contacting interface. The solution for Hertzian contact between a rigid cylinder and an elastic half-space with indentation force was given by Long et al. [10]. For the case of a soft sphere on a rigid half space, a molecular dynamics simulation and a scaling analysis of this problem were reported by Carrillo and Dobrynin [11]. The theoretical analysis is much more complicated if an external load is applied, and the goal of this article is to provide a rigorous analysis of this problem using a continuum mechanics approach.

4.2 Statement of Problem and Summary of Approach

Our system is shown in Fig. 4.1. A rigid sphere of radius $R$ is brought into contact with the flat surface of a substrate by a vertical force $P$. The substrate initially occupies the half-space $z > 0$ and is assumed to be linearly elastic, isotropic and incompressible, with shear modulus $\mu$ and Poisson’s ratio $\nu = 0.5$. Just as in JKR theory, our analysis is based on small deformation theory where the displacements and strains are small. We also assumed that the surface stress tensor is isotropic, so it can be represented by the scalar surface tension $\sigma$. Since the materials with which we are concerned are isotropic in the plane of the surface, the surface stress is expected to be isotropic as well and can be represented by a single number, $\sigma$, the scalar surface tension. This assumption has also been made by a number of other investigators and is validated by the good agreement between the resulting models and experiments [12].
Note that, in general, the surface tension of a solid does not need to be the same as its surface tension. For a detailed discussion, consult [13,14].

Fig. 4.1 A rigid sphere of radius $R$ is indented by a vertical force $P$, bringing it into no-slip contact with the surface of an incompressible isotropic elastic half-space. The indentation is resisted by the elasticity of the substrate as well as the substrate-air surface tension $\sigma$.

In contrast to JKR theory, which assumes frictionless contact, we assume a no-slip contact condition. That is, a material point on the substrate surface is held fixed once it comes into contact with the rigid sphere. Under this boundary condition, we only need to specify the surface tension of the non-contacting part of the substrate surface. Without the no-slip condition, one would have to introduce a new parameter into the model – the interfacial surface tension in the contact region. In general, the no-slip contact condition will induce shear stress in the contact region. However, a classical result in linear elasticity states that the no-slip boundary condition is consistent with a vanishing shear stress provided that the sphere is rigid and the substrate is incompressible and infinite in extent [1]. Fortunately, for most elastomers and hydrogels, incompressibility is an excellent approximation.

As in JKR theory, our approach is based on energy balance, that is, the relation between the contact radius and the applied load is obtained by setting the energy release rate $G$ of the external crack (the air gap between the sphere and the surface of
the substrate outside the contact zone) equal to the interfacial work of adhesion, \( W_{ad} \).

The key novel feature is the inclusion of the substrate-air surface tension in the calculation of \( G \).

Suppose we are able to obtain the “Hertz-like” solution of the contact problem, that is, the relation between force, \( P_H(a) \), indentation displacement, \( \delta_H(a) \), and contact radius, \( a \), in the absence of any adhesive forces. Note that the subscript \( H \) in \( P_H \) and \( \delta_H \) refers to adhesion-less contact, and these quantities in general depend on the air-substrate surface tension. For the special case of zero surface tension, \( P_H \) and \( \delta_H \) reduce to the classical Hertz solution. Having this solution automatically also means that we know the contact compliance,

\[
C(a) = \frac{d\delta_H}{da} \frac{dP_H}{da}.
\]

This information suffices to determine the change of potential energy of the system (not counting interfacial work of adhesion) per unit change in contact area, i.e., the energy release rate, as a function of contact area. Specifically, as previously shown by Vajpayee et al. [15], the energy release rate, \( G \), is given by

\[
G = -\frac{1}{4\pi a} \frac{dC}{da} (P - P_H)^2 = -\frac{1}{4\pi aC^2} \frac{dC}{da} (\delta - \delta_H)^2.
\]

where \( P \) and \( \delta \) are respectively the applied load and indentation depth (see Fig. 4.1) of the adhesive contact problem.

**4.2.1 The JKR limit**

As an example, consider the classical Hertz theory without surface tension [1],

\[
P_H = \frac{16\mu a^3}{3R}, \quad \delta_H = \frac{a^2}{R} \Rightarrow C = \frac{1}{8\mu a},
\]

Substituting (4.3a) into (4.2a) and enforcing the energy balance equation \( G = W_{ad} \) recovers the JKR theory for a rigid sphere in adhesive contact with an incompressible elastic half-space,
\[ P = \frac{16 \mu a^3}{3R} - 4\sqrt{2\pi \mu a^3 W_{ad}}. \]  

The indentation depth versus contact radius relation can be obtained using (4.2b) and (4.3a):

\[ \delta = \frac{a^2}{R} - \sqrt{\frac{\pi a W_{ad}}{2\mu}}. \]  

Thus, the main thrust of our analysis is to determine how the Hertz-like load and Hertz-like displacement (and hence the instantaneous compliance) are affected by the presence of substrate-air surface tension.

**4.2.2 The surface tension dominated or the partial wetting liquid-like limit**

Before tackling the general problem of the transition from the regime where resistance to deformation is dominated by elasticity (Eqns. 4.3a-c) to the surface tension dominated limit, we examine the limiting “liquid-like” case in which substrate-air surface tension dominates over elasticity. The free-body diagram in Fig. 4.2 shows that force balance requires

\[ P = 2\pi \sigma \sin \left( \theta - \theta_p \right), \]  

where \( \theta = \sin^{-1}(a/R) \) and \( \theta_p \) is the peel angle. The energy release rate \( G \) can be computed using Kendall’s peel theory [16]:

\[ G = \sigma \left( 1 - \cos \theta_p \right). \]  

By setting \( W_{ad} = \sigma + \gamma_{RA} - \gamma_{RS} \), the energy balance equation \( G = W_{ad} \) is equivalent to the Young-Dupre equation

\[ \gamma_{RS} + \sigma \cos \left( \pi - \theta_p \right) = \gamma_{RA}, \]  

where the \( \gamma \)’s are the surface energies and where the subscripts \( R, S, A \) stand for rigid sphere, compliant substrate and air atmosphere respectively. Note that in (6) we have used surface energies instead of surface tensions, since the Young-Dupre equation is based on energy balance; for a detailed discussion see [17]. Note also that in the liquid-like limit, we have assumed the surface tension and surface energy of the air-
substrate interface to have the same value. Using the small angle approximation, the energy balance equation becomes

\[ \frac{\sigma \theta_p^2}{2} = W_{ad}. \] (4.7)

Substituting (4.7) into (4.4) and using the small angle approximation \( \sin \theta_p \approx \theta_p \) gives the relation between applied load and contact radius in the liquid limit:

\[ P = \frac{2\pi \sigma a^2}{R} - 2\pi a \sqrt{2\sigma W_{ad}}. \] (4.8)

Eq. (4.8), which, when specialized to the zero force case, gives a contact radius of

\[ a_{0, \text{Liquid}} = R \sqrt{\frac{2W_{ad}}{\sigma}}, \] (4.9)

that is directly proportional to the sphere radius \( R \). The scaling predicted by (4.9) is consistent with the experiments of Style et al. [5] who showed that when a small sphere is placed on the surface of a soft gel (with practically zero external force), the contact radius scales linearly with the radius instead of to the power 2/3 predicted by JKR theory.

![Free body diagram showing the forces acting on the sphere in the partial wetting liquid-like limit.](image)

Fig. 4.2: Free body diagram showing the forces acting on the sphere in the partial wetting liquid-like limit.
4.2.3 Comparison between the JKR limit and the partial wetting liquid-like limit

The effect of surface tension is most evident by comparing the JKR limit with the partial wetting liquid-like limit by plotting (4.3b) and (4.8) in Fig. 4.3 (a,b). As noted by Chaudhury et al. [18], in the JKR limit a plot of \((a/R)^{3/2}\) versus \(P/(4\sqrt{2\pi\mu W_{ad}\alpha^2})\) gives a straight line with slope \(3/(4\sqrt{\mu R/(2\pi W_{ad})})\) and horizontal intercept \(-1\) (see insert of Fig. 4.3 (a)). In the surface tension dominated limit, this plot is not a straight line. Instead, as shown in the insert of Fig. 4.3b, \(a/R\) versus \(P/(2\pi \alpha \sigma)\) is a straight line with slope 1 and horizontal intercept \(-\sqrt{2W_{ad}/\sigma}\).

In a load controlled test [1], the sphere jumps out of contact at a contact radius of

\[
\alpha_{\text{off}}^{\text{Elastic}} = \frac{1}{2} \left( \frac{9\pi W_{ad}}{4\mu} \right)^{1/3} R^{2/3}.
\]

(4.10a)

The pull-off load at this instability is

\[
P_{\text{off}}^{\text{Elastic}} = -\frac{3}{2} \pi RW_{ad}.
\]

(4.10b)

The corresponding quantities in the surface tension dominated limit are:

\[
\alpha_{\text{off}}^{\text{Liquid}} = \sqrt{\frac{W_{ad}}{2\sigma}} R,
\]

(4.11a)

\[
P_{\text{off}}^{\text{Liquid}} = -\pi W_{ad} R,
\]

(4.11b)

respectively. Comparing (4.10b) and (4.11b), one sees that in the liquid limit the magnitude of the pull-off load is reduced by 1/3 compared with the JKR limit. More importantly, (4.10a) and (4.11a) show that the contact radius at pull-off scales very differently with the sphere radius, despite the fact that the scaling for the pull-off forces are the same.
Fig. 4.3(a), (b) Normalized contact radius versus normalized indentation load for the JKR limit and the partial wetting liquid-like limit. Insets show different scaling behaviors. Note that load is normalized differently in (a) and (b). The inserts in these figures show different scaling behaviors.
4.3 General case: transition between JKR and partial wetting liquid-like limits:

4.3.1 Determination of \( P_H, \delta_H \) and \( C \)

The adhesion-less contact of a rigid sphere to an infinite elastic substrate with surface tension has recently been studied by Long et al. [19]. Here we use their formulation specialized to an incompressible elastic substrate. For reasons stated in the 2\(^{nd}\) paragraph of section 4.2.1, their formulation is strictly valid only for this case. Their numerical results are presented for specific values of sphere radius, applied load and material properties. Since our goal is to determine the relation between applied load and contact radius for all material and loading parameters, a different approach is needed.

Using the point source solution of Hajji [20], Long et al. [19] showed that the contact pressure \( P \) acting on the sphere satisfies the integral equation.

\[
\frac{1}{2\sigma} \int_0^a tp(t) \varphi(l/s) dt d\theta = \delta_H - \frac{r^2}{2R}, \quad r < a
\]

(4.12a)

where

\[
l = \sqrt{r^2 + t^2 - 2rt\cos\theta}, \quad s = \frac{\sigma}{2\mu},
\]

(4.12b)

\[
\varphi(\eta) = H_0(\eta) - Y_0(\eta).
\]

(4.12c)

Here \((r, \theta)\) is the polar coordinate system on the surface of the substrate with origin at the initial contact point, \(\delta_H\) is the displacement of the rigid sphere in the absence of adhesion, and \(H_0, Y_0\) are the Struve function and Bessel function of the 2\(^{nd}\) kind (both of order 0), respectively. By setting \(r = 0\) in (4.12a), \(\delta_H\) is found to be:

\[
\delta_H = \frac{\pi}{2\sigma} \int_0^a tp(t) \varphi(t/s) dt.
\]

(4.13a)

Substituting (4.13a) into (4.12a) allows us to eliminate \(\delta_H\) and the integral equation becomes:

\[
\frac{\pi}{2\sigma} \int_0^a tp(t) \left[ \varphi(t/s) - \frac{1}{\pi} \int_0^\pi \varphi(l/s) d\theta \right] dt = \frac{r^2}{2R}, \quad r < a.
\]

(4.13b)
Force balance implies that the load $P_H$ acting on the sphere is related to the pressure distribution by

$$2\pi \int_0^a tp(t) dt = P_H.$$  \hspace{1cm} (4.13c)

To reduce the number of material parameters in the calculation, we introduce the following normalization:

$$r = a\bar{r}, t = a\bar{t}, l = a\bar{l}, p = \frac{8\mu a}{\pi R} \bar{p}, P_H = \frac{16\mu a^3}{3R} \bar{P}_H, \delta_H = \frac{a^2}{R} \bar{\delta}_H$$  \hspace{1cm} (4.14)

Thus, all length scales are normalized by the unknown contact radius $a$. In particular, the total load (Hertz-like load) and the displacement of the sphere (Hertz-like displacement) are normalized by the Hertz load and displacement of the classical Hertz theory without surface tension, respectively (see (4.3a)). Thus, in the absence of surface tension, the normalized Hertz-like load $\bar{P}_H$ and displacement $\bar{\delta}_H$ are both exactly equal to one.

Our normalization yields a very important result. The integral equation (4.13b), the Hertz-like displacement (4.13a) and load (4.13c), after normalization, become:

$$2\beta^{-1} \int_0^1 \bar{\psi}(\bar{r}, \beta) \left[ \psi \left( \frac{\bar{t}}{\beta} \right) - \frac{1}{\pi} \int_0^1 \psi \left( \frac{\bar{t}}{\beta} \right) d\theta \right] d\bar{r} = \frac{\bar{r}^2}{2}, \bar{r} < 1$$  \hspace{1cm} (4.15a)

$$\bar{P}_H (\beta) = 3 \int_0^1 \bar{\psi}(\bar{r}, \beta) d\bar{r}$$  \hspace{1cm} (4.15b)

$$\bar{\delta}_H (\beta) = \frac{2}{\pi \beta} \int_0^1 \bar{\psi}(\bar{r}, \beta) \psi \left( \frac{\bar{t}}{\beta} \right) d\bar{r}$$  \hspace{1cm} (4.15c)

$$\beta = \sigma l (2\mu a).$$  \hspace{1cm} (4.15d)

The important result is that the normalized Hertz-like load and displacement depend on a single dimensionless parameter $\beta$, which is the ratio of the elasto-capillary length $\sigma l / \mu$ to the contact diameter. Physically, a small $\beta$ corresponds to the classical Hertz limit, where elasticity dominates, whereas a large $\beta$ corresponds to the non-wetting liquid limit, where surface tension dominates.
Although useful from a theoretical standpoint, the integral equation (4.15a) is not suitable for numerical solution. Numerical solution is carried out using the equivalent form

\[ \frac{2}{\pi \beta} \int_0^1 \tilde{p}(\tilde{r}, \beta) \psi(\tilde{r} / \beta) d\tilde{r} = \tilde{\delta}_H - \frac{\tilde{r}^2}{2}, \tilde{r} < 1. \]  

(4.16)

Details of our numerical scheme are given in the Appendix. Briefly, for a fixed value of \( \beta \), we first set \( \tilde{\delta}_H = 1 \) in (4.16) and solve it for the pressure distribution. In general, the pressure at the contact line will diverge to positive or negative infinity. Then, the Hertz-like solution is obtained by varying the normalized indentation depth \( \tilde{\delta}_H \) until the pressure at the contact line is bounded. The corresponding Hertz-like load \( \tilde{P}_H \) is determined by numerically integrating the pressure distribution using (4.15b).

Using the fact that the \textit{normalized} Hertz-like load and displacement are functions only of \( \beta \), i.e.,

\[ \delta_H = (a^2 / R) \tilde{\delta}_H(\beta), \quad P_H = (16\mu a^3 / 3R) \tilde{P}_H(\beta), \]  

(4.17a,b)

the instantaneous compliance can be found using (4.1) resulting in

\[ C = \frac{1}{8\mu a} \phi(\beta), \quad \phi(\beta) \equiv \frac{\tilde{\delta}_H - \beta}{2} \frac{d\tilde{\delta}_H}{d\beta}, \quad \tilde{P}_H - \frac{\beta}{3} \frac{d\tilde{P}_H}{d\beta}. \]  

(4.18a,b)

Here \( \phi \) is the normalized compliance. Recall that \( 1/(8\mu a) \) is the instantaneous compliance of the classical Hertz theory (with no surface tension) so the normalized compliance specifies the deviation due to substrate-air surface tension.

\textbf{4.3.2 Asymptotic results}

Of particular interest is the transition from the elasticity dominated limit to the surface tension dominated limit. It is therefore appropriate to study the behavior of the normalized Hertz-like load and displacement in these limits. The behavior of these
functions in the elastic dominated limit is a direct consequence of our choice of normalization, i.e.,

\[ \bar{P}_H (\beta \to 0) = \bar{\delta}_H (\beta \to 0) = 1. \]  \hspace{1cm} (4.19)

Eqs. (4.18b) and (4.19) imply that the normalized compliance \( \phi(\beta \to 0) = 1 \), as expected. It is also possible to show that the integral equation (4.16), in the limit of \( \beta \to 0 \), reduces to the integral equation governing the classical Hertz theory without surface tension.

The surface tension dominated or non-wetting liquid like (no adhesion) limit requires more analysis. Using properties of special functions and after some calculations, the integral equation (4.15a) is reduced to (see Appendix for details):

\[ \frac{4}{\pi \beta} \int_0^\pi \frac{r}{\bar{r}} \bar{p}(\bar{r}, \beta) \ln(\bar{r} / \bar{r}) d\bar{r} = \frac{r^2}{2}, \ \beta \to \infty. \]  \hspace{1cm} (4.20)

Since the right hand side of (4.20) does not go to zero as \( \beta \to \infty \), we conclude that there exists a function \( \chi \) which depends only on \( \bar{r} \), such that

\[ \bar{p}(\bar{r}, \beta \to \infty) = \chi(\bar{r}) \beta. \]  \hspace{1cm} (4.21)

Furthermore, it is easy to verify that \( \chi(\bar{r}) = \pi / 2 \) satisfies the integral equation (4.20) exactly. Substituting (4.21) into (4.15b), we have

\[ \bar{P}_H (\beta \to \infty) = 3\beta \int_0^1 \frac{r}{\bar{r}} \chi(\bar{r}) d\bar{r} = \frac{3\pi}{4} \beta \leftrightarrow P_H (\beta \to \infty) = 2\pi \sigma a^2 / R. \]  \hspace{1cm} (4.22)

Reverting to dimensional quantity, (4.21) implies that the pressure distribution in the contact zone is

\[ p(t, \beta \to \infty) = 2\sigma / R, \]  \hspace{1cm} (4.23)

which is recognizable as the (uniform) Laplace pressure required to balance the force of surface tension. This result is consistent with the fact that in the surface tension dominated limit and in the absence of adhesion, it is the surface tension that fully supports the applied force. The behavior of the Hertz-like displacement can be found by substituting (4.21) into (4.15c), it is:
The normalized compliance \( \phi(\beta) \) is computed using (4.18b), (4.22) and (4.24) and is given by

\[
\phi(\beta \to \infty) \to \frac{2}{\pi\beta} \ln \beta - \frac{1}{\pi\beta} \Rightarrow \frac{1}{2\pi a} \frac{dC}{da} = -\frac{1}{4\pi^2 \sigma a^2}.
\] (4.25)

The energy release rate in the surface tension dominated limit is obtained using (4.2a), (4.25) and (4.22) and is:

\[
G = \left( \frac{P - 2\pi \sigma a^2 / R}{8\pi^3 \sigma a^2} \right)^2.
\] (4.26)

The relation between applied load and contact radius can be obtained using the energy balance equation \( G = W_{ad} \), which results in (4.8).

**4.3.3 General relation between load and contact radius for the adhesive problem**

The relation between load and contact radius is given by setting the energy release rate given by (4.2a) equal to the interfacial work of adhesion. It is convenient to introduce a new normalization for the applied load that is independent of the unknown contact radius \( a \):

\[
\hat{P} = \frac{P}{3 \pi R W_{ad}}, \quad \hat{a} = \frac{a}{\left( \frac{9\pi W_{ad}}{4\mu} \right)^{1/3} R^{2/3}}.
\] (4.27a,b)

Eq. (4.2a) and the energy balance equation \( G = W_{ad} \) become (see Appendix for details):

\[
\hat{P} = \overline{P}_H(\beta) \hat{a}^3 - 2 \sqrt{\frac{\hat{a}^3}{\Lambda(\beta)}},
\] (4.28a)

where we have used (4.18a,b) to determine the compliance, and

\[
\Lambda(\beta) \equiv -16\pi \mu a^3 \frac{dC}{dA} = \phi(\beta) + \beta \frac{d\phi(\beta)}{d\beta}.
\] (4.28b)
where $A = \pi a^2$ is the contact area. Although $\beta$ is convenient to use from a theoretical standpoint, it depends on the contact radius, which is usually an unknown. In the following, we use a dimensionless parameter $\omega$,

$$\omega = \beta \hat{a} = \frac{2\sigma}{\left(\mu R\right)^{2/3} \left(\frac{9\pi}{4} \frac{W_{ad}}{W}\right)^{1/3}}.$$  \hspace{1cm} (4.29a)

Equation (4.28a) is a key result: it generalizes the JKR theory to include surface tension. The modified theory is simple, in that two scalar factors $\bar{P}_H(\beta)$ and $\Lambda(\beta)$ that depend only on $\beta$ needs to be appended to the JKR theory to account for surface tension. It states that the relation between the normalized contact radius and the normalized applied load depends on a single dimensionless parameter $\omega$.

Note that in the JKR theory, $\beta = 0 \iff \Lambda(\beta = 0) = \bar{P}_H(\beta = 0) = 1$ in (4.28a), as a result, the normalized load versus contact radius relation is specified by the single parameter $W_{ad} / \mu R$ - the normalized work of adhesion. Finally, all that remains is to determine $\bar{P}_H(\beta)$ and $\bar{\delta}_H(\beta)$ numerically which allows us to find $\Lambda(\beta)$ defined by (4.28b).

**4.3.4 Numerical results:** $\bar{P}_H(\beta), \bar{\delta}_H(\beta), \phi(\beta)$ and $\Lambda(\beta)$
Fig. 4.4 The vertical axis is the ratio of the Hertz-like load/displacement with surface tension to the classical Hertz load/displacement without surface tension. The horizontal axis is the normalized surface tension $\beta$. These figures quantify the deviation from classical Hertz theory due to air-substrate surface tension. (a) Normalized Hertz-like load $\bar{P}_H$ against $\beta$ (b) Normalized Hertz-like displacement $\bar{\delta}_H$ against $\beta$. 
Fig. 4.4 (a,b) plot the normalized Hertz-like load $\bar{P}_H$ and normalized Hertz-like displacement $\bar{\delta}_H$ against $\beta$. As shown in Fig. 4.4 (a,b), these numerical results are very well fitted by

$$\bar{P}_H = 1 + \frac{3\pi\beta}{4} \left[ \beta^2 + 0.6016\beta + 0.0171 \right]$$ \hspace{1cm}, \hspace{1cm} (4.30a)

$$\bar{\delta}_H = 1 + \frac{1}{3} \ln(1 + 6.582\beta + 2.759\beta^2 + 0.3782\beta^3).$$ \hspace{1cm} (4.30b)

It should be noted that (4.30a,b) give the correct asymptotic behaviors for small and large $\beta$. Eqs. (4.30a,b), together with (4.18b) and (4.28b) allow us to compute the scalar factor $\Lambda(\beta)$. Since the final expression is very complicated, it is not given here explicitly. A plot of $\phi(\beta)$ and $\Lambda(\beta)$ versus $\beta$ is given in Fig. 4.5. Also, for the sake of completeness, we plotted the normalized pressure distribution of the Hertz-like problem for different elasto-capillary numbers $\alpha$. These results are given in the Appendix.

![Graph showing $\phi(\beta)$ and $\Lambda(\beta)$ versus $\beta$](image)

**Fig. 4.5** Dimensionless compliance $\phi(\beta)$ and $\Lambda(\beta)$ versus $\beta$

The results in Fig. 4.5 is calculated using a local fit method. $\phi(\beta)$ and $\Lambda(\beta)$ can be fitted by:
\[ \Lambda(\beta) = \frac{2\beta^2 + 7.4\beta + 1}{\pi \beta^3 + 15.78\beta^2 + 10.92\beta + 1} \]  
(4.31a)

\[ \phi(\beta) = \frac{0.6425\beta^2 + 4.284\beta + 1}{0.2039\beta^3 + 3.994\beta^2 + 6.011\beta + 1} \]  
(4.31b)

4.3.5 Pull-off and zero load cases

Of particular interest are the contact radius at zero load \((a_0)\) and the pull-off force \((P_{\text{off}})\), which can be readily determined from (4.28a). The contact radius at zero load satisfies the implicit equation

\[ a_0 = \frac{1}{2} \left( \frac{9\pi}{\Lambda(\omega/a_0) \left[ \bar{P}_H (\omega/a_0) \right]^2} \frac{W_{\text{ad}}}{\mu R} \right)^{1/3} . \]  
(4.32)

The normalized pull-off force \(\hat{P}_{\text{off}}\) and the contact radius at pull-off \(\hat{a}_{\text{off}}\) are determined from (4.28a) using the condition \(d\hat{P} / d\hat{a} = 0\). To show the deviation from the classical JKR theory, the pull-off force and radius are re-normalized by the pull-off force and radius of JKR theory determined by (4.10a) and (4.10b). These results are shown in Fig. 4.6 for different values of \(\bar{W}_{\text{ad}}\).
Fig. 4.6 (a) Normalized contact radius at pull-off versus $\omega$. (b) Normalized pull-off force versus $\omega$. The pull-off radius and load of the elastic limit are calculated using (4.10a) and (4.10b).

4.3.6 Contact radius versus applied load

The contact radius versus load relation for various $\omega$ is shown in Fig. 4.7 for $\bar{W}_{ad} = 0.1$. Note that the small contact requires that $\bar{W}_{ad}$ to be much less than $\max\{1, \alpha\}$. As expected, increasing elasto-capillary number (e.g. increasing surface
tension at fixed modulus and sphere radius) increases the substrate’s resistance to deformation, resulting in much smaller contact at the same indentation load.

Fig. 4.7 Normalized contact radius versus normalized load for different $\omega$.

### 4.3.7 Indentation depth versus contact radius

In a displacement controlled test, the relation between indentation depth and contact radius is obtained using (4.2b), (4.18a,b):

$$\hat{\delta} = 3\hat{a}^2 \bar{\delta}_H(\beta) - 4\phi \frac{\hat{\phi}}{\Lambda(\beta)},$$  \hspace{1cm} (4.33)

where $\bar{\delta}_H$ is approximated by (4.30b). Eq. (4.33) reduces to the JKR theory (4.3c) in the limit of $\beta \to 0$ since $\bar{\delta}_H(\beta), \phi(\beta), \Lambda(\beta)$ approach 1 in this limit. The contact radius versus indentation depth for different elasto-capillary numbers $\omega$ is shown in Fig. 4.8.
Fig. 4.8 Normalized contact radius versus normalized indentation depth for 4 different elasto-capillary numbers. Curves are generated using (4.30b) and (4.33) with $\tilde{W}_{ad} = 0.1$. For $\omega = 0.001$ the JKR solution and the prediction given by (4.33) lies on top of each other.

Of great interest to experimentalists is the relation between applied load and indentation depth, which can be obtained by combining the results from Fig. 4.7 and Fig. 4.8 and is shown in Fig. 4.9.

Fig. 4.9 Normalized load versus normalized indentation depth for different $\alpha$ with $\tilde{W}_{ad} = 0.1$. Note that JKR and the solution for $\alpha = 0.001$ lies on top of each other.
4.4 Comparison with experiments

Style et al. [5] have recently measured the contact radius of small glass spheres adhering to the surface of silicone substrates under zero external load (the sphere are sufficiently small so that adhesive forces dominate gravity). Different contact radii are obtained by varying the radius of the sphere (from 3 to 30 μm) and the substrate’s shear modulus \( \mu \) (from 1 to 167kPa). Their results (symbols) are shown in Fig. 4.10. Xu et al. [6] previously analyzed the special case of the problem considered in the present work when force is zero, using a large-strain finite element (FEM) method. Their results were validated by fitting experimental data of Style et al. [5], with work of adhesion and surface tension extracted as two fitting parameters. While the analytical model developed in the present work extends the previous FEM analysis by allowing for applied indentation force, it is restricted by the assumptions that strains and displacements remain small. In Fig. 4.10, using the same parameters as found by Xu et al. [6], we compare the results of the small-strain theory developed in the present work with experiments of Style et al. [5]. The solid lines represent the full theory; the dotted lines represent the theory when air-substrate surface tension is neglected. Note that for the three stiffer materials, the present small-strain theory fits the data very well, even though the deformation is not that small. There is a systematic difference between results that do or do not include the effect of surface tension. For the most-compliant substrate, the small-strain theory significantly overestimates the contact radius. The breakdown of small strain theory in this regime is not surprising, since the small strain theory is expected to break down for this case except close to the non-wetting limit, where \( \frac{W_{ad}}{\sigma} \ll 1 \). To confirm that this discrepancy is due only to the very large deformation in the experiment, we modified our derivation of (4.8)
without making the small angle approximation and obtained the following relation between load and contact radius in the partial-wetting liquid-like limit:

\[
P = \frac{2\pi a^2}{R} - 2\pi a\sigma \left[ \frac{a W_{ad}}{R\sigma} + \sqrt{1 - \left(\frac{a}{R}\right)^2} \sqrt{1 - \left(1 - \frac{W_{ad}}{\sigma}\right)^2} \right].
\] (4.34)

Note that, if the work of adhesion is indeed small in comparison with the surface tension and \(a/R \ll 1\), then (4.34) reduces to the small strain theory solution given by (4.8). For the special case of \(P = 0\), (4.34) reduces to a result in [6]:

\[
a_0 = R\sqrt{1 - \left(1 - \frac{W_{ad}}{\sigma}\right)^2}.
\] (4.35)

This equation is used to fit the data in Fig. 4.10 for \(\mu = 1kPa\). The almost perfect fit between model and experiments supports our claim that for very soft and adhesive samples the small deformation theory breaks down.

Fig. 4.10 Comparison with experimental data of Style et al. [5]. Symbols are experimental data. Solid lines are predictions based on small deformation theory with air-substrate surface tension. Dotted lines are based on small deformation theory without surface tension. Prediction of large strain solution in partial wetting liquid-
like limit (4.34) is shown as a dashed-dotted line. The parameters used for these fits are based on the paper by Xu et al. [6].

4.5 Summary and discussion

Equations (4.28a) and (4.33) extend the JKR theory to include the effect of surface tension. The extensions involve three dimensionless scalar factors, $P_{\mu}, \delta_{\mu}, \Lambda$, which depends on the elasto-capillary number $\beta = \sigma/(2\mu a)$ only. Our analysis is strictly valid for a rigid sphere in no-slip contact with an incompressible isotropic elastic substrate. The incompressibility of the substrate is needed to ensure the vanishing of shear stress in the contact region. However, this incompressibility requirement can be relaxed since the interfacial shear stress due to a compressible substrate is typically small in comparison with the contact pressure, as noted by Johnson [1]. Therefore, our results are also approximately valid for compressible substrates provided that the shear modulus $\mu$ in our equations is replaced by $\mu[2(1-\nu)]^{-1}$.

Our analysis uses small deformation theory which requires the contact radius to be much less than the radius of the sphere. However, for soft materials the deformation can be very large. Fortunately, the works of Xu et al. [6] and Lin et al. [21] showed that the results of small deformation theory are surprisingly robust for this class of contact problems. This claim is also supported by our result in Fig. 4.10 which shows that small deformation theory is surprisingly accurate as long as the elasto-capillary number is not so large that one approaches the partial wetting liquid-like limit. The largest elasto-capillary number $\alpha$ corresponding to the case of $\mu = 1 kPa$ in Fig. 4.10 is about 0.7. Note that small strain theory is valid even though $\alpha \geq 1$ as long as $W_{ad}/\sigma << 1$. If the condition $W_{ad}/\sigma << 1$ is violated and $\alpha \geq 1$, we suggest using (4.34) to approximate the relation between the indentation load and the contact radius.
Our calculation is strictly valid for no slip contact. For substrates such as hydrogels, the frictionless boundary condition could be more appropriate. Recall that the classical JKR theory is strictly valid for frictionless and no slip contact, as long as the substrate is incompressible. However, as pointed out in section 4.2, without the no-slip condition, one would have to introduce new physics into the model – that is, the tension of the substrate surface will change since it is in contact with the rigid surface. The problem is that the interfacial tension between a rigid surface and the surface of a compliant solid is not well defined, as a rigid surface can support any tension. From the mechanics view point, there is no consistent way to assign the tension acting on the substrate surface after contact. One way to deal with this difficulty is to assign the same tension to the substrate surface after contact, which is essentially the approach of Long et al. [19]. In this case the results of the present article apply without modification. However, the effect of this approximation could result in a work of adhesion that is different from that given by the Young-Dupre equation. This ad-hoc assumption is supported, at least partially by the fact that our theory is able to match the data of Style et al. [5].

We have not found any experiments that specifically measures the effect of surface tension on the relation between indentation and force. Therefore, our comparison is based on the special experimental case where the applied force is zero. It will be of great interest to test this theory against experiments involving finite indentation force.
APPENDIX 4.1
NUMERICAL IMPLEMENTATION

We divide the interval \([0,1]\) into \(n\) equal subintervals \([t_i, t_{i+1}]\), \(i=1,\ldots,n+1\) with equal length \(\Delta = 1/n\), so \(t_i = (i-1)\Delta, \ i=1,\ldots,n+1\). Let the midpoints of these intervals to be denoted by
\[ t_j + t_{j+1} \over 2 = r_j = \frac{2j-1}{2}\Delta, \ j=1,\ldots,n \]  
(A4.1.1)

We discretize (4.16) into a \(n \times n\) linear system of equations,
\[ \frac{2}{\pi\beta} \int_0^1 \tilde{p}(\tilde{r}, \beta) \int_0^{\pi} \psi(\tilde{r}/\beta) d\theta d\tilde{r} = \sum_{i=1}^n M_{ji} \tilde{p}_i = \tilde{\delta}_0 - \frac{\tilde{r}_j^2}{2}, \ j=1,\ldots,n \]  
(A4.1.2)

where \(\tilde{p}_i = \tilde{p}(\tilde{r} = \tilde{r}_j, \beta)\) and \(M_{ji}\) is the \(n \times n\) matrix defined by
\[ M_{ji} = \frac{2}{\beta \pi} \int_{t_i}^{t_{i+1}} \int k(\tilde{r}, \tilde{r}_j, \beta) d\tilde{r}, \ k(\tilde{r}, \tilde{r}_j, \beta) = \int_0^{\pi} \psi(\sqrt{\tilde{r}^2 + \tilde{r}_j^2 - 2\tilde{r} \tilde{r}_j \cos \theta} / \beta) d\theta \]  
(S3)

We find \(n = 20\) is enough to give us good results. The coefficients \(M_{ji}\) are obtained using standard quadrature rules. For any given \(\beta\), the initial value of \(\tilde{\delta}_0\) is taken to be 1, and it is updated using the following shooting scheme:
Step 1: Solve (A4.1.2) using \(\tilde{\delta}_0 = \delta_1 = 1\).
Step 2: Solve (A4.1.2) using \(\tilde{\delta}_0 = \delta_2 = 2\delta_1\).
Step 3: Examine the divergence of the pressure field near the contact line in step 1 and step 2. If pressure diverges to positive infinity at \(\delta_1\) and to negative infinity at \(\delta_2\), then the correct \(\tilde{\delta}_0\) must lie in between \(\delta_1\) and \(\delta_2\), then go to step 4. If both \(\delta_1\) and \(\delta_2\) lead to positive infinite pressure, then take \(\delta_1 = \delta_2\) and go back to step 2.
Step 4: Let \(\delta_3 = \frac{|d\tilde{p}_1|/\tilde{\delta}_1 + |d\tilde{p}_1|/\tilde{\delta}_2}{|d\tilde{p}_1| + |d\tilde{p}_2|}, \ d\tilde{p}_1 = \tilde{p}_n(\delta_1) - \tilde{p}_n(\delta_2), \ d\tilde{p}_2 = \tilde{p}_n(\delta_2) - \tilde{p}_n(\delta_1)\).

Solve (A4.1.2) using \(\tilde{\delta}_0 = \delta_3\). Check whether the pressure converges at the edge \((r=a)\). If not, take \(\delta_1 = \delta_3\) if it diverges to positive infinity or take \(\delta_2 = \delta_3\) if it diverges to negative infinity and then repeat step 4. During this loop, always check whether
pressure converges for $\bar{\delta}_1$ and $\bar{\delta}_2$. Whenever it converges we get the correct answer for both $\bar{\delta}_H$ and $\bar{P}_H$.

For each $\beta$, the numerical solution gives us the correct normalized displacement $\bar{\delta}_H(\beta)$, which should be a decreasing function of $\beta$. The total normalized Hertz-like force is finally computed using (4.15b).

The pressure distributions for different $\beta$ are shown as below:
Fig. A.4.1.1 Pressure distributions for different $\beta$
APPENDIX 4.2
DERIVATION OF EQUATIONS (4.20) AND (4.28)

According to the properties of Bessel function of the second kind and Struve function,
\[
\psi(x \to 0) \approx -\frac{2}{\pi}[\ln\left(\frac{x}{2}\right) + \gamma], \quad (A4.2.1)
\]
where \(\gamma\) is the Euler constant. Using (A4.2.1),
\[
\psi(\bar{r} / \beta) - \frac{1}{\pi} \int_0^\pi \psi(\bar{r} / \beta) \, d\theta \approx -\frac{2}{\pi}[\ln(\bar{r}) - \frac{1}{\pi} \int_0^\pi \ln(\sqrt{\bar{r}^2 + \bar{r}^2 - 2\bar{r}\bar{\theta}\cos\theta}) \, d\theta]
\]
\[
= \begin{cases} 
0, & \bar{r} < \bar{\bar{r}} \\
\frac{2}{\pi} \ln\left(\frac{\bar{r}}{\bar{\bar{r}}}\right), & \bar{r} > \bar{\bar{r}}
\end{cases} \quad (A4.2.2)
\]
Equation (4.20) is obtained by substituting (A4.2.2) into (4.15a).

To derive (4.28), we equate the energy release rate from (4.2a) to the work of adhesion, resulting in
\[
-\frac{1}{2} \frac{dC}{dA} (P - P_H)^2 = W_{ad}, \quad (A4.2.3)
\]
where \(A = \pi a^2\) is the contact area. Using the normalization of (4.14) and (4.27), (A4.2.3) becomes:
\[
-\frac{1}{2} \frac{dC}{dA} (P - P_H)^2 = -\frac{1}{2} \frac{\Lambda(\beta)}{16\pi\mu a^3} \left(16\mu R \right)^2 (\hat{P} - \hat{a}^3 P_H)^2
\]
\[
= \frac{16\mu R}{9\pi\hat{a}^3} \frac{1}{2} \Lambda(\beta)(\hat{P} - \hat{a}^3 P_H)^2 \quad (A4.2.4)
\]
After rearrangement, (A4.2.4) becomes (4.28a).
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CHAPTER 5
ADHESIVE CONTACT OF A RIGID CIRCULAR CYLINDER TO A SOFT ELASTIC SUBSTRATE – THE ROLE OF SURFACE TENSION

5.1 Introduction

A number of recent studies have demonstrated that surface tension can act as a significant and even dominant agent in the mechanics of compliant materials such as elastomers and gels. Examples include instabilities [1–3] and deformation driven by surface tension [4,5], violation of Young’s equation for wetting [6–12], attenuation of driving forces for crack or void growth [13–16], and breakdown of conventional adhesive contact mechanics [17–21].

The last example cited above, i.e., the adhesive contact between non-conforming surfaces, is an important basic problem in adhesion science. For example, consider the contact of a rigid sphere with the flat surface of an elastic substrate. For small deformation, where the contact radius is small in comparison with the radius of the sphere, the solution is given by Hertz [22]. Hertz theory assumes adhesion-less contact; as a result, the traction on the contact region is compressive everywhere and vanishes at the contact line. In 1971, Johnson, Kendall and Roberts (JKR) [23] extended Hertz theory to allow for adhesion. The JKR theory has been extremely successful in describing the adhesive contact of elastic spheres [24]. However, recent observations of contact deformations on soft substrates, such as plasticized polystyrene [25], hydrogels [26] and silicone gels [17], caused by adhesion of hard microparticles or nanoparticles deviate considerably from JKR theory. For example, Style et al. [17] have reported that the exponent of power-law relationship between the contact radius $a$ (indentation depth) and sphere radius $R$ changes from $a \propto R^{2/3}$ ($\delta \propto \sqrt{R}$) to $a, \delta \propto R$ as the sphere reduces in size or the substrate becomes softer.

---

The transition in scaling observed in these experiments has been interpreted as a corresponding underlying transition from the JKR limit where deformation is resisted primarily by bulk elasticity, to the “liquid” limit where deformation is resisted primarily by surface tension. This transition in scaling is consistent with the molecular dynamics simulations by Cao et al. [27]. Using a large deformation Finite Element Model which incorporates both surface tension and non-linear elasticity, Xu et al. [18] have demonstrated the transition from the elasticity dominated regime where \( a \propto R^{2/3} \) to the surface tension dominated regime where \( a \propto R \) depend on a single elasto-capillary number \( \alpha = \sigma / 4\mu R \) - small \( \alpha \) favors JKR theory whereas large \( \alpha \) favors surface tension. Their numerical results are found to be in good agreement with the experiments reported by Style et al [17]. Xu et al.’s results are for rigid spheres that are subjected to zero load. The case of finite load has been recently considered by Hui et al. [19], who provided analytical expressions for the relations between indentation depth (contact radius) and applied load. They also examined the effect of surface tension on the pull-off load as a special case of their theory. It should be noted that similar transitions are predicted for soft particles on a rigid surface, as demonstrated by the theoretical works of Carrillo and Dobrynin [20] and Salez et al [28]. The dimensionless parameter \( \omega = \sigma \left( \mu R \right)^{2/3} \left( W_{ad} / 2\pi \right)^{1/3} \) which controls the transition between JKR and wetting limit was first suggested by Carrillo et al. [29] when they studied the adhesion of a soft nanoparticles to a rigid substrate.

Another geometry that is of practical interest is a circular rod or circular cylinder. This geometry arises whenever cylindrical or “hair-like” deformable objects adhere to each other or to a substrate. As explained in more detail below, the behavior of this two-dimensional problem differs qualitatively from the better studied three-dimensional (axisymmetric) problem of contact between a sphere and a flat substrate.
A Molecular Dynamic simulation combined with theory was performed by Cao et al. [30] to study the effect of surface energy on contact of spherical and cylindrical nano-particles with a soft solid without indentation force. The adhesive contact mechanics of an infinitely long rigid cylinder with an elastic half space in the absence of surface tension can be found in the works of Barquins [31] and Chaudhury et al. [32], while the two-dimensional Hertzian contact problem with surface tension has been studied by Long et al. [33].

In this Chapter, a different approach is used to include both adhesion and surface tension. Our derivation below follows the approach of JKR [23], that is, the adhesive force is confined to a region small compared with typical specimen dimensions, so that the contact edge can be viewed as the tip of traction free crack. In reality, adhesive forces acting outside the contact zone will serve to place a limit on the maximum stress that can be reached. To address this issue, Derjaguin, Muller, and Toporov [34] proposed a theory (DMT theory) that takes these forces into account, but assumes that they do not change the shape of the surface determined by the Hertz theory. This approximation leads to tensile stresses that are finite outside the contact line but are zero inside. A unifying theory of elastic contact of spheres was proposed by Maugis [35], who used a Dugdale-Barenblatt cohesive zone model to represent the surface forces outside the contact zone. This model removes the stress singularity of the JKR theory, and it also removes the stress discontinuity of the DMT theory. For the case of a rigid sphere on an incompressible elastic substrate, Maugis’s result [35] showed that the transition from JKR to DMT theory depends on a single dimensionless parameter

\[
\lambda = \sigma_c \left( \frac{R_s}{\mu W_{ad}} \right)^{1/3},
\]

(5.1)
where $\sigma_c$ is the cohesive stress, $\mu$ the shear modulus of the substrate, $R_s$ the radius of the sphere and $W_{ad}$ the work of adhesion. Typically, JKR theory is valid for $\lambda > 1$ and this is the typical situation in experiments using elastomeric spheres ($\mu \approx 10^6 Pa$) with radius around 1mm [36]. For very soft substrate where surface tension effect are important, $\mu < 10^5 Pa$. Since $\lambda \propto \left( \frac{R_s}{\mu^2} \right)^{1/3}$ the reduction of modulus will extend the region of validity of the JKR model to micron size spheres. Indeed, Style et al’s experiments [17] showed that JKR theory works well for glass spheres with radii ranging from 3 to 30 microns on a silicon substrate with $\mu = 170 kPa$. In light of this, it is reasonable to adopt the JKR approach to study surface tension effect in the contact mechanics of soft materials. Finally, we note that the unified approach of Maugis [35] was also used by Baney et al. [37] and Leng et al. [38] to study two dimensional contact problems involving cylindrical geometry.

5.2 Statement of Problem and Summary of Approach

![Diagram of a long rigid cylinder indenting an elastic half-space](image)

Fig. 5.1 A long rigid cylinder of radius $R$ and length $L \gg R$ indents an isotropic and incompressible elastic half-space under the influence of a vertical line force $P$. 
Indentation is resisted by the elasticity of the substrate as well as the surface tension of the elastic substrate.

Fig. 5.1 shows a rigid cylinder of radius $R$, with length $L >> R$ in the out-of-plane direction, brought into contact with the flat surface of a substrate by a vertical line force $P$ (units = force/unit length, so total force acting on the cylinder is $PL$). Let $(x,y,z)$ denote the position of a material point in the elastic half-space. Before deformation, the bottom of the cylinder touches the substrate surface at the origin, $x = y = z = 0$. The substrate occupies the half space $y > 0$ and is assumed to be linearly elastic, isotropic and *incompressible*, with shear modulus and Poisson’s ratio $\nu = 0.5$. The contact zone is a long rectangular strip of width $2a$ and length $L$. We also assume that the surface stress tensor is isotropic, so it can be represented by the scalar surface tension. Just as in JKR theory, our analysis is based on small strain theory.

In contrast to the JKR theory, which assumes frictionless contact, we assume a no-slip contact condition. That is, a material point on the substrate surface is held fixed once it comes into contact with the rigid cylinder. Without the no-slip condition, one would have to introduce a new parameter into the model – the interfacial tension in the contact region. In general, the no-slip contact condition will cause non-zero shear traction in the contact region. However, a classical result in linear elasticity states that the no-slip boundary condition is consistent with a vanishing shear traction provided that the cylinder is rigid and the substrate is incompressible and infinite in extent [22]. Fortunately, the bulk modulus of most elastomers and hydrogels is much higher than their shear moduli, so incompressibility is an excellent approximation.

As in JKR theory, our basic approach is based on energy balance, that is, the relation between the contact radius and the applied load is obtained by setting the energy release rate $G$ of the external crack (the air gap between the cylinder and the surface of the substrate outside the contact line) equal to the interfacial work of
adhesion $W_{ad}$. The key difference is the inclusion of surface tension in the calculation of the energy release rate. The procedure is as follows. First, we obtain the “Hertz-like” solution of a contact problem with surface tension. By this we mean the relationship between the line force $P_H(a)$, indentation displacement $\delta_H(a)$, and contact width $2a$ in the absence of adhesive forces. From this solution, we compute the instantaneous contact compliance, defined by

$$C(a) = d\delta_H / dP_H = \frac{d\delta_H}{da} / \frac{dP_H}{da}.$$  \hspace{1cm} (5.2)

As shown by Vajpayee et al. [39], knowing the instantaneous contact compliance and the Hertz-like load $P_H$ suffices to determine the energy release rate. Specifically, the energy release rate is given by:

$$G = \frac{1}{4} \Lambda_H \left( P - P_H \right)^2, \quad \Lambda_H = -\frac{dC}{da}.$$  \hspace{1cm} (5.3)

Finally, the relation between contact width $2a$ and the applied line load $P$ is obtained using the energy balance condition $G = W_{ad}$. Using (5.3), this relation is

$$P = P_H - 2\sqrt{W_{ad} / \Lambda_H}.$$  \hspace{1cm} (5.4)

It is important to note that in general, $dC / da$ and $P_H$ are functions of the shear modulus, surface tension, cylinder radius, and the contact width. Once these two functions are determined (see below), equation (5.4) generalizes the JKR theory to include surface tension.

Equations (5.3-5.4) apply equally well to the three-dimensional indentation problem for which they were first derived [39] and for the two-dimensional cylindrical problem analyzed here, which is obtained by assuming that the cylinder is infinitely long. There is, however, a peculiarity of two-dimensional contact problems. As noted

\footnote{In Vajpayee et al. [39], $G = \frac{1}{2} dC / dA \left( P - P_H \right)^2$, where A is the contact area. In our case, the area of contact is $2a$ since the length of the cylinder is infinite. Note $P$ and $P_H$ has units of force per unit length.}
by Johnson [22], the displacement of a point in an elastic half-space loaded by a line force (resulting in a two dimensional stress field) cannot be expressed relative to a datum at infinity, since the displacements decrease with distance $r$ from the contact zone as $\ln r$. Here we follow Johnson [22] by defining the displacements relative to an arbitrary point $x = c >> a$ (see Fig. 5.1) on the surface of the substrate. Thus, the indenter displacement $\delta_H$ in (5.2) can take any value depending on the choice of this point. Nevertheless, as shown below, $dC/da$ in equations (5.3-5.4) does not depend on the choice of $c$, as long as $c >> a$.

5.2.1 The elasticity dominated limit

For an infinitely long cylinder ($L \to \infty$), in the limit where surface tension can be neglected and resistance to deformation is dominated by elasticity, the relation between contact width and load in the presence of adhesion has been derived earlier by Barquins [31] and Chaudhury et al. [32] using a different approach. Here, for uniformity of development, it is instructive to derive this relation using equation (5.4).

In the absence of surface tension and adhesion, the relationship between force and contact width is [22]

$$P_H = \frac{\pi a^2}{R}. \tag{5.5}$$

Because of the two-dimensional nature of the problem, and the attendant dependence of displacements on choice of datum referred to above, determining the instantaneous contact compliance require special consideration. The normal surface displacement $v$ for $|x| > a$ can be obtained using a result given in Johnson [22]:

$$v(|x| > a) = \frac{1}{R} \left[ \frac{|x|}{2} \sqrt{x^2 - a^2} - \frac{a^2}{2} \ln \left| \frac{x}{2} + \sqrt{x^2 - a^2} \right| \right] + b, \tag{5.6}$$

where $b$ is an arbitrary constant. We pick a point at $x = c >> a$ as datum, i.e., we define the normal displacement at $c$ to be zero, and this determines $b$. Continuity of $v$ across the contact line implies that
\[
\delta_\mu = v(x = a) + \frac{a^2}{2R} \\
= -\frac{1}{R} \left[ \frac{c}{2} \sqrt{c^2 - a^2} - \frac{a^2}{2} \ln \left( \frac{c + \sqrt{c^2 - a^2}}{a} \right) - \frac{c^2}{2} \right] \text{, where } c >> a. 
\]

(5.7)

The compliance, evaluated using (5.2), (5.5) and (5.7) is found to be:

\[
C = \frac{1}{2\pi \mu} \ln \left[ \frac{2c}{a} \right] \Rightarrow dC / da = -\Lambda_\mu(a) = \frac{1}{2\pi \mu a} .
\]

(5.8)

Substituting (5.5) and (5.8) into (5.4) recovers the JKR theory for a rigid cylinder in adhesive contact with an incompressible elastic half space [31], i.e.,

\[
P = \frac{\pi \mu a^2}{R} = 2\sqrt{2\pi \mu a W_{ad}} .
\]

(5.9a)

Note at zero load, the half contact width \( a_0 \) caused by adhesive forces is:

\[
a_0 = 2 \left( \frac{R^2 W_{ad}}{\pi \mu} \right)^{1/3} .
\]

(5.9b)

The pull-off load is found to be [22],

\[
P_{off} = -3\pi \mu R^{1/3} \left( \frac{W_{ad}}{2\pi \mu} \right)^{2/3} .
\]

(5.9c)

The contact half width at pull-off is:

\[
a_{off} = R^{2/3} \left( \frac{W_{ad}}{2\pi \mu} \right)^{1/3} .
\]

(5.9d)

Recall that the pull-off load of a sphere is directly proportional to its radius and is independent of elastic modulus [23]. Equation (5.9c) shows that the scaling for pull-off is different for the case of cylinders.

5.2.2 The surface tension dominated limit

Before tackling the general problem of the transition from the elasticity dominated limit to surface tension dominated limit, we examine the latter limiting case. The free body diagram in Fig. 5.2 shows that force balance requires
\[ P = 2\sigma \sin (\theta - \theta_p), \quad (5.10) \]

where \( \theta = \sin^{-1}(a/R) \) and \( \theta_p \) is the “peel” angle defined in Fig. 5.2.

Fig. 5.2 Force balance and geometry in the surface tension limit.

The energy release rate \( G \) can be computed using Kendall’s peel theory [40]:

\[ G = \sigma \left(1 - \cos \theta_p\right), \quad (5.11) \]

Note, by setting \( W_{ad} = \gamma_{SA} + \gamma_{CA} - \gamma_{CS} \) and use the fact that surface tension and surface energy has the same value for liquid (In general, this is not assumed in our calculation), the energy release-rate balance equation \( G = W_{ad} \) is equivalent to Young-Dupre equation

\[ \gamma_{CS} + \sigma \cos (\pi - \theta_p) = \gamma_{CA}, \quad (5.12) \]

where \( \gamma \)'s are the surface energies, the subscripts \( C, S, A \) stand for rigid cylinder, compliant substrate and air, respectively. Setting \( G = W_{ad} \) in (5.10) allows us to solve for \( \theta_p \). Substituting \( \theta_p \) into (5.9) gives:

\[ \frac{P}{2\sigma} = \frac{a}{R} \left(1 - \frac{W_{ad}}{\sigma}\right) - \sqrt{1 - \frac{a^2}{R^2}} \sqrt{1 - \left(1 - \frac{W_{ad}}{\sigma}\right)^2}. \quad (5.13) \]

Equation (5.13) is valid for large deformation. In the small deformation limit, the angles must be small, and (5.13) reduces to a linear relation between load and contact width, i.e.,
The first term in (5.14a) can be identified as the Hertz-like load i.e., \( W_{ad} = 0 \),

\[
P_H = \frac{2\sigma a}{R}.
\]

which can also be found directly found using force balance (e.g. setting \( \theta_p = 0 \) in Fig. 5.2). Comparing (5.14a) and (5.4),

\[
dC/da = -1/2\sigma.
\]

The half contact width at zero load \( a_0 \) is easily found by setting \( P = 0 \) in (5.14a),

\[
a_0 = 2R\sqrt{\frac{W_{ad}}{2\sigma}}.
\]

Note that \( a_0 \) is directly proportional to the cylinder radius, whereas in the elasticity dominated limit, this width scales with radius to the 2/3 power. The pull-off load in this limit is independent of the radius of cylinder, i.e.,

\[
P_{off} = -2\sqrt{2\sigma W_{ad}},
\]

in contrast with the elasticity dominated limit, where the pull-off force scales with \( R^{1/3} \). In particular, in the surface tension dominated limit, the cylinder pulls off at \( a = 0 \) whereas in the elasticity dominated limit the cylinder jumps out of contact at a finite width \( a_{pull-off} \) given by (5.9d).

### 5.3 Transition between the elasticity and surface-tension-dominated limits

#### 5.3.1 Formulation of the Hertz problem with surface tension

The transition between the elasticity and surface tension dominated limits is completely specified by the Hertz-load \( P_H \) and the derivative of the contact compliance \( \lambda_H \). To determine these quantities, we solve the indentation Hertz problem with surface tension (but without adhesion). The geometry is shown in Fig. 5.1. Due to surface tension, the normal stress can be discontinuous across the surface. We denote by
\[
\lim_{y \to 0^+} \tau_{yy} \equiv \tau_{yy}^+(x) \tag{5.17a}
\]

where \( \tau_{yy}^+(x) \) and \( \tau_{yy}^-(x) \) are the stress normal to the surface as it is approached from inside and outside of the solid. Outside the contact zone \( x \in [-a,a], y = 0 \), the normal surface traction approached from outside of the solid is zero, which is represented by

\[
\lim_{y \to 0^-} \tau_{yy} \equiv \tau_{yy}(x) = 0, \quad x \not\in [-a,a], \tag{5.17b}
\]

The difference between the normal stress just inside and just outside the solid is given by the Laplace equation, which enforces force balance,

\[
\tau_{yy}^+ - \tau_{yy}^- = \sigma v', \quad \text{where } |x| < \infty \tag{5.17c}
\]

where \( v \) is the normal component of surface displacement and we have assumed that curvature of the surface can be approximated by its second derivative with respect to ‘\( x \)’. That is, deformation of the surface outside the contact zone gives rise to a Laplace pressure. Therefore, even though the surface outside the contact zone is traction free, the normal component of the stress in the solid, \( \tau_{yy}^+ \), as one approaches the surface \( y = 0 \) from \( y > 0 \) is not zero.

In addition, the incompressibility and traction-free assumption implies that

\[
\tau_{xy}(|x| < \infty, y = 0) = 0 \tag{5.17d}
\]

The starting point of our analysis begins with a well-known result in elasticity (see Johnson [22]), that the gradient of vertical surface displacement \( v \) of an incompressible elastic half space is related to the normal traction \( \tau_{yy}^+ \) on the surface \( y = 0 \) by

\[
\frac{dv}{dx} = -\frac{1}{2\pi\mu} \text{PV} \int_{-\infty}^{x} \frac{\tau_{yy}^+(t) dt}{x-t}, \tag{5.18}
\]

where \( \mu \) is the shear modulus of the substrate, \( \text{PV} \) stands for principal value integral and a prime denotes derivative with respect to \( x \). As already mentioned, because of surface tension, even though the surface outside the contact zone is traction free, the normal component of the stress \( \tau_{yy}^+ \) as one approaches the surface \( y = 0 \) from \( y > 0 \) is not zero.
Using the Hilbert transform, we invert (5.18) obtaining:

\[ \frac{1}{2\mu} \tau_{yy}^+ (x) = -\frac{1}{\pi} PV \int_{-\infty}^{\infty} \frac{d\nu(t)}{x-t} dt \]

(5.19)

To simplify the analysis, we introduce the following normalization:

\[ \bar{x} = x/a, \bar{t} = t/a, \bar{\nu} = \nu R/a^2, s = \frac{\tau_{yy}^+ (T) R}{4\mu a} \]

(5.20)

Using these normalized variables, (5.19) becomes:

\[ s(\bar{x}) = -\frac{1}{2\pi} PV \int_{-\infty}^{\infty} \frac{\bar{\nu}'(\bar{T}) \, d\bar{T}}{\bar{x} - \bar{t}} \]

(5.21)

where a prime denotes derivative with respect to \( \bar{x} \). While the displacement outside the contact zone is unknown, the displacement inside the contact zone is given by the contact condition. In normalized form, this condition is:

\[ \bar{\nu}'(|\bar{x}| < 1) = \frac{d\bar{\nu}}{d\bar{x}} = -\bar{x} \]

(5.22)

Due to symmetry, \( \sigma_{yy}^+ \) and \( \bar{\nu}' \) are even and odd function of \( \bar{x} \) respectively. Using (5.22) and integrating by parts, after some calculations, (5.21) reduces to

\[ s(\bar{x}) = -\frac{1}{2\pi} \left[ \int_1^\infty \bar{\nu}'(\bar{T}) \ln |\bar{T}^2 - \bar{x}^2| \, d\bar{T} + \left( 2 + \bar{x} \ln \left| \frac{\bar{x}-1}{\bar{x}+1} \right| - \ln |\bar{x}^2 - 1| \right) \right] \]

(5.23)

It should be noted that, in carrying out integration by parts, we enforced the continuity of \( \bar{\nu}' \) across the contact line – ensuring bounded stress. The traction free boundary condition outside the contact zone requires \( \tau_{yy}^- (|x| > a) = 0 \), so it follows from (5.17c) that \( \tau_{yy}^+ \) alone must balance the Laplace pressure induced by the surface curvature, \( \nu'' \):

\[ -\tau_{yy}^+ = \sigma \nu'' \Rightarrow s = -\beta \nu'', \quad |\bar{x}| > 1 \]

(5.24a)

where

\[ \beta \equiv \frac{\sigma}{4\mu a} \]

(5.24b)

is the ratio of the elasto-capillary length \( \sigma / \mu \) and the contact width. Substituting (5.24a) in (5.23) gives the integral equation for the unknown vertical displacement outside the contact zone:
\[2\pi\beta v'(\bar{x}) = \int_1^{\infty} v'(\bar{x}) \ln |\bar{x}^2 - \bar{x}^2| d\bar{t} + \left(2 + \bar{x} \ln \left|\frac{\bar{x} - 1}{\bar{x} + 1}\right| - \ln |\bar{x}^2 - 1|\right), \quad |\bar{x}| > 1 \quad (5.25)\]

Equation (5.25) implies that \(v'\) depends on the single dimensionless parameter \(\beta\) introduced in (5.24b). Once \(v'\) is found outside the contact zone, we use (5.23) and (5.20) to determine the normal stress \(\tau_{yy}^+\) inside the contact zone. Finally, it can be shown that, in the elasticity dominated limit where \(\beta = 0\), the exact solution of (5.25) is identical to the classical Hertz solution given by (5.6).

It should be noted that our formulation is exact within the assumption of small strain and linear elasticity. Because the Green’s function of the line load problem does not have a close form solution, we do not use this approach. Instead, in our formulation the surface tension appears as a boundary condition, as given by (5.17c). This equation is coupled to (5.19), which relates the deformation of the free surface to the normal stress distribution. Note that (5.19) uses the conventional Green’s function of the 2D elasticity problem. In our method, we could recover the Green’s function of the surface tension problem by solving the integral equation (5.23) numerically. It can be shown that this Green’s function decays logarithmically at distances far from the line of application of the line force and this will lead to a divergence of the displacement field at infinity, as stated in the last paragraph before section 5.2.1.

**5.3.2 Determination of \(P_H\) and \(\Lambda_H = -dC / da\)**

The extended JKR theory, (5.4), can be written in the normalized form:

\[
\hat{P} = \frac{P}{3\pi\mu R^{3/3}} \left(\frac{W_{ad}}{2\pi \mu}\right)^{2/3}, \quad \hat{P}_H = \frac{R}{\pi\mu a^2} P_H, \quad \hat{a} = \frac{a}{R^{2/3}} \left(\frac{W_{ad}}{2\pi \mu}\right)^{1/3}, \quad \Lambda_H = 2\pi \mu a \Lambda_H, \quad (5.27)
\]

where \(\hat{P}\) are the normalized indentation force, Hertz load with surface tension, half contact width and derivative of compliance respectively. Note that indentation load \(P\) and half
contact width $a$ are normalized by the magnitude of pull-off load and pull-off radius in elasticity dominated limit. In the absence of adhesion, $P_H$ must be balanced entirely by $\tau_{yy}$. Using (5.17c) and (5.22), this condition is

$$P_H = - \int_{-a}^{a} \tau_{yy}^+(x) dx = - \int_{-a}^{a} \tau_{yy}^-(x) dx + \frac{2\sigma a}{R} \Rightarrow \bar{P}_H = \frac{4}{\pi} \left[ 2\beta - \frac{1}{\bar{x}} s(\bar{x}, \beta) d\bar{x} \right].$$  (5.28)

The last equality in (5.28) shows that $\bar{P}_H$ is a function of $\beta$ only. Since $\bar{P}_H(\beta=0)=1$, this normalization measures the deviation of the Hertz-like load from the elastic limit. It is evaluated by solving (5.25) for $v^*$, then use (5.23) to evaluate $s(\bar{x}, \beta)$ for $|\bar{x}| < 1$. The numerical method we used to solve the integral equation (5.25) is given in the Appendix; here we state the relevant results. As shown in Fig. 5.3, $\bar{P}_H$ can be well approximated by the expression:

$$\bar{P}_H = 1 + \left( \frac{8\beta}{\pi} \right) \left( \frac{1.819\beta + 0.1146}{\beta^2 + 1.164\beta + 0.03607} \right)$$  (5.29)

It should be noted that (5.29) gives the correct asymptotic behaviors for small and large $\beta$, which correspond to the elasticity and surface tension dominated limits, respectively.
Fig. 5.3 Normalized Hertz-like load $\overline{P}_H$ versus normalized surface tension $\beta$. In this plot, the numerical solution is indistinguishable from (5.29). This result matches well with the results of Long et al. [33], and here a fitted formula is provided.

To expedite the analysis, it is convenient to define a normalized indentation depth $\overline{\delta}_H$ as

$$\overline{\delta}_H \equiv \delta_H R / a^2.$$  \hspace{1cm} (5.30)

Same as in the elasticity limit, we fixed a point $c$ at a distance much greater than the contact width, and define the displacement there to be zero; as a result,

$$\overline{\delta}_H = \overline{v}_{\mid_{x=0}} - \overline{v}_{\mid_{x=c}} = (\overline{v}_{\mid_{x=0}} - \overline{v}_{\mid_{x=1}}) + \left( \overline{v}_{\mid_{x=1}} - \overline{v}_{\mid_{x=c}} \right)$$

$$= \frac{1}{2} \left[ \int_{1}^{c} \overline{v}(\xi) d\xi \right] + \frac{1}{2} \left[ 1 - \int_{1}^{c} \overline{v}'(\bar{t}, \beta) d\bar{t} \right] d\bar{x} = \overline{c} - \frac{1}{2} - \frac{1}{2} \int_{1}^{c} \overline{v}'(\bar{t}, \beta) d\bar{t} d\bar{x} \hspace{1cm} (5.31)$$

where $\overline{c} = c / a$. Equation (5.31) allows us to determine $\overline{\delta}_H$ using the solution of the integral equation (5.25). However, unlike $\overline{P}_H$, which depends only on $\beta$, $\overline{\delta}_H$ is a function of both $\overline{c}$ and $\beta$; thus the normalized instantaneous contact compliance in
general depends on $\overline{c}$ and $\beta$, even though $\overline{\Lambda}_H$ is independent of $\overline{c}$. In the Appendix, we show that $\overline{\Lambda}_H$ can be fitted by

$$
\overline{\Lambda}_H(\beta) = \frac{\pi \beta^2 + 9.102 \beta + 1}{4 \beta^3 + 20.82 \beta^2 + 12.75 \beta + 1}.
$$

(5.32)

It should be noted that (5.32) gives the correct asymptotic behavior for small and large $\beta$.

**5.3.3 Extended JKR theory with surface tension**

Equations (5.26), (5.29) and (5.32) completely specify the relation between applied load (indentation force) and the contact width. We call this relation the extended JKR theory; it is the main result of this work. Although $\overline{\Lambda}_H$ and $\overline{P}_H$ are functions only of $\beta$, the contact width is normally an unknown, so it is convenient to define a different dimensionless quantity $\omega$,

$$
\omega = \beta \hat{a} = \frac{\sigma}{4(\mu R)^{2/3} (W_{ad} / 2\pi)^{1/3}}.
$$

(5.33)

Since $\overline{P}_H$ and $\overline{\Lambda}_H$ in (5.26) depend only on $\beta = \omega / \hat{a}$, (5.26) states that the extended JKR theory ($\hat{P} - \hat{a}$ relation) is controlled by a single dimensionless parameter $\omega$ which is consistent with the work of Cao et al. [30]. Fig. 5.4 plots the normalized contact radius $\hat{a}$ versus the normalized load $\hat{P}$ for different $\omega$ using (5.26), (5.29) and (5.32). The limiting case of $\omega = 0$ (JKR, elastic limit) is plotted in the same figure as a reference.

**Pull-off load and radius**

For the elastic limit, it is well known that in a load controlled test, the cylinder suddenly jumps off the substrate at a finite contact width given by (5.9d) with pull-off load given by (5.9c). Fig. 5.4 shows that, the contact width at pull-off decreases with increasing $\omega$ and eventually vanishes at a critical value at $\omega \approx 1.6$. From Fig. 5.4, it is
shown that \( \frac{d \hat{P}}{d \hat{a}} \bigg|_{\hat{a}=0} = 0 \) at this critical value. From (5.26) and use the fact that
\[
\frac{d\beta}{d\hat{a}} = \frac{d(\omega/\hat{a})}{d\hat{a}} = -\frac{\omega}{\hat{a}^2},
\]
\[
\frac{d\hat{P}}{d\hat{a}} \bigg|_{\hat{a}=0} = \frac{8\omega}{3\pi} - \frac{2}{3} \sqrt{\frac{1}{\hat{a}\Lambda_H}} \left(1 + \frac{\beta}{\hat{\Lambda}_H} \frac{d\hat{\Lambda}_H}{d\beta}\right)
\]
(5.34a)

Since \( \beta = \omega/\hat{a} \), \( \beta \to \infty \) when \( \hat{a} \to 0 \). Using (5.32), we found
\[
\frac{\beta}{\hat{\Lambda}_H} \frac{d\hat{\Lambda}_H}{d\beta} = -1 + \frac{2.30774}{\beta} + o\left(\frac{1}{\beta^2}\right)
\]
(5.34b)

Substituting this relationship into (5.34a) gives
\[
\frac{d\hat{P}}{d\hat{a}} \bigg|_{\hat{a}=0} = \frac{8\omega}{3\pi} - 1.736 \sqrt{\frac{1}{\omega}}
\]
(5.35)

Setting (5.35) equal to zero gives the critical value of \( \omega \), \( \omega_c \approx 1.6 \).

![Fig. 5.4 Normalized contact radius versus normalized indentation force for different values of \( \omega \).](image)

Thus, our theory predicts that for \( \omega > \omega_c \), the cylinder pulls off at zero contact width from the substrate.
Fig. 5.5 highlights the surface tension effect on pull-off load and pull-off width and the way we normalize the load and radius reflect the deviation of pull-off behavior from the elasticity dominated limit (classical JKR solution). It should be noted that under this normalization, both pull-off load and pull-off width depend only on a single dimensionless parameter $\omega$ defined by (5.33).

![Graph](image)

Fig. 5.5 (a) Normalized pull-off load versus $\omega$ (b) Normalized contact half width versus $\omega$. 
5.4 Summary and discussion

In this Chapter we analyzed the adhesive contact mechanics of a rigid cylinder indenting an elastic half-space, extending previous analyses to account for the influence of surface tension. Specifically, we show that the classical JKR theory without surface tension can be extended to include surface tension by modifying the Hertz load and the compliance. By introducing the normalization in (5.27), we manage to collapse the classical JKR solution (5.9a) and the liquid-like limit solution (5.14a) into a single relation (5.26) which is completely specified by a single dimensionless parameter \( \omega \). Physically, \( \omega \) is essentially the ratio of the elasto-capillary length \( \sigma / \mu \) to a characteristic length \( R^{2/3} (W_{ad} / \mu)^{1/3} \) where adhesion acts (the pull-off width).

There is a significant difference between the pull-off mechanics of a rigid sphere and a rigid long cylinder in contact with a soft elastic substrate. For a sphere with radius \( R_s \), Hui et al. [19] has recently shown that the pull-off load is found to vary between \( -3\pi R_s W_{ad} / 2 \) and \( -R_s W_{ad} \) for the elasticity dominated and surface tension dominated limit respectively. Note that the pull-off force in both limit is directly proportional to the radius of the sphere and the work of adhesion. In particular, pull-off always occur at a finite contact radius. This is not the case for a rigid cylinder, where the pull-off force is directly proportional to the square root of the product of the surface tension and the work of adhesion, and is independent of the cylinder radius in the liquid limit. In addition, the contact radius at pull-off vanishes above a critical value of \( \omega \), \( \omega_c \approx 1.6 \) implying that surface tension could strongly affect pull-off behavior for long cylinder objects. The deformed shape in the surface-tension-dominated limit also depends on whether the contactor is a sphere or a long cylinder. For example, Carrillo et al [20] found that it is necessary to assume the particle deforms into a spherical cap plus a cylindrical neck in order for their model to agree with their molecular dynamics simulation in the surface tension dominated limit. The
deformed shape of our substrate do not looked like a neck, despite the fact that our analysis does contain the “necking” limit, by which we mean the limit in which surface tension dominates. An important difference is that our analysis is in two-dimensions whereas that of Carrillo et al [20] is for a deformable axisymmetric spherical particle. Therefore, in the absence of gravity, the shape of the surface near the cylinder must be planar (which does not “look” like a neck) in the surface-tension-dominated limit. Finally, we are not aware of any experiments on contact mechanics of cylinders on substrates where surface tension effects are important. It will be very interesting to see whether our prediction is consistent with future experimental observations.

There are obvious limitations in our model, we use small strain theory where the contact radius is assumed to be small in comparison with the radius of the cylinder. This condition is not expected to hold in experiments involving very soft substrates. For a rigid sphere in contact with soft substrates, it has been found that the small strain theory is amazingly good for contact radius as large as 75% of the sphere radius (in liquid limit $W_{ad} \ll \sigma$ is assumed) [19]. Of course, the same conclusion may not apply for the cylindrical geometry. In a future work, we will use large deformation theory to quantify the limitations of the small strain theory. Also, our calculation is strictly valid for no-slip contact. For substrates such as hydrogels, the frictionless boundary condition could be more appropriate. Recall that the classical JKR theory is strictly valid for frictionless and no slip contact, as long as the substrate is incompressible. However, as pointed out in section 5.2, without the no-slip condition, one would have to introduce new physics into the model since the tension of the substrate surface will change once it is in contact with the rigid surface. The problem is that the interfacial tension between a rigid surface and the surface of a compliant solid is not well defined, as a rigid surface can support any tension. From the mechanics point of view,
there is no consistent way to assign the tension acting on the substrate surface after contact. One way to deal with this difficulty is to assign the same tension to the substrate surface after contact, which is essentially the approach of Long et al. [33]. In this case the results in this Chapter apply without modification. However, the effect of this approximation could result in a work of adhesion that is different from that given by the Young-Dupre equation. Whether this ad-hoc assumption is justified will depend on future experimental data.
APPENDIX 5.1
NUMERICAL IMPLEMENTATION

The governing equation of this problem is equation (5.24):
\[
2\pi\beta\tilde{v}'(\tilde{x}) = \int_{1}^{\infty} \tilde{v}'(\tilde{x}) \ln |\tilde{r}^2 - \tilde{x}^2|d\tilde{r} + \left(2 + \tilde{x}\ln\left|\frac{\tilde{x} - 1}{\tilde{x} + 1}\right| - \ln|\tilde{x}^2 - 1|\right), \quad |\tilde{x}| > 1
\]

Which is a Fredholm integral equation of the second kind defined on the interval \((1, \infty)\). To solve the equation numerically, we first change the interval to be finite by taking \(\tilde{r} = \tan\left(\frac{p}{2}\right)\), \(\tilde{x} = \tan\left(\frac{q}{2}\right)\). Now, the integral is changed to:
\[
\int_{\pi/2}^{\pi} \tilde{v}''(\tilde{r}) \ln |\tilde{r}^2 - \tilde{x}^2|d\tilde{r} = \int_{\pi/2}^{\pi} \frac{\tilde{v}''\left(\tan\left(\frac{p}{2}\right)\right)}{2\cos^2\left(\frac{p}{2}\right)} \ln \left|\tan\left(\frac{p}{2}\right)^2 - \tan\left(\frac{q}{2}\right)^2\right| dp \quad (A5.1.1)
\]

Define \(F(p) = \frac{\tilde{v}''\left(\tan\left(\frac{p}{2}\right)\right)}{2\cos^2\left(\frac{p}{2}\right)}\), \(G(q) = 2 + \tan\left(\frac{q}{2}\right)\ln\left|\tan\left(\frac{q}{2}\right)^2 - 1\right|\)\ln\left|\tan\left(\frac{q}{2}\right) - 1\right|\).

equation (5.24) is changed into:
\[
\int_{\pi/2}^{\pi} F(p) \ln \left|\tan\left(\frac{p}{2}\right)^2 - \tan\left(\frac{q}{2}\right)^2\right| dp - 4\pi\beta\cos^2\left(\frac{q}{2}\right)F(q) = -G(q) \quad (A5.1.2)
\]

The integral interval is now changed to \((\pi/2, \pi)\). Divide this interval into \(n\) subinterval \([p_1, p_2],...,[p_i, p_{i+1}],...,[p_n, p_{n+1}]\) with equal length \(\Delta = \pi/(2n)\) and take \(q_i = \frac{p_i + p_{i+1}}{2}\), where \(p_i = (i-1)\Delta\). Based on this discretization, the integral
\[
\int_{\pi/2}^{\pi} F(p) \ln \left|\tan\left(\frac{p}{2}\right)^2 - \tan\left(\frac{q}{2}\right)^2\right| dp \quad (A5.1.2)
\]

can be evaluated approximately as:
\[
\int_{\pi/2}^{\pi} F(p) \ln \left| \tan \left( \frac{p}{2} \right) - \tan \left( \frac{q}{2} \right) \right|^2 du = \int_{\pi/2}^{\pi} F(p) \ln \left| p - q \right| dp + \int_{\pi/2}^{\pi} F(p) \ln \left| p - q \right| dp
\]  
(A5.1.3)

According to (A5.1.3), equation (A5.1.2) can be changed into discretized form:

\[
\sum_{i=1}^{N} K_{ij} F(q_i) = -G(q_j)
\]  
(A5.1.4)

Where

\[
K_{ij} = \int_{p_j}^{p_{j+1}} \ln \left| \tan \left( \frac{p}{2} \right) - \tan \left( \frac{q_i}{2} \right) \right|^2 \frac{dp}{p - q_i} + \int_{p_j}^{p_{j+1}} \ln \left| p - q_i \right| dp - 4\pi\beta \cos^2 \left( \frac{q_i}{2} \right) \delta_j
\]  
(no sum on i). The integral can be easily evaluated and therefore \(K_{ij}\) can be expressed as:

\[
K_{ij} = \begin{cases} 
(p_{j+1} - p_j) \ln \left| \frac{\tan^2 (q_j / 2) - \tan^2 (q_i / 2)}{q_j - q_i} \right| 
& \text{if } i \neq j \\
-(p_{j+1} - p_j) + (p_{j+1} - q_j) \ln \left| p_{j+1} - q_i \right| + (q_i - p_j) \ln \left| p_j - q_i \right|, & i = j 
\end{cases}
\]  
(A5.1.5)

Substitute equation (A5.1.5) into equation (A5.1.4), \(F(q_j)\) can be solved numerically and \(\nabla^2 (\tan(q_j / 2)) = 2F(q_j)\cos^2(q_j / 2)\).
APPENDIX 5.2

CALCULATION OF $\bar{\Lambda}_H$

First, we need to calculate the Compliance $C$:

$$C = \frac{d\delta_H}{dP_H} = \frac{d\delta_H}{da} \frac{dP_H}{da}$$

$$= \frac{d(\delta_H a^2 / R)}{dP_H(\mu a^2 / R)} = \frac{1}{\pi a \mu} \frac{d(\delta_H / d\alpha)}{d(\bar{a} R)} + 2 \delta_H$$

(A5.2.1)

Where $\bar{a} = a / R$. It is easy to show that $\bar{\Lambda}_H = 2\pi \mu a \Lambda_H$ is calculated as:

$$\bar{\Lambda}_H = -2[(2\bar{P}_H - \beta \frac{d\bar{P}_H}{d\beta})(\beta^2 \frac{d^2 \delta_H}{d\beta^2} + 2\beta \bar{c} \frac{d^2 \delta_H}{d\beta \bar{c}^2} + \beta \frac{d^2 \delta_H}{d\bar{c}^2} - \beta \frac{d\delta_H}{d\beta} - \bar{c} \frac{d\delta_H}{d\bar{c}})] / (2\bar{P}_H - 2\beta \frac{d\bar{P}_H}{d\beta})^2$$

(A5.2.2)

Since $\bar{P}_H$ is only a function of $\beta$ and $\delta_H$ is a function of $\beta$ and $\bar{c}$, $\bar{\Lambda}_H$ is at most a function of $\beta$ and $\bar{c}$ (or equivalently, $\alpha, c / R, \bar{a}$). However, since the general JKR solution can’t depend on where we select our dictum plane, $\bar{\Lambda}_H$ can only be a function of $\beta$. To prove this point, different values of $c / R$ and $a / R$ are taken to compute $\bar{\Lambda}_H$.

![Graph](image-url)

Fig. A5.2.1 $\bar{\Lambda}_H$ vs elasto-capillary number
From the plot shown above, it can be seen that different value of $c/R$ and $a/R$ result in almost same $\bar{\Lambda}_H - \alpha$ curve. This curve can be fitted by:

$$\bar{\Lambda}_H (\alpha) = \frac{\pi\alpha^2 + 9.102\alpha + 1}{4\alpha^3 + 20.82\alpha^2 + 12.75\alpha + 1}$$  \hfill (A5.2.3)
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CHAPTER 6
HOW DOES SURFACE TENSION AFFECTS ENERGY RELEASE RATE OF
CRACKS LOADED IN MODE I?6

6.1 Introduction

The characteristic length scale that controls the deformation of a solid due to its surface tension $\sigma$ is given by the ratio between the surface tension and its shear modulus $G$. For hard materials such as metals and ceramics, this “capillary” length $\sigma/G$ is smaller than atomic dimensions, hence surface tension effect can be ignored. However, the capillary length of soft materials such as hydrogels and elastomers range from tens of nm to hundreds of $\mu$m. For this class of materials, surface tension can drive shape change, for example, a sharp corner in a soft material cannot remain sharp because of surface tension [1,2]. Surface tension can also flatten surfaces of structures made by replica molding [3,4]. Surface tension can cause Plateau instability in thin gel filaments [5]. Surface tension can also resist deformation, for example, both experiments and theory has shown that the contact mechanics of spheres and cylinders on soft elastic substrates can be affected by solid surface tension [6–11]. Liu et al. [12] have shown that surface tension induced Laplace pressure can cause closure of a crack inflated by hydrostatic pressure.

There are very few experimental studies examining the role of surface stress in fracture since actual measurements of surface stresses are very difficult to make. The first theoretical study on the influence of surface stress on the fracture of elastic solids were carried out by Thomson, Chuang and Lin [13] in 1986 (hence forth referred as TCL). In their model, they ignored the curvature of the deformed crack faces, and the effect of surface stresses is modelled as line forces acting at the crack tip. Their analysis showed that even though the

---

singularities due to these line forces are much higher than the typical inverse square root singularity in linear elastic fracture mechanics, they have no effect on the crack tip energy release rate [see remarks after eq. 42 in their paper].

It is interesting to compare TCL’s result with the more recent studies of Kim, Schiavone and Ru [14,15] (hence forth refer as KSR). Using the surface constitutive model of Gurtin and Murdoch [16], KSR [14] in 2010 formulated a small strain theory of fracture to study the effect of surface tension on fracture of a plane strain crack loaded in Mode I and Mode II. Their numerical results showed that the stress field directly ahead of a Mode I crack is bounded, \textit{irrespective of the magnitude of the surface stress} (as long as it is not exactly zero). In a later paper [14], KSR reexamined their numerical solution in greater details and concluded that the stress field directly ahead of the crack tip of a Mode I crack has a weaker logarithmic singularity. In both cases their numerical results imply that the stress intensity factor (or the local stress intensity factor $K_{local} = K_A + K_{ST}$) is \textit{exactly} zero. In other words, the applied stress intensity factor $K_A$ is cancelled by the negative stress intensity factor $K_{ST}$ caused by the curvature induced Laplace pressure acting to close the crack faces. Since a zero local stress intensity factor implies that local energy release rate is also zero, their result is the exact opposite of TCL’s. Furthermore, because surface tension is represented as a line force, the stress field near the crack tip in Thomson’s model is more singular than the inverse square root singularity of the classical theory and this result also contradicts the result of KSR.

The goal of this letter is resolve this paradox. To simplify the analysis, we focus on Mode I cracks and the surface stress $\sigma_{\alpha\beta}$ is assumed to be isotropic and is a constant independent of surface strain, that is, $\sigma = \sigma I$ where $\sigma$ is the surface tension (force/length). To focus attention on the crack tip, we consider
the “Small Scale Surface tension” problem in which the effect of surface tension is confined to a region that is small with respect to typical specimen dimensions. As in Small Scale Yielding in classical fracture theory [17], the crack is semi-infinite and lies on the negative $x$ axis, as shown in Fig. 6.1. The boundary condition is that at distances far from the crack tip, the stress and deformation field approaches the usual inverse square root singularity of the classical elasticity solution. More details will be given in the next section.

The curvature induced Laplace pressure $p_L$ resisting the opening of the crack (see Fig. 6.1) is related to the surface tension $\sigma$ and the curvature of the deformed crack faces $\kappa$ by:

$$p_L = \sigma \kappa,$$

where $\kappa = \frac{v''}{1 + (v')^2}^{3/2}$,  

(6.1)

where $v$ is the crack opening displacement and a prime denotes differentiation with respect to $x$. In KSR, $v'$ is assumed to be small everywhere and $\kappa$ is approximated by:

$$\kappa = v''$$

(6.2)

Due to this approximation, the governing equation describing the crack tip field is linear and the full machinery of analytic function theory can be used to formulate the crack problem. In contrast, TCL avoided this issue all together by placing a line force at the crack tip - the curvature induced Laplace pressure appears as a delta function in their formulation [12].

It is easy to understand why $K_{local}$ had to be zero in KSR’s analysis, that is, the local stress field near the crack tip cannot have an inverse square root singularity. Indeed, assuming $K_{local}$ is positive, the crack opening for the upper crack face near the crack tip is:

$$v = \frac{2(1-u)K_{local}}{G\sqrt{2\pi}} \sqrt{-x}, \quad x < 0$$

(6.3)
where $\nu$ is the Poisson’s ratio and $G$ the shear modulus. Substituting (6.3) into $\kappa = \nu'$ gives

$$\kappa \propto K_{\text{local}} \left| x \right|^{-3/2}, \quad x \to 0^-$$

Equations (6.4) and (6.1) imply that the Laplace pressure has a non-integrable singularity; such a singular pressure field will induce an infinite negative stress intensity factor at the crack tip, which means that $K_{\text{local}}$ goes to negative infinity. This is a contradiction to the original assumption that $K_{\text{local}}$ is positive so the only possibility is $K_{\text{local}} = 0$, which implies that the stress is bounded or has a weaker singularity.

The fact that $K_{\text{local}} = 0$ brings up the possibility a line force can exist at the crack tip. Indeed, in linear elasticity fracture mechanics, the crack tip deforms into a cusp shape if the stress is bounded at the tip - the Dugdale-Barenblatt model being a prime example [17–19]; whereas a logarithmic singularity in stress implies the crack tip opens into a wedge [see Appendix]. In both cases the curvature has a delta function behavior which corresponds to existence of a line force acting at the crack tip. Thus, the crack tip stress field in the KSR model can still be singular since the singularity in curvature can causes a singular field similar to those studied by TCL. Specifically, an implicit assumption of KSR is that curvature is non-singular; otherwise a concentrated line force can act at the crack tip.

The key idea in this letter is that these difficulties can be resolved using the full curvature expression. To see this, let us assume that the local crack tip field has form given by standard theory (6.3), then (6.1) implies that

$$\kappa \left( x \to 0^- \right) \to \frac{\nu'}{\nu'} = \frac{-\pi G^2}{2(1-\nu)^2 K_{\text{local}}^2}$$

(6.5)
The key feature is that \( v'' \) and \( (v')^3 \) has exactly the same singularity, so the curvature is \textit{bounded} at the crack tip. This result implies that the curvature induced Laplace pressure is finite everywhere along the crack face \textit{including the crack tip}. Thus, for sufficiently small surface tensions, the local stress intensity factor is well defined and positive (hence there is a non-zero energy release rate). In addition, the existence of finite curvature eliminates the possibility of a singular line force acting at the crack tip.

\textbf{6.2 Formulation and analysis}

To quantify our idea, we employed the usual small scale yielding formulation where the crack is modeled as semi-infinite and lies on the negative \( x \) axis with its tip at \( x = 0 \). For our case, the plastic zone is replaced by a zone where surface curvature is significant. This formulation is valid in the limit where the capillary length \( \sigma / G \) is much smaller than the crack length \( a \). For example, the shear modulus of a soft hydrogel is on the order of 100 to 1000 Pa, using a crack length of 1cm, \( \sigma / Ga \) ranges from 0.07 to 0.007, where we have taken the surface tension of the hydrogel to be equal to the surface tension of water, which is about 0.07N/m. Thus, for most soft materials, the region of dominance of surface tension is expected to be localized at the crack tip. Let \( K_A \) denote the applied stress intensity factor. It is the stress intensity factor in the absence of surface tension. The displacement of the upper crack face \( v_A \) due to the applied \( K_A \) field is

\[
v_A = \frac{2(1-v)K_A}{G} \sqrt{-x/2\pi}, \quad x < 0
\]  

(6.6)

Surface tension \( \sigma \) caused a restraining pressure \( p_L(x) \) to close the crack, see (6.1). The crack face displacement \( v_p \) due to an arbitrary pressure field \( p \) acting on the crack faces is well known \([20]\); setting \( p = p_L(x) \) gives:
\[ v_p = \frac{(1-\nu)}{G\pi} \int_{-\infty}^{0} p(t) \ln \left| \frac{\sqrt{t} + \sqrt{-t}}{\sqrt{t} - \sqrt{-t}} \right| dt \] 

(6.7)

The actual crack opening displacement is the sum of (6.6) and (6.7)

\[ v = v_A + v_p. \] 

(6.8)

The Laplace pressure is related to the curvature of the crack opening displacement \( v \) by (6.1). Substituting this into (6.6-6.7), (6.8) becomes:

\[ v(x) = \frac{2(1-\nu)K_A}{G} \sqrt{-\pi / 2} + \frac{(1-\nu)\sigma}{\pi G} \int_{-\infty}^{0} \frac{v''(t)}{1 + (v'(t))^2} \ln \left( \frac{\sqrt{-x} + \sqrt{-t}}{\sqrt{-x} - \sqrt{-t}} \right) dt, \quad x < 0 \] 

(6.9)

For a given applied stress intensity factor, (6.9) is a non-linear integral equation for the unknown crack opening displacement \( v \). Equation (6.9) can be reduced to a more standard form by differentiating both sides by \( x \), resulting in:

\[ v'(x) = -\frac{(1-\nu)K_A}{G} \sqrt{-\pi / 2} + \frac{(1-\nu)\sigma}{G\sqrt{-x}} PV \left[ \int_{-\infty}^{0} \frac{v''(t)}{1 + (v'(t))^2} \ln \left( \frac{\sqrt{-x} + \sqrt{-t}}{\sqrt{-x} - \sqrt{-t}} \right) dt \right], \quad x < 0 \] 

(6.10)

where \( PV \) denotes principal value. More insight can be obtained by normalizing \( x \) by the elasto-capillary number and the opening displacement \( v \) by the opening displacement of a traction free crack evaluated at a distance equal to the elasto-capillary length behind the crack tip, i.e.,

\[ \eta = \frac{\pi G}{(1-\nu)\sigma} x, \quad v = \frac{2(1-\nu)K_A}{G} \sqrt{\frac{(1-\nu)\sigma}{2\pi^2 G}} \] 

(6.11)

Using these normalized variables, the governing equation (6.10) becomes:

\[ \ddot{v}(\eta) = -\frac{1}{2\sqrt{-\eta}} + \frac{1}{\sqrt{-\eta}} \int_{-\eta}^{0} \frac{\sqrt{-\xi}}{1 + \beta (\ddot{v}(\xi))^2} d\xi, \quad \eta < 0 \] 

(6.12a)

where a dot denote differentiation with respect to the normalized distance \( \eta \) and

\[ \beta \equiv \frac{2(1-\nu)K_A^2}{G\sigma} = 4 \left( J_A / \sigma \right) \] 

(6.12b)
is a dimensionless parameter. It is proportional to the ratio of the energy release rate without surface tension, \( J_A \), to the surface tension. It is particular interesting to note that if the approximation \( \kappa \approx v^* \) is used, (6.12a) becomes

\[
\tilde{v}(\eta) = \frac{-1}{2\sqrt{-\eta}} + \frac{1}{\sqrt{-\eta}} \int_{-\infty}^{0} \sqrt{-\xi} \tilde{v}(\xi) d\xi, \quad \eta < 0.
\]  

(6.13)

Note that there is no free parameter in (6.13). The absence of \( \beta \) means that the near tip fields is universal, that is, increasing or decreasing the surface tension could only change the region of asymptotic validity of the near tip fields, but not its form. Our asymptotic analysis of (6.13) supports the numerical results of KSR [14] - the normal stress \( \sigma_{yy} \) directly ahead of the crack tip has a logarithmic singularity. This analysis is given in the appendix for completeness.

The local stress intensity factor \( K_{local} \) can be expressed by adding the applied stress intensity factor to the stress intensity factor induced by the Laplace pressure. This can be done by examining the behavior of \( v'(x \to 0^+) \) in (6.10) or by using a standard expression in fracture mechanics [20]:

\[
K_{local} = K_A + \sigma \sqrt{\frac{2}{\pi}} \int_{-\infty}^{0} \frac{v^*(t)}{\left[1 + v'(t)\right]^{3/2}} \frac{dt}{\sqrt{-t}}
\]  

(6.14)

In normalized form, (6.14) is

\[
\frac{K_{local}}{K_A} = 1 + \chi(\beta), \quad \chi(\beta) = 2 \int_{-\infty}^{0} \frac{\tilde{v}(\xi)}{\left[1 + \beta \tilde{v}^2(\xi)\right]^{3/2}} \frac{d\xi}{\sqrt{-\xi}}
\]  

(6.15)

Note that \( \chi(\beta) \) is in general negative (\( \tilde{v}(\xi) < 0 \)) there is a reduction in stress intensity factor. In this letter we limit our study to small surface tension where \( \beta >> 1 \).

In this limit, the integral term in (6.12a) is small compare with the first term so that

\[
\tilde{v}(\eta) = \frac{-1}{2\sqrt{-\eta}} + O(1/\beta).
\]

(6.16)
Therefore a first order estimate of $K_{local}$ can be determined by substituting $v(\eta) \approx \frac{-1}{2\sqrt{-\eta}}$ in (6.16) into (6.15) and evaluating $\chi(\beta)$. The resulting integral can be evaluated exactly and we found

$$\frac{K_{local}}{K_A} = 1 - \frac{4}{\pi\beta}, \beta << 1.$$  \hspace{1cm} (6.17)

Since the energy release rate is proportional to the square of the stress intensity factor, (6.17) is equivalent to

$$\frac{J_{local}}{J_A} = \left(1 - \frac{4}{\pi\beta}\right)^2, \text{ where } \beta << 1.$$ \hspace{1cm} (6.18)

where $J_{local}$ is the energy release rate at the crack tip. Equation (6.18) shows that surface tension reduces applied energy release rate gradually and smoothly.

### 6.3 Discussion

Our model gives a satisfactory resolution of the differences in result between the work of TCL and KSR. To summarize, in TCL, the curvature of the deformed crack faces are ignored, the surface tension acts on the un-deformed flat crack faces. The line force boundary condition corresponds to the sudden change of slope at the crack tip. In contrast, KSR imposed a closing pressure on the undeformed crack faces which is proportional to the curvature of the deformed crack faces. These two different approaches gave very different results: in TCL, surface tension has no effect on the applied energy release rate, but increases the stress singularity at the crack tip; while for KSR, surface tension eliminates the local energy release rate by reducing the stress singularity at the crack tip.

Our approach is to treat the surface tension induced Laplace pressure as a cohesive traction acting on the crack faces. Cohesive traction (force) model was introduced by Barenblatt [19] to study brittle fracture. His idea is that the separation of perspective
fracture surfaces directly ahead of a crack is resisted by atomic cohesive forces. Since its introduction cohesive force model has been used to study a wide variety of fracture phenomenon. In the standard theory, the cohesive traction is a nonlinear function of crack opening displacement. For our case, the cohesive traction depend only on the curvature of the crack face (or the first and second derivatives of the crack opening displacement). Our model is mathematically equivalent to KSR, except we retain the nonlinear terms in the evaluation of curvature. Retaining this nonlinear term smooth over the curvature field and avoids the dominance of surface tension over elasticity near the crack tip. The result is that for small surface tensions, the local stress field has the same square root singularity, but with a reduced stress intensity factor. The applied energy release rate is also reduced by surface tension. Of course, if \( \beta \) is small, that is, if the surface tension is large or the applied stress intensity factor small, then the Laplace pressure could close the crack and eliminate the inverse square singularity at the crack tip. We did not study this scenario, but a recent paper by Liu et al [12] showed that the local energy release of an internally pressurized crack subjected to large deformation can vanish or even become negative for sufficiently large surface tensions or small internal pressures.

Our approach can be readily applied to finite cracks in elastic solids, as long as the Green’s function for line load acting on the crack faces is known. Consider for example a plane strain crack of length \( 2a \) in an infinite elastic block subjected to remote tension \( \sigma_A \). For this case, the crack opening displacement due to the Laplace pressure \( v_p \) is related to the actual crack opening displacement \( v \) by

\[
v_p = \frac{(1-v)\sigma}{G\pi} \int_{-a}^{a} \frac{v''(t)}{1 + (v'(t))^2} \ln \left( \frac{\sqrt{a^2 - x^2} + \sqrt{a^2 - t^2}}{\sqrt{a^2 - x^2} - \sqrt{a^2 - t^2}} \right) dt
\]

(6.19)

where we have used a standard result [20]. The crack opening displacement \( v_A \) due to the applied remote tension \( \sigma_A \) is
\[ v_A = \frac{(1-\nu)\sigma_A}{G} \sqrt{a^2 - x^2} \]  

(6.20)

The integral equation governing the unknown \( v \) is obtained by combining (6.19-6.20):

\[
v(x) = \frac{(1-\nu)\sigma_A}{G} \sqrt{a^2 - x^2} + \frac{(1-\nu)\sigma}{G\pi} \int_{-a}^{x} \frac{v''(t)}{1 + (v'(t))^2} \ln \frac{\sqrt{a^2 - x^2 + \sqrt{a^2 - t^2}}}{\sqrt{a^2 - x^2 - \sqrt{a^2 - t^2}}} \, dt, \text{ where } |x| < a
\]

(6.21)

There is obvious limitation to the small strain approach used in this work, especially for very soft solids where the deformation can be exceeding large near the crack tip. An example of a crack subjected to very large deformation can be found in Sun et al. [21]. The fact that we need to retain the nonlinear term in curvature suggests that large deformation matters. Therefore, a consistent approach is to carry out a fully nonlinear large deformation analysis such as those recently performed by Liu et al [12]. The stress free reference configuration for a cracked elastic solid can be obtained by imagining turning off surface tension (e.g. treating the crack surfaces with a self-assembled monolayer) in the absence of external load. Starting from this stress free configuration, imagine turning on the surface tension without applying any external load (removing the monolayer). This sudden engagement of surface tension will immediately give a very concentrated line force at the crack tip. This line force will pull the crack tip inwards and resulting in the opening the crack faces. Since the surface stresses depend on the deformed configuration, the line force will be smooth over by the deformation, the curvature of the crack faces is expected to be continuous. This picture is consistent with Liu et al’s simulation of a penny-shape crack in a neo-Hookean solid [12].

Finally, we mention that the reduction of energy release rate in our analysis is consistent with the earlier analysis by Wu [22] where an artificial finite tip radius was
introduced to avoid the singularity of curvature. This finite tip radius approach was also used in later works by Fu et al. [23] and Wang et al. [24].
APPENDIX 6.1

ASYMPTOTIC BEHAVIOR OF (6.13)

Let \( f(\eta) = \dot{\eta}(\eta) \), then (6.13) can be rewritten as:

\[
f(\eta) = \frac{-1}{2\sqrt{-\eta}} - \frac{1}{\sqrt{-\eta}} \int_{-\infty}^{0} \frac{\sqrt{-\xi} \dot{f}(\xi)}{\xi - \eta} d\xi
\]  \hspace{1cm} \text{(A6.1.1)}

Define

\[
\phi(z) = \frac{1}{2\pi i} \int_{-\infty}^{0} \frac{\sqrt{-\xi} \dot{f}(\xi)}{\xi - z} d\xi, \text{ where } z \not\in (-\infty, 0]
\]  \hspace{1cm} \text{(A6.1.2)}

where \( z = \eta + i\zeta \) is a complex variable. The function \( \phi \) is analytic in the entire complex \( z \) plane with the exception of the cut \((-\infty, 0]\). Using the Plemelj formulae, we have, for \( \eta \in (-\infty, 0) \),

\[
\phi^+(\eta) - \phi^-(\eta) = \sqrt{-\eta} \dot{f}(\eta)
\]  \hspace{1cm} \text{(A6.1.3a)}

\[
\phi^+(\eta) + \phi^-(\eta) = \frac{1}{\pi i} \int_{-\infty}^{0} \frac{\sqrt{-\xi} \dot{f}(\xi)}{\xi - \eta} d\xi
\]  \hspace{1cm} \text{(A6.1.3b)}

where the superscripts \( \pm \) denote the values of \( \phi \) as \( z \) approaches the cut \((-\infty, 0]\) from above or below respectively. Also, the integral in (A6.1.3b) is interpreted as a principal value integral. The asymptotic analysis is easiest to carry out if we formulate (A6.1.1) as a functional equation, as shown below. Equation (A6.1.3b) implies that

\[
\pi i \left[ \phi^+(\eta) + \phi^-(\eta) \right] = \int_{-\infty}^{0} \frac{\sqrt{-\xi} \dot{f}(\xi)}{\xi - \eta} d\xi
\]  \hspace{1cm} \text{(A6.1.4)}

Substituting (A6.1.4) into (A6.1.1), (A6.1.1) becomes,

\[
f(\eta) = \frac{-1}{2\sqrt{-\eta}} - \frac{\pi i}{\sqrt{-\eta}} \left[ \phi^+(\eta) + \phi^-(\eta) \right], \text{ for } \eta \in (-\infty, 0)
\]  \hspace{1cm} \text{(A6.1.5)}

Now differentiate (A6.1.5) with respect to \( \eta \), it becomes

\[
\dot{f}(\eta) = \frac{-1}{4(-\eta)^{3/2}} - \frac{\pi i}{2(-\eta)^{3/2}} \left[ \phi^+(\eta) + \phi^-(\eta) \right] - \frac{\pi i}{(-\eta)^{1/2}} \frac{d}{d\eta} \left[ \phi^+(\eta) + \phi^-(\eta) \right]
\]  \hspace{1cm} \text{(A6.1.6)}

Substituting (A6.1.6) into (A6.1.3a), we have
\[
\phi^+(\eta) - \phi^-(\eta) \\
= \sqrt{-\eta} \left\{ \frac{-1}{4(-\eta)^{3/2}} - \frac{\pi i}{2\sqrt{-\eta}} \left[ \phi^+(\eta) + \phi^-(\eta) \right] - \frac{\pi i}{(-\eta)^{1/2}} \frac{d}{d\eta} \left[ \phi^+(\eta) + \phi^-(\eta) \right] \right\} \\
= \frac{1}{4\eta} + \frac{\pi i}{2\eta} \left[ \phi^+(\eta) + \phi^-(\eta) \right] - \pi i \frac{d}{d\eta} \left[ \phi^+(\eta) + \phi^-(\eta) \right]
\]
(A6.1.7)

The form of (A6.1.7) suggest that as \( \eta \to 0^- \), the RHS of (A6.1.7) should dominate the LHS, so that the first order asymptotic behavior of \( \phi \) can be examined by studying the equation
\[
\frac{1}{4\eta} + \frac{\pi i}{2\eta} \left[ \phi^+(\eta) + \phi^-(\eta) \right] - \pi i \frac{d}{d\eta} \left[ \phi^+(\eta) + \phi^-(\eta) \right] = 0, \text{ for } \eta \to 0^- 
\]
(A6.1.8)

Let \( g(\eta) \equiv \left[ \phi^+(\eta) + \phi^-(\eta) \right] \), then (A6.1.7) implies that
\[
\frac{dg}{d\eta} - \frac{g}{2\eta} = \frac{1}{4\pi i \eta}, \text{ } \eta \to 0^- 
\]
(A6.1.9)

The general solution of (A6.1.8) is
\[
g(\eta) = \left[ \phi^+(\eta) + \phi^-(\eta) \right] = -\frac{1}{2\pi i} + iA(-\eta)^{1/2} 
\]
(A6.1.10)

where \( A \) is an arbitrary real constant (this is because \( g \) is purely imaginary according to (A6.1.3b)). Substituting (A6.1.10) into (A6.1.5), we have
\[
f(\eta) = \frac{-1}{2\sqrt{-\eta}} - \frac{\pi i}{\sqrt{-\eta}} \left[ -\frac{1}{2\pi i} + iA(-\eta)^{1/2} \right] = \pi A 
\]
(A6.1.11)

Thus, the asymptotic behavior of \( f \) as \( \eta \to 0^- \) is a constant, and since
\[
f(\eta) = \tilde{v}(\eta) \Rightarrow \tilde{v}(\eta) = \pi A \eta \text{ } \eta \to 0^- 
\]
(A6.1.12)

For non-zero negative \( A \), the local shape of crack tip is a wedge. (A6.1.12) implies that the \( \sigma_{xx}(x) \) has a logarithmic singularity. For consistency, we should check that the LHS of (A6.1.7) is indeed small in comparison with terms of the RHS as \( \eta \to 0^- \). To do this, we solve (A6.1.10) and found
\[
\phi = -\frac{1}{4\pi i} - \frac{iA}{2\pi} \sqrt{\ln(z)} 
\]
(A6.1.13)

To check that (A6.1.13) indeed satisfies (A6.1.6), we note that
\[ \phi^+ = -\frac{1}{4\pi i} - \frac{ia}{2\pi} \sqrt{-\eta}[\ln(-\eta) + \pi i] \]  
\[ \phi^- = -\frac{1}{4\pi i} - \frac{ia}{2\pi} \sqrt{-\eta(1-i)[\ln(-\eta) - \pi i]} \]  

Therefore, \( \phi^+(\eta) + \phi^-(\eta) = -\frac{1}{2\pi i} + ia\sqrt{-\eta} \). From (A6.1.3a) and (A6.1.14), we found
\[ \phi^+(\eta) - \phi^-(\eta) = \sqrt{-\eta} f(\eta) \to 0, \text{ as } \eta \to 0^+ \]  

which means the term on the LHS of (A6.1.7) can be neglected compare with any term on the RHS of (A6.1.7). Our result (A6.1.12) shows that \( \hat{v}(\eta) \) is a constant. We now show that \( \sigma_{yy}(\eta) \) as \( \eta \) approach the crack tip at \( \eta = 0 \) has a logarithmic singularity.

To see this, recall that any Mode I crack (with or without traction on its faces) can be viewed as a continuous distribution of dislocations [17]; in particular, for an semi-infinite crack lying on the negative \( x \) axis,
\[ \sigma_{yy}(x) = \frac{G}{2\pi(1-v)} \int_{-\infty}^{0} \frac{\mu(x')}{x-x'} dx', \text{ for } x \neq 0 \]  

where \( \mu(x') = -2dv/dx' \) is the dislocation density. Using (6.11), the normalized form of (A6.1.16) is:
\[ \bar{\sigma}_{yy}(\eta) = \frac{1}{2\pi} \int_{-\infty}^{0} \frac{\bar{\mu}(\xi)}{\eta-\xi} d\xi \]  

where \( \sigma_{yy} \) and \( \bar{\mu} \) are the normalized stress and dislocation density defined by
\[ \bar{\sigma}_{yy} = \frac{G\sqrt{\beta}}{\pi(1-v)} \sigma_{yy}, \quad \bar{\mu}(\xi) = -2\hat{v}(\xi) = -\frac{2}{\pi} \sqrt{\beta} \frac{dv}{dx'} \]  

The asymptotic behavior of \( \bar{\sigma}_{yy} \) as \( \eta \) approach the crack tip \( (\eta = 0) \) can be found using a result of Muskhelishvili [22] where he showed that for \( \hat{v}(\eta \to 0^-) \to \pi A \) (see (A6.1.12)),
\[ \bar{\sigma}_{yy}(\eta \to 0^+) = \pi A \ln \eta \]  

This result is consistent with a numerical finding of KSR [15].
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CHAPTER 7
A CLOSED FORM LARGE DEFORMATION SOLUTION OF PLATE BENDING WITH SURFACE EFFECT

7.1 Introduction

Classical elasticity theory usually neglects the effect of surface stress on deformation. However, these stresses can significantly affect deformation of soft materials or of nanostructures made of stiff materials [1]. For example, experiments have shown that the Young’s modulus of nanowires is strongly size-dependent [2–6]. This size-dependence has been attributed to the presence of surface stress. A linearized beam theory modified to account for the additional bending resistance due to surface stress was found to be in good agreement with experimental data [7–13]. In this linearized theory, the effect of surface stress and bulk elasticity can be decoupled due to the principle of superposition.

Recent interest in biological materials has motivated many researchers to develop ultra-soft materials such as hydrogels with shear modulus on the order of kilopascals or lower. In soft materials surface stress effects can manifest at the macroscale [14,15]. For example, a sharp corner of a soft solid, after releasing from a mold made of a stiff solid, is rounded to minimize its surface energy [16–21]. Soft solids can exhibit both solid- and liquid-like behavior. For example, liquid-like Rayleigh-Plateau instabilities have been observed for soft elastic cylinders [22]. When a rigid sphere is brought into contact with an elastic substrate, contact size depends on the sphere radius and substrate elasticity. Experiments [23] have shown that very soft substrates resist indentation like a liquid would – the indentation force is balanced by the surface stress of the solid. In contrast, for stiff substrates, the indentation force is balanced primarily by bulk elasticity. To explain these observations, theories based on linear

---

elasticity and/or molecular simulations have been developed and the predictions are found to be consistent with experiments [19, 24–33]. In most of these works, surface stress is assumed to be isotropic and independent of surface strain, and hence can be represented by a curvature dependent Laplace pressure. If the displacement and strains are small, then the curvature can be linearized and the additional displacements due to the Laplace pressure can be superimposed on the classical elastic solution. Of course, linearization is permissible only when slopes are small which may not be true in some situations such as near a crack tip [34]. Typically, the deformation of soft solids is large, hence large deformation models are required to correctly capture the physics and mechanics of surface stress.

The theoretical framework of finite surface elasticity in which large deformation is explicitly accounted for has been known for a long time, due mostly to the seminal work of Gurtin and Murdoch [35]. Their formulation include surface elasticity as a special case. In surface elasticity, the surface stress tensor can be obtained by taking the derivative of a surface work function with respect to the deformation gradient tensor. An example is the Shuttleworth equation. More recent works have extended Shuttleworth equation into large deformation regime [36–43]. Large deformation introduces complexity in several ways. First, the equations describing the kinematics of deformation are nonlinear. Second, the surface stresses depends on the geometry of the deformed surface, which is unknown. Finally, the relation between deformation and stresses can be highly nonlinear, i.e., the strains are not proportional to stress, as assumed in linear elasticity. Because of these difficulties, there are very few analytical solutions in the literature. In this work we focus on a problem which admits an analytical solution. Specifically, we consider the pure bending of an isotropic, incompressible plate with finite thickness. Unlike the linearized version of this theory, bulk and surface effects cannot be decoupled in our large deformation calculation. Our
results add to the very limited library of analytical solutions for large deformations of soft materials including surface effects.

In this work, we assume that the surface stress tensor of the plate is isotropic: it consists of a part which is effectively a residual tension and a part which increases with the surface area. Most analytical models of elasto-capillarity are based on keeping only the first term. Here we extend this model to include effect of area stretch on the surface stress. Our model is an extension of Gibbs surface elasticity (with surface shear modulus = 0) to the large deformation regime.

The plan of this Chapter is as follows. We summarize the basic theory of surface elasticity in section 7.2. In section 7.3, we formulate the plate bending problem with surface stress. The solutions are analytically determined up to some unknown constants which are solved in section 7.4. This is followed by a discussion of the results. The summary and conclusions are given in section 7.5.

7.2 Large deformation surface elasticity

7.2.1 Kinematics: Surface deformation gradient

Let \( \partial \Omega_0 \) denote the surface of a body occupying the region \( \Omega_0 \) in the reference configuration. After deformation, this body occupies \( \Omega \) and the initial surface \( \partial \Omega_0 \) becomes \( \partial \Omega \). Assume that the material points initially on the surface remain on surface after deformation. The deformation \( x(X) \in \partial \Omega, \forall X \in \partial \Omega_0 \) carries the position of a surface material point \( X \) in the reference configuration to its position \( x(X) \) in current configuration. We assume the deformation is continuously differentiable everywhere including on the surface. The surface deformation gradient tensor, by definition, is

\[
F_S = \nabla_{S_0} x(X).
\]  

(7.1)

where \( \nabla_{S_0} \) is the surface gradient [25].
It should be noted that, by continuity, for any infinitesimal vector $d\mathbf{X}$ lying on the un-deformed surface, both the *bulk deformation gradient tensor* $\mathbf{F}$ and the surface deformation gradient tensor $\mathbf{F}_s$ will map it to the deformed vector $d\mathbf{x}$ on the deformed material surface, i.e.,

$$d\mathbf{x} = \mathbf{F}_s \cdot d\mathbf{X} = \mathbf{F} \cdot d\mathbf{X} \quad \text{for} \quad \forall \ d\mathbf{X} \ \text{on the un-deformed surface.} \quad (7.2)$$

This relation is later used to determine the components of the surface gradient tensor for any given curvilinear coordinate system.

### 7.2.2 Constitutive Model

Consider the thermodynamics for an arbitrary region of the surface. Define $\eta$, $\omega$ as the entropy and the heat absorbed per unit un-deformed area, respectively, $\mathbf{q}$ as the heat flow per unit un-deformed length through the boundary of a specified surface region $S_0$ (See Fig. 1). $\eta$ and $\omega$ may come from the environment or the bulk.

![Fig. 7.1 Thermodynamic analysis for an arbitrary region of surface in the reference configuration. Unit vector $\mathbf{v}$ are tangent to the surface but normal to the boundary. $\eta$ and $\omega$ are the entropy and heat from the bulk or environment and $\mathbf{q}$ is the heat flow to the adjacent surface.](image)

The Clausius-Duhem inequality for region $S_0$ is

$$\frac{d}{dt} \int_{S_0} \eta dA + \int_{\partial S_0} \frac{\mathbf{q}}{T} \cdot \mathbf{v} dL - \int_{S_0} \frac{\omega}{T} dA \geq 0, \quad (7.3)$$
where \( T \) is the temperature and \( \mathbf{v} \) is the unit vector that is tangent to the surface but normal to the boundary of \( S_0 \). Using surface divergence theorem, the local form of Clausius-Duhem inequality can be written as

\[
\dot{\eta} + \text{div}_{S_0} \left( \frac{\mathbf{q}}{T} \right) - \frac{\omega}{T} \geq 0 ,
\] (7.4)

where the dot means the derivative with respect to time.

On the other hand, the energy balance for region \( S_0 \) is

\[
\frac{d}{dt} \int_{S_0} U dA = - \int_{S_0} \mathbf{q} \cdot d\mathbf{l} + \int_{S_0} \omega dA + \int_{S_0} \left( \mathbf{\Sigma} \cdot \mathbf{v} \right) d\mathbf{l} + \int_{S_0} \left( \mathbf{T}_s - \mathbf{S} \cdot \mathbf{N} \right) \cdot \mathbf{u} dA
\]

\[
= - \int_{S_0} \text{div}_{S_0} \mathbf{q} dA + \int_{S_0} \omega dA + \int_{S_0} \left( \text{div}_{S_0} \mathbf{\Sigma} \cdot \mathbf{u} + \mathbf{\Sigma} \cdot \nabla_{S_0} \mathbf{u} \right) dA + \int_{S_0} \left( \mathbf{T}_s - \mathbf{S} \cdot \mathbf{N} \right) \cdot \mathbf{u} dA
\]

\[
= \int_{S_0} \left( - \text{div}_{S_0} \mathbf{q} + \mathbf{\Sigma} \cdot \nabla_{S_0} \mathbf{u} + \omega \right) dA + \int_{S_0} \left( \text{div}_{S_0} \mathbf{\Sigma} + \mathbf{T}_s - \mathbf{S} \cdot \mathbf{N} \right) \cdot \mathbf{u} dA
\]

where \( U \) is the internal energy per unit un-deformed area, \( \mathbf{u} \) is the velocity of a material point, \( \mathbf{\Sigma}_s \) is the first Piola Kirchhoff surface stress, \( \mathbf{T}_s \) is the applied surface traction per unit un-deformed area, \( \mathbf{S} \) is the first Piola Kirchhoff stress for the bulk evaluated at the surface and \( \mathbf{N} \) is the unit outward normal to the un-deformed surface.

Note that the local form of surface equilibrium equation

\[
\text{div}_{S_0} \left( \mathbf{\Sigma}_s \right) + \mathbf{T}_s - \mathbf{S} \cdot \mathbf{N} = \mathbf{0}
\] (7.6)

[25] is used in the last step.

From (7.5), the local form of energy balance is simply:

\[
\dot{U} = - \text{div}_{S_0} \mathbf{q} + \mathbf{\Sigma} \cdot \nabla_{S_0} \mathbf{u} + \omega .
\] (7.7)

Substituting (7.7) into (7.4) and using the relation between surface internal energy and surface Helmholtz free energy \( \Gamma = U - \eta T \), the inequality (7.4) can be further simplified as

\[
\dot{\Gamma} + \eta \dot{T} - \mathbf{\Sigma}_s \cdot \mathbf{\dot{F}}_s + \frac{\mathbf{q}}{T} \cdot \nabla_{S_0} T \leq 0.
\] (7.8)

Assuming \( \Gamma \) is a function of \( \mathbf{F}_s \), \( T \) and \( \nabla_{S_0} T \), (7.8) can be written as
\[
\left( \eta + \frac{\partial \Gamma}{\partial T} \right) \mathbf{T} - \left( \mathbf{\Sigma}_s - \frac{\partial \Gamma}{\partial \mathbf{F}_s} \right) \cdot \mathbf{\dot{F}}_s + \frac{\partial \Gamma}{\partial \nabla_{s_0} T} \cdot \nabla_{s_0} \mathbf{T} + \frac{\mathbf{q}}{T} \cdot \nabla_{s_0} T \leq 0. \tag{7.9}
\]

Since \( \mathbf{T}, \mathbf{\dot{F}}_s, \nabla_{s_0} T \) are independent and arbitrary, (12) implies that
\[
\mathbf{\Sigma}_s = \frac{\partial \Gamma}{\partial \mathbf{F}_s}, \quad \eta = -\frac{\partial \Gamma}{\partial \mathbf{T}}, \quad \frac{\partial \Gamma}{\partial \nabla_{s_0} T} = 0, \quad \frac{\mathbf{q}}{T} \cdot \nabla_{s_0} T \leq 0. \tag{7.10a-d}
\]

The equation \( \mathbf{\Sigma}_s = \frac{\partial \Gamma}{\partial \mathbf{F}_s} \) in (7.10) extends the classical small strain surface constitutive relation \( \mathbf{\sigma}_s = \frac{\partial \gamma}{\partial \epsilon} \) into a general constitutive relation with large deformation surface strain and stress measures. This result is consistent with previous theories[21,26–30]. By repeating the above derivation for deformed surface, one can readily show that the Cauchy surface stress is
\[
\mathbf{\sigma}_s = \frac{1}{J_s} \frac{\partial \Gamma}{\partial \mathbf{F}_s} \mathbf{F}_s^T, \tag{7.11}
\]
where \( J_s = \det(\mathbf{F}_s) \) is the ratio of the deformed and the un-deformed surface area.

The surface equilibrium equation in the deformed configuration is
\[
div_{s} \mathbf{\sigma}_s + \mathbf{t}_s - \mathbf{\tau} \cdot \mathbf{n} = \mathbf{0}. \tag{7.12}
\]

In section 7.2.4, (7.11) is linearized and is shown that it is exactly the classical Shuttleworth equation.

### 7.2.3 Isotropic surface

For the special case of an isotropic surface, \( \Gamma \) depends only on two surface scalar invariants, \( I_s, II_s \) of the surface right Cauchy-Green tensor \( \mathbf{C}_s = \mathbf{F}_s^T \mathbf{F}_s \) where
\[
I_s = \text{trace}(\mathbf{C}_s) \quad \text{and} \quad II_s = \det(\mathbf{C}_s) = (\det \mathbf{F}_s)^2 = J_s^2, \tag{7.13a,b}
\]
where \( J_s = \det \mathbf{F}_s > 0 \). Standard manipulation shows that
\[
\mathbf{\Sigma}_s = \frac{\partial \Gamma}{\partial \mathbf{F}_s} = \left( 2 \frac{\partial \Gamma}{\partial I_s} \mathbf{F}_s + J_s \frac{\partial \Gamma}{\partial J_s} \mathbf{F}_s^{-T} \right). \tag{7.14}
\]

The Cauchy surface stress \( \mathbf{\sigma}_s \) is related to the 1st Piola surface stress \( \mathbf{\Sigma}_s \) by (7.11)
\[
\mathbf{\sigma}_s = \frac{1}{J_s} \mathbf{\Sigma}_s = \frac{1}{J_s} \frac{\partial \Gamma}{\partial I_s} \mathbf{F}_s \mathbf{F}_s^T + \frac{\partial \Gamma}{\partial J_s} \mathbf{I}, \tag{7.15}
\]
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where \( 1 \) is the surface identity tensor. Note that Cauchy surface stress is intrinsically symmetric, so angular momentum balance is automatically satisfied.

Since ratio of the surface area of a material element in the current and reference configuration is \( J_s \), the surface free energy density in the deformed \( (\gamma) \) and undeformed configuration \( (\Gamma) \) is related by
\[
\Gamma = \gamma J_s . \tag{7.16}
\]

Substituting (7.16) into (7.15), we obtain Shuttleworth equation for large deformation for an isotropic surface:
\[
\sigma_s = 2 \frac{\partial \gamma}{\partial J_s} F_s F_s^T + \left( J_s \frac{\partial \gamma}{\partial J_s} + \gamma \right) 1 . \tag{7.17a}
\]

In general, the surface stress need not be isotropic even in this case. Only for the special case where \( \gamma \) depends only on \( J_s \), can the surface not support shear stress, and then the Cauchy surface stress is related to the current surface energy density \( \gamma \) by
\[
\sigma_s = \left( J_s \frac{\partial \gamma}{\partial J_s} + \gamma \right) 1 . \tag{7.17b}
\]

As an example, the simplest model for \( \Gamma \) is obtained by keeping the linear terms of a Taylor series expansion of the energy density about its equilibrium state, i.e.,
\[
\Gamma = a I_s + b J_s , \tag{7.18}
\]
where \( a \) and \( b \) are material constants that can be determined from atomistic simulations [47] or experiments. For this case, using (18), the Cauchy surface stress is related to the surface deformation by
\[
\sigma_s = 2 a \frac{J_s}{J_s} F_s F_s^T + b 1 . \tag{7.19}
\]

It is readily seen that \( 2a \) is like the surface shear modulus and \( b \equiv \sigma_o \) is the surface tension of the interface.
For the special case of \( a = 0 \), the surface stress is isotropic and its magnitude is a constant which is \textit{independent} of surface deformation – the surface is fluid-like. (7.16) and (7.18) show that the surface free energy per unit deformed area is

\[
\gamma = \sigma_0, \tag{7.20}
\]

consistent with classical theory of a fluid interface – surface free energy is numerically equal to surface tension even though they are physically different quantities. If a term quadratic in \( J_s \) is added in the expression of surface free energy \( \Gamma \), then the surface stress becomes

\[
\Gamma = \sigma_o J_s + \frac{k_s}{2} (J_s - 1)^2 \Rightarrow \sigma_S = (\sigma_o + k_s (J_s - 1)) \mathbf{I}, \tag{7.21}
\]

where \( k_s \) is the surface bulk modulus, the surface tension \( \sigma_o \) is a residual stress and surface stress remains isotropic.

\textbf{7.2.4 Linearized theory – Classical Shuttleworth equation}

Define the right Cauchy-Green surface deformation tensor as \( C_S = \mathbf{U}_S^2 = \mathbf{F}_S^T \mathbf{F}_S d \), and according to Gurtin and Murdoch [25],

\[
\mathbf{U}_S \approx \mathbf{1} + \mathbf{e}_S, \tag{7.22}
\]

where \( \mathbf{e}_S \) is the infinitesimal surface strain tensor. From equation (7.11) and the relation \( \Gamma = J_s \gamma \) between surface free energy defined per unit undeformed versus deformed areas, the Cauchy surface stress is simply

\[
\sigma_S = \gamma \mathbf{1} + \frac{\partial \gamma}{\partial \mathbf{F}_S} \mathbf{F}_S^T. \tag{7.23}
\]

Substituting (7.22) into (7.23), the constitutive relation can be linearized as
\[ \sigma_s = \gamma I + \frac{\partial \gamma}{\partial F_s} F_s^T \]
\[ = \gamma I + \frac{\partial \gamma}{\partial U_s} \cdot \frac{\partial U_s}{\partial F_s} F_s^T \]
\[ = \gamma I + \frac{\partial \gamma}{\partial U_s} U_s \]
\[ \approx \gamma I + \frac{\partial \gamma}{\partial \varepsilon_s} \]

(7.24) is the classical Shuttleworth equation.

### 7.2.5 Indicial form for given curvilinear coordinates

For convenience of calculation, here the constitutive relation and equilibrium equations are expressed in indicial form for given curvilinear coordinates. Summation convention of summing over repeated indices will be used.

Let the un-deformed surface \( \partial \Omega_0 \) be parameterized by surface coordinates \( L^1 \) and \( L^2 \), and the deformed surface \( \partial \Omega \) be parameterized by \( l^1 \) and \( l^2 \). The corresponding surface basis vectors are given by

\[ D_1 = \frac{\partial X}{\partial L^1}, \quad D_2 = \frac{\partial X}{\partial L^2} \]
\[ d_1 = \frac{\partial x}{\partial l^1}, \quad d_2 = \frac{\partial x}{\partial l^2} \]

(7.25)

The corresponding surface reciprocal bases are defined by

\[ D_\alpha \cdot D_\beta = \delta_\alpha^\beta \]
\[ d_\alpha \cdot d_\beta = \delta_\alpha^\beta \]

(7.26)

where \( \alpha, \beta \) vary from 1 to 2 and \( \delta_\alpha^\beta \) is the Kronecker delta. In the following derivation, Greek letters range from 1 to 2 while English letters range from 1 to 3.

Using (7.2), the covariant components of surface deformation gradient tensor relative to the bases defined in (7.25) is determined by

\[ (F_s)_{\alpha \beta} = d_\alpha \cdot F_s \cdot D_\beta = d_\alpha \cdot F \cdot D_\beta, \]

(7.27)

where \( F \) is the bulk deformation gradient tensor evaluated on the surface.

The covariant components of \( \sigma_s \) in (7.17) are
\[(\sigma_s)_{\alpha\beta} = 2 \frac{\partial \gamma}{\partial I_s} \hat{\Gamma}_\beta^\epsilon \hat{F}_\epsilon^\gamma + \left( J_s \frac{\partial \gamma}{\partial J_s} + \gamma \right) g_{\alpha\beta}, \quad (7.28)\]

where \( g_{\alpha\beta} = d_\alpha \cdot d_\beta \) are the covariant components of the surface metric tensor \( g \) in the current configuration. The invariants \( I_s \) and \( J_s \) can be evaluated as
\[
I_s = (F_s)_{\xi\alpha} (F_s)_{\xi\alpha} = \sqrt{\frac{I_s^2 - \text{trace} \left( C_s \right)^2}{2}} = \sqrt{\frac{I_s^2 - (F_s)_{\xi\alpha} (F_s)_{\beta\gamma} (F_s)_{\zeta\alpha} (F_s)_{\zeta\alpha}}{2}}, \quad (7.29)\]

Correspondingly in (7.14), the covariant components of \( \Sigma_s \) are
\[
(\Sigma_s)_{\alpha\beta} = 2 \frac{\partial \Gamma}{\partial I_s} (F_s)_{\alpha\beta} + J_s \frac{\partial \Gamma}{\partial J_s} (F_s)^{-T} \quad (7.30)\]

In both equilibrium equations (9) and (15), the divergence of surface stress provides a jump of traction across the interface and can be written as [48]
\[
div_s (\sigma_s) = \left( \frac{\partial(\sigma_s)^{\alpha\beta}}{\partial I^\xi} + (\sigma_s)^{\beta\gamma} \hat{\Gamma}^\alpha_{\gamma\beta} + (\sigma_s)^{\alpha\beta} \hat{\Gamma}^\gamma_{\beta\gamma} \right) d_\alpha + (\sigma_s)^{\alpha\beta} k_{\alpha\beta} n, \quad (7.31a,b)\]
\[
div_s (\Sigma_s) = \left( \frac{\partial(\Sigma_s)^{\alpha\beta}}{\partial I^\xi} + (\Sigma_s)^{\beta\gamma} (F_s)^{\gamma}_{\alpha\beta} \hat{\Gamma}^\alpha_{\gamma\beta} + (\Sigma_s)^{\alpha\beta} \hat{\Gamma}^\gamma_{\beta\gamma} \right) d_\alpha + (\Sigma_s)^{\alpha\beta} k_{\alpha\beta} (F_s)^{\gamma}_{\alpha\beta} n. \quad (7.31c)\]

where
\[
n = \frac{d_1 \times d_2}{|d_1 \times d_2|}, \quad (7.31c)\]

is the unit outward normal to the deformed surface, and the surface Christoffel symbols \( \hat{\Gamma}^{\alpha\gamma}_{\beta\gamma}, \Gamma^{\alpha\gamma}_{\beta\gamma} \) and the surface curvature tensors \( k, K \) in the current and reference configurations are related by [48]:
\[
\frac{\partial d_\alpha}{\partial I^\beta} = \Gamma^{\alpha\gamma}_{\beta\gamma} d_\gamma + k_{\alpha\beta} n, \quad (7.32)\]
\[
\frac{\partial D_\alpha}{\partial I^\beta} = \Gamma^{\alpha\gamma}_{\beta\gamma} D_\gamma + K_{\alpha\beta} N. \quad (7.32)\]

Note that a bar and a hat are added to distinguish the Christoffel symbols from the undeformed surface energy.

If the surface is fluid-like i.e. \( \sigma_s = \sigma_0 1 \), then
\[(\sigma_s)_{ap} = \sigma_0 \mathbf{d}^a \cdot \mathbf{d}^p = \sigma_0 g_{ap}. \tag{7.33a}\]

Substituting (7.33a) into (7.31a), the term inside the bracket vanishes and
\[\text{div}_s (\sigma) = \sigma_0 k_a^a \mathbf{n}, \tag{7.33b}\]

where \(k_a^a\) is the mean curvature. Substituting (7.33b) back into the equation of surface force balance (7.12), one recovers the familiar Laplace equation [25],
\[\sigma_0 k_a^a \mathbf{n} + \mathbf{t}_s - \mathbf{\tau} \cdot \mathbf{n} = \mathbf{0}, \tag{7.34}\]

which states that the applied traction is balanced by the Laplace pressure and the traction provided by elastic bulk. However, that \(\text{div}_s (\sigma_s)\) yields a simple pressure is only true for a fluid-like surface. When surface stress depends on surface strain, the traction caused by \(\text{div}_s (\sigma_s)\) in general still has a shear component, that is,
\[\left( \frac{\partial \sigma_a^e}{\partial l^e} + \sigma^{ep} \hat{e}_p^a + \sigma^{aq} \hat{e}_q^a \right) \neq 0, \text{ even if surface stress } \sigma_s \text{ is isotropic. For example, assume the Cauchy surface stress is given by (7.21), then direct evaluation of (7.20a) gives: } \]
\[\text{div}_s (\sigma_s) = k_s \frac{\partial J_s}{\partial l^e} \sigma_a^e \mathbf{d}_e + (\sigma_s + k_s (J_s - 1)) k_a^a \mathbf{n}. \tag{7.35}\]

Thus, unless the surface area ratio is a constant, the traction caused by the surface stress is not a Laplace pressure (normal to the surface), it has a component along the surface.

### 7.3 Bending of a plate with finite thickness

A well-known problem in nonlinear elasticity is the bending of a plate by an applied moment [46]. In this section, we consider the effect of surface stress on this bending and formulate the problem in the deformed configuration, i.e., using (7.12, 7.15). The un-deformed configuration corresponds to a stress-free plate without surface stress. Following Green and Zerna [46], the un-deformed configuration is defined by a Cartesian coordinate system \(\left(X^1, X^2, X^3\right)\) with orthonormal basis
Specifically, the un-deformed plate is bounded by the planes $X^1 = c_1, X^1 = c_2, X^2 = \pm h, X^3 = \pm d$. The cross-section of this plate in the $X^1X^2$ plane is shown in Fig. 7.2(a). The deformed plate is defined by a cylindrical coordinate system $(x^1, x^2, x^3) = (r, \theta, z)$ with orthogonal basis $e_i = \frac{\partial x}{\partial x'}$, $i=1,2,3$. Assuming the plate is incompressible, we seek a solution in which the deformation has the form:

$$r = (2\alpha X^1)^{1/2}, \ \theta = \beta X^2, \ z = \frac{X^3}{\alpha\beta}$$

(7.36)

where $\alpha$ and $\beta$ are unknown constants to be determined. Geometrically, the deformation specified by (7.36) carries each plane initially normal to the $X^1$ axis to a portion of a curved surface of a cylinder whose axis is the $X^3$ axis. Also, planes initially normal to the $X^2$ axis rotate and become planes containing the $X^3$ axis, as shown in Fig. 7.2(b). The coefficients $\alpha$ and $\beta$ are arranged in a way such that the incompressibility condition is satisfied.

Fig. 7.2 (a) Cross-section plot for the reference configuration of a finite thickness plate, axis $X^3$ is perpendicular to the plane. (b) Cross-section plot for the deformed configuration of the plate.

Using (7.36), the bulk deformation gradient tensor $F = F' e_i E^j$ is:
\[ F = \sqrt{\frac{\alpha}{2X_1}} e_1 E^1 + \beta e_2 E^2 + \frac{1}{\alpha \beta} e_3 E^3, \]  \tag{7.37a} 

where

\[ E^1 = E^j, \quad e_1 = \frac{\partial X}{\partial r} = e^1, \quad e_2 = \frac{\partial X}{\partial \theta} = re_\theta, \quad e_3 = \frac{1}{r} e_\theta, \quad e^3 = e_3 = e_z. \]  \tag{7.37b} 

Next, we assume the bulk behaves as an ideal rubber or a neo-Hookean solid, that is, the energy density function of the bulk \( W \), is given by [45]

\[ W = \frac{\mu}{2} \text{trace} \left( F^T F \right) - 3, \]  \tag{7.38} 

The Cauchy stress tensor in the bulk, \( \tau \) associated with \( W \) is given by [45]

\[ \tau = -P I + \mu B \]  \tag{7.39a} 

Where \( \mu \) is the small strain bulk shear modulus, \( I \) is the 3D identity tensor, \( P \) is the unknown pressure needed to enforce incompressibility and \( B = FF^T \) is the bulk left Cauchy-Green tensor. Using (7.37a), it is

\[ B = FF^T = \frac{\alpha^2}{r^2} e_1 e_1 + \beta^2 e_2 e_2 + \frac{1}{\alpha^2 \beta^2} e_3 e_3. \]  \tag{7.39b} 

Substituting (7.39b) into (7.39a), the true stress in the bulk is:

\[ \tau = \left( -P + \mu \frac{\alpha^2}{r^2} \right) e_r e_r + \left( -P + \mu \beta^2 r^2 \right) e_\theta e_\theta + \left( -P + \frac{\mu}{\alpha^2 \beta^2} \right) e_z e_z. \]  \tag{7.40} 

The physical components of the true stress tensor are:

\[ \tau_{rr} = -P + \mu \frac{\alpha^2}{r^2} \]  \tag{7.41a} 

\[ \tau_{\theta\theta} = -P + \mu \beta^2 r^2 \]  \tag{7.41b} 

\[ \tau_{zz} = -P + \frac{\mu}{\alpha^2 \beta^2}. \]  \tag{7.41c} 

In the absence of body force, we determine \( P \) by substituting (7.41) into the equilibrium equations \( \text{div}(\tau) = 0 \) and integrating to find

\[ P = \frac{\mu \alpha^2}{2r^2} = \frac{\mu \beta^2 r^2}{2} + C, \]  \tag{7.42} 

where \( C \) is an integration constant.
The unknown constants $\alpha$, $\beta$ and $C$ are determined by enforcing the surface stress boundary conditions (7.12) at $r = r_1$ and $r = r_2$. The surface deformation gradient tensor $\mathbf{F}_s = \nabla_{s_0} \mathbf{x}$ is evaluated using (7.36), assuming continuity of displacements,

$$
\mathbf{F}_s = \frac{\partial \left( r \mathbf{e}_r + x^3 \mathbf{e}_z \right)}{\partial X^2} \mathbf{E}_2 + \frac{\partial \left( r \mathbf{e}_r + x^3 \mathbf{e}_z \right)}{\partial X^3} \mathbf{E}_3
$$

$$
= r \beta \mathbf{e}_0 \mathbf{E}_2 + \frac{1}{\alpha \beta} \mathbf{e}_x \mathbf{E}_x
$$

(7.43)

Using (7.43), the right Cauchy surface strain tensor $\mathbf{C}_s = \mathbf{F}_s^T \mathbf{F}_s$ is

$$
\mathbf{C}_s = r^2 \beta^2 \mathbf{E}_2 \mathbf{E}_2 + \frac{1}{\alpha^2 \beta^2} \mathbf{E}_x \mathbf{E}_x
$$

(7.44)

Using (7.44), the two surface invariants of $\mathbf{C}_s$, $I_s$, $I_s$ are:

$$
I_s = \beta^2 r^2 + (\alpha \beta)^2, \quad II_s = r^2 / \alpha^2 = J_s^2.
$$

(7.45)

As mentioned in the introduction, we assume that surface energy density function is independent of $I_s$. For simplicity, we assume that the surface stress is a linear function of the area stretch ratio $J_s$, i.e., the surface energy density is quadratic in $(J_s - 1)$:

$$
\gamma = \sigma_o + \frac{k_s}{2J_s} (J_s - 1)^2
$$

(7.46)

The surface stress is obtained using (7.15), (7.46) and (7.45):

$$
\mathbf{\sigma}_s = \left( \sigma_o + k_s (J_s - 1) \right) \mathbf{1} = \left( \sigma_o + k_s \left( \frac{r}{\alpha} - 1 \right) \right) \mathbf{1}.
$$

(7.47)

The first term in (7.47) corresponds to a constant residual surface stress $\sigma_o \mathbf{1}$ which models a liquid-like surface. Note that when $J_s = 1$, surface stress is numerically equal to surface energy density. In general, this needs not to be true since $J_s \frac{\partial \gamma}{\partial J_s} \bigg|_{J_s=1}$ in Eq (7.15) can be a non-zero constant. The second term models the stress induced by increase in surface area, where $k_s$ is the surface modulus.
The surface divergence on the traction free surfaces $X^1 = c_1$ and $X^1 = c_2$ can be computed readily:

$$ \text{div}_3(\sigma) = -\left(\frac{\sigma_0}{r} + \frac{k_s}{r} \right) e_r, \text{ at } r = r_1 \equiv \sqrt{2\alpha c_1} \text{ or } r = r_2 \equiv \sqrt{2\alpha c_2} \tag{7.48} $$

For our problem, the surface divergence is the Laplace pressure acting on the surface and is normal to the deformed surface.

To further simplify the solution, let us assume that there is no stretch in the $X^3$ direction (i.e. deformation is plane strain), this gives one of the conditions that determine the unknown constants, $\alpha \beta = 1 \Rightarrow \beta = 1/\alpha$. This plane strain assumption means the plate is either long or constrained in $X^3$ direction so that the rounding of edges due to surface stress can be neglected. The other two constants, $\alpha$ and $C$ are determined using the traction free boundary conditions at $r = r_1$ and $r = r_2$, i.e.,

$$ -\frac{\mu \alpha}{4c_1} - \mu \beta c_1 + C = -\left(\frac{\sigma_0}{\sqrt{2\alpha c_1}} + \frac{k_s}{\alpha} - \frac{k_s}{\sqrt{2\alpha c_1}} \right) \tag{7.49a,b} $$

$$ \frac{\mu \alpha}{4c_2} + \mu \beta c_2 - C = -\left(\frac{\sigma_0}{\sqrt{2\alpha c_2}} + \frac{k_s}{\alpha} - \frac{k_s}{\sqrt{2\alpha c_2}} \right). $$

The system of equations (7.49a,b) and $\alpha \beta = 1$ determine $\alpha$, $\beta$, $C$ for any given values of $c_1$ and $c_2 \ (c_2 > c_1)$.

**Determination of Moment and Curvature**

Once $\alpha$, $\beta$, $C$ are solved, we determine the force resultant and moment at the ends of the plate ($X^2 = \pm h$). Radial equilibrium yields

$$ \frac{\partial \tau_{rr}}{\partial r} + \frac{\tau_{rr} - \tau_{\theta \theta}}{r} = 0. \tag{7.50} $$

Integrating (7.50) and using the boundary conditions $(r\tau_r)_{r=r_1} = \sigma_1, (r\tau_r)_{r=r_2} = \sigma_2, s$, we obtain

$$ \sigma_1 + \sigma_2 + \int_{r_1}^{r_2} \tau_{\theta \theta} dr = 0. \tag{7.51} $$

Equation (7.51) states that the force resultant is zero. The moment on the plate is
Substituting $(7.41a)$ and $(7.42)$ into $(7.52)$, the moment is

$$M = -\frac{\mu \alpha^2}{2} \ln \frac{r_2}{r_1} - \frac{\mu \beta^2}{8} \left( \frac{r_2^4}{r_1^4} - 1 \right) + C \left( \frac{r_2^2}{r_1^2} - 1 \right).$$

In the following, we present results by normalizing all lengths by the initial width of the plate, $c_2 - c_1$ which is a constant. The normalized moment is denoted by $\bar{M}$ which is:

$$\bar{M} = \frac{M}{\mu(c_2 - c_1)} = -\frac{\bar{\alpha}^2}{4} \ln \frac{c_2}{c_1} - \frac{c_1 + c_2}{2} + \bar{\alpha} \bar{C},$$

where

$$\bar{\alpha} = \frac{\alpha}{(c_2 - c_1)}, \bar{c}_2 = \frac{c_2}{(c_2 - c_1)}, \bar{c}_1 = \frac{c_1}{(c_2 - c_1)}.$$ (7.54b)

The kinematic assumption $(7.36)$ implies that the plate bends with a given curvature $\kappa = 1/\sqrt{\bar{\alpha}(\bar{c}_1 + \bar{c}_2)}$; the normalized curvature is

$$\bar{\kappa} = 1/\sqrt{\bar{\alpha}(\bar{c}_1 + \bar{c}_2)}.$$ (7.55)

Equations $(7.54a)$ and $(7.52)$ indicate that the curvature and moment can be expressed in terms of $\bar{\alpha}$ and $\bar{C}$. It can be readily verified that the relation between normalized moment and curvature depends on two dimensionless parameters

$$\bar{\sigma}_0 = \frac{\sigma_0}{\mu(c_2 - c_1)} \quad \text{and} \quad \bar{k}_5 = \frac{k_5}{\mu(c_2 - c_1)}.$$ (7.56)

The quantity $\bar{\sigma}_0$ is usually called elasto-capillary number. Numerical solutions are presented in the next section.

### 7.4 Results and discussion

We first assume the surfaces at $X^1 = c_1$ and $X^1 = c_2$ have identical surface property, that is, their surface stresses are given by $(7.47)$. The moment-curvature relations for different $\bar{\sigma}_0$ and $\bar{k}_5$ are shown in Fig. 7.3.
Fig. 7.3 Normalized moment versus normalized curvature. (a) surface stress is a constant. (b) surface stress linearly depends on surface strain with different surface stiffness.

Fig. 7.3(a,b) show that surface stress can substantially increase the bending moment required to achieve a given curvature. As expected, a positive surface stiffness $k_s$ also increases the overall stiffness of the structure, making the plate harder to bend. Surprisingly, the moment is essentially linearly proportional to curvature as
long as $\kappa$ is less than 1 even though the problem has both geometric and material nonlinearity.

Although linear theory works very well for moderately large deformations, there are interesting effects that it cannot capture. The top curve in Fig. 7.3(a) shows that for sufficiently large elasto-capillary number $\sigma_0$, bending becomes unstable at a critical curvature. Specifically, in a displacement control test, the moment decreases with curvature once a critical value is reached; in a load control test, once the moment reaches its maximum, the structure will collapse. To gain physical insights on this instability, we consider the special case where there is no surface stiffness, that is $k_s = 0$. As illustrated in Fig. 7.4 (a), if $\sigma|_{r=r_1} = \sigma|_{r=r_2} = \sigma_0 1$, the direct contribution to total moment about the center line of the plate due to surface stress is zero. However, surface residue stress $\sigma_0$ can indirectly contribute to moment by changing the distribution of bulk stresses $\tau_{\theta \theta}$ and $\tau_{rr}$. The results in Fig. 7.4 (b) suggest that the presence of surface residue stress will make $\tau_{\theta \theta}$ more compressive. This change is more severe as it approach the inner boundary of the plate ($\bar{r} = \bar{r}_1$). This stress concentration makes an additional contribution to the total moment for a given curvature. The schematic in Fig. 7.4 (a) and the results in Fig. 7.4 (c) both show that the inner part of the plate is radially stretched while the outer part is compressed. As a result, the thickness of the plate ($\bar{t} \equiv t / (c_2 - c_1)$) may vary over the bending process – this is a nonlinear process that cannot be captured by linear theory. Our results in Fig. 7.4(c) show that the plate thickness goes down rapidly with increasing curvature. When the decrease due to the thinning effect is more significant than the increase due to the stress concentration effect, the total moment required to bend the plate goes down with further increase of curvature. It should be noted that this unstable behavior is not discovered in previous studies of thin plate bending because of the use of linear theory.
Fig. 7.4 (a) Schematic of the cross-section stress distribution, the two line forces represent surface stress. By removing the skin which carries surface stress, a radial traction (Laplace pressure) is felt on the surface of the remaining solid. (b) Circumferential stress distribution for different value of residue isotropic surface stress at fixed curvature $\kappa = 1.5$ with surface stiffness $k_s = 0$. (c) Radial stress distribution for different value of residue isotropic surface stress at fixed curvature $\kappa = 1.5$ with surface stiffness $k_s = 0$. (d) Plate thickness decreases with bending curvature. Note that when there is residue surface stress, the plate is thicker than the un-deformed plate.
even at zero curvature. This is because the plate is under compression due to surface stress.

As shown in Fig. 7.3 (b), the instability discussed above can be eliminated by increasing the surface stiffness $k_s$. The effects of surface stiffness on the bulk elastic stress field are shown in Fig. 7.5. Increasing surface stiffness can reverse the concentration of stress at $\bar{r} = \bar{r}_1$ caused by the residual surface stress $\sigma_0$. This relief of stress concentration decreases the moment due to bulk elasticity, causing the effective stiffness to decrease. However, the results in Fig. 7.3 (b) shows the reverse. This is because the inner surface is under compression while the outer surface of the plate is under tension. The difference in surface strains times the surface stiffness give rise to a difference in surface stress ($\sigma_1 < \sigma_2$) which directly generates a moment that contributes to stiffness and eliminates the instability.
Fig. 7.5 Stress distribution for different value of surface stiffness. The curvature $\kappa$ is fixed to be 1.5 and residue surface stress $\sigma_0 = 0.5$ (a) circumferential stress component distribution (b) radial stress distribution.

Mora et al. showed experimentally that asymmetry of geometry can cause a slender soft material to be bent by its own surface stress [20]. Here we demonstrate that asymmetry in surface properties can also cause the plate bent by itself. Suppose we perform surface modification on one side of the plate so that it has a different surface stress than the other side, i.e., the surface stress on $\bar{r} = \bar{r}_1$ and $\bar{r} = \bar{r}_2$ are different. Then the plate will be bent toward the side where surface stress is larger. To demonstrate this effect, we assume surface stress is zero on one side ($\bar{r} = \bar{r}_2$) and positive on the other ($\bar{r} = \bar{r}_1$). Intuitively, the surface tension on $\bar{r} = \bar{r}_1$ generate a moment which needs to be balanced by the moment caused by bulk stress field as shown in Fig. 7.6 (b). The required bulk stress distribution can be provided by a pure bending deformation. Fig. 7.6 (a) shows that the increase in surface tension on $\bar{r} = \bar{r}_1$ results in an increase of self-bending curvature $\kappa_0$. 
Fig. 7.6 On $\bar{r} = \bar{r}_2$, $\bar{\sigma}_0 = \bar{k}_s = 0$, on $\bar{r} = \bar{r}_1$, $\bar{\sigma}_0 > 0$ while $\bar{k}_s = 0$. (a) The normalized equilibrium curvature $\bar{\kappa}_0$ increases with $\bar{\sigma}_0$ on $\bar{r} = \bar{r}_1$ surface. (b) Schematic of bulk stress distribution induced by the self-bending.

### 7.5 Summary and conclusions

We consider the surface stress effect on the pure bending of a plate. Both bulk elastic response and surface stress are formulated using finite deformation theory. The
deformation is obtained analytically and the solutions are solved numerically. It is found that both residual surface stress and surface stiffness can improve the structure’s overall stiffness, one by modifying the stress distribution in the bulk and the other one directly generate moment through the difference in surface strain. We also explore the possibilities of having different surface stress on different boundaries of the plate which can bend the structure without external moment. The equilibrium curvature increases with the difference of surface stress.

Our solution assumes that the plate behaves as an ideal rubber (Neo-Hookean material) where resistance to deformation is attributed to increase in entropy. It has been known that this model underestimates the stresses at very large deformations, e.g. when the polymer chains are fully stretched. There is no difficulty to extend our model to account for strain stiffening effects. This can be accomplished using a more realistic strain hardening model for the work function defined in (6). Many such models has been proposed in the literature [45]. We can also use a more general form of the description of our surface stress as long as there is no shear component in surface stress tensor.

For more complex surface behavior or for structures with complex boundary conditions, our approach will not work. For example, if the assumption of plane strain were relaxed, the Poisson effect may cause the plate to have non-uniform displacement along the $X^3$ direction where the surface stress may resist this deformation and hence affect the behavior of $\tau_{zz}$. In this situation, a guess for an admissible deformation is extremely difficult and hence our semi-inverse method is no longer valid. It should also be noted that we do not consider the rounding of edges due to surface stress in our formulation, so our solution is only valid away from the edges. More importantly, we imposed a specific deformation field in our solution, which may not be the only solution – for example, at very high Elasto-capillary number the plate
may buckle without external load. For problems with complex boundary conditions, numerical methods such as finite element method (FEM) can be used. Our solution can be used as a test for FEM formulations and also allow us to gain insight on the effect of surface stress on bending specimens which are easy to fabricate and commonly use in structural mechanics.
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CHAPTER 8
ENERGY RELEASE RATE OF A PENNY-SHAPED CRACK SUBJECTED TO INTERNAL PRESSURE: EFFECT OF SURFACE TENSION AND LARGE DEFORMATION

8.1 Introduction

Understanding how surface tension affects the energy release rate of cracks in soft materials is fundamental to many problems related to material processing, such as adhesion and contact mechanics. For example, when an elastic sphere is in adhesive contact to a flat rigid substrate, the contact radius is determined by a balance of surface energy and the energy release rate of the interface crack exterior to the contact zone, as shown by Johnson-Kendall-Roberts (JKR) theory [1]. Recent experimental and theoretical works by Xu et al [2] and Style et al [3] has demonstrated that JKR theory breaks down for very soft elastic substrates. However, these new experimental results are consistent with a theory that accounts for the effect of surface tension on the energy release rate of the interface crack.

The characteristic length scale that describes the deformation of a solid due to its surface tension $\sigma$ is given by the ratio between the surface tension and its Young’s modulus $E$. For engineering materials such as metals and ceramics, this “elasto-capillary” length is smaller than atomic dimensions. However, in the past decade, new applications such as replica molding and drug delivery drove the synthesis of soft materials such as hydrogels and elastomers with Young’s modulus ranging from $10^2$ to $10^6$ Pa. The elasto-capillary length of these soft materials ranges from tens of nm to hundreds of $\mu$m; as a result, the role of surface tension in driving shape change and deformation of solids can be considerable, as demonstrated by recent experiments and simulations [4–10].

---

For most liquids, surface tension is isotropic and is numerically equal to surface energy. The problem is far more complex for solids since surface stress is not necessary isotropic [11]. In addition, surface stress and surface energy are different physical quantities which need not be numerically equal, even if surface stress is isotropic. In 1975, Gurtin and Murdoch [12] proposed a continuum formulation of surface stress where surface stress can be decomposed into a residual stress component and a surface strain dependent component. For soft material such as elastomer or hydrogel, which is the primary interest of this work, it is reasonable to assume that surface stress is isotropic. As a first-order approximation, in the following we shall assume that the surface tension $\sigma$ is a material constant independent of surface strain.

There are few studies examining the role of surface stress in fracture since actual measurements of surface stresses are very difficult to make. In 1986, a theoretical analysis of the elastic fracture behavior under the influence of surface stresses was carried out by Thomson et al [13] in which the surface tension was modeled as line forces acting on the crack tip. More relevant to this present work is the paper by Wu (1999) [14] and Kim et al (2010, 2012) [15,16]. Wu’s paper in 1999 suggested that the stress intensity factor at the crack tip is reduced by surface stresses. However, the numerical solution of Kim et al in 2010 [15] showed that for a plane strain crack loaded in Mode I and Mode II, the near tip stress field is bounded, irrespective of the magnitude of the surface stress (as long as it is not exactly zero). In a later paper, Kim et al (2012) [16] reexamined their numerical solution in greater details and showed that the near tip stress field for a Mode I crack has a logarithmic singularity. In both cases their numerical results suggested that the stress intensity factor near the crack tip (or the local stress intensity factor $K_{local} = K_A + K_{ST}$ ) is exactly zero. In other words, the applied stress intensity factor $K_A$ is cancelled by the negative stress intensity
factor $K_{st}$ due to surface stresses. Since a zero local stress intensity factor implies that local energy release rate is also zero, there seems to be a discrepancy between the results of Wu’s [14] and Kim et al’s [15,16]. However, in Wu’s analysis [14], a finite tip radius was introduced to remove the negative stress intensity factor induced by surface tension. This finite tip radius approach was also used in later works of Fu et al [17], Wang et al [18] and Wang and Li [19].

The use of a finite tip radius however, is only one way of dealing with the unbounded negative stress intensity factor due to surface tension. A simple way to understand how this occurs is to consider a plane strain Mode I crack lying on the negative $x$ axis, with the crack tip at $x = 0$. Without loss in generality, we assume surface stress $\sigma_{\alpha\beta}$ to be isotropic, that is, $\sigma = \sigma \delta_{\alpha\beta}$ where $\sigma$ is the surface tension (force/length). For this case, the Laplace pressure $P_L$ resisting the opening of the crack (see Fig. 8.1) is directly proportional to the curvature $\kappa$ which can be written as

$$\kappa = \frac{v^*}{\left[1 + (v')^2\right]^{3/2}} \quad (8.1)$$

where $v$ is the crack opening displacement and a prime denotes differentiation with respect to $x$. In the analyses of Wu [14] and Kim et al [15], they assumed that $v'$ is small everywhere and the curvature $\kappa$ is approximated by $v''$. Due to this approximation, the governing equation describing the crack tip field is linear and the full machinery of analytic function theory can be used to formulate the crack problem.

We can now understand why $K_{local}$ had to be zero in these analyses, that is, the local stress field near the crack tip cannot have an inverse square root singularity. Indeed, assuming $K_{local}$ is positive, the crack opening displacement near the crack tip must have the form:

$$v \propto K_{local} \sqrt{-x}, \ x < 0 \quad (8.2)$$

Since $\kappa = v^*$,
\[ \kappa \propto K_{\text{local}} |x|^{-3/2}, \ x \to 0^- \]  

(8.3)

Thus, the Laplace pressure induced by the deformed crack has a non-integrable singularity. It can be shown that such a singular pressure field will induce an infinite negative stress intensity factor at the crack tip, which means that \( K_{\text{local}} \) goes to negative infinity. This is a contradiction to the original assumption that \( K_{\text{local}} \) is positive so the only possibility is \( K_{\text{local}} = 0 \), which means either that the stress is bounded or has a weaker singularity. On the other hand, if \( v' \) is retained, then

\[ \kappa = \frac{v''}{1 + (v')^2} \approx \frac{v''}{(v')^3}, \ x \to 0^- \]  

(8.4)

Note that \( v'' \) and \( (v')^3 \) has exactly the same singularity, so that \( \kappa \) is bounded at the crack tip. As a result, it is possible for the local stress intensity factor to be non-zero. Therefore, it is not necessary to introduce a finite tip radius for the undeformed crack if one is willing to deal with a nonlinear boundary condition (i.e., using the full expression for radius of curvature).

The above discussion and analysis illustrates one of the difficulties of using small strain theory to study fracture. The problem arises since the strains and displacement gradient are no longer small near the crack tip, but the linear elasticity theory assumes that these quantities are small and this assumption can result in paradoxes like the one noted above. A more consistent way to approach the fracture problem is to use large deformation theory. We emphasize that our primary objective in this work is to study fracture in soft materials where large deformation cannot be avoided.
The analysis in this work is based on the fully nonlinear equilibrium theory of incompressible hyperelastic solid which allows for arbitrary large deformation. The surface stress is assumed to be isotropic and constant. A newly developed surface tension element [4] is used in conjunction with a commercial finite element code ABAQUS to evaluate the energy release rate. The plan of this Chapter is as follows. The energy argument for the calculation of energy release rate is established in section 8.2. Section 8.3 introduces the mesh and basic procedures used in our finite element calculation. Results are shown in section 8.4 and section 8.5 gives an approximated expression for energy release rate. Discussion and summary is given in section 8.6.

8.2 Geometry and derivation of Energy Release Rate

Our goal is to determine the energy release rate $G$ of a penny-shaped or circular crack with undeformed radius $a$. The crack lies in the interior of an infinite block of incompressible hyperelastic solid where the strain energy density $W$ has the form

$$W = E\Phi(I_1)$$

(8.5a)

where $E$ is the small strain Young’s modulus and $I_1$ is the trace of the Cauchy-Green tensor. The function $\Phi(I_1)$ is assumed to be smooth and obeys [20]
\[ \Phi(I_i \geq 3) \geq 0, \Phi(I_i = 3) = 0 \quad (8.5b) \]

The crack is loaded by imposing an internal pressure \( P \) on the crack faces. For incompressible solids, this is equivalent to applying a remote hydrostatic tensile stress with magnitude \( P \) while keeping the crack surface free of loading except surface tension.

A classical way to calculate \( G \) is to use a virtual crack extension method (VCEM). However, this method requires an accurate solution of the stress and strain fields [21]. Due to large deformation, the mesh near the crack tip is highly distorted, so the local stress and deformation fields near the crack tip determined by FEM are much less accurate than global quantities such as the deformed crack volume \( V \). In the following, we derive a simple expression for the energy release rate in terms of \( P, V \) and the deformed crack area \( A \). This expression allows us to evaluate \( G \) accurately even though the mesh near the crack tip is highly distorted.

The initial configuration is a traction free crack in a stress free solid with no surface tension, and the crack area in this configuration is \( A_0 = 2\pi a^2 \). It is convenient to “load” the crack in two steps. In the first step, surface tension is increased gradually to its full value \( \sigma \) at zero pressure. At the end of this step, the original flat crack will deform and reduce its area to \( A_s \), with a volume given by \( V_s \). This step is followed by inflating the deformed crack by a hydrostatic pressure \( P \), for example by pushing an incompressible fluid into the crack cavity (see Fig. 8.2). Let \( V \) be the volume of the deformed crack when the applied pressure is \( P \). Since the solid is elastic, the deformation and energy of the system should be independent of loading history and depends only on the final state. In other words, the order of application of surface tension and pressure will not affect our results.
In the process of turning on the surface tension at zero pressure, the work done by surface tension on the elastic body is
\[ - \int_{A_0}^{A_1} \sigma(P = 0, A)dA \]  
(8.6)

Note that the surface tension in this stage is not a constant as it increases from zero to its final value \( \sigma \). At the end of this step, the potential energy of the surface is \( \sigma A_1 \) and the elastic energy of the body is given by Eq. (8.6). Note that since \( A_1 < A_0 \), this energy is positive.

In the second step, the crack is pressurized, the work done by the pressure is
\[ \int_{V_s}^{V} P(V^*)dV^* \]  
(8.7)

This work is used to increase the strain energy of the solid as well as stretching the surface. The potential energy of the pressure load is given by
where $V$ is the volume of the crack at the end of the second step. To understand this term, one can imagine that the pressure is applied by a stack of weights. Thus, the system consists of the weights, the elastic solid and its surface. As fluid is forced into the crack, the weight drops and the system lost mechanical potential energy which is given by Eq. (8.8).

Adding all the energies, the total potential energy of the system $PE$ is:

$$PE = -\int_{\sigma_0}^{\sigma(P=0,A)} \sigma(P,A) dA + \int_{V_0}^{V} P(V') dV' - PV + \sigma A,$$  

(8.9)

After integration by parts, Eq. (8.9) is simplified as

$$PE = -\int_{0}^{P} V(P') dP' + \int_{0}^{\sigma} A(P=0,\sigma^*) d\sigma^*$$  

(8.10)

Dimensional analysis implies that

$$V = a^3 \bar{V}(\bar{P}, \omega), \quad A(P=0,\sigma^*) = a^2 \bar{A}(\omega)$$  

(8.11a)

where $\bar{V}$ and $\bar{A}$ are dimensionless functions and

$$\omega = \frac{\sigma}{Ea}, \quad \bar{P} = \frac{P}{EA},$$  

(8.11b)

are the elasto-capillary number and normalized pressure respectively. Substituting Eq. (8.11a) and Eq. (8.11b) into Eq. (8.10) gives:

$$PE = -Ea^3 \left[ \int_{0}^{\bar{P}} \bar{V}(\bar{P}, \omega) d\bar{P} - \int_{0}^{\omega} \bar{A}(\omega') d\omega' \right]$$  

(8.12)

The energy release rate $G$ is, by definition,

$$G = -\frac{1}{2\pi a} \frac{\partial PE}{\partial a}$$

$$= \frac{E}{2\pi a} \frac{\partial}{\partial a} \left[ a^3 \int_{0}^{\bar{P}} \bar{V}(\bar{P}, \omega) d\bar{P} - a^3 \int_{0}^{\omega} \bar{A}(\omega') d\omega' \right]$$  

(8.13a)

$$= \frac{Ea}{2\pi} \left[ 3\Psi - \omega \frac{\partial \Psi}{\partial \omega} \right]$$

where
It is convenient to define a normalized energy release rate $\Gamma$ by

$$\Gamma \equiv \frac{G}{Ea} = \frac{1}{2\pi} \left[ 3\Psi - \omega \frac{\partial \Psi}{\partial \omega} \right]$$

(8.14)

If surface tension is neglected, then the normalized energy release rate is a function of pressure only, and reduces to an earlier expression derived by Lin and Hui [22].

### 8.3 Finite Element Method

We used a commercial FEM software, ABAQUS, to calculate the displacement field of the crack corresponding to different $P$ and elastocapillary number $\omega$. All numerical calculations are carried out by assuming that the elastic solid is incompressible and neo-Hookean, i.e.,

$$W = \frac{E}{6} (I_1 - 3)$$

(8.15)

The built-in hyperelastic function in ABAQUS was used to model the incompressible neo-Hookean material. Symmetry allows us to mesh only the upper half of the elastic solid (see Fig. 8.3). All lengths are normalized by the undeformed crack radius $a$. The built-in axisymmetric quadrilateral elements (CAX4RH) are used, and on the crack face, a user subroutine (UEL) written in FORTRAN is used to enforce a uniform tension along the crack face. Details about implementation of surface tension element can be found in Xu et al [4]. Eq. (8.14) is used to evaluate the energy release rate in our FEM. Specifically, in the FEM, the applied pressure and surface tension are changed incrementally from zero. At each step, the deformed crack volume and deformed crack faces area are obtained from the computed crack opening displacement. Using Eq. (8.13b), $\Psi$ can be calculated by numerical integration and $\Gamma$ is evaluated using numerical differentiation. Unlike stress fields, the total crack volume $V$ and the crack face area $A$ are relatively insensitive to the distortion of
elements near the crack tip, hence the energy release rate calculated using Eq. (8.14) is expected to be much more accurate than VCEM. When the elements are too distorted, a re-mesh program is used to ensure convergence and accuracy. A typical mesh used in our simulation is shown in Fig. 8.4.

Fig. 8.3: The geometry and boundary conditions used in our finite element calculation. All lengths are normalized by initial crack radius $a$. The right and upper boundaries are traction free. Symmetry boundary conditions are applied on the left and lower boundaries. Internal pressure and surface tension are applied on crack faces.
Fig. 8.4 Mesh used in our FEM calculation: (a) mesh of the full model. (b) zoom-in view of the original coarse mesh near the crack tip. (c) Re-mesh on deformed configuration.

8.4 Results

The elasto-capillary number is the only material parameter that controls our solution. We give an order of estimate for the elasto-capillary number $\omega$ for a soft material with a small crack. If the crack radius is 1mm and the surface tension is 0.1J/m$^2$, then $\omega = 10^2 (J/m^3)/E$. For a very soft gel with modulus on the order of tens of pascals, $\omega$ is of order unity. For rubbers, where the modulus is on the order of $10^6 Pa$, $\omega \approx 10^{-4}$. Fig. 8.5 (a) plots the normalized crack volume $\bar{V}(\bar{p}, \omega)$ versus the elasto-capillary number $\omega$ for three different values of applied pressure. It shows that for soft materials, the reduction of crack volume due to surface tension can be significant.
Fig. 8.5 (a) Normalized crack volume versus elasto-capillary number $\omega$ for different pressures. (b) Crack opening displacements for different elasto-capillary numbers when $p = 0.5E$

Fig. 8.5(b) shows the crack opening profile for different elasto-capillary number when the applied pressure is $0.5E$. Note that as $\omega$ increases, the crack shrinks both in the horizontal and vertical directions. The results shown above are for reasonably large pressures. For low pressures, for example, $P = 0.02E$, the results are shown in Fig.
8.6(a,b). For the case of no surface tension, $\omega = 0$ (point A), the crack is opened by the pressure. As $\omega$ is increased from A to B, the crack shrinks in both directions as shown in Fig. 8.6 (b). In this regime, the inward Laplace pressure caused by the surface tension resist crack opening. From B to C, the crack continues to shrink in horizontal direction but opens more in the middle. After the crack volume reaches its maximum at C, the crack opening displacement continues to increase until $\omega$ reaches $\omega_D$. After D, the crack starts to shrink in both directions again and eventually the crack volume approaches zero as $\omega$ increases. Thus, for a fixed pressure, our results suggest that the crack volume will go to zero in the limit of infinite surface tension or $\omega \to \infty$. 
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Fig. 8.6 (a) Normalized crack volume versus elasto-capillary number $\omega$ for $P = 0.02E$. (b) Crack opening displacements for different elasto-capillary numbers when $P = 0.02E$. 
Fig. 8.7 Change of normalized energy release rate with respect to normalized pressure for different elasto-capillary number.

Fig. 8.8 Change of normalized energy release rate with respect to elasto-capillary number for different normalized pressure.

Fig. 8.7 plots the normalized energy release rate versus normalized pressure for three different elasto-capillary numbers. For zero surface tension, the energy release rate is always positive and increases with pressure. This result is identical to the previous work of Lin and Hui [22]. For $\omega = 0.1$ and $\omega = 0.2$, the energy release rate is
negative when pressure is below some critical value. Physically, this means that the crack will have a tendency to heal since the potential energy of the system will decrease when the crack heals.

The dependence of $\Gamma$ on $\omega$ for fixed normalized pressures is shown in Fig. 8.8. This result suggests that, for any fixed applied pressure, the energy release rate is a monotonic decreasing function of $\omega$ so that in the liquid limit, the crack will be closed under a constant pressure load. One may imagine that in the liquid limit, the crack would deform into a sphere with a finite radius, but a straightforward analysis of the potential energy of spherical solution in this limit shows that this solution is unstable under pressure control and thus the sphere will collapse.

### 8.5 Approximation for energy release rate

In this section, we give an approximate linearized formula for energy release rate in the limit of very small $\omega = \sigma / E\alpha$.

Let $\Gamma_0 \equiv \Gamma(\bar{P}, \omega = 0)$ denote the normalized energy release rate for the case with no surface tension. As shown in Fig. 8.9, the $\Gamma_0$ versus $\bar{P}$ curve of our FEM result can be fitted very well by the expression:

$$\Gamma_0 = \frac{3}{\pi} \bar{P}^2 \exp \left[ \frac{-1.333 \bar{P}^3 + 1.021 \bar{P}^2 + 0.0747 \bar{P}}{0.72 - \bar{P}} \right]$$

(8.16)

Note Eq. (8.16) agrees with the energy release rate in the small strain limit, where

$$\Gamma_0 = \frac{\pi \bar{P}^2}{3}, \quad \bar{P} \ll 1$$

(8.17)

In the previous work of Lin and Hui [22] and Rong and Hui [23], it was found numerically that the energy release rate tends to diverge at a finite value of $\bar{P} \approx 0.72$. This feature is also included in Eq. (8.16). However, it must be noted that this divergence is restricted to neo-Hookean solid which underestimates the amount of
strain hardening effect. Lin and Hui [22] has shown that the energy release rate does not diverge for materials that exhibit high strain hardening.

Fig. 8.9 Normalized energy release rate versus normalized pressure $\bar{P}$, when $\omega = 0$.

The numerical result in Fig. 8.8 suggests that the normalized energy release rate can be approximated by a linear function of $\omega$ when $\omega$ is sufficiently small, that is,

$$\Gamma = \Gamma_0 + s(\bar{P})\omega, \quad \omega \ll 1$$

(8.18)

where $s$ is the slope of the $\Gamma - \omega$ curve when $\omega \to 0$, which depends on the normalized pressure $\bar{P}$. The region of validity of Eq. (8.18) depends on the normalized pressure, as can be seen in Fig. 8.8. The dependence of $s$ on $\bar{P}$ is shown in Fig. 8.10.
A fit for the $s$ versus $\bar{P}$ curve is

$$s(\bar{P}) = -1.885 - 5.123\bar{P}^2 \exp\left[\frac{4.109\bar{P}^3 - 5.328\bar{P}^2 + 2.045\bar{P}}{0.72 - \bar{P}}\right]$$

(8.19)

Eq. (8.19), combined with the Eq. (8.16), allow us to find an approximate expression for the energy release rate in the limit of small $\omega = \sigma / Ea$, that is,

$$\Gamma = \frac{3}{\pi} \bar{P} \exp\left[\frac{-1.333\bar{P}^2 + 1.021\bar{P}^2 + 0.0747\bar{P}}{0.72 - \bar{P}}\right]$$

$$- \left[1.885 + 5.123\bar{P}^2 \exp\left(\frac{4.109\bar{P}^3 - 5.328\bar{P}^2 + 2.045\bar{P}}{0.72 - \bar{P}}\right)\right] \omega$$

(8.20)

which provides a good fit to our numerical results in Fig. 8.8 in the small $\omega$ limit.

### 8.6 Summary and discussion

The effect of surface tension on the energy release rate of a penny-shaped crack under internal pressure is determined by the dimensionless elasto-capillary number $\omega = \sigma / Ea$. A simple expression of the energy release rate which involves only the deformed crack volume, deformed crack area, elasto-capillary number and the applied
pressure is derived. For a neo-Hookean solid, our finite element results show that the energy release rate is significantly reduced due to surface tension. For pressure lower than a critical value which depends on the elasto-capillary number, the energy release rate is negative which means the crack has a tendency to heal. This is a nonlinear phenomenon that cannot be captured by the linearized theory. For small \( \omega \), an approximated linear function to evaluate the normalized energy release rate \( \Gamma \) is given by

\[
\Gamma = \Gamma_0(P/E) + s(P/E)\omega
\]  

(8.21)

where \( \Gamma_0 \) is the energy release rate without surface tension and is given by Eq. (8.16), and \( s \) is a dimensionless function that depends on the normalized applied pressure.

Surface energy also plays an important role in fracture energy. For ideally brittle elastic solids, the fracture energy or fracture toughness is twice the surface energy. However, this is rarely the case for most materials because of additional dissipation mechanism. For materials relevant to this work, such as elastomers, the fracture energy is found to be much greater than surface energy, which can be estimated by taking the energy required to break a carbon-carbon bond and multiplying it by the number of bonds crossing a unit area of the fracture plane [24]. Lake and Thomas [24] suggested that most of the energy stored in the chains up to the point of bond rupture is dissipated, so fracture energy in elastomers is amplified by the number of bonds per chain. In this Chapter, we show that for soft materials, although surface energy is not the dominant factor in setting the fracture energy, surface tension can significantly affect the material deformation and stress field and thus reduces the energy release rate. This is a new and interesting way in which surfaces resist fracture.

Finally, our work assumes that the surface tension is positive but it can be negative [11]. We did not investigate this possibility since a compressive surface stress may cause a buckling instability of the crack faces, which will lead to complications in
our numerical method. Whether a negative surface tension will increase the energy release rate is an interesting question subjected to further investigation.
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CHAPTER 9
EFFECT OF SURFACE TENSION ON THE ADHESION BETWEEN A RIGID FLAT PUNCH AND A SEMI-INFINITE NEO-HOOKEAN HALF-SPACE

9.1 Introduction

The indentation of a rigid flat circular punch into an elastic half space is a classic problem in mechanics. It was first solved by Boussinesq [1]. His solution can be readily extended to determine the force required to retract the indenter when the indenter/substrate interface is adhesive [2–5], and this is a fundamental result in adhesion science. However, this force is a lower bound since it ignores the resistance due to elasto-capillarity, that is, it assumes that surface stress of the elastic substrate plays no role in resisting deformation. For soft materials, this assumption can cause substantial errors, as demonstrated by recent experiments [6–9] and theories [10–13]. More references on the effect of surface stress on the mechanical behavior of soft materials can be found in a recent review by Style et al. [14]. In general, whether or not surface stresses are important depends on the elasto-capillary number \( \omega \), defined as the ratio of the elasto-capillary length \( \sigma / E \) to the characteristic length scale of the problem of interest. For the adhesion problem in this work, this length is \( a \), the radius of the indenter. Thus, elasto-capillarity comes into play when the size of the indenter is small or when the substrate is very compliant.

Another limitation to the Boussinesq’s solution is that it assumes small strain linear elasticity (SSLE). Experiments have demonstrated that large deformations are often associated with elasto-capillary phenomenon [7,9]. Therefore, the Boussinesq solution is not expected to work for problems where \( \omega \geq 1 \).

The adhesion problem considered in this work is closely related to adhesive contact mechanics of spheres and cylinders. Recently, several research groups have
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shown that surface stress can significantly affect the contact mechanics of these objects when $\omega \geq 1$ [15–20]. A simple way to model the mechanics of contact is to view the air gap between the contacting surfaces as an external traction-free crack; the crack front being the contact line. The equilibrium position of the contact line is determined by setting the energy release rate of this crack to the work of adhesion, $W_{ad}$. It is interesting to note that the energy release rate of this crack can be deduced from the “Hertz” solution in which the stress singularity at the contact line is suppressed by enforcing continuity of slope [15,16,19]. Finally, it should be noted that the analyses in [15–20] are based on small strain linear elasticity (SSLE). One of the main objectives of this work is to study how the energy release rate depends on the applied load and the surface stress for large deformation.

The plan of this Chapter is as follows. Section 9.2 states the problem and section 9.3 describes the finite element method. A formula for calculation of energy release rate is derived in section 9.4. Numerical results for the effect of surface tension on the deformation field, energy release rate and pull-off behavior are presented in section 9.5, and a discussion and summary are given in section 9.6.

9.2 Statement of problem

9.2.1 Problem definition

The geometry of the problem under consideration is shown in Fig. 9.1 A rigid flat circular punch of radius $a$ is in contact with an elastic half space. We assume that contact is adhesive so the interface can support tension. The half space is assumed to be isotropic, homogeneous and incompressible, and its elasticity is described by a neo-Hookean material model.

To describe the mechanical behavior of the surface, we restrict our attention to soft materials such as polymer gels and elastomers, for which the surface can be
considered to be isotropic. For these materials, the surface stress tensor $\Sigma = \sigma I_s$ is isotropic, where $I_s$ is the surface identity tensor, and $\sigma$ is a scalar defined as the surface tension. We further assume that $\sigma$ is constant, independent of surface strain. As noted by Gibbs [21], surface tension in solids need not be the same as surface energy. However, for hydrogels where the bulk of the surface material is liquid, the surface tension is expected to be constant with a value approximately equal to the surface energy. This statement is consistent with many experimental studies on soft hydrogels as well as soft elastomers [22–26]. Consistent with an adhesive interface, we impose no-slip condition on the interface between punch and substrate. As noted in our previous work [15,16], by this assumption we need not consider a separate interfacial tension in the contact region.

Fig. 9.1 the contact between a rigid punch with radius $a$ and a semi-infinite elastic half-space under retraction $P$. The retraction displacement is $\Delta$, and the contact angle between the substrate-air interface and the punch bottom is denoted by $\theta$. 
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9.2.2 Limiting cases: Elasticity and Liquid-like limit

Before tackling the general problem with surface tension, we consider two limits. In the first, elasticity dominates and surface tension is negligible ($\omega \to 0$). In the second, the material is liquid-like with $\omega \to \infty$.

9.2.2.1 Elastic limit, $\omega \to 0$

In the limit of vanishing elasto-capillary number and assuming SSLE, the pressure distribution under the punch is [1]:

$$p(r) = \frac{P}{2\pi a^2} \left(1 - \frac{r^2}{a^2}\right)^{-1/2}, \quad r < a$$

where $P > 0$ is the retraction load (see Fig. 9.1). It should be noted that Boussinesq’s solution assumes frictionless contact. Fortunately, due to incompressibility, the interfacial shear traction is also zero for no-slip contact. The relation between the retraction load $P$ and the indenter displacement $\Delta > 0$ is given by

$$P = \frac{8}{3} Ea \Delta$$

where $E$ is the Young’s modulus. Eqs. (9.1, 9.2) apply for both indentation and retraction as long as deformation is small. Fig. 9.2 illustrates that contact line can be viewed as the front of an external interface crack. The energy release rate $G$ of this crack is [27]:

$$G = \frac{3P^2}{32\pi Ea^3} = \frac{2E \Delta^2}{3\pi a^3}$$
Fig. 9.2 During retraction, the edge of contact can be seen as the front of an external interface crack. This is because the indenter is rigid, so changing its shape outside the contact zone does not affect the stress and strain field in the substrate.

When the energy release rate is equal to the work of adhesion \( W_{\text{ad}} \), the interface crack becomes unstable resulting in the punch suddenly jumping out of contact. The critical load and displacement associate with this instability are called pull-off force and displacement respectively and they are given by (9.3):

\[
\Delta_{\text{off}}^{(e)} = \sqrt{\frac{3\pi a W_{\text{ad}}}{2E}}, \quad P_{\text{off}}^{(e)} = 8a \sqrt{\frac{\pi a E W_{\text{ad}}}{6}},
\]

where the superscript \( (e) \) denotes the small strain elastic limit. Thus, the pull-off force/displacement can be used to determine the work of adhesion assuming that the modulus of the substrate is known.

For large deformation, exact results are not available. Kristnan et al. [27] have studied the punch problem using a finite element model without accounting for surface tension. These results are used to check the validity of our finite element model for the special case of \( \omega \to 0 \).
9.2.2.2 Liquid-like limit $\omega \to \infty$

In this limit, elasticity can be neglected in a large region surrounding the punch. We assume gravity is negligible, so the pressure in the liquid-like “solid” is uniform and equals to atmosphere pressure and the free surface of the substrate is a zero mean curvature surface as shown in Fig. 9.3.

In this limit, the contact angle $\theta$ at the punch edge (see Fig. 9.3) is determined by energy balance, which is equivalent to Young-Dupre’s equation assuming contact line is on lower surface\(^{10}\) [11]:

$$\sigma(1 + \cos \theta) = W_{ad} \quad (9.5)$$

Force balance in z-direction (the direction of $P$) yields

$$2\pi a \sigma \sin \theta = P \quad (9.6)$$

The pull-off load is determined by combining (9.5) and (9.6), i.e.,

\(^{10}\) In practice, (5) is a lower bound since the contact angle can be anywhere between what is given by (5) and $3\pi / 2$ because perfectly sharp corner does not exist.
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Fig. 9.3 Deformed shape of the substrate surface (zero mean curvature surface when gravity is neglected) in the liquid like limit, $\theta$ denotes the contact angle of the contact line.
where the superscript \( l \) denotes the liquid limit. In this limit, large contact angle \( \theta \) implies small deformation, for this case, \( W_{ad} / \sigma \ll 1 \) so (9.7a) reduces to

\[
P_{\text{off}}^{(l)} \approx 2\pi a \sqrt{2 \sigma W_{ad}}, \quad \text{for } W_{ad} / \sigma \ll 1. \tag{9.7b}
\]

Finally, it should be noted that the displacement of the punch is not defined in the liquid like limit for an infinite substrate. Indeed, the deformed substrate has a zero mean curvature surface, and surface displacement increases logarithmically with the size of the substrate.

### 9.3 Finite Element (FE) Method

Our FE model is shown schematically in Fig. 4. A commercial FEM software, ABAQUS® , is used to compute the deformation of the substrate which is assumed to be an incompressible neo-hookean solid with strain energy density \( W \) given by

\[
W = \frac{E}{6} (I_1 - 3) \tag{9.8}
\]

where \( I_1 = \sum_{i=1}^{3} \lambda_i^2 \) is the first invariant of the right Cauchy-Green strain tensor with the principle stretches denoted by \( \lambda_i \). The built-in Neo-Hookean function in ABAQUS is selected to model this material behavior. In our model, all lengths are normalized by \( a \) and retraction load \( P \) is normalized by its corresponding value in the elastic limit with displacement equal to \( a \) (see Eq. (9.2)), that is

\[
\bar{P} = 3P / (8Ea^2), \quad \bar{\Delta} = \Delta / a, \quad \bar{r} = r / a \tag{9.9}
\]

With this normalization, the dimensionless solution depends only on a single dimensionless parameter, the elasto-capillary number \( \omega = \sigma / (Ea) \). The infinite cross-section of the substrate is approximated by a square with a length of 100 dimensionless units (the contact extends over a radial distance of one). We have checked that increasing the size of the square does not affect the solution of the stress.
and deformation fields near the punch. On boundary 1 (see Fig. 9.4), a given displacement is prescribed in the z-direction while the radial displacement is fixed to be zero to enforce the no-slip condition. No radial displacement is allowed on boundaries 2 and 4 while the z- displacement and shear traction are both zero on boundary 3. On boundary 5, a user-defined surface element (UEL) is used to model surface tension. Details about the implementation of this surface element in ABAQUS can be found in the work of Xu et al. [28]. The built-in element CAX4RH is selected as bulk element type. We monitor the distortion of elements and, when the distortion is too large, a re-meshing python script is run to generate a new mesh on the deformed configuration to ensure proper convergence and accuracy of calculation.

Fig. 9.4 A schematic of our model used in finite element calculation. All length are normalized by the punch radius. The elastic half-space is approximated by a square with length equal to 100 unit.
9.4. Calculation of energy release rate $G$

Our main objective is to determine the relation between the load and displacement during retraction. The pull-off load and displacement are determined by the energy balance equation, i.e., the energy release rate of the interface crack is equal to the work of adhesion,

$$G = W_{ad}$$  \hspace{1cm} (9.10)

In the literature, calculation of energy release rate usually requires local stress or displacement field near crack tip. Because of the high gradients at the crack tip, these quantities are much more susceptible to error in comparison with global quantities like indenter load, indenter displacement and total elastic energy. Here we introduce a formulation which takes advantage of this fact.

In a displacement controlled test, the energy release rate is given by

$$G = \frac{\partial \Gamma}{\partial A} \bigg|_{\Delta} ,$$  \hspace{1cm} (9.11)

where $\Gamma$ is the total energy of the substrate and $A = \pi a^2$ is the contact area. The normalized total energy $\bar{\Gamma} = \Gamma \int \left( \frac{8}{3} E a^3 \right)$ is the work done by the normalized load acting on the normalized displacement, i.e.,

$$\bar{\Gamma} = \int_{0}^{\xi} \bar{P}(\bar{\Delta}, \omega) d\bar{\Delta}.$$  \hspace{1cm} (9.12)

Dimensional consideration imply that the normalized total energy $\bar{\Gamma}$ and normalized load $\bar{P}$ is a function of $\bar{\Delta}$ and $\omega$ only. Since both $\bar{\Delta}$ and $\omega$ in (9.11) contain $a = \sqrt{A/\pi}$, the derivative of $\Gamma$ in (9.11) consists of three terms given by (see Appendix for details)

$$G = \frac{4 E a}{\pi} \left( \bar{\Gamma}(\bar{\Delta}, \omega) - 3 \frac{\partial}{\partial \bar{\Delta}} \left( \bar{\Gamma}(\bar{\Delta}, \omega) \right) \bar{\Delta} - 3 \frac{\partial}{\partial \omega} \left( \bar{\Gamma}(\bar{\Delta}, \omega) \right) \omega \right)$$  \hspace{1cm} (9.13)

After normalizing energy release rate by $\frac{4 E a}{\pi}$, i.e., $\bar{G} = \frac{G}{4 E a}$, Eq. (9.13) becomes:
\[ \bar{G} = \frac{\pi G}{4Ea} = \Gamma(\bar{\Lambda}, \omega) - \frac{1}{3} \frac{\partial \Gamma(\bar{\Lambda}, \omega)}{\partial \bar{\Lambda}} \bar{\Lambda} - \frac{1}{3} \frac{\partial \Gamma(\bar{\Lambda}, \omega)}{\partial \omega} \omega \] (9.14)

Eq. (9.14) allows us to evaluate the energy release rate using global quantities such as strain energy and its variations with the normalized displacement and elasto-capillary number. Specifically, the first term of Eq. (9.14) is computed by numerical integration using Eq. (9.12) and the last two terms are evaluated by a first order central finite difference method. In post-processing, the sum of \( z \)-direction reaction force on boundary 3 is used to compute the normal load in Eq. 12. Note that while (9.13) is strictly valid for a semi-infinite substrate, a correction term needs to be added when a finite substrate is considered (see Appendix).

**9.5 Numerical Results**

The local surface displacement profiles for different retraction displacement are shown in Fig. 9.5 for five different elasto-capillary numbers. In the absence of surface tension (\( \omega = 0 \)), SSLE theory predicts that the contact angle should be exactly 90°; however, the free surface actually deforms into a neck like region with the local contact angle close to zero. As shown in Fig. 9.5, the neck becomes more severe as retraction increases from 0.1 to 1. This result is consistent with the earlier analysis by Krishnan et al. [27] where \( \omega = 0 \). As shown in Fig. 9.5, the local kink at the contact line flattened as elasto-capillary number increases, consistent with the intuition that surface tension always mitigate local curvature.
Fig. 9.5 Near edge deformation field for retraction of punch. The gray part is the deformed shape of the substrate near the punch edge. With increase of elasto-capillary number, the substrate becomes more flat and the local contact angle becomes larger.

The stiffness of the system $k$ is defined as the ratio of the indenter force over the indenter displacement. In linear theory, $k$ depends on $a, \omega$ and is independent of $\Delta$. However, for large deformation or nonlinear material behavior, this need not be the case. Because the normalized load is a function only of $\bar{\Delta}$ and $\omega$, it is convenient to define a normalized stiffness $\bar{k} = \bar{P} / \bar{\Delta}$, so

$$k = P / \Delta = \frac{8Ea}{3} \bar{k}(\bar{\Delta}, \omega)$$

(9.15)

Surprisingly, our FEM results in Fig. 9.6 show that the force versus indentation displacement curve is practically linear for $\Delta \leq a$, that is, the normalized stiffness is a function of $\omega$ only in this range, i.e.,

$$\bar{k}(\bar{\Delta}, \omega) = \bar{k}(\omega), \bar{\Delta} \leq 1$$

(9.16)

Note that the normalized stiffness increases with the elasto-capillary number. Also, in Fig. 9.6, we compared our results with the SSLE results of Wang et al. [29] which are
shown as red lines. Our result shows that SSLE underestimates the stiffness and the error increases with increasing elasto-capillary number. One source of error of SSLE comes from the fact that the contact angle at the contact edge cannot be correctly predicted by linear theory.

Fig. 9.6 (a) Normalized load-displacement relation for retraction of punch for three different elasto-capillary numbers. The three red lines are the corresponding SSLE results given by Wang et al [29]. (b) Comparison of stiffness with SSLE results. SSLE tends to underestimate the stiffness.
Results for the normalized energy release rate are shown in Fig. 9.7 (a, b).

Fig. 9.7 (a) Normalized energy release rate vs normalized load for different values of elasto-capillary number (b) Normalized energy release rate vs elaso-capillary number for different normalized load.

Physically, one expects that, for a fixed elasto-capillary number $\omega$, a higher external load will provide a higher driving force to propagate the crack and hence
corresponds to a higher energy release rate, as shown in Fig. 9.7 (a). On the other hand, the presence of surface stress tends to close the crack as suggested by a previous calculation [30]. Therefore, for a fixed external load, the energy release rate will decrease with elasto-capillary number as shown in Fig. 9.7 (b).

Once the energy release rate is obtained, the pull-off load and displacement can be determined using the energy balance equation $G = W_{ad}$. Fig 9.8 (a,b) plots the pull-off load and displacement normalized by their corresponding value in the elasticity dominated limit (Eq. (9.4)) to highlight the effect of surface tension.
Fig. 9.8 (a) normalized pull-off load vs elasto-capillary number (b) normalized pull-off displacement vs elasto-capillary number. The curves with different normalized work of adhesion $\overline{W}_{ad} = \frac{\pi W_{ad}}{4Ea}$ essentially lie on top of each other.

Fig. 9.8 (a,b) show an important result, the curves for different normalized $\overline{W}_{ad} = \frac{\pi W_{ad}}{4Ea}$ lie on top of each other. Thus, the normalized pull-off load/displacement depend only on the elasto-capillary number, i.e.,
\[ P_{\text{eff}} = 8a \sqrt{\frac{\pi a E W_{ad}}{6}} P_{\text{off}}(\omega) \] 
\[ \Delta_{\text{eff}} = \sqrt{\frac{3\pi a W_{ad}}{2E}} \Delta_{\text{off}}(\omega) \] 

(9.17a,b)

Note that the pull-off load increases with the elasto-capillary number while the pull-off displacement decreases with it, consistent with the intuition that surface tension opposes deformation. These results are also consistent with previous work for spherical indenter [16] and 2-D cylindrical indenter [15]. In the Appendix, we show that (17a,b) is exact if the stiffness of the system depends only on \( \omega \). In the range of our calculation, \( 0 \leq \omega \leq 10 \), \( P_{\text{off}}(\omega) \) and \( \Delta_{\text{off}}(\omega) \) can be fitted accurately by the following expressions:

\[ P_{\text{off}}(\omega) = \frac{2.4934\omega + 1.54\omega^{1/2} + 1}{1.6244\omega^{1/2} + 1} \]
\[ \Delta_{\text{off}}(\omega) = \frac{0.5035\omega^{1/2} + 1}{0.1678\omega + 0.6225\omega^{1/2} + 1} \]

(9.18)

Since gravity is ignored in our calculation, the indenter displacement is not defined (or depend on the scale of the substrate) in the liquid limit, so these formulae should be used within the range of \( 0 \leq \omega \leq 10 \).

9.6. Discussion and summary

9.6.1 Discussion

Our finite element results shows that the indentation load-displacement curve is practically linear for \( \bar{\Delta} \leq 1 \), as a result, the normalized stiffness is a function of elasto-capillary number alone. This result suggested that solid surface tension can be measured by evaluating the slope of the loading curve if one can independently measure the elastic modulus of the solid. In many applications, the Elasto-capillary number is quite small. For example, the elasto-capillary number of a punch with a 1mm diameter and a soft silicone gel with modulus on the order of 1KPa [7] is about...
0.1. For these cases, Fig. 9.6 (b) shows that the normalized stiffness is not so sensitive to elasto-capillary number, as a result, the change in stiffness due to surface tension may not be significant enough to be detected. However, Fig. 9.5 shows that the deformation near the contact line is very sensitive to \( \omega \) when it is small. Hence, for small \( \omega \), an alternative way to determine substrate surface tension is to measure the “apparent contact angle” \( \theta \). Fig. 9.9 plots the apparent contact angle as a function of the elasto-capillary number for \( \bar{\Delta} = 1.0 \). Note that \( \theta \) increases very rapidly for small \( \omega \). On the other hand, for an ultra-soft hydrogel with modulus on the order of 10Pa [31], \( \omega \) is about 10, for this case the substrate stiffness should be used to determine the surface tension.

![Fig. 9.9 Apparent contact angle vs elasto-capillary number for \( \bar{\Delta} = 1.0 \)](image)

An important subset of problem of practical interest we did not fully address here is the effect of surface tension on indentation, where \( P < 0 \). This is because indentation can cause the side wall of the indenter to come into contact with the surface of the substrate, as shown by our FE calculations which is included in the Appendix. These FE results show that as long as the amount of indentation does not exceed the contact
radius and the elasto-capillary number is greater or equal to 0.1, sidewall contact does not occur and Eq. (9.15) holds for both indentation and retraction. In general, side contact will affect the indenter force even if frictionless boundary condition were imposed between the sidewall and substrate. Of course, in reality, some friction will exist, and this will provide additional resistance to indentation and further complicates the analysis.

9.6.2 Summary

Finite element simulations are used to investigate the effects of surface tension on the adhesive contact between a rigid flat circular punch and an elastic substrate. The elasto-capillary number \( \omega = \frac{\sigma}{Ea} \) is used to quantify surface tension effects. Our calculation shows that surface tension can significantly mitigate the local concentration of curvature near the edge of the punch. This change of local deformation is very sensitive to elasto-capillary number when it is small. For fixed indentation load, it is shown that energy release rate goes down when \( \omega \) increases which suggests that the presence of surface tension makes the propagation of an interface crack more difficult. An examination of pull-off behavior shows that a higher external load but a smaller displacement is required to pull the punch out of contact when there is surface tension. Finally, we propose that the loading curve slope and the “contact angle” at the punch edge for fixed displacement is a function of elasto-capillary number only and may be used as a method to measure the substrate surface tension. We also provide approximate expressions for the pull-off load and displacement.

In a previous work of a rigid sphere in contact with an elastic substrate, Karpitscha et al. [32] found that the local contact angle is always determined by Young’s
equation, assuming surface energies equal to surface tensions. Our pull-off results are consistent with their theory even though the geometry is different (see Appendix).

There are limitations in our work. We have not been able to consider very large deformation where $\Delta > a$. Such large deformation requires a considerable amount of remeshing which affects the accuracy of the FE solution. We assume the surface stress is isotropic and can be represented by a constant surface tension $\sigma$ independent of surface strain, so our surface model can only be applied to a restricted class of soft materials. It is also assumed that the contact line is perfectly circular whereas in reality the presence of defect may cause small error when compared with theory. Finally, we assume adhesion is sufficiently strong so that the interface does not slip before it fails.
APPENDIX 9.1

INDENTATION BEHAVIOR

Fig. A9.1.1 Scheme of a rigid punch indenting on an elastic solid, i.e. $P, \Delta < 0$.

In this section, similar calculation of deformation and load vs displacement curve are carried out for indentation behavior, i.e. $P, \Delta < 0$. The FEM results in Fig. A9.1.2 shows that the angle $\theta$ (see Fig. A9.1.1) is less than $\pi/2$ in the absence of surface tension ($\omega = 0$) which is different from the prediction of small strain theory where $\theta = \pi/2$. Fig. A9.1.2 shows that for large indentation ($\Delta \geq 0.5$) and small elasto-capillary number $\omega \leq 0.01$, the substrate comes into contact with the lateral surface of the punch. Such sideways contact is not observed for $\omega \geq 0.1$ even for $\Delta = 1$. Indeed, as $\omega$ increases, $\theta$ becomes larger than $\pi/2$, and the substrate surface “flattens”.
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Similar to retraction, the deformation near the contact line is very sensitive to $\omega$. For example, for $\bar{\Delta} = -0.1$ even very small surface tension ($\omega = 0.01$) can significantly flatten the deformed surface and reduces the local concentrated curvature predicted by the classical crack tip solution. For larger deformation ($\bar{\Delta} = -0.5$), higher surface tension is required to flatten the deformed surface.

As expected, surface tension resists deformation, that is, for same indentation displacement a higher load is required. This behavior is shown in Fig. A9.1.3 for different Elasto-capillary number.
Figure A9.1.3 shows that the indentation force is directly proportional to the indentation displacement, as in the case of retraction. Hence the normalized stiffness (as in Eq. 9.15) is approximately independent of the indentation depth and depends only on the elasto-capillary number. However, this behavior may not be accurate for large indentation and small elasto-capillary number, since sideway contact is not taken into account in our FE model.
APPENDIX 9.2
DERIVATION OF ENERGY RELEASE RATE

According to the definition of energy release rate and the fact that
\[ \bar{\Gamma} = \Gamma / \left( \frac{8}{3} E a^3 \right) \]

\[
G = \left. \frac{\partial \bar{\Gamma}}{\partial a} \right|_\Delta = \frac{1}{2\pi a} \left. \frac{\partial}{\partial a} \left( \frac{8Ea^3}{3} \bar{\Gamma}(\Delta, \omega) \right) \right|_\Delta
\]

(A9.1)

Since \( \bar{\Delta} = \frac{\Delta}{a}, \omega = \frac{\sigma}{E a} \), equation (A9.1) can further be simplified as

\[
G = \frac{1}{2\pi a} \left( 8Ea^2 \bar{\Gamma}(\bar{\Delta}, \omega) - \frac{8Ea^3}{3} \frac{\partial \bar{\Gamma}(\bar{\Delta}, \omega)}{\partial \bar{\Delta}} \frac{\bar{\Delta}}{a} - \frac{8Ea^3}{3} \frac{\partial \bar{\Gamma}(\bar{\Delta}, \omega)}{\partial \omega} \frac{\omega}{a} \right)
\]

(A9.2)

\[
= \frac{4Ea}{\pi} \left( \bar{\Gamma}(\bar{\Delta}, \omega) - \frac{1}{3} \bar{\Delta} \frac{\partial \bar{\Gamma}(\bar{\Delta}, \omega)}{\partial \bar{\Delta}} - \frac{1}{3} \omega \frac{\partial \bar{\Gamma}(\bar{\Delta}, \omega)}{\partial \omega} \right)
\]

The above derivation is strictly valid for an infinite substrate, however, in our finite element calculation, we can only simulate a substrate with a finite size \( R = 100a \).

When surface tension is considered, the normalized total energy \( \bar{\Gamma} \) should also be a function of \( \bar{R} = \frac{R}{a} \). Hence, a correction term needs to be added in the expression of energy release rate:

\[
G = \frac{1}{2\pi a} \left. \frac{\partial}{\partial a} \left( \frac{8Ea^3}{3} \bar{\Gamma}(\bar{\Delta}, \omega, \bar{R}) \right) \right|_\Delta
\]

(A9.3)

\[
= \frac{4Ea}{\pi} \left( \bar{\Gamma}(\bar{\Delta}, \omega, \bar{R}) - \frac{1}{3} \bar{\Delta} \frac{\partial \bar{\Gamma}(\bar{\Delta}, \omega, \bar{R})}{\partial \bar{\Delta}} - \frac{1}{3} \omega \frac{\partial \bar{\Gamma}(\bar{\Delta}, \omega, \bar{R})}{\partial \omega} - \frac{1}{3} \bar{R} \frac{\partial \bar{\Gamma}(\bar{\Delta}, \omega, \bar{R})}{\partial \bar{R}} \right)
\]
APPENDIX 9.3
PULL-OFF LOAD AND DISPLACEMENT NORMALIZATION

The goal of this analysis is to show that if $P - \Delta$ relation is linear and the stiffness
is a function of $\omega$ only, then $\frac{\Delta_{\text{off}}}{\Delta^{(e)}_{\text{off}}}$ and $\frac{P_{\text{off}}}{P^{(e)}_{\text{off}}}$ are function of $\omega$ only.

**Proof:** If $P = k(\omega)\Delta$, then

$$\Gamma = \frac{1}{2} k(\omega)\Delta^2$$  \hspace{1cm} (A9.4)

Therefore, according to Eq. (9.14) in the main text,

$$\bar{G} = \frac{\Delta^2}{6} (k(\omega) - k'(\omega)\omega)$$  \hspace{1cm} (A9.5)

Take $\bar{G} = \overline{W_{ad}}$, and because $k(0) = 1$,

$$\frac{\Delta_{\text{off}}}{\Delta^{(e)}_{\text{off}}} = \sqrt{\frac{1}{k(\omega) - k'(\omega)\omega}}$$  \hspace{1cm} (A9.6)

and

$$\frac{P_{\text{off}}}{P^{(e)}_{\text{off}}} = k(\omega)\sqrt{\frac{1}{k(\omega) - k'(\omega)\omega}}$$  \hspace{1cm} (A9.7)
APPENDIX 9.4

COMPARISON WITH KARPITSCHA ET AL.

In our calculation, we evaluate the energy release rate without imposing a fracture or pull-off condition. As long as we do not impose the pull-off condition (Eq. (9.10)), the contact angle is dependent on the displacement of the punch. In Karpitscha et al.’s paper [32], they always impose energy equilibrium, that is, \( G = W_{\text{ad}} \), hence their displacement is equivalent to \( \Delta_{\text{off}} \) in this work.

Strictly speaking, our theory should recover the result of Karpitscha et al. [32], which states that the contact angle is determined locally by the liquid limit, that is, by Young’s equation when we impose the pull-off condition. However, It should be noted for very small elasto-capillary numbers (stiff solids, small surface tension), the region of validity of Young’s equation is too small to be detected in our FEM calculations. Here we check by comparing the pull-off angle predicted by our finite element result and the liquid limit theory. As shown in Fig. A9.4.1 below, for \( \omega > 0.5 \), the FEM result and the contact angle predicted by Young’s equation essentially lie on top of each other, suggesting that our calculation does agree with Karpitscha et al.’s results [32].

Finally, it should be noted that, both Karpitscha et al. and us assumed that the contact line has no length scale. The molecular length scale (say \( d \)) of the contact line can introduce a different length scale in the problem, and this new length scale allows elasticity to dominate surface stress in stiff solids – for this case the local contact angle in the limit of small elasto-capillary number is not given by the Young’s equation. A discussion of this can be found in C.Y. Hui and A. Jagota [33].
Fig. A9.4.1 Comparison between the contact angle at pull-off predicted by both FEM results and liquid theory when $W_{ad}$ is fixed to be 0.05.
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CHAPTER 10
CONCLUSIONS AND FUTURE WORK

This dissertation starts by considering the coupling of liquid/vapor surface tension with elastic deformation of solid structures. Two experiments are presented to demonstrate the possibilities of deforming the solid structure by liquid capillary force and use the deformation in turn to drive the motion of droplets. Specifically, we show that droplets separated by a thin elastic film can interact with each other and droplets sitting on a film terminated fibrillar structure can move spontaneously and chaotically. Further studies can be carried out to explore their applications especially in the field of micro-fluidics. For example, a device can be developed to manipulate motion of droplets on side of the film using droplets on the other side. More studies on the instabilities caused by size-changing and periodic potential need to be done to completely understand the phenomenon presented in Chapter 3. For example, one may want to change the chemistry of the droplets to see how vaporization affects motion. With better understanding, it may be possible to use this mechanism to produce controlled motion of droplets using, for example, a variation in inter-fibril spacing.

In Chapter 4 and 5, we develop an adhesive contact theory between a rigid cylinder/sphere and a semi-infinite elastic substrate accounting for surface stresses. In these works, we consider normal contact where the role of interfacial shear stresses is not significant. Further studies should include friction and to understand how surface stresses can resist side-way load.

In Chapters 7, 8 and 9, we use large deformation theory to study the effect of solid surface stress. We find a closed-form solution for the pure bending of a finite-thickness plate with strain-dependent surface stress. One limitation in this work is we are not able to consider the surface stress effect near the edge of the plate where there is a singularity in un-deformed curvature. Hence our solution is only valid far away
from the edges. In Chapter 8 and 9, a finite element method that consider both large deformation and solid surface stress effect is used to study a penny-shaped crack problem and a rigid circular punch indentation problem respectively. In both problems, an energy argument is used to calculate the energy release rate. Instead of evaluating the stress and deformation field near the crack tip, only global quantities such as crack volume or load and displacement are required in our calculation. Therefore, the amount of computational effort can be greatly reduced while the accuracy of the calculation can be still guaranteed. In our finite element calculations, we assume the surface stress is isotropic and strain-independent – similar to liquid surface behavior. In the future, the surface element subroutine should be extended to consider the non-isotropic stress component and surface strain-dependency [3]. This improvement has the potential to predict some interesting phenomena that has not been explored before. Furthermore, recent experiments has shown that strain in hydrogel may lead to phase separation which can cause change in surface properties [4]. A large deformation finite element model with porous material and surface elements may be used to capture this phenomenon.
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