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Nonlinear (NL) optics differs from its linear counterpart in that it drives interaction between different optical frequencies. In a stimulated parametric process, such as sum/difference frequency generation in $\chi^{(2)}$ media or phase conjugation in $\chi^{(3)}$, a strong pump drives the interaction with a weaker signal field, and an idler field is generated at a different frequency set by the energy conservation of the process. In this work we focus on a subset of possible interactions, i.e. frequency translations, in which, for a generated idler, the signal undergoes depletion and the total energy of the two fields is conserved in the Manley-Row sense (i.e. number of photons is conserved). While for most applications such distinction is not fundamental, it becomes a crucial aspect in the very-low-power and quantum regimes.

The focus of this work is Bragg Scattering (BS) in $\chi^{(3)}$ medium, a parametric four wave mixing interaction where two pumps separated by an angular frequency detuning $\Delta\omega$ drive the interaction between a signal and an idler separated by the same amount. This configuration offers great flexibility with respect to choice of participating fields, enabling translation across both a wide span of wavelength and small detuning within the same frequency bands.

We first utilize BS to demonstrate an unusual phenomena known as temporal cloaking: a coherent optical manipulation that hides events from an observer. Using the concept of space-time duality, we implement a novel split time-lens that
opens and closes a gap in a continuous wave (CW) probing signal, in which events can happen undetected. The reversibility of frequency translation enables us to do and undo the gap without adding any noise.

Successively, we employ BS in the quantum regime: time-reversibility implies the preservation of quantum coherence so that quantum states can be manipulated without affecting their quantum nature. Frequency translation offers a way to connect elements operating at different wavelengths for a large scale quantum system. We use BS to operate on single photon states: we demonstrate high-performance implementation using a nonlinear fiber, achieving efficient translation of 94% while having low-losses and extremely low noise compared to previous demonstrations. With such system, we are able to implement more complex manipulation of the quantum field performing temporal compression and magnification using a time-lens.

Since frequency translation provides us with the ability to coherently couple arbitrary pairs of frequencies, it is natural to introduce the concept of *chromatic qubits*, a frequency encoding that is naturally controlled by BS. We manipulate such qubits using a sequence of two BS interactions in a Ramsey interferometer configuration: by varying the delay between the two stages, we observe fringes of interference between the two possible output frequency states.

Finally we propose an extension of BS to control high-dimensional frequency space, and study theoretically the different regimes of BS interaction in dense-multiplexed frequency channels in the presence of multiple pumps.
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CHAPTER 1

INTRODUCTION

1.1 Frequency Translation

Our everyday description of optical phenomena is linear: we represent light propagation as a ray that we can trace independently from any other ray, regardless of its intensity or color. Even the case of coherent light, where different paths can lead to interference patterns, can be described with linear equations. It is only when the intensity of the electromagnetic field is strong enough, compared with the electric field generated by the electronic cloud of a medium, that nonlinear effects arise.

Nonlinear (NL) optics differs from its linear counterpart in that it drives interaction between different optical frequencies [1]: NL phenomena can lead to the generation new colors, as in higher harmonic generation, where the new field is at a frequency multiple of the driving pump [2]; it can produce continuous spectral broadening of a field, to the limit of the generation of a ‘supercontinuum’ of frequencies [3]. In a stimulated parametric process, such as sum/difference frequency generation in $\chi^{(2)}$ media or phase conjugation in $\chi^{(3)}$, a strong pump drives the interaction with a weaker signal field, and an idler field is generated at a different frequency set by the energy conservation of the process. This enables the generation of laser-like emission at wavelengths where gain medium is not available or the creation of sources of wide tunability such as Optical Parametric Oscillators and Amplifiers.

Moreover, modulations applied to the signal or to the pump are reflected in
the idler, and the process is often defined as frequency conversion [4]. Obviously many practical applications are found in high speed optical telecommunication, which relies heavily on wavelength multiplexing to achieve large data throughput, but also in other fields, such as far infrared and thermal imaging and spectroscopy [5, 6], in which hard to detect signals are converted to more convenient wavelengths.

Since the participating fields mix together, frequency conversion can be employed to perform all-optical operations on the signal. From simple logical operations that depend only on the intensity of the fields [7], to signal processing that take advantage of the wave-like nature of light [8], frequency conversion enables all-optical manipulation of the optical signal, with two advantages over electronic-based solutions: much larger bandwidth and higher power efficiency.

In this work we focus on a subset of possible interactions, frequency translations or frequency exchange [9], in which, for a generated idler, the signal undergoes depletion and the total energy of the two fields is conserved, in the Manley-Row sense, (i.e. number of photons is conserved). While, for most applications, such distinction is not fundamental, it becomes a crucial aspect in the very-low-power and quantum regimes.

1.1.1 Organization of the work

Optical frequency translation can be achieved with different processes: notable examples are sum-frequency in nonlinear crystals [10], crossphase modulation in fibers, and via electro-optical and acusto-optical modulator. The focus of this work is Bragg Scattering (BS) in $\chi^{(3)}$ medium, a parametric four-wave mixing interaction (FWM) where two pumps at separate frequencies drive the interac-
tion between signal and idler. Originally it was observed in systems where two degenerate pumps, coming at different angles, formed through interference a periodic pattern that would scatter similarly to a Bragg grating. FWM interaction in a collinear configuration was not studied until the 1990s [11, 12], when it was noticed for its convenient properties of wide-band tunability and low noise transfer.

This dissertation is organized in the following

- In chapter 2, we formally derive BS interaction from the theory of nonlinear optics, and analyze different regimes of operation and phasematching conditions. We also introduce a quantized description of the process.

- In chapter 3, we show how BS enabled us to demonstrate temporal cloaking, a coherent optical manipulation that hides events from an observer. Using the concept of space-time duality, we implement a novel split-time-lens that opens or closes a gap in a CW probing signal. Because BS is reversible, with a second interaction we are able to canceling the effects of the first time-lens, making the cloaking undetectable.

- In chapter 4, we apply BS in the quantum regime: time-reversibility implies the preservation of quantum coherence so that quantum states can be manipulated without affecting their quantum nature. We use BS to operate on single photon states: first we demonstrate a low-noise implementation using a nonlinear fiber, then, using the same system, we implement time-lens manipulation over a single photon, performing temporal compression and expansion.

- In chapter 5, we introduce the concept of bichromatic qubits, i.e. a frequency encoding that is naturally controlled by BS. First, we manipulate such qubits using a sequence of 2 BS interactions in a Ramsey interferometer configura-
tion. Second, we propose an extension to high-dimensional space, and study theoretically the different regimes of BS interaction. We explore the case of many pumps coupling different frequency bins in nontrivial fashion.

- Finally, in chapter 6, we summarize the results and propose directions for future research.
CHAPTER 2

THEORY OF OPTICAL NONLINEAR INTERACTIONS AND
BRAGG SCATTERING

The response of a material (or polarization \( P \)) in the presence of an external electric field \( E \) can be expressed as \( P(t) = \epsilon_0 \bar{\chi}(E) \vec{E}(t) \) where \( \chi \) is the polarizability of the medium. Indeed, \( \bar{\chi}(E) \) can be expanded in Taylor’s series, the first term being related to the relative dielectric constant \( \epsilon_r = 1 + \chi^{(1)} \). Nonetheless, when the intensity of the electric field is strong enough, for example for collimated laser beam or concentrated inside a waveguide, the higher order terms become relevant leading to the nonlinear regime of light interaction.

We can rewrite the equation separating a linear and a nonlinear contribution

\[
P = P^{(1)} + P^{NL} = \epsilon_0 \vec{E} + \epsilon_0 \bar{\chi}^{(2)}_{i,j} E_i E_j + \epsilon_0 \bar{\chi}^{(3)}_{i,j,k} E_i E_j E_k + \ldots,
\]

where \( \bar{\chi}^{(i)} \) are, in general, tensors. For the vast majority of material (i.e. centrosymmetric), \( \chi^{(2)} \) vanishes because of symmetries at the molecular level. On the other hand, \( \chi^{(3)} \) term, or Kerr nonlinearity, plays a dominant role in the dynamics of most materials, including the fibers considered in this work.

From Maxwell’s equations of electromagnetism, one derives the wave equation for isotropic, dispersionless materials ([13] eq. (2.1.17))

\[
\nabla^2 E(\vec{x}, t) - \frac{\epsilon_r}{c^2} \frac{\partial^2 E}{\partial t^2} = \frac{1}{\epsilon_0 c^2} \frac{\partial^2 P^{NL}}{\partial t^2}
\]

In order to describe dispersive dynamics, regardless of whether the dispersion is introduced by the material or by the modal propagation (as in the case of

\( ^1 \chi^{(3)} \) is in general a tensor, but in the rest of the work, we will focus on isotropic materials and we will consider material response as a scalar.
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a waveguide), one has to expand each field as the sum of its various frequency components

\[ E(x, t) = \sum_n \sum_{\omega_n} E_n(\omega_n)e^{-i\omega_n t}e^{ik_n(\omega_n)x} + c.c. \]

\[ E(x, t) = \sum_{\omega} E(\omega)e^{-i\omega t} + c.c. \]

So that we can rewrite a wave equation that holds for each \( \omega \)

\[ \nabla^2 E(\bar{x}, \omega) - \frac{\epsilon_r(\omega)}{c^2} \frac{\partial^2 E(\bar{x}, \omega)}{\partial t^2} = \frac{1}{\epsilon_0 c^2} \frac{\partial^2 P_{NL}(\bar{x}, \omega)}{\partial t^2} \]  \quad (2.1)

Let’s now, for a moment, focus on the left hand of the equation and apply two important approximations.

First, we consider only a narrow part of the spectrum centered on a carrier angular frequency \( \omega_0 \), so we can write \( E(x, t) = A(x, t)e^{i\omega_0 t} \) where \( A(x, t) = \int A(x, \omega)e^{i\omega t} \) is the pulse envelope and \( \omega \) the baseband angular frequency.

Second, in the work presented here, light propagates and interacts in a waveguide (i.e. an optical fiber), which is an inhomogeneous medium that affects the spatial propagation. The waveguide defines specific spatial transverse modes while light propagates along the waveguide in the \( z \)-direction. The fields can now be expanded as the sum of the spatial modes: \( A_\omega(x, \delta\omega) = \sum_n a_{kn}(x, y)A_n(z, \delta\omega)e^{-i\omega t}e^{i\beta_n(\omega)z} + c.c., a_{kn}(x, y) \) describe the transverse distribution of the mode and \( \beta_n(\omega) \) the propagation constant for that mode. The analysis of the solution of waveguide modes can be found in [14, 15].

Plugging the two modal expansions into (2.1) we obtain the following
\[
\frac{d^2 A_n}{dz^2} + 2i \beta_n(\omega) \frac{dA_n}{dz} - \beta_n(\omega)^2 A_n + \\
- \frac{\varepsilon_r(\omega_0)}{c^2} \left[ \frac{\partial^2 A_n}{\partial t^2} + 2i\omega_0 \frac{\partial A_n}{\partial t} - \omega_0^2 A_n \right] = \frac{\omega_0^2}{\varepsilon_0 c^2} P^{NL}
\]

We assume that \( A_n \) varies slowly with \( z \) and \( t \) so that the second derivative \( \frac{d^2 A_n(z,\omega)}{dz^2} \ll 2i \beta_n(\omega) \frac{dA_n(z,\omega)}{dz} \) as well \( \frac{\partial^2 A_n}{\partial t^2} + 2i\omega_0 \frac{\partial A_n}{\partial t} \ll \omega_0^2 A_n \) as can be ignored (slowly varying envelope). Such approximation holds for \( P_{NL} \) as well.

\[
2i \beta_n(\omega) \frac{dA_n}{dz} + \left[ \beta_n(\omega)^2 - \frac{\omega_0^2 \varepsilon_r(\omega_0)}{c^2} \right] A_n = \frac{\omega_0^2}{\varepsilon_0 c^2} P^{NL}
\]

It is now useful to expand in Taylor series the propagation constant \( \beta_n(\omega) = \sum \frac{1}{n!} \beta^{(i)} |_{\omega_0} (\omega - \omega_0)^n \), and identify the first few terms: \( \beta^{(0)} = 1/c \) relates directly to the index of refraction, \( \beta^{(1)} = 1/v_g \) is the inverse of the group velocity and \( \beta^{(2)} \) is called group velocity dispersion (GVD).

We also notice that

\[
\sqrt{\frac{\omega_0^2 \varepsilon_0 \varepsilon_r(\omega_0)}{c^2}} = \beta(\omega_0) = \beta^{(0)}
\]

and

\[
\beta(\omega)^2 - (\beta^{(0)})^2 \approx 2\beta^{(0)} [\beta(\omega) - \beta^{(0)}].
\]

so that

\[
2i \beta(\omega) \frac{dA_n}{dz} + 2\beta^{(0)} [\beta(\omega) - \beta^{(0)}] A_n = \frac{\omega_0^2}{\varepsilon_0 c^2} P^{NL}
\]

and expanding for \( \beta(\omega) \)
\[
\frac{dA_n}{dz} + i\beta^{(1)}(\omega - \omega_0)A_n + i\frac{\beta^{(2)}}{2}(\omega - \omega_0)^2 A + \ldots = \frac{\omega_0^2}{\varepsilon_0 c^2} P^{NL}
\]

Those terms in \(\omega\) can be turned via formal integration into derivatives with respect to time \((\omega - \omega_0) \to i\frac{\partial}{\partial t}\).

\[
\frac{dA_n}{dz} - \beta^{(1)} \frac{\partial A_n}{\partial t} + i\frac{\beta^{(2)}}{2} \frac{\partial^2 A_n}{\partial t^2} + \ldots = \frac{\omega_0^2}{\varepsilon_0 c^2} P^{NL}
\]

Higher order of \(\beta(\omega)\) expansion would lead to higher order derivatives, but in this work, we can truncate at \(\beta^{(2)}\) without losing accuracy.

To simplify the equation we introduce a coordinate transformation \(\tau = t - \frac{z}{v_g} = t - \beta^{(1)} z\) so that for the new reference frame \(A_n = A_n(z, \tau)\)

\[
\frac{dA_n}{dz} + \frac{1}{2} \beta^{(2)} \frac{\partial^2 A_n}{\partial \tau^2} = i\frac{\omega}{nc} P^{NL}
\]

From now on, we consider only \(\chi^{(3)}\) process so that \(P^{NL}(x, t) = \chi^{(3)} |E(x, t)|^2 E(x, t)\).

When expanded into the spatial and frequency modes introduced earlier, we obtain the following nonlinear Schrödinger equation

\[
i \frac{dA}{dz} = \frac{1}{2} \beta^{(2)} \frac{\partial^2 A}{\partial \tau^2} A - \gamma |A|^2 A
\]

where \(\gamma = \frac{\chi^{(3)} 4\pi}{\omega_0 a}\) is the nonlinear interaction parameter: \(a\) depends on the spatial mode overlap. For telecommunication optical fibers, \(\gamma = 0.5 - 10 W^{-1} km^{-1}\).

Let’s now see how different frequencies can interact in a nonlinear medium: we
can expand field $A$ as the sum of four different fields

$$A(z, \tau) = A_1(z, \tau)e^{-i\Delta \omega_1 \tau + i\beta(\omega_1) z} + A_2(z, \tau)e^{-i\Delta \omega_2 \tau + i\beta(\omega_2) z} + A_3(z, \tau)e^{-i\Delta \omega_3 \tau + i\beta(\omega_3) z} + A_4(z, \tau)e^{-i\Delta \omega_4 \tau + i\beta(\omega_4) z}. \quad (2.3)$$

where $\Delta \omega_i = \omega_i - \omega_0$ denotes the difference in frequency between each field and the carrier.

We can plug equation (2.3) into (2.2), obtaining an equation that varies in time. We can separate the equation into a system of four equations, one for each interacting field and time varying exponential: the nonlinear term is selected when

$$i \frac{d}{dz} A_i = -\beta^{(2)}(\omega_i) \frac{\partial^2}{\partial \tau^2} A_i + \gamma \sum_{\pm \omega_j \mp \omega_k \pm \omega_i = \omega_i} e^{i \kappa_{i,j,k,l} z} A_j A_k^* A_l A_i = 1, 2, 3, 4 \quad A_i \equiv A(z, \tau) \quad (2.4)$$

In this expansion we make the assumption that, for each of the fields, bandwidth is small enough that we can only consider chromatic dispersion at each field center frequency, i.e. $\beta^{(2)}(\omega_i) \gg \beta^{(3)}(\omega_i) \delta \omega_i$.

On the other hand, the energy separation of different fields may be substantially large so that a higher order needs to be taken into account when calculating the phase mismatch $\kappa_{i,j,k,l} = \sum \pm \beta(\omega_i)$, i.e $\beta(\omega) = \sum_i \frac{\beta^{(i)}(\omega)}{i!} (\omega - \omega_0)^i$

The nonlinear term in general produces a mixing of the different frequencies. The condition on the sum $\pm \omega_j \mp \omega_k \pm \omega_i = \omega_i$ is related to the energy conservation of the Four Wave Mixing (FWM) process: three fields frequencies add up to produce a fourth field. Whereas for any set of interacting fields, many different interactions are possible, in general most of them are negated by the phase-matching term $e^{i \kappa_{i,j,k,l} z}$. 
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Equation (2.4) provides a good approximation for most of $\chi^{(3)}$ process: for example $\omega_1 = -\omega_2 = \omega_3$ and $\omega_4 = 3\omega_1$ describes Third Harmonic Generation. Some processes, like self-phase modulation $\omega_1 = \omega_2 = \omega_3 = \omega_4$, and cross-phase modulation (XPM) $\omega_1 = \omega_2, \omega_3 = \omega_4$ are always phasematched.

### 2.1 Bragg Scattering

Let’s now concentrate on a specific parametric process, known as Bragg Scattering (BS) [12]: we identify two strong pump fields $A_{p1}$ and $A_{p2}$ at $\omega_{p1}$ and $\omega_{p2}$, and two weak fields $A_s$ and $A_i$ respectively signal and idler, with the idler frequency such that $\omega_i - \omega_s = \omega_{p1} - \omega_{p2} = \Delta\Omega$ is the amount of frequency translation. The general evolution of the four fields is

\[
\begin{align*}
    i \frac{d}{dz} A_{p1} &= \frac{\beta(\omega_{p1})}{2} \frac{\partial^2}{\partial \tau^2} A_{p1} - \gamma \sum_{p1,p2,s,i} e^{+i\kappa_{p1,p2,s,i} z} AA_k^* A_i \\
    i \frac{d}{dz} A_{p2} &= \frac{\beta(\omega_{p2})}{2} \frac{\partial^2}{\partial \tau^2} A_{p2} - \gamma \sum_{p1,p2,s,i} e^{+i\kappa_{p1,p2,s,i} z} AA_k^* A_i \\
    i \frac{d}{dz} A_s &= \frac{\beta(\omega_s)}{2} \frac{\partial^2}{\partial \tau^2} A_s - \gamma \sum_{p1,p2,s,i} e^{+i\kappa_{p1,p2,s,i} z} AA_k^* A_i \\
    i \frac{d}{dz} A_i &= \frac{\beta(\omega_i)}{2} \frac{\partial^2}{\partial \tau^2} A_i - \gamma \sum_{p1,p2,s,i} e^{+i\kappa_{p1,p2,s,i} z} AA_k^* A_i
\end{align*}
\]

We operate now three approximations: first, most of the nonlinearity inter-
action is driven by the pump fields, i.e. $|P|^2 \gg |A_{s,i}|^2$, second, pump fields are not depleted by the interaction nor modified by dispersion; third, dispersion is small enough that it does not affect the temporal shape of the interacting fields (quasi-CW approximation).

The system becomes now

$$A_{p1}(z) = e^{i\gamma(|A_{p1}|^2 + 2|A_{p2}|^2)z} A_{p1}(0) \equiv e^{i\Gamma_1 z} A_{p1}$$

$$A_{p2}(z) = e^{i\gamma(|A_{p1}|^2 + |A_{p2}|^2)z} A_{p2}(0) \equiv e^{i\Gamma_2 z} A_{p2}$$

$$\frac{d}{dz} A_s(z) = i2\gamma \left[ (|A_{p1}|^2 + |A_{p2}|^2) A_s(z) + (e^{+i\kappa z} A_{p1}(z) A_{p2}^*(z)) A_i(z) \right]$$

$$\frac{d}{dz} A_i(z) = i2\gamma \left[ (|A_{p1}|^2 + |A_{p2}|^2) A_i(z) + (e^{-i\kappa z} A_{p1}^*(z) A_{p2}(z)) A_s(z) \right]$$

where $\kappa = \beta(\omega_s) - \beta(\omega_i) - \beta(\omega_1) + \beta(\omega_2)$ is the BS phase-matching term.

We can solve the system exactly: first we introduce the fields

$$A_{s,i}(z) = \exp \left[ i\gamma(|A_{p1}|^2 + |A_{p2}|^2)z \right] B_{s,i}(z)$$

to include effects of cross-phase modulation. This nonlinear phase, being identical for the two fields, can be ignored in the following.

$$\frac{d}{dz} B_s(z) = i2\gamma \left[ e^{-i(\kappa + \Gamma_1 - \Gamma_2)z} A_{p2} A_{p2}^* \right] B_i(z)$$

$$\frac{d}{dz} B_i(z) = i2\gamma \left[ e^{-i(\kappa + \Gamma_1 - \Gamma_2)z} A_{p2}^* A_{p2} \right] B_s(z)$$

In the case of pumps with equal power, i.e. $A_{p1} = \sqrt{P} e^{i\phi_{p1}}, A_{p2} = \sqrt{P} e^{i\phi_{p2}},$ the system takes a simpler form

$$\frac{d}{dz} B_s(z) = i2\gamma P e^{+i\kappa z} e^{i(\phi_{p1} - \phi_{p2})} B_i(z)$$

$$\frac{d}{dz} B_i(z) = i2\gamma P e^{-i\kappa z} e^{-i(\phi_{p1} - \phi_{p2})} B_s(z)$$
Let’s notice here that the phase of the pump is transferred to the converted fields as expected by FWM. The implication of this fact will be explored in the time-lens (chapter 3) and in the Ramsey interferometer (chapter 4), but they will be considered fixed in the following discussion, and incorporated in the definition of $B_{s,i}$.

The trial solution of the system is $B_{s,i}(z) = C_1 \cos(k_{bs}z) + C_2 \sin(k_{bs}z)$, and together with the initial condition leads to the following system describing the evolution of the fields:

\[
B_s(z) = \left[ \cos(k_{bs}z) + i \frac{r}{k_{bs}} \sin(k_{bs}z) \right] B_s(0) + \left[ i \frac{r}{k_{bs}} \sin(k_{bs}z) \right] B_i(0) \tag{2.5} \\
B_i(z) = \left[ -i \frac{r}{k_{bs}} \sin(k_{bs}z) \right] B_s(0) + \left[ \cos(k_{bs}z) - i \frac{r}{k_{bs}} \sin(k_{bs}z) \right] B_i(0)
\]

where $r = 2\gamma P$ is the coupling strength term and $k_{bs} = \sqrt{\kappa^2 + r^2}$ the scattering wavevector. We can define the conversion efficiency for an interaction length $L$ as

\[\eta = \frac{r^2}{k_{bs}^2} \sin(k_{bs}L)^2\]

In figure (2.2) we plot the evolution of the fields for different values of ratio between phase-matching and gain, versus propagation distance $L$. Let’s notice here that, in the case of perfect phasematching, efficiency reduces to $\eta = \sin(rL)^2$, so that for $rL = \pi/2$ it leads to $\eta = 100 \%$, full conversion between signal and idler, while for $rL = \pi/4$ the fields are mixing together ($\eta = 50 \%$).

We now shift the focus to the phasematching term: it is convenient to expand at the zero dispersion frequency $\omega_{ZDW}$ (i.e. $\beta^{(2)}(\omega_{ZDW}) = 0$) so that $\beta(\omega) = \frac{\beta^{(3)}}{6} (\omega - \omega_{ZDW})^3 + \frac{\beta^{(4)}}{24} (\omega - \omega_{ZDW})^4 + o((\omega - \omega_{ZDW})^5)$, and to introduce the average pump frequency $\Delta\Omega = (\omega_{p1} + \omega_{p2})/2 - \omega_{ZDW}$, the frequency shift $\Delta\omega = (\omega_{p2} - \omega_{p1})$ and the signal offset $\epsilon_{s}$ so that $\omega_{s} = \epsilon_{s} + \Delta\omega - \Delta\Omega$ and $\omega_{i} = \epsilon_{s} - \Delta\omega - \Delta\Omega$ (see
Figure 2.2: Evolution of two fields coupled by Bragg Scattering for different values of the phasematching term $\kappa = 0, r, 2r$.

Figure 2.3: Cartoon of wavelength participating the interaction with respect to the zero dispersion wavelength.
The phasematching now reads
\[
\kappa = \frac{\beta^{(3)}}{6} \left[ \left( \epsilon_\omega - \frac{\Delta \omega}{2} - \Delta \Omega \right)^3 - \left( \epsilon_\omega + \frac{\Delta \omega}{2} - \Delta \Omega \right)^3 + \left( -\frac{\Delta \omega}{2} + \Delta \Omega \right)^3 + \left( +\frac{\Delta \omega}{2} + \Delta \Omega \right)^3 \right] + \frac{\beta^{(4)}}{24} \left[ \left( \epsilon_\omega - \frac{\Delta \omega}{2} - \Delta \Omega \right)^4 - \left( \epsilon_\omega + \frac{\Delta \omega}{2} - \Delta \Omega \right)^4 + \ldots \right.
\]
\[
- \left( -\frac{\Delta \omega}{2} + \Delta \Omega \right)^4 + \left( +\frac{\Delta \omega}{2} + \Delta \Omega \right)^4 \right] + \frac{\beta^{(4)}}{24} \left[ \Delta \omega (\epsilon_\omega - 2\Delta \Omega) \left( \Delta \omega^2 + 4\Delta \Omega^2 - 4\Delta \Omega \epsilon_\omega + 4\epsilon_\omega^2 \right) \right] + \ldots
\]

The most straightforward solution is when \( \epsilon_\omega = 0 \): \( \beta^{(3)} \) term (as well as all the other odd terms) cancels out, leaving the smaller contribution from higher order dispersion.

For small \( \epsilon_\omega \), approximating \( \Delta \Omega_p \gg \Delta \omega \gg \epsilon_\omega \) we obtain
\[
\kappa(\epsilon_\omega) \cdot L = \beta^{(3)} \Delta \omega \epsilon_\omega + \frac{\beta^{(4)}}{24} \left[ 8\Delta \omega \Delta \Omega^2 \right] = \left( \epsilon_\omega + \Delta \epsilon \right) / \delta \omega_{bs}
\]

And we define \( \delta \omega_{bs} = L \cdot \beta^{(3)} \Delta \Omega \Delta \omega \) the acceptance bandwidth and \( \Delta \epsilon = \frac{\beta^{(4)}}{3 \beta^{(3)}} \Delta \Omega^2 \) the frequency shift of the optimal conversion due to higher order dispersion. As a reference, \( \beta^{(3)} \Delta \Omega \propto \beta^{(2)} |_{\omega_0 + \Delta \Omega} \), so that the previous parameters can be expressed as function of dispersion at the fields wavelength, rather than at \( \omega_{ZDW} \).

To summarize: whereas different values of \( \beta^{(3)} \) do not impact the optimal phasematching frequency, large absolute values reduce the acceptance bandwidth. Large
Figure 2.4: Bragg Scattering conversion efficiency versus detuning from the optimal phasematching for different pump power.

$\beta^{(4)}$ dispersion leads to an asymmetry of the optimal frequency across the $\omega_{ZDW}$. It was also suggested [16] that large $\beta^{(4)}$ leads to a different solution where the fields sit across the $\beta^{(3)} = 0$ dispersion point (i.e. the apex of the dispersion curve) [?, 17].

Observing $\kappa(\epsilon, \omega)$ we understand that BS is a selective process. That is, for any pairs of target signal and idler frequencies it is always possible to find a phasematched configuration, by virtue of the fact that with two pumps it is possible to independently tune $\Delta \Omega$ and $\Delta \omega$.

In figure 2.4 we plot the phasematching curves (i.e. the efficiency $\eta(\epsilon, \omega)$ as function of frequency offset $\epsilon, \omega$), for the normalized parameters $\tilde{\epsilon} = \epsilon, \omega / \Delta \omega$, $\tilde{\omega} = \delta \omega_{bs} / \Delta \omega = 1 / \beta^{(3)} \Delta \Omega$ and $\tilde{\Delta} \epsilon = \Delta \epsilon / \Delta \omega = \beta^{(4)} \Delta \Omega / 3 \delta \omega_{bs}$, and the constant parameter $\Delta \Omega = 100 \Delta \omega^4$ fixed dispersion and different nonlinear gain;

The case when $\delta \omega_{bs} > \Delta \omega$, (i.e. $\delta \omega > 1$) needs a different analysis, because it implies that idler field can be coupled by the same process to a different wavelength. This cascaded process can generate a “comb” of frequencies [18], and needs to be treated with a system of coupled equations, one for each line. This process limits the ability to achieve perfect transfer of the energy of the signal to a single idler,
hence it is usually considered a detrimental effect. We will explore more of the cascaded dynamics in section 5.2.

2.2 Quantum treatment

A quantum-mechanical theory of light is based on the operators of creation and annihilation of photon $\hat{a}_j^\dagger$ and $\hat{a}_j$ for the mode $j$ that are the direct result of the quantization of the electromagnetic field $A_j$ and $A_j^*$ [19].

These operators are defined such that $\hat{a}_j^\dagger |n\rangle_j = \sqrt{n+1} |n+1\rangle_j$ and $\hat{a}_j |n\rangle_j = \sqrt{n} |n-1\rangle_j$, and obey to the boson commutation rules $[\hat{a}_i, \hat{a}_j] = 0$ and $[\hat{a}_i, \hat{a}_j^\dagger] = \delta_{i,j}$.

With the proper definition of units so that the number operator $\hat{N}_j = \hat{a}_j^\dagger \hat{a}_j$ measures the intensity in units of number of photons, the system derived in 2.5 correctly describes the evolution of the quantum operators associated with the signal and idler field (respectively $\hat{a}_s$ and $\hat{a}_d$) in the Heisenberg picture

$$\begin{bmatrix} \hat{a}_s(L) \\ \hat{a}_i(L) \end{bmatrix} = \mathfrak{B}_s(L) \begin{bmatrix} \hat{a}_s(0) \\ \hat{a}_i(0) \end{bmatrix} =$$

$$= \begin{bmatrix} \cos(k_{bs} L) + i \frac{\kappa}{k_{bs}} \sin(k_{bs} L) & i \frac{\kappa}{k_{bs}} \sin(k_{bs} L) \\ -i \frac{\kappa}{k_{bs}} \sin(k_{bs} L) & \cos(k_{bs} L) - i \frac{\kappa}{k_{bs}} \sin(k_{bs} L) \end{bmatrix} \begin{bmatrix} \hat{a}_s(0) \\ \hat{a}_i(0) \end{bmatrix} \tag{2.6}$$

The evolution is a unitary matrix, in fact we can write $\mathfrak{B}_s(L) = \begin{bmatrix} \mu & \nu \\ -\nu^* & \mu^* \end{bmatrix}$ and observe that $|\mu|^2 + |\nu|^2 = 1$, $\mathfrak{B}_s(L)^{-1} = \mathfrak{B}_s(L)^\dagger$ and $\mathfrak{B}_s(L)\mathfrak{B}_s(L)^{-1} = \mathbb{I}$. For
any value of $\gamma, \kappa$ and $L$.

One can prove that it preserve the total number of photons, that is, no intensity noise is generated by the process. In fact, if we define the total photon number operator $\hat{N}(z) = \left\langle \hat{a}^\dagger(L) \cdot \hat{a}(L) \right\rangle = \sum_i \hat{a}_i^\dagger(L) \hat{a}_i(L)$ as a scalar product of the field operators, from simple algebra one obtains $\hat{N}(L) = \left\langle \hat{a}^\dagger(L) \cdot \hat{a}(L) \right\rangle = \mathcal{B}_s(L)^{-1} \mathcal{B}_s(L) \left\langle \hat{a}^\dagger(0) \cdot \hat{a}(0) \right\rangle = \left\langle \hat{a}^\dagger(0) \cdot \hat{a}(0) \right\rangle = \hat{N}(0)$. With similar argument, one can verify it preserves all the momentum.

For perfect phasematching (i.e. $\kappa = 0$), (2.6) describes a generic rotation between the two frequency modes. For $e = \pi/2$ it is equivalent to a beam-splitter acting on spatial modes and as a such it can be used to mix fields at different wavelengths.

In its more general form, equation (2.6) resembles the coupling between two energy levels of an atom caused by an external field close to resonance: the non-linear strength and the phasematching take the role of the field strength and the frequency detuning [20]. This analogy will be further expanded in section 5.1 when describing the Ramsey interferometer.

A generic approach for broadband fields is given in [21]: we identify the input and output creation operators for each frequency $\omega$, $\hat{a}^\dagger_\omega(0)$ and $\hat{a}^\dagger_\omega(L)$ and then find the Green function $G(\omega, \omega')$ for which

$$\hat{a}^\dagger_\omega(0) = \int d\omega' G(\omega, \omega') \hat{a}^\dagger_\omega(L).$$

By performing a Schmidt (singular-value) decomposition on the $G$ function [22], we can extract a set of operators (separating the frequency range around
signal and idler) \(\{a_s^{(k)}(\omega), a_i^{(k)}(\omega)\}_k\) coefficients \(\rho_k, \tau_k\) for which each pair of mode operators undergoes a beam-splitter-like transformation

\[
\begin{bmatrix}
\hat{a}_s^{(k)}(L) \\
\hat{a}_i^{(k)}(L)
\end{bmatrix} =
\begin{bmatrix}
\tau & \rho \\
-\rho^* & \tau^*
\end{bmatrix}
\begin{bmatrix}
\hat{a}_s^{(k)}(0) \\
\hat{a}_i^{(k)}(0)
\end{bmatrix}.
\]
CHAPTER 3

TEMPORAL CLOAKING.

Recent research has uncovered a remarkable ability to manipulate and control electromagnetic fields to produce effects such as perfect imaging and spatial cloaking [23, 24]. To achieve spatial cloaking, the index of refraction is manipulated to flow light from a probe around an object in such a way that a ‘hole’ in space is created, and the object is hidden [25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36].

Alternatively, it may be desirable to cloak the occurrence of an event over a finite time period, which leads to the idea of temporal cloaking\(^1\), in which the dispersion of the material is manipulated in time, producing a ‘time hole’ in the probe beam to hide the occurrence of the event from the observer. This approach is based on accelerating the front part of a probe light beam and slowing down its rear part to create a well controlled temporal gap inside which an event occurs. The probe beam is then restored to its original form by the reverse manipulation of the dispersion such that the probe beam is not modified in any way by the event.

3.1 Theory of temporal cloaking

Detection of an object or an event is often performed by measuring a change in the properties of a light probe that interacts with the object or with elements participating in the event. The idea of spatial cloaking consists of the probe light being bent in a precise fashion to prevent it from being scattered by the object, which thus remains hidden from an observer. This has been done typically through use of exotic materials, such as ones with a negative index of refraction, or through

\(^1\)This chapter is adapted from [37]
sophisticated manipulation of the refractive index [29, 30, 24]. Analogously, it is possible to cloak an event in the time domain from an observer by manipulating the dispersion of a material such that a temporal gap is created in the probe beam: any event that occurs within this gap does not modify the temporal/spectral properties of the probe beam and thus remains undetected [38]. This requires rapid changes in the dispersion and a recently proposed approach [38] involves the use of optical fibers that are pumped to high-power levels to produce large changes in the intensity-dependent refractive index. However, at such powers, other optical processes such as stimulated Raman and Brillouin scattering, could limit the ability to achieve cloaking. We propose an alternative means of creating the conditions that allow for temporal cloaking in which we apply concepts from the space–time duality associated with diffraction and dispersion [39].

To produce the time gap necessary to achieve temporal cloaking, we create a temporal element that imparts a suitable nonlinear frequency chirp on a probe beam over a time window in which the gap will be produced. After propagating through a dispersive element, the different frequency components of the probe created by the nonlinear chirp are advanced and retarded as required to produce the desired temporal gap. We create such a temporal element by implementing a split time-lens (STL) which is composed of two half time-lenses connected at the tips. This temporal element is created by FWM-BS with two pump in which the wavelength of one pump is constant in time and the other pump is pulsed and has a linear frequency chirp. To produce the appropriate chirp on the pump wave that will lead to a temporal gap, the red and blue spectral components of the pump pulse are separated and delayed with respect to each other. It is this step that splits the time lens to create the STL.
3.2 Time-lens

Space–time duality represents the analogy between spatial diffraction and temporal dispersion that arises from the mathematical equivalence between the equations describing the diffraction of a monochromatic beam in an isotropic medium

\[
i \frac{d}{dz} A = -\frac{1}{2k} \frac{\partial^2}{\partial x^2} A
\]

where \(k\) is the propagation constant, and the one-dimensional temporal propagation of a pulse through a dispersive medium [40, 39] (see equation (2.2) in absence of nonlinearity)

\[
i \frac{d}{dz} A = \frac{1}{2} \frac{\beta^{(2)}}{2} \frac{\partial^2}{\partial \tau^2} A.
\]

We immediately see that both the diffraction and dispersion operators impart a phase that is quadratic with respect to spatial and baseband angular frequency.

We can write the effect of propagation over a distance \(L\) (for a total dispersion \(\Phi = \frac{\beta^{(2)}L}{2}\) ) using the dispersion operator

\[
U_\Phi[A] = F^{-1}[A(\delta \omega)e^{-i\Phi \delta \omega^2}] = \int \exp(-i\delta \omega(t' - t))e^{-i\Phi \delta \omega^2} A(t')dt'd\omega
\]

For large \(\Phi\), we obtain the Fraunhofer regime of chirped pulses

\[
U[A] = \exp\left(-i\frac{\tau^2}{2\Phi}\right) \int \exp(-i\frac{\tau}{\Phi} t')A(t)dt
\]
Similar to a regular thin lens that imparts a quadratic phase in space, a time-lens imparts a quadratic phase shift in time \([41, 42, 43]\). Time-lenses can be created with an electro-optic modulator or via a parametric nonlinear optical process such as four-wave mixing with a chirped pump. For BS, the idler field generated depends on the mix of all 3 fields \(A_i(\tau) \propto A_s(\tau)P_1^*(\tau)P_2(\tau)\) (we are neglecting effect introduced by aperture \(P(\delta\omega) \geq A(\delta\omega)\) and phasematching). The advantage of using nonlinear optics over electronic modulation is the very large chirping that can be to the signal field.

An imaging system is always composed of two distances \(p\) before and \(q\) after the lens, in which the image is allowed to diffract: in the time analogue, short pulses are dispersed by \(\Phi_p\) before and \(\Phi_q\) after the interaction with the time-lens.

We can write an expression for the idler at the imaging plane:

\[
A_i(\tau) \propto U_{\Phi p}[U_{\phi q}[A_s][U_{\phi 1}[P_1]U_{\phi 2}[P_2]]
\]

\[
= F^{-1}\{ [A(\delta\omega)exp(-i\Phi\delta\omega^2) \ast [exp(i\Phi_1\delta\omega^2) \ast exp(-i\Phi_2\delta\omega^2)]] \ast \ast \exp(-i\Phi\delta\omega^2) \}
\]

\[
\propto F^{-1}\{ [A(\delta\omega)exp(-i\Phi\delta\omega^2) \ast exp\left(-i\frac{\Phi_{p1}\Phi_{p2}}{\Phi_{p1} - \Phi_{p2}}\delta\omega^2\right)] \ast \ast \exp\left(-i\Phi\delta\omega^2\right) \}
\]

\[
\propto \int A(\delta\omega)exp\left(-i\left[\Phi_q - \Phi_f + \frac{\Phi_f^2}{\Phi_f - \Phi_p}\right] \delta\omega^2\right) \ast \ast \exp\left(i\frac{\Phi_f}{\Phi_f - \Phi_p}\tau\right)
\]

where unified the dispersion of the two pumps becomes an effective \(\Phi_f = \left(\frac{1}{\Phi_1} - \frac{1}{\Phi_2}\right)^{-1}\).

The blurring quadratic phase in the inverse Fourier transform integral is removed by setting the phase term to zero. This produces the imaging condition
that is the imaging condition for parametric time lens, and the dispersion on the pump mirrors the focal length of a spatial lens.

This time-lens can, for example, magnify [43] or compress [44] signals in time.

3.3 Experimental setup

A schematic of the full temporal cloaking device is presented in figure 3.1. A continuous-wave probe beam, which could be used to detect an event, is incident from the left. After passing through the STL the light propagates through a dispersive element (for example, a single-mode fiber) that translates the red and blue parts of the chirped probe to the edges of the time window, creating a temporal gap in the probe beam. Finally, a medium with a dispersion opposite in sign to the previous element (for example, a dispersive-compensating optical fiber), together with a second, similar STL, closes the gap so that neither the occurrence of the event nor the presence of the time-lenses are detected. (We note that the spatial equivalent to this second, negative dispersive element would be one that produces negative diffraction [39] and thus would require a metamaterial with a negative index of refraction.)

The schematical configuration for an all-optical implementation of the temporal cloaking is presented in figure 3.2. We numerically simulated the probe beam as it passes through the system by solving the nonlinear Schrödinger equation. The resulting wavelength of the probe beam as a function of time before and after
Figure 3.1: Schematics of the temporal cloak using a pair of STLs. Schematics of the temporal cloak using a pair of STLs. The STLs are used to create a temporal ‘hole’ in a probe beam such that any temporal or spectral changes caused by an event within this hole do not occur. The figure is oriented such that the probe light is described by horizontal lines, and lines at different orientations represent different wavelengths. D denotes the magnitude of the total negative or positive group-velocity dispersion.

The STL is shown in figure 3.2a and b, respectively. The light then propagates through a dispersive element consisting of a single-mode fiber such that the shorter (or longer) wavelengths propagate faster (or slower) than the initial probe beam wavelength. The wavelength distribution as a function of time shown in figure 3.2b becomes that shown in figure 3.2(c), in which a temporal gap opens at the focal point of the STL. The gap is synchronized such that the event occurs within this gap and therefore is not sensed by the probe. The probe then propagates through a dispersion-compensating fiber, and the temporal gap is closed as shown in figure 3.2(d). Finally, a second STL restores the probe light back to its initial wavelength, shown in figure 3.2(e), so that the probe beam is restored to its initial state, and both the event and the presence of the time-lenses are undetected. We note that both after the time-lenses and after the event, we remove the pump from the system with wavelength division multiplexers (WDM).

The split time-lens focuses light to the edges of the time window rather than to the center so that after propagating through a medium with normal GVD, part of
Figure 3.2: Experimental configuration for cloaking an event in time. Top, schematics of the experimental configuration. Bottom, the wavelength of the probe beam as a function of time from numerical simulations. (a), Before the first STL; (b), after the first STL; (c), after propagating through the single-mode fiber; (d), before the second STL; (e), after the second STL. When both STLs are in operation the event is temporally cloaked.

The probe light is delayed in time while the other part is advanced. This is realized by imposing a parabolic phase shift with a discontinuity in the middle as presented in figure 3.3(b).

The full configuration of one STL is presented figure 3.4. A short pulse splits into two paths, each with bandpass filters. One filter has a 0.18 nm bandwidth so that the pulse becomes 20-ps long, while the other has a 10-nm bandwidth so that the pulse duration is shorter than 0.4 ps. Figure 3.4(a) presents the wavelength as a function of time for the narrowband pulse and figure 3.4(b) for the broadband pulse. Next, 120 m of single mode fiber (SMF) with a total dispersion of 2.2 ps/nm is exploited to chirp the short pulse into 20-ps long pulse such that the wavelength as a function of time is presented in supplementary figure 3.4(c). Using a diffraction grating we spectrally spread the chirped pulse CW light and reflect the light back into the fiber with two mirrors, one for the longer wavelengths and one for the shorter wavelengths. The two mirrors are displaced by 3 mm so as to obtain a delay of 20 ps between the short wavelengths and the long wavelengths, as presented in figure 3.4(d). Finally, we combine the two pulses, as presented in
Figure 3.3: Split time-lens (STL) composed of two halves of a regular time-lens which are connected at the tips. Inset (a) presents the space-time schematics of the STL; inset (b) presents the phase as a function of time imposed by the STL.

Figure 3.4: Experimental configuration of a single time-lens. Insets (a)-(e) present the wavelength of the pump as a function of time at five different points in the configuration; inset (f) presents the wavelength of the probe beam as a function of time after the split time-lens. BPF - band pass filter; DCF - dispersion compensating fiber; HNLF - highly nonlinear fiber.
Figure 3.5: The dashed (blue) curve denotes the spectrum of the two pumps and the probe beam before the nonlinear fiber. The solid (red) curve denotes the spectrum after the nonlinear fiber. After the nonlinear fiber, the pedestal around the probe beam is clearly observed, indicating that the wavelength of part of the light from the probe is shifted. We operated the pumps with different power levels such that the two curves will not overlap and will be clearly observed in the figure.

The combined pulses are coupled to the probe laser by a WDMs to serve as pump pulses for the STL. The pump and the probe laser are sent through 20 m of highly nonlinear fiber (HNLF) where the four-wave mixing process between the two pumps and the probe beam shifts the wavelength of the probe beam according to the frequency difference between the two pumps. Therefore, the resulting wavelength as a function of time after the time-lens is linearly spread with a discontinuity in the middle, as presented in supplementary figure 3.4(f).

To characterize the STL, we measure the spectrum before and after the nonlinear fiber. The results are presented in figure 3.5. The dashed (blue) curve denotes the spectrum of the two pump beams and the probing light before the nonlinear fiber. The solid (red) curve denotes the spectrum after the nonlinear fiber. The four-wave mixing process transforms part of the light in the probe beam to form a pedestal.
We operate the pumps with different power levels such that the two curves will not overlap and will be clearly observed in the figure. We note that both STLs operate with identical pump pulses and are synchronized. In order for the second STL to completely undo the temporal focusing of the first one, adjustment of the relative phase between the pump waves of the second STL and the signal wave is necessary.

We use a tunable continuous-wave laser (SANTAC TSL-210) to generate the probe wave. To generate the pump waves, we use a femtosecond laser based on an erbium-doped fiber ring laser with a carbon nanotube saturable absorber. Both for the STLs and for the four-wave mixing process used to create the event we use a highly nonlinear single-mode fiber from Optical Fiber Solutions.

### 3.4 Results

Figure 3.6 shows experimental data illustrating how a temporal gap is created in a probe beam at 1542 nm. Using a tuneable narrow-band filter followed by a fast (30 GHz) photo-detector connected to a sampling scope, we measured the exact time for each wavelength to obtain a spectrogram of the probe beam, after the first STL (blue dots), after the single-mode fiber at the focal length of the STL (red circle), and after the dispersion-compensating fiber before the second STL (green asterisks). After the first STL the probe acquires a frequency chirp, illustrated in figure 3.2b). After the single-mode fiber the higher wavelengths are delayed while the lower wavelengths are advanced so that a temporal gap opens from $-25 \text{ ps}$ to $25 \text{ ps}$ according to figure 3.2c. This gap is closed after the dispersion-compensating fiber, and the frequency chirp returns to that shown in figure 3.2d). Before the first
Figure 3.6: Temporal gap in a probe beam. Measured wavelength distribution as a function of time at three locations in the system. After the first STL, the wavelengths are distributed according to figure 3.2b (blue dots). At the focal point, after the positive dispersion element, a temporal gap is opened according to figure 3.2c (red circles). After the negative dispersion element and before the second STL, the gap is closed and the wavelength distribution is returned to its initial state as described by figure 3.2b (green asterisks). Inset, power of the signal as a function of time when the gap is opened (red) and after the gap is closed (green).

STL and after the second STL we detect only the probe at its original wavelength. The inset shows the power of the probe beam as a function of time when the gap is opened (red) and after the gap is closed (green), which provides additional evidence that during the temporal gap the power of the probe beam is significantly lower and that after closing the gap, no appreciable disturbance is observed.

To demonstrate the temporal cloaking capability of this system, we create an event that results in the generation of new frequencies due to the presence of the probe beam. It consists of a nonlinear interaction of a short pump pulse with a probe beam via four-wave mixing with a repetition rate of 41 MHz. When the cloak is off, the probe beam at 1569 nm interacts in a highly nonlinear fiber with a short (5 ps) pump at 1554 nm such that a frequency component is generated at
1539 nm every 24 µs. Thus, the signature of the event is the detection of the 1539 nm signal, and when the cloaking is turned off, it is clearly observed, as shown in figure 3.7a by the dashed (blue) curve. However, when the cloaking is turned on, the amplitude of the detected signal is reduced below the detection noise level, as shown in figure 3.7a (solid red curve) for several interaction events. The spectrum of the output signal in the regime near the idler wavelength is presented in figure 3.7b when the event is uncloaked (blue), when the event is cloaked (red), and without the event (green). To investigate the cloaking efficiency further, in figure 3.7c we present the signal without the event (green) and with the event when the cloaking is off (solid blue curve) and on (red dots) using a highly sensitive detector with a 300-MHz bandwidth. When the cloaking is on, the detected amplitude of the event is more than ten times lower than when the event is uncloaked.

Finally, we investigate the efficiency of the cloak as a function of the pump power of the STLs by measuring the amplitude of the detected event as a function of the pump power used by both STLs. The pump power of the STLs governs the amount of light in the probe beam that is shifted in frequency, so as the pump power increases, less light remains in the probe beam during the temporal gap when the event occurs (see figure 3.8). When the average pump power is 17 mW, the amplitude of the detected signal is 6.1 mV (also shown in the upper inset). As the pump power is increased, the detected amplitude decreases until it reaches the noise level at 2.3 mV (shown in the lower inset), when the pump power of the STL is 37 mW. Increasing the pump power of the STLs further increases the amplitude due to higher pump noise.

Using numerical simulations of the propagation of the signal through our cloaking system, we can predict the output signal amplitude as a function of pump power
Figure 3.7: Experimental results of the temporal cloaking. Experimental results showing the detection of signal, indicating that the probe beam has undergone an interaction (that is, an event) with a short pump pulse. a, The events occur every 24 µs when the cloaking is turned off (dashed blue curve) and on (solid red curve). When the cloaking is turned on, the amplitude of the signal probing the event is below the detection noise level, indicating that the event has been hidden. b, Spectra of the output signal around 1539 nm as generated from the four-wave-mixing event when the event is uncloaked (blue), when the event is cloaked (red) and without the event (green). c, Temporal measurement of an uncloaked event (blue), cloaked event (red), and without an event (green). The amplitude of the event is more than ten times smaller when the cloaking is on, and the probe beam is nearly identical to that without an event.
Figure 3.8: Intermediate cloaking. Amplitude of the detected event as a function of the pump power of the STLs. Asterisks show experimental results and the solid curve shows the numerical simulation. The insets show the experimental results of the signal as a function of time when the cloaking is off (upper, blue) and on (lower, red).

for our system. We numerically simulate the STL using the standard nonlinear propagation equation with dispersion under the slowly varying envelope approximation.

We model the pump field $E_p(t)$ as the sum of a short CW field and a rectangularly dispersed pulse. The dispersed pulse is calculated by multiplying the FFT array with the dispersion operator $\exp(i\Phi\omega^2)$. Half of the spectrum of the pump is then delayed with respect to the other to create the split time-lens. Next, we obtain the time-lens process by multiplying a constant probe with $\exp(i\gamma|E_p(t)|^2)$, and propagating the probe through the dispersive material such that the dispersion operator $\exp(iD\omega^2)$ is applied on the resulting field. To simulate the event, we solve the nonlinear interaction between the probe at the focus and a short pulse of light. The result from this interaction yields the perturbed field that is used to detect the event. To obtain the amplitude of the perturbed field as a function of
the pump power (figure 3.8 solid curve), we perform the simulation for different values of \( \gamma \), i.e. different pump power and took into account the noise level of the detector. We also calculate the spectrogram of the probe beam before and after the first STL, at the focus, and before and after the second STL.

The results are shown as the solid blue curve in figure 3.8 and show good agreement with the experimental results.

The temporal gap can be readily widened by increasing the dispersive broadening of the pump and the dispersion between the STLs. However, as the dispersion is increased, effects due to third-order dispersion arise, which will prevent the gap from closing completely unless the third-order dispersion is compensated. In our experiment, the spectral and temporal width of the pump pulses before chirping are 9 mm and 0.4 ps, respectively, which results in third-order dispersion limiting the width of the temporal gap to 110 ps, as long as the pump power is increased to efficiently deplete the probe beam completely within the gap. Nevertheless, given that the third-order dispersion is proportional to \( \Delta \omega^3 \) whereas the amount of linear frequency chirp is proportional to \( \Delta \omega^2 \) [45], it is possible to increase the temporal gap by resorting to narrower pump pulses and introducing more dispersion. The limitation in this case is stimulated Brillouin scattering, which limits the length of the single-mode fiber to 50 km and the temporal gap to a width of a few nanoseconds.

### 3.5 Conclusions

In summary, we have presented the first experimental demonstration of temporal cloaking that successfully hides an event from a probe beam in the time domain
Our scheme is based on the space–time duality, using a pair of STIs. The STIs use parametric four-wave mixing such that dispersion manipulation is highly efficient, and can readily be adapted for other wavelengths in the electromagnetic spectrum. Our results represent a significant step towards obtaining a complete spatio-temporal cloaking device. Following our work an EOM-based implementation was demonstrated [46, 47].

Our results could find application beyond full spatial temporal cloaking. Although spatial cloaking is still limited in angular acceptance, wavelength, polarization and efficiency, we have shown that we can deplete a probe wave and restore it to its original state after the event. This suggests it is possible to use similar technology for routing different optical data streams coming simultaneously into a single optical data processing unit by opening a gap in one of the data streams and restoring it to a different time so that it will arrive after the other stream has been processed [48].
CHAPTER 4

LOW-NOISE BRAGG SCATTERING AT THE QUANTUM LEVEL

The creation of a scalable quantum-enabled machine, e.g. a quantum computer or a quantum communication system, requires the development of many elements, such as sources, memories, processing elements, measurement devices and a network able to inter-connect different resources [49, 50]. Optical connections are indeed good candidates for the transmission of quantum information, in the form of flying qubits, single photons, or other nonclassical states, that can travel undisturbed over long distance. The major obstacle to such scheme is that often different elements work at different wavelengths: in some cases because implementations are constrained to certain wavelength ranges, e.g. atomic resonances used for quantum systems are often in the visible or very near infrared, while the transmission window of fiber is in the 1300 nm - 1600 nm bandwidth; in other cases because working with similar, but not identical, resonant elements requires finetuning of the frequency, e.g. GaAs quantum dots emitters present variation in their energy levels due to differences in the mechanical strain.

With the goal of creating a tunable nonclassical light source, frequency translation was first proposed in 1990 [10] and observed two years later [51]: one beam of a squeezed twin beam was converted from the original 1064 nm to 532 nm using parametric up-conversion in KTP crystal, and nonclassical correlations were

![Figure 4.1: A quantum architecture](image-url)
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Later on, single photons were translated from 1550 nm to 780 nm using periodically poled lithium niobate (PPLN) crystal and detected with silicon single photon detectors, rather than less-performing InGaAs operating in the near infrared, thus increasing the overall detection efficiency [52, 53, 54]. Other demonstrations showed high efficiency [53, 55], preservation of quantum coherence [56] and entanglement [57] and the ability of interfacing different sources, by removing frequency distinguishability [58]. In 2005, it was noticed that among parametric $\chi^{(3)}$ processes, Bragg Scattering can frequency translate quantum states without adding parametric noise [59]. Follow up realizations include photonic crystal fiber [59], highly nonlinear fiber [60] and both SiN waveguides [?] and resonators [17]. Other approaches to quantum frequency translation include cross-phase modulation [61, 62], opto-mechanical hybrid systems [63, 64], electro-optical modulation [65], Alkali-vapor cells [66], and microwave superconductor resonators [67].

In the last few years, frequency translation has emerged as a mean to directly manipulate quantum in the full temporal and spectral space: by tailoring the pump spectrum and using concepts borrowed from parametric time-lens, both temporal compression [68] and magnification [69] of quantum states can be implemented. While using temporally-shaped pump it is possible to select and convert different temporal modes, realizing a optical pulse gate [70].

Both $\chi^{(2)}$ and $\chi^{(3)}$ implementation have to grapple with technical noise, usually generated by the strong pump driving the nonlinear process. In the case of the former implementation conversion efficiency close to 100 % with limited residual noise is routinely obtained, however, for the latter, conversion at unitary efficiency was only obtained at the expenses of a signal polluted by large Raman noise [71].
4.1 Parameter choice

An optimal choice of nonlinear medium and operating regime enables BS frequency translation in the quantum regime. There are two major design decisions that affect the choice of medium. First, one must fulfill the phase matching for a given set of pumps and signals. In fact, given the selectivity of the process, a very specific dispersion profile must be used for any given configuration. Dispersion of the nonlinear medium determined the work regime in previous demonstrations: both pumps and signal in the 1550 nm range in highly nonlinear fibers [60, 71, 72], pumps at 820 nm, signals at 630 nm in photonic crystal fiber [73], pumps at 1550 nm and signal at 980 nm in SiN waveguides [74]. The second design decision is the balance between nonlinearity and dispersion properties: an optimal ratio between the amount of pump power required for full conversion and the acceptance bandwidth, as well as the minimum frequency separation $\Delta \omega$ for which cascaded BS becomes prominent. In order to maximize the former with respect to the latter, it is convenient to work at large dispersion values $\beta^{(2)}(\omega_s) \simeq \beta^{(3)} \Delta \Omega$, or work with large frequency separation. As a reference, the demonstrations reported above showed translation over $\Delta \omega > 10$ nm.

As mentioned in the introduction, one obstacle for most quantum implementation of BS is technical noise, in the form of spontaneous FWM and Raman noise. In figure 4.2 we show that they spectrally contribute when generated by a strong pump sitting at 1560 nm.

Modulation instability (purple in figure 4.2) is a competing FWM process, its gain profile given by

$$G_{MI} = 1 + \left( \frac{\gamma P_0}{g_{mi}} \right)^2 \sinh^2(g_{mi}z)$$
where
\[ g_{mi} = \sqrt{(\gamma P_0)^2 - (\kappa_{mi} + \gamma P_0)^2} \]

and
\[ \kappa_{mi} = \frac{\beta(\omega_p + \delta \omega) + \beta(\omega_p - \delta \omega) - 2\beta(\omega_p)}{2} \]
is the linear phase mismatch for a frequency detuning \( \delta \omega \) from the pump.

Modulation instability affects BS in multiple ways, either by depleting the pump and generating spurious sidebands, or amplifying the vacuum fluctuations and generating pairs of energy correlated photons. It can be managed placing the pump on the normal dispersion, where parametric gain is forbidden and the bandwidth for pair generation is minimized. We also notice that \( G_{MI} \) decays very fast with detuning.

Spontaneous and Stimulated Raman Scattering are processes that couple light with the thermal phonons of the medium. Scattering strength depends on the density of occupied states as well as the Raman spectrum \( g(\delta \omega) \). The probability of a spontaneous Stokes scattering (i.e. the photon losing energy) is given by

\[ p_S(\delta \omega) = g(\delta \omega) \frac{1}{1 - \exp(-\delta \omega \hbar / kT)} \]

while for anti-Stokes it is

\[ p_{aS}(\delta \omega) = g(\delta \omega) \frac{\exp(-\delta \omega \hbar / kT)}{1 - \exp(-\delta \omega \hbar / kT)} \]

The spectrum depends on the material: amorphous materials have a broad spectrum (i.e. for glass it extends to about 40 THz [75]), while crystalline materials have strong, sharp features. Both processes become less probable for very large detuning, though the anti-Stoke probability depends exponentially on the
Figure 4.2: Technical noise contributions to BS for large detuning. Spontaneous pairs generation (purple). Spontaneous Raman scattering at room temperature (red) and at 76 K (blue)
temperature when $\delta \omega \gg kT/\hbar$ (6 THz for room temperature), so that cooling the fiber can further reduce the noise by several order of magnitude (red 300 K and blue 90 K on figure 4.2) [76, 77].

Thanks to the BS phasematching selectivity, there are no limitations on the amount of detuning $\Delta \Omega$ [78] between pumps and signal, the only fundamental parameter being $\omega_{ZDW}$ (rather then $\beta^{(3)}$), easily tunable via dispersion engineering.

We operate using a dispersion shifted fiber Vistacor from Corning inc.. Although the fiber is not optimized for nonlinear interactions ($\gamma \approx 3$ W/km), a sufficiently long spool makes up for the reduced nonlinear parameter. Measurement of the dispersion measures $D(\lambda) = 3.52 \cdot 10^{-4}(\lambda - \lambda_{ZDW}) - 2.75 \cdot 10^{-7}(\lambda - \lambda_{ZDW})^{2} \frac{\text{ns}}{\text{nm.km}}$
with $\lambda_{ZDW} = 1420$ nm that corresponds to a $\omega_{ZDW} = 1330$ THz, $\beta^{(3)} = 7.7 \times 10^{-2}$ ps$^{3}$/km, $\beta^{(4)} = 2.28 \times 10^{-4}$ ps$^{4}$/km (figure 4.3), optimally placed between two telecommunication windows, the O-Band (1260 nm, 1340 nm) and the C-Band (1530 nm - 1565 nm) $\Delta \Omega \approx 120$ THz. This is an attractive configuration because it enables the large detuning needed for a low-noise operation, while still operating
at wavelengths where off-the-shelf equipment is available. For $\Delta \omega = 5 \text{THz}$ (about 6.5 nm at 1560 nm and 4.3 nm at 1300 nm) the acceptance bandwidth is $\delta \omega_{bs} = 1/L \beta^3 \Delta \Omega \Delta \omega \approx 22 \text{GHz km}^{-1}$ ($79 \text{GHz km}^{-1}$ FWHM). We also notice a large contribution of $\beta^{(4)}$ that determines a shift to the optimal wavelength of $\Delta \epsilon \approx 12 \text{THz}$ (independently of $L$).

During this work, we used different sections collected from the same spool of fiber, and we notice variations in the optimal conversion frequency up to 0.2 nm. This is due to fluctuations of the core diameter and the high selectivity of the phasematching.

### 4.2 Experimental Setup

The typical experimental setup is shown in figure 4.4.

To generate pump fields we use two kind of sources. In the original setup we use two CW tunable lasers (Agilent) that were amplitude modulated via EOM. In an updated version of the setup, we use temperature stabilized laser diode
Figure 4.4: Typical Bragg Scattering setup.

Figure 4.5: Typical pump spectrum (after the nonlinear interaction).
(Q photonics) that are currently modulated via a pulse generator. In both cases pump lasers generate pulses of duration $\tau = 1-10$ ns and peak power 5 mW. The pumps are amplified with cascaded c-band erbium-doped fiber amplifier (EDFA). The last EDFA (Keopsys) is optimized for high power pulsed amplification at low duty cycle (output $P_{\text{out}} = 30$ dBm at 100/1 duty cycle). The reason of the change is that it was hard to generate the required power due to saturation of the EDFA, because of the large amplification and low dutycycle, even with DC extinction close to 30 dBm.

Both pulses are temporally separated when traversing the EDFA to avoid mutual nonlinear effects in the gain medium, and synchronized afterward using an unbalance combination of 1551.7 nm fiber wavelength division multiplexers (WDM).

A free space filtering setup removes higher frequency noise (low-pass filter, cut-off 1550 nm) and selects one polarization with a combination of $\lambda/2$- and $\lambda/4$- waveplates, and a polarizing beam splitter. Signal and pumps are coupled together using O-Band/C-band WDM, temporally synchronized and injected in the nonlinear fiber. At the end of the interaction, second WDM removes most of the pumps, and the signal is sent to the detection stage.

The 100 m of nonlinear fiber is spooled and placed in a Styrofoam box that operates as a cryostat. Signal losses through the setup are as low as 2.6 dB, due to splices, connectors and WDMs. Since the second WDM removes $> 30$ dB of pump power, we consider most of the Raman noise generated between the two WDMs, and we take care of placing as much amount of fiber as possible in the cryostat.

Before detection, the signal has to be carefully filtered of all residual pump photons and thermal noise: while the pump could be rejected purely via fiber-based
component, it is technically harder to remove the broadband noise between the two optical bands (1360 nm - 1480 nm) that is generated by Raman scattering. To ensure adequate filtration we used a combination of a fiber-based 1300 nm/1550 nm pass/reject filter and a free-space filtering setup (3 dB losses) composed of a lowpass sharp-edge filter (1300-Semrock). A fiber-based WDM (passband 1290 ± 6.5 nm nominal) can be used to separate the signal and idler fields at approximately 1283.3 nm and 1278.5 nm. For some of the measurements, we selected a narrow band (0.5 nm) using a grating filter (2.6 dB), or we used a Dispersion Compensating Module (DCM $D = -1200 \text{ nm/km}$ at 1300 nm, 7.6 dB losses) for spectral characterization using time of arrival information to recover the wavelength.

For detection, we use homebrew InGaAs single photon detectors in gated configuration. The diodes (Princeton Lightwave) are cooled to $-40^\circ\text{C}$ with thermo-electric coolers to reduce dark counts. (q.e. $= 15\%$, gate duration = 20-60 ns, rep rate $\leq 100 \text{ KHz}$). The gate signal is generated from the same delay generator that provides the pump current pulses.

Temporal measurements are performed using a Time Tagging Module (TTM) with internal resolution 86 ps, capable of operating over 8 channels. The time delay between triggering and detection is about 1200 ns.

A tunable laser (1260 nm-1340 nm) is used both for testing purposes and, in combination with a tunable attenuator, to generate a weak coherent pulse. This laser can be modulated via electro-optical modulation or used in CW configuration.

To generate single photons we use a source based on spontaneous parametric downconversion in PPLN crystal. In a 10 mm crystal, phasematching is achieved via temperature tuning, a CW pump at 543 nm generates photon pairs: 940-nm
Figure 4.6: Characterization of the noise dependency on temperature (a) Noise (cps) from 4 ns long pump pulse, at at full conversion pump power as detected on one APD for room temperature (red) and 77 K (blue). (b) Total noise photon generated vs. temperature.

Photons are detected by a Si APD to herald the presence of 1283-nm photons and generate a synchronization signal that is used to trigger the pulse generator. The marginal bandwidth of the signal photons is larger > 10 nm. The heralding photons are filtered with a grating to match signal photon to the acceptance bandwidth of BS-FWM, (unless stated, at 1283.8 with 0.5 nm FWHM). An heralding signal of approx. 67 kcps is observed, with a probability $P_{cc} = 5\%$ of coincidence detection of the heralded 1283.5 nm photon.

We monitor the noise at one of the outputs while the fiber is changing temperature. If we collect the full signal setup, where contributions come over 12 nm bandwidth of the WDM, we can observe the temperature dependency (figure 4.6). The reduction of noise is limited to 2 orders of magnitude, which is expected because of the amount of fiber not placed in the cryostat (about 1 meter over 100 m of fiber in the cooler).

Taking losses into account, we calculate the probability of generating a photon of noise is $P = 1 \times 10^{-3}$, while being already extremely low compared with other BS demonstrations ($P =1$ per gate in highest efficiency reported [71]) can
Figure 4.7: Measured phase matching for different $\Delta \Omega$ at 300 K and 77 K. Because of $\beta^{(4)}$ and cooling contribution, optimal signal frequency is shifted by 20.5 THz from the value expected from our characterization of $\beta^{(3)}$ at room temperature.

be additionally filtered both temporally and spectrally to match the acceptance bandwidth.

### 4.3 Frequency Translation

We characterize the system by performing experiments at room temperature and at cryogenic temperature for different pump settings. In figure 4.7 we summarize the optimal conversion wavelength at different temperatures, as we change $\Delta \Omega$. When cooled with liquid nitrogen, the optimal conversion frequency changes because of dispersion modification due to the thermal expansion. We extract the $\beta^{(4)}$ contribution, which shifts the optimal signal frequency by $\Delta \epsilon = 20.5$ THz for $\Delta \Omega = 118$ THz.

For a fixed set of pump wavelengths, we scan the signal field and reconstruct the phasematching curve. For $\lambda_{p1} = 1551.7$ nm and $\lambda_{p2} = 1558.6$ nm it is shown in
Figure 4.8: Measured acceptance bandwidth of BS process: (left) up-conversion, (right) down-conversion. In dashed line, the fit to give $\delta \lambda_{BS} = 1.17(2)$ nm FWHM ($\delta \omega_{bs} = 1.35$ THz).

Figure 4.8. Sending a CW signal, we observe depletion on the CW background and creation of an idler pulse. As expected, the upconversion and the downconversion are reciprocal.

For this pump configuration, we measure perfect phasematching for $\lambda_s = 1283.74(5)$ nm and $\lambda_i = 1279.28(5)$ nm. We tune our CW source at $\lambda_s$, attenuated to a level of less than one photon per gate, and measure the conversion efficiency $\eta$ as the total pump power varies, while keeping the two pumps balanced and the polarization aligned.

We tune the single photon source to emit an heralded photon at $\lambda_s$ into the BS setup. When the pump is temporally overlapped, we observe depletion and conversion. In figure 4.10 we observe the detected trace on the APD for increasing pump power. To obtain this curve, signal and idler are separated in the freespace setup and each one filtered with a 0.5 nm filter (signal 3 dB losses, idler 6 dB). We show the conversion curve in figure 4.10.

Without filtering the conversion efficiency is limited by the fact that single photon bandwidth ($\delta \lambda = 0.57$ nm FWHM) and the acceptance ($\delta \lambda_{BS} = 1.17(2)$ nm FWHM $\delta \omega_{bs} = 1.35$ THz) are comparable. In figure 4.9 we plot the theoretical
Figure 4.9: Efficiency vs. signal over acceptance bandwidth ratio $\delta\omega/\delta\omega_{bs}$. In blue we highlight the condition of our experiment, for a ratio $\delta\omega/\delta\omega_{bs}=0.51$ we expect a conversion efficiency $\eta=89\%$.

calculation of translation efficiency, and we obtain a theoretical maximum efficiency of about 89%.

We measure the second order correlation of the output state to verify the preservation of the quantum statistic on the translated output. We inject the output field into a 50/50 fiber beamsplitter, and record detection rates $A(t)$ and $B(t)$, and coincidence rate $C(\tau)$ from the two coupler outputs. Normalization of the $g^{(2)}(\tau) = C(\tau)/N(\tau)$ is obtained from the discrete cross-correlation of the singles $N(\tau) = A(t)*B(t)$. Error bars are extracted from statistical error on the count events. To remove the dark counts contribution to the measurement, we observe that the contribution of the dark counts to the coincidence count is (with the assumption of uncorrelated noise) $C_{dc}(\tau) = A_{dc}(t)*\bar{B}(t) + \bar{A}(t)*B_{dc}(t) + A_{dc}(t)*B_{dc}(t)$, where $A(t) = \bar{A}(t) + A_{dc}(t)$ and $B(t) = \bar{B}(t) + B_{dc}(t)$.

We compare the $g^{(2)}(\tau)$ measurements of the single photon traversing the setup, with pump either off or on. Even if the fields are not selected, because of the large conversion efficiency, we are measuring respectively at $\lambda_s$ and $\lambda_i$: we observe an input (i.e. converted) $g^{(2)}(0) = 0.19$. Though this value is below 0.5, the non
Figure 4.10: Frequency translation efficiency vs pump power for a weak coherent state and for single photon. From a fit we extract a translation efficiency of $\eta = 94(1)\%$

Figure 4.11: Traces of signal (left) and idler (right) field for increasing pump power. (top) Weak coherent state. (bottom) Single photon.
classical boundary for single photons, it is limited by the presence of generated photons at $\lambda \neq \lambda_s$ that are not heralded but create a background noise. Upon frequency translation, the correlation takes the value of $g^{(2)}(0) = 0.23$, showing a slight increase but still well within the quantum regime.

Next, we select the idler field with the free space filter and repeat the measurement, shown in figure 4.12: fitting the raw data with a Gaussian factor, we measure $g^{(2)}(0) = 0.2(1)$ (the losses introduced by the filtering reduced the SNR). When we correct for dark counts, we obtain $g^{(2)}(0) = 0.02(2)$. Because of $g^{(2)}(0)$ is a bounded number, we utilize Bayes statistics to estimate the uncertainty.

### 4.4 Quantum time lens

Frequency translation, as we have seen in 3.2, provides a way to modulate via frequency mixing of the pumps with the signal, and among the many applications it is possible to coherently modify the spectral properties of a quantum state, for example compressing and expanding its spectrum. This fact holds true for
quantum frequency translation as well [79].

One important rationale is juxtaposition between narrowband and broadband systems: on one hand, probabilistic sources of broadband single photons $\delta \nu \gg 100$ GHz, as achieved by parametric downconversion, are currently commonly used for their brightness and ease of construction. Moreover, their high timing resolution and strong spectral correlations being a resource for quantum experiments. On the other hand, intrinsically optically narrowband systems $\delta \nu \ll 100$ MHz, e.g. atomic transitions or optomechanical cavities, show the promising prospect of implementing several elements needed by a “quantum architecture”, such as memories and gates [50, 80]. While it is always possible to filter the source to match the target bandwidth, doing so drastically reduces the efficiency of the source (we have a direct example in our quantum source). A better route is to place the source into a resonant cavity [81, 82] or use a narrowband source based on atomic single or ensemble emitters [83, 84, 85]. Even with such sources, one would still need the ability to tune exactly into a system, both in its central frequency and in the shape of its spectrum [68]. Optical manipulation of the spectrum enables an efficient way to tune and optimize any kind of quantum optical system, bridging the gap between two widely different regimes.

Other applications are inspired by nonlinear optics signal processing and time-space duality, as already described in section 3.2. For example, temporal magnification can be used to overcome the limited temporal resolution of single photon detectors when characterizing time-bin entanglement and polarization entanglement [86, 87] for single photons with short coherence time, or pairs with short correlation time. Another application is conversion between different temporal-frequency modes, as a way to achieve large multiplexing and extending detection
capabilities [70].

In general, achieving frequency translation using broadband pulses while retaining full conversion is a complex problem [88, 89]: temporal features of the pump affect the efficiency of the conversion (heuristically for different instant $\tau$ the conversion efficiency varies). Also the bandwidth of the fields may be comparable with the bandwidth of the phase matching. Optimization of the process may require nontrivial shaping of the pump fields and, for certain applications, such as sorting orthogonal temporal modes [90], perfect efficiency is theoretical not achievable.

In our experiments, we operate in a regime where these conditions can be relaxed: firstly, all the broadband fields are linearly chirped to the limit of large dispersion $\Phi^2\delta\omega^4 \gg 1$ (where $\Phi = \beta^{(2)} L$ is the linear chirp and $\delta\omega$ is the pulse bandwidth), so that a broadband pulse at the interaction is chirped, i.e. there is a 1 to 1 correspondence between time and frequency (i.e. $\omega \rightarrow \omega(\tau) \propto \tau/\Phi$). This is common condition for time-lens setup [8]: one can rewrite the frequency conversion BS equation (2.4) where the frequency

$$a_i(\tau,z) = -i \frac{e(\tau)}{k_{bs}(\tau)} \sin [k_{bs}(\tau)z] a_s(\tau,0)$$

gain $e(\tau)$, and the phasematching $\kappa(\tau)$ are well defined for each instant $\tau$. The idler field is then defined by $a_i = \int a_i(\tau)e^{i(\omega_s(\tau)+\omega_{p1}(\tau)-\omega_{p2}(\tau))} d\tau$ where the exponential terms account for final energy conversion. For $\kappa(\tau) = \kappa$, it reduces to the general case described when deriving time-lens expression.

Let’s expand $\kappa(\tau)$ for broadband pulse: we assume that the 4 fields are centered at the phasematched condition $\omega_{s,p1,p2} = \bar{\omega}_{s,p1,p2} + \delta\omega(\tau)_{s,p1,p2}$ ($\kappa|_{\omega} = 0$, with
Figure 4.13: Theoretical phasematching for a time-lens asymmetric configuration (top): a chirped pump (blue) and a quasi CW pump (red). The x-axis shows an arbitrary time scale. (bottom) Phasematching curve: the optimal wavelength 'shadows' the pump temporal-spectral distribution.

conditions, obtained in chapter 2, \((\bar{\omega}_{p2} - \bar{\omega}_{p1})/2 = \omega_{ZDW} + \Delta \Omega_p, \bar{\omega}_s = \bar{\omega}_{DZW} - \Delta \Omega + \Delta \omega/2 + \Delta \epsilon \). With the assumption of \(\Delta \Omega \gg \delta \omega\), the phasematching condition becomes

\[
\kappa(\tau)L \simeq \beta(2)L\Delta \Omega [\delta \omega_p(\tau) - \delta \omega_{p2}(\tau)] [\delta \omega_s(\tau) + \delta \omega_{p2}(\tau)]
\]

\[
\simeq (\delta \omega_s(\tau) + \delta \omega_{p2}(\tau)) / \delta \omega_{bs}
\]

where we recognize the acceptance bandwidth \(\delta \omega_{bs} = \Delta \omega / \delta k_{bs} L\).

Indeed we find trivial the case when bandwidth is smaller than the acceptance, the phasematching is always fulfilled. The interesting case is when \(\delta \omega_s(\tau) = -\delta \omega_{p2}(\tau)\), i.e. \(\Phi_s = -\Phi_{p2}\), that implies a broadband conversion: from the energy conservation, the idler will be \(\delta \omega_i(\tau) = \delta \omega_s(\tau) + \bar{\omega}_i\).

We visualize such a condition in figure 4.13. A given pair of pumps chirped in time (x-axis), shown on the top of the plot, determines a region in the spectrum where conversion is allowed by phasematching (upconversion in blue, downconversion in red) that is the "shadow" of the chirped pump: as the signal overlap
with one of the shadows, it will fully be converted to the other shadow. The total bandwidth of the interaction can be much larger than the acceptance bandwidth.

From the previous derivation in section 3.2 we obtained that the focal properties of a BS time-lens is $\Phi_f = (1/\Phi_{p1} - 1/\Phi_{p2})^{-1}$. Since the phasematching condition constrains the only one of the pumps, we can use the freedom of $\Phi_{p1}$ to realize any time-lens of focal $\Phi_f$. It is a feature, derived from the additional degree of freedom that the second pump introduce, that sets BS apart from $\chi^{(2)}$ systems. In the latter, the condition for unitary efficiency under chirped signal and pumps are stronger [89]. Demonstration [87] provides the record for spectral compression with an internal efficiency 0.3%.

One special case is for one pump being a monochromatic pulse with duration longer than the dispersed broadband pump: for that, $1/\Phi_p \to 0$ and $\Phi_s = \Phi_f$. In the time-lens paradigm, it corresponds to imaging from (or at) a distance equal to the focal length. This is the limit to large magnification $M \gg 1$ (large compression $M \ll 1$), and can also be seen as the Fourier transform limit, because it converts time to frequency and reversal.

### 4.4.1 Temporal compression

The setup is very similar to the one presented in section 4.2, with the following modifications:

One of the pump diode lasers (the one at 1558.3 nm) is substituted with a homebrew passive modelocked femtosecond fiber laser that acts as a broadband pump (similar to our temporal cloaking setup).
This laser has a repetition rate of 50 MHz and a soliton spectrum of FWHM $\approx 6$ nm. The pulse is broadened via modulation instability in a nonlinear fiber to obtain a flat spectrum across $> 4$ nm (figure 4.14 left). The repetition rate of the pump is lowered to 100 kHz using an EOM to carve only one pulse every 10 µs. Low duty cycle is needed to reduce the average pump power requirement. A pulse pickup is used to trigger the system, synchronizing the 1551.7 nm pump, the signal and the detectors. The broad pulse is dispersed using DCM of measured dispersion $-347(5)$ ps/nm, spectrally filtered with a WDM to obtain 6 nm spectrum centered at 1563.7 nm, amplified via L-Band EDFA and temporally and polarization aligned to the other pump. The final pulse is measured on a sampling scope as shown in figure 4.14 right.

We perform an experiment using our weak coherent source, with an inherent line-width $< 100$ kHz at 1283.5 nm. A pulse of about 4 ns is carved out of the CW signal and converted into a chirped broadband idler centered at 1278 nm. We estimate $|\alpha|^2 = 0.1 \text{ ph/pulse}$. The conversion is shown in figure 4.14, as both signal and idler are separated temporally using a large DCM: from the depletion of the signal we measure a conversion efficiency of 40%, limited by the available power on the pulsed source.

After conversion, the idler is sent to a complementary DCM of dispersion $D = -279$ ps/nm at 1300 nm. Time of arrival enables us to distinguish signal from idler.

Since the temporal duration is below the resolution achievable with our APD detectors, we characterize the Field Correlation using an interferometric setup. The idler is filtered out using a WDM and injected into a fiber-based balanced Mach-Zender interferometer, with a free-space tunable delay and a piezo-mirror. We scan the interference fringe with the piezo-mirror, while slowly changing the
Figure 4.14: Chirped broadband pump characterization. Spectrum (left) as measured on OSA, and temporal profile (right), measured on fast detector.

Figure 4.15: Temporal compression. Measurement of the first order autocorrelation.

delay. We detect the counts on the two APDs and record the time of arrival. The envelope of the visibility fringe is proportional to the field autocorrelation \( g^{(1)}(\tau) = \langle \psi | E^\dagger(t + \tau) E(t) | \psi \rangle \) and to the Fourier transform of the field spectrum.

The measurement in figure 4.15 shows a temporal autocorrelation of 3.6 ps, corresponding to a bandwidth of \( \delta \lambda = 0.7 \) nm for Gaussian pulses at 1280 nm and a compression factor of about x200.
4.4.2 Spectral compression

The reverse process of temporal compression is indeed spectral compression (or temporal magnification): a broadband signal is converted into a narrowband idler, and for, a transformed limited signal, temporal features are magnified by the same factor. Expressed in the time-lens paradigm, we are reversing the roles of dispersions, so that we are applying a linear chirp to a broadband signal to turn it into a narrowband idler.

The aim of this experiment is to reach large magnification for ultrashort waveforms (< 1 ps), so that they can be temporally characterized by single photon detectors (jitter 300 ps for InGaAs, record of 100 ps for TSi superconductive nanowires [91]). Among the applications, the time-resolved characterization of broadband entangled photons, detection of ultrafast (> 20 GHz) time-bin entanglements, and optical time-domain reflectometry [92, 93].

Our experimental setup is very similar to temporal compression: we reverse the roles of dispersions on the signal, so that $\Phi_1 = -\Phi_p$. Large $M$ are always attainable with large dispersions, with the drawback of large losses when implemented via dispersive fibers.

We employ single-mode fiber 1.3 km of SMF28 to disperse pump ($\Phi_1 = 4.6 \times 10^{-19} \text{ns}^2$) and about 6 km of TrueWave fiber ($\Phi_p = -4.6 \times 10^{-19} \text{ns}^2$). As output dispersion we use a DCM module $-1280 \text{ns/nm}$ with 9 dB of measured propagation losses.

In order to have a tunable broadband signal in 1280 nm range, we build a nonlinear fiberloop mirror that enables ultra-fast switching and modulation via XPM [94]. The source is depicted in figure 4.16: two 1300/1500 WDMs are placed in the interferometer path to couple in and out an amplified pump. The latter
interacts with only the clockwise propagating field, hence applying a temporally localized phaseshift via XPM that is transformed into amplitude modulation at the output of the Sagnac loop. Polarization controllers are used to align the fields and to balance the interferometer. The pump is generated from the pulsed laser, ensuring temporal stability between signal and BS. The signal is seeded with the tunable 1300 laser. The temporal performance of such switch is limited by the group velocity mismatch $d_{ps} = \beta^{(1)}(\omega_p) - \beta^{(1)}(\omega_s)$. For SMF28, we estimate a walk-off time $d_{ps} = 2.6 \text{ ps/m}$. In order to generate shorter pulses, we utilize 4 m of the same Vistacor fiber we use for the BS interaction: in fact, the same dispersion profile that fulfills BS phasematching ensures small group velocity walk-off ($d_{ps} = 0.3 \text{ ps/m}$).

First we characterize conversion bandwidth: similarly to the previous case, we observe the conversion of a CW signal while scanning its wavelength, and we observe the conversion after the DCM. Results are shown on figure 4.17. A large range of frequencies (blue) centered at 1277.5 nm corresponds to a narrow idler centered at 1283.3 nm: this is the regime of spectral compression. For the signal at 1283.3 nm (red) the case is reversed: this is the regime of spectral broadening used.
Figure 4.17: Measurement of the bandwidth of the compression setup. As we scan a CW input signal, we observe the corresponding idler wavelength and bandwidth. For a large range of frequencies (blue) centered at 1277.5 nm corresponds a narrow idler centered at 1283.3 nm: this is the regime of spectral compression. For the signal at 1283.3 nm (red) the case is reversed: this is the regime of spectral broadening used for spectral compression.

for spectral compression. This measurement can be compared with theoretical curves of figure 4.13: this setup can compress signals with large bandwidth (5 nm, corresponding to $\delta \nu = 0.9$ THz)

Finally we inject the pulsed source, and observe the conversion. A tunable delay stage enables synchronization between BS gate and signal. Once the temporal overlap is obtained, we measure the idler after the DCM while scanning the delay, and report the results in figure 4.18. When synchronized, we measure a translation efficiency of $\eta = 75\%$: this value is limited by the uneven pump spectrum.

The effect of the time-lens is to magnify the relative delay by the factor $M = 27.6(4)$. This value differs from the expected $M = 36$, probably because of dispersion mismatch introduced by the amplification of the pump, as well as from distortion of the BS phasematching condition introduced by $\beta^{(4)}$. 
Figure 4.18: Temporal magnification: (top) delay of the signal vs. magnified delay of the idler. (bottom) Conversion efficiency: we observe a maximum efficiency $\eta = 75\%$ and temporal aperture of 30 ps FWHM

We finally create a delayed copy of the signal pulse using an unbalanced Mach-Zender interferometer. In figure 4.19 (left) we use an autocorrelator to measure the delay between the two pulse copies. For $\Delta t = 24.9$ ns we observe a delay of 840 ps, for a magnification factor of about x30.

### 4.4.3 Single photon regime

Performing a time-lens experiment on an actual single photon proved to be difficult because of the limitations in our experimental system. For temporal compression, one would need a bright narrowband single photon source, such as quantum dots as in [68]. Another option would be cavity-enhanced spontaneous downconversion: we demonstrated bright generation of narrowband photons $\delta \nu < 1$ GHz in SiN
Figure 4.19: Resolving two pulses using temporal magnification. (left) Autocorrelator measurement of the relative delay of the two pulses. (right) Temporally resolving a delay of $\Delta t = 24.9 \text{ ps}$ using detectors with jitter $\delta t \approx 400 \text{ ps}$.

microrings centered at 1550 nm and the same system could be utilized to generate photons in the 1280 nm band.

With regard to temporal magnification, broadband is easily obtainable for probabilistic sources: both heralded single photons and degenerate two photons can be generated from spontaneous downconversion. Unfortunately our setup cannot be synchronized to an external trigger, because of the passive nature of modelocking in the fiber laser used as pump: the low duty cycle of the current implementation of the system makes such experiment very hard and performance is effectively limited by the detectors’ high dark counts. In order to observe temporal compression on single photon one can either utilize detector with better performance (such superconductive nanowire) or utilize the pump pulse to seed the single photon source and, in practice, achieving synchronization.

4.5 Conclusions

We demonstrate a BS setup capable of achieving high efficiency, low-loss and low-noise frequency translation. We utilized this setup as a test-bed for different ma-
manipulations of the temporal and spectral properties of single-photons and weak-coherent states: we proved a translation efficiency as high as 93%, and identified the technical limitation that barred reaching perfect efficiency. We proved that BS provides flexibility of configuration that leads to large acceptance bandwidth. In our time-lens experiments, we also reached very large internal efficiencies, up to 40% for temporal compression and 75% for spectral compression.

Our setup operates in a convenient regime for long distance communication, and can find direct applications in quantum cryptography and quantum key distribution [65].
CHAPTER 5

CHROMATIC QUBITS

For a long time the strange effects of quantum mechanics, such as the concept of superposition for macroscopic states [95], the irreversibility of the measurement act, and the nonlocal effects of entanglement [96], were considered to be open problem questioning the foundation of the theory. Starting in the 1980s, spurred by the first demonstration of violation of Bell’s inequality as a distinctive feature that sets QM apart from a “classical” theory, several scientists started to wonder if these features of QM could lead to a different kind of logic. Famously Feynman proposed the use of QM to efficiently simulate QM [97]. Later on, Deutsch formalized the idea of a Quantum computer that could outperform classical computers on certain problems [98].

Compared to a classical computer register, where each bit can be either 0 or 1, a quantum bit (qubit) that can be a complex superposition of its states \(|0\rangle\) and \(|1\rangle\) is computationally more complex. Moreover when \(N\) qubits are described together, the resources needed to fully describe the system scale as \(2^N\) complex numbers as opposed to \(N\) classical bits of a \(N\)-size register: simulating quantum systems becomes quickly computational expensive, so a quantum computer could efficiently simulate high-dimensional problems.

Evolution of quantum states is linear, so any transformation applied to a superposition applies independently to each component, appearing as processed in parallel. Unfortunately one can never observe the quantum waveform \(|\psi\rangle\) directly, but only sample the probability distribution \(|\psi|^2\). Hence, quantum efficient algorithms, e.g. Shore’s prime number factorization or quantum oracles [99], make use of carefully designed interference patterns to answer to very specific problems that
are classically computationally expensive. It is still unproven whether this parallelism is purely quantum, though the applications in cryptography drove much of the interest in the earlier days of quantum information research.

Because of ease of implementation and very close relation between the classical and quantum evolution of the optical field, quantum optics has been a fertile field for many demonstrations of quantum computation [100]. Among the possible degrees of freedom in which to encode quantum information, polarization and path have been the most utilized, but they are limited in the number of dimensions achievable, i.e. the size of qubit (though advancements in integrated photonics enabled large scale path encoding). Time encoding can provide large multiplexing, but requires bulky optical delays and fast switches [101]. In the last few years, optical angular momentum has been explored as a promising way to access very large Hilbert space [102, 103].

Finally, frequency multiplexing has been investigated as a path to large-scale states: indeed, a parametric source can naturally provide a large level of spectral multiplexing and entanglement (i.e. from an OPO or a broadband single photon source) that has been explored as a resource for cluster states computation [104].

5.1 Ramsey Interferometer

Interferometry using discrete energy levels in nuclear, atomic or molecular systems is the foundation of a wide range of physical phenomena, enabling techniques such as nuclear magnetic resonance spectroscopy, electron spin resonance spectroscopy, Ramsey interferometry, laser and maser. It plays a unique role in quantum information processing as most qubits are implemented as energy superposition states of single quantum systems. The analogy between atomic/molecular optics and
nonlinear optics is well known [20]. Indeed, there are various cases where the complex dynamic of the light propagation in a nonlinear medium can be simplified to the coherent evolution of a two level system. For the first time, we bring this analogy a step further by applying it to quanta of light. Indeed, the photon is just like an atom level or a nuclear spin: it has a defined energy and if two energy levels are coupled together, quantum interference is possible. Here, we show how to experimentally generate energy superposition states of a single photon, to manipulate them with unitary transformations and to realize arbitrary projective measurements. To demonstrate the performance of this complete toolbox we implement high-visibility single-photon Ramsey interference.

5.1.1 Introduction

The model of a two level atom is arguably the simplest quantum system there is, yet its validity spans a wide variety of physical systems. Ramsey interferometry magnetic resonance imaging, and electron spin resonance spectroscopy, all rely on a 2-level system involving, respectively, actual molecular-atomic levels, nuclear spin, and electrononic spin; they also share the same kind of coupling between the levels leading to similar dynamics. Another common point is that the coupling between energy levels is achieved using (electro)magnetic fields. As (electro)magnetic fields can be tailored at will, this allows for many advanced techniques such as adiabatic elimination and stimulated Raman adiabatic passage in higher-dimensional atomic systems and spin locking in NMR. Quantum coherence has been particularly productive in improving time measurement: Ramsey interferometry on single Rydberg atoms has also allowed to measure nondestructively the number of photon in a cavity [105] while single spin manipulation using the same techniques
constitute one of the promising route towards quantum processing [106, 107, 108]. Translating those studies to photonics system implies controlling light with light which is essentially the definition of nonlinear optics.

Quantum interference involving systems in a superposition of different energies has been studied extensively over the past decades. Examples are numerous, and famous ones include nuclear magnetic resonance, where a collection of spins may evolve between a spin up and a spin down with different energies, and Ramsey interferometry, where an atom/molecule may be transferred from an excited level to the ground level. At the single quantum level, those techniques have also given rise to ground-breaking experiments testing foundations of quantum mechanics, such as decoherence [105, 109]. Matter-waves interferometer using energy levels of atoms has also been demonstrated [110] and used to measure gravity down to record breaking precision [32]. Those demonstrations clearly indicate that quantum interference involving systems in a superposition of different energies is a technique connected to the most fundamental basis of physics. Yet a very basic system has not been studied: a discrete two energy level system (i.e. frequency) for propagating photons. There are probably two reasons for that. The first is that photons are defined over a continuum of energies so that it may not be obvious at first what constitutes a two-level system for the energy of a photon. The second reason is that manipulating the frequency of a photon while preserving its coherence is not trivial. Here, we will show that it is sufficient to define any two arbitrary frequencies and manipulate them coherently via frequency translation to encode information on a two-energy-level of a single photon, which we will refer to as a "bichromatic qubit".

This new approach to encoding quantum information in the energy degree of
Figure 5.1: Principle of a Ramsey interference based on discrete energy levels of photons depicted as rotation on the Bloch sphere (a) evolution of a population on a two level system (b) or in term of quantum logic.
freedom of single photons contrasts with many important works on frequency-encoded qubits: here it is trivial to define a qubit, whereas it was either practically impossible or complex in earlier works [111]. Indeed, it has been shown that photons from different frequencies interfere at the single quantum level [65] and that such two-party systems can violate Bell’s inequalities [112]. However, those studies don’t allow quantum logic operations in a two-dimensional Hilbert space such that a more complex definition of a frequency encoded qubit is required [112] to get closer to this ideal case. The core of our work is the frequency manipulation of single photons for which various successful studies using $\chi^{(2)}$ and $\chi^{(3)}$ nonlinear interactions [73, 74, 113, 20, 55, 53, 114] were demonstrated. It is also interesting to note that similar ideas are being developed for the purpose of sorting optical modes [70].

5.1.2 Principle and implementation

Figure 5.1 depicts the minimum set of functions required to perform quantum logic based on two energy levels of a single photon. This can be seen as a Ramsey interferometer and described either in terms of quantum logic operations, population evolution on a two level energy diagram, or rotations on a Bloch sphere where vectors pointing to the poles represent states in the two different energy levels. In a Ramsey interferometer, a two-level system undergoes two subsequent identical interactions with a resonating field of set intensity ($\pi/2$ pulse) separated by a long non-interacting interval of free evolution.

Here, the first step is to define two discrete energies a single photon can occupy and prepare it in one of them that we refer to as $|\nu_s\rangle$; that corresponds to being on a pole of the Bloch sphere. Then a $\pi/2$ pulse transforms the pure state into
a superposition of the form $1/\sqrt{2}(|\nu_s\rangle + |\nu_i\rangle)$; that corresponds to a $\pi/2$ rotation in the $O_{x,z}$ plane along the meridian of the Bloch sphere. The bichromatic qubit is subsequently left free to evolve for a time $T$. Free evolution means the system may acquire a relative phase $\varphi = 2\pi \delta \nu T$ because of the precession between the two levels of different energy. On the Bloch sphere, an azimuthal rotation occurs. Finally, a second $\pi/2$ pulse is applied that transforms the superposition state into a final state depending critically on the imparted phase $\varphi$. That is a second $\pi/2$ rotation in the $O_{x,z}$.

The projective measurement consist of detecting whether the photon has a frequency $\nu_s$ or $\nu_i$ and therefore reveals information on the phase $\varphi$. In order to practically prepare any state of a bichromatic qubit, i.e. implement the scheme depicted in figure 5.1, our toolbox needs 4 elements:

- (A) a bichromatic qubit defined by two-dimensional Hilbert space $\{|\nu_s\rangle, |\nu_i\rangle\}$,
- (B) a photon frequency converter capable of transferring the eigenvector back and forth ($\pi/2$ pulse),
- (C) control on the relative phase $\varphi$, and
- (D) a measurement of the energy of the final state.

The simplest way to create a bichromatic qubit (A) is simply to isolate a single photon at a given frequency $|\nu_s\rangle$ thus leaving the definition of its second energy level for later. There are many ways to generate such single photons but because the frequency converter (B) will impose some restrictions on the actual wavelength and bandwidth of the single photon we chose to use a frequency heralded photon source. Photon pairs are generated via spontaneous down conversion over frequencies $\nu_s$ and $\tilde{\nu}_h$ so that by spectrally filtering the broad flux of photons at the
frequency $\tilde{\nu}_h$ prior to its detection in a single photon detector, the partner photon is characterized both in the temporal domain via the timing resolution of the heralding detector and in the spectral domain via the correlation it has with its partner: $\nu_p = \nu_s + \tilde{\nu}_h$ where $\nu_p$ is the fixed frequency of a pump beam. Imparting a controllable relative phase between two optical frequencies (C) is trivial: it suffices to propagate the bichromatic photon over a length-tunable delays line. Measuring the final frequency (D) of the bichromatic photon is also trivial as it only requires to us to separate in two paths the two spectral component using any dispersive element. The single photon is detected using single photon detectors.

The remaining building block is thus the frequency converter (B) implemented with BS-FWM. From (2.5), BS-FWM acts as a rotation in the frequency Hilbert space $\{|\nu_s\rangle, |\nu_i\rangle\}$ and a $\pi/2$ rotation corresponds to $\gamma PL = \pi/8$ and that is a coherent evolution as $a_s(z = 0)$ and $a_s(z = 0)$ carry a phase as expected from a quantum coherent evolution. In addition, the evolution depicted by (2.5) also exhibits a phase dependence on the relative phase between the pump $\theta$, so that care must be taken to keep the phase relationship between subsequent BS-FWM processes.

5.1.3 Experimental setup:

Our full experimental setup is depicted in figure 5.2. It shows our four building blocks (A-D) linked together to form a photonic Ramsey interferometer. Inset (A) shows the state preparation. A single photon at wavelength $\lambda_s = 1283.8$ nm is heralded by the detection, with a silicon avalanche photodiode (Si-APD); its partner photon is generated at $\lambda_h = 940$ nm by type-0 spontaneous downconversion from a PPLN crystal pumped by a CW laser emitting at 543 nm. The heralding
photons. The heralded photon is separated out of the residual pump, and then coupled into an optical fiber to be routed to the second part of the setup. Alternatively, we used a tunable laser to align, synchronize and characterize the setup. A tunable attenuator was used to reach the weak coherent state of less than 0.1 photon per gate. Signal wavelength and bandwidth are selected to accommodate the frequency converter (inset B).

The design of the frequency converter was discussed in chapter 4 and is depicted in inset (B) of figure 5.2. In our setup, we employ a fiber-based BS-FWM scheme to couple two frequencies within the same optical band (O-band), using only standard telecommunication components. The nonlinear medium is a dispersion shifted fiber (DSF) of measured zero GVD wavelength $\lambda_0 = 1413$ nm. Pump pulses are generated on demand by current modulation of laser diodes emitting at $\lambda_1 = 1551.7$ nm and $\lambda_2 = 1558.1$ nm. The nanosecond pulses are amplified to multi-Watt level via cascaded erbium-doped fiber amplifiers, synchronized and superposed with the signal photon in the DSF using WDM add- and-drop filters. The polarization of
all three fields is aligned to be parallel.

To apply a controllable phase, we simply separated the pump beams from the bichromatic photon and set a tunable free space delay on its path (inset (C)). Indeed, we expressed by equation (2.5) that the BS-FWM process depends on the relative phase between the two spectral components of the single photon, but it also depends on the relative phase of the two pump photons. As we want to preserve the phase relationship between pumps and signal for driving any subsequent BS-FWM interaction, we must control (or fix) independently the pump relative phase from the bichromatic qubit one; especially, the precession acquired by the two pumps (as in $\phi_{p1} - \phi_{p2}$ in eq. (2.5)) would exactly cancel out with the bichromatic qubit phase, the two being of equal value in free space (not in a dispersive media). In this case, the phase $\varphi = 2\pi \Delta x (\nu_s - \nu_i)/c$ is applied over the bichromatic photon for propagation over a distance $\Delta x$. The inset (D) of figure 5.2 shows how the projective measurements are performed. First, remaining photons from the optical pump in frequency converters are suppressed using short pass filters. Then the two spectral components of the bichromatic qubit are separated using commercially available wavelength division demultiplexers and single photon detection on both arms is operated using InGaAs avalanche photodiodes.

5.1.4 Ramsey interference

The toolbox we have introduced allows us, in principle, to generate any state of a bichromatic qubit and thus set a state anywhere on the Bloch sphere. To verify this statement, we perform a Ramsey interference experiment. The setup is depicted again in figure 3 and consist of the four building blocks we have introduced. First the state is prepared at frequency $\nu_s$ (A), then a $\pi/2$ pulse is applied using the
frequency converter (B), then a tunable phase is imparted on the bichromatic qubit (C), then again a $\pi/2$ pulse is applied using the same frequency converter (B) but in the reverse direction and, finally, the final state is reconstructed via frequency demultiplexing and single photon detection (D). As compared with their individual use, the elements (A-D) require a few specific adjustments. First, the BS-FWM pump power $P$ is adjusted to give a conversion efficiency of $1/2$ so that the bichromatic qubit exits (B) as a balanced superposition of the two frequencies $\nu_s$ and $\nu_i$. Then in the tunable phase delay stage (C), the pump and signal arms are kept to nearly equal length so that the pulses still overlap on the reflected single photon (pulse duration is much larger than the fringe size, and polarization is kept parallel using a polarization controller) before they propagate back in the DSF.

The result of the Ramsey interference is depicted in fig. 5.3 and shows the signal conversion to the idler frequency as a function of the imparted phase. As expected, the interference pattern shows fringes corresponding to the probability $P(\nu_s) = \sin(\varphi/2)^2$ and $P(\nu_i) = \cos(\varphi/2)^2$. The interference pattern shows fringes over a $\pi$ phase that correspond to free space propagation of 0.36 mm. The presence of interference fringes is proof that the underlining BS-FWM process preserves
the coherence of the quantum fields. The visibility of those fringes is nearly 50 
%, limited by two factors: the bandwidth of the single photon is very close to 
the acceptance bandwidth of the BS-FWM which limits the maximum conversion 
to 80% (see chapter 4); in addition, the pump experience some loss (2.8 dBm) 
in the tunable delay which result in the second rotation being less than \( \pi/2 \) as 
targeted. The measurement has also been carried out for a coherent state and 
shows indeed better visibility exceeding 80% because of its intrinsically smaller 
bandwidth. We also verify that the process is suitable for quantum application 
and preserves Fock states (i.e. technical noise is not relevant), so we measure the 
second order correlation function \( g^{(2)}(\tau = 0) \) of the single photon. This is done 
by replacing the demultiplexer with a balanced beam splitter in the projective 
measurement (D). We see that whether we apply a transformation on the Bloch 
sphere or not (pump beams turned off), the \( g^{(2)}(\tau = 0) \) function stays at a value 
of 0.2 (figure 5.4)
5.2 High-dimensional frequency multiplexing

In this final section, we computationally explore the interaction of a large set of frequency channels via BS, driven by several pumps, as a way to achieve dense quantum frequency multiplexing, as well as to explore novel BS regimes.

Let’s define $\omega_p^{(i)}$ a comb of $N$ pump frequencies separated by $\Delta \omega$ driving a BS interaction for $M \omega_s^{(i)}$ frequency bins. Each pair $\omega_p^{(i)}, \omega_p^{(m)}$ in principle drives interaction between every two signal bins $\omega_s^{(i)}, \omega_s^{(j)}$ with energy difference $(l-m)\Delta \omega = (i-j)\Delta \omega$, modulated by the phasematching condition $\exp(i\kappa_{i,j,l,m}z)$. For example, two pumps in adjacent bins drives all the nearest neighbors signal pair as in a cascaded process.

For the general case, the evolution of the signal field at $\omega_s^{(i)}$ is

$$\frac{d}{dz} A_i(z) = i2\gamma \sum_{l-m=i-j} \sqrt{P_l P_m} e^{i(\phi_p^{(l)}-\phi_p^{(m)})} e^{i\kappa_{i,j,l,m}z} A_j(z) \quad (5.1)$$

The final system of equations is a realization of the well known problem of coupled oscillators [115]. One particular optical realization, in the form of optical lattice of coupled waveguides [116] enabled the simulation of large systems, exhibiting phenomena such as Anderson localization and random diffusion.

Frequency multiplexing coupled via BS is different from other implementations in two aspects: the first is the selection rule $l-m = i-j$, which can lead to non-trivial interaction geometries (most implementations are limited to near neighbor coupling); the second is the phasematching term.

---

1In this section, we assume monochromatic fields. Similar results can be obtained for pulses.
Figure 5.5: Coupled frequency bins for 2 pumps at $l, m = -1, 1$ and for $\delta \omega_{bs} \ll \Delta \omega$: a signal injected at oscillation only between the $i, j = (-1, 1)$.

In order to understand better how the system behaves under different conditions, let’s assume that each comb is centered at the optimal phasematching $\bar{\omega}_p = \omega_{ZDW} + \Delta \Omega_p$, $\bar{\omega}_s = \bar{\omega}_{DZW} - \Delta \Omega + \Delta \epsilon$, so that each line is parametrized as $\omega_{p,s}^{(i)} = \bar{\omega}_{p,s} + i \frac{2}{3} \Delta \omega$. Let’s also assume the regime $2\Delta \omega / \Delta \Omega \ll 1$, so that we can consider both $\Delta \epsilon$ and the acceptance bandwidth $\delta \omega_{bs}$ not dependent on $i$.

All the following results are obtained by numerical integration of equation (5.1). Propagation is in natural units of $\pi / 2 \gamma P$.

The simplest case is for $N = 2$ pumps sitting at $l = -1, 1$: for $\delta \omega_{bs} \ll \Delta \omega$ oscillation only between the $i, j = (-1, 1)$ pair is permitted, and we recover the dynamics discussed already in this work. In figure 5.5 we inject a field at different channels and observe that oscillations appear only between $i, j = (-1, 1)$. We can have further evidence of the selectivity if we now consider the two pumps sitting at any frequency pairs: phasematching is still such that only two signal fields will be interacting. By increasing $N$ we can determine coupling between several modes at once, as we show in figure 5.6: in the top figure, for $N = 3$ we observe how the injected signal breaths over three modes (with periodicity $2/3$); in the bottom figure, four modes are coupled with pumps of different powers, determining a
Figure 5.6: Coupled frequency bins for $N > 2$ pumps $\delta \omega_{bs} \ll \Delta \omega$. (top) pumps at $l = -1, 0, 1$ (bottom) $l = -2, 0, 1, 2$, and pump powers respectively $P = 0.5, 1, 0.5, 1$
complicated pattern of interference.

For $\delta \omega_{bs} > \Delta \omega$ we obtained the cascaded process with higher orders up to $i \approx \delta \omega_{bs}/\Delta \omega$. This system evolves similarly to an array of coupled waveguides, where phasematching sets reflective boundary conditions. If we excite a single mode in the center of the array (figure 5.7), we observe progressive excitation of multiple orders until the boundaries are reached: at that point the excitation is reflected and generates interference patterns.

5.3 Conclusion

Here we have introduced the building blocks for coding quantum information on a frequency qubit. We have shown that we can perform any rotation on the corresponding Bloch sphere using a Ramsey interference experiment. Indeed, in quantum information such a bichromatic qubit can serve as a stable carrier over long distances, but also as a link between two quantum systems operating at different frequencies. This is very relevant for quantum key distribution [117, 118, 119, 120] whose future expansion to longer distances will probably depend on quantum relays operating at very specific frequencies. Encoding quantum information on the frequency degree of freedom of single photon may also provide a practical advantage as the interferometer we present does not require phase stability down to the wavelength range as fringes depends on the larger beating wavelength $\Delta \lambda = c/\delta \nu$. 
Figure 5.7: Coupled frequency bins for 2 pumps at $l, m = -1, 1$, for increasing values of $\delta \omega_{bs} \gg \Delta \omega$: a signal injected at the center frequency undergoes diffusion.
In the context of classical optics, frequency translation is an alternative tool for signal processing and waveform manipulation. It has enabled us to prove a novel approach to cloaking experiments, extending the time-space paradigm to new class of time reversible phenomena. In the context of quantum optics, we demonstrated a very low-noise and high-efficiency setup that preserves quantum properties. Stepping forward from the demonstration of high-efficiency conversion, we utilized the process for novel manipulation of the quantum waveform at the single photon level. Using the time-lens paradigm, we demonstrated spectral-broadening and spectra-compression, reaching very large conversion factors together with high-efficiency, which is hardly achievable with other methods. Finally, we showed how information can be encoded into and read from a frequency superposition, and how BS can be used to control large sets of frequency bins, paving the way to high-dimensional frequency multiplexed qubits.

Frequency translation was initially developed as a means to interface different elements of a large scale quantum architecture: in the two decades from the first demonstration this tool has mostly been perfected for just this single goal: a perfect and noiseless conversion of frequency. In this work, we indeed achieved such goal using BS, but we also showed that BS is a tool for a larger set of operations: on one hand, the reversibility of the process naturally matches with concept of time-space duality, and high-efficiency BS can be used impart large, arbitrary phase-modulations for complex manipulation of signals. On the other hand, the coherence of the process enables us to drive the interaction between different frequencies.
As demonstrated in this work, once a reliable setup is available, a plethora of different configurations and manipulations can be performed: here we presented only few examples, but we believe more application can be found. In addition to a further exploration of the performance of the setup with single photon states, here we provide few additional directions.

6.1 Translation for large frequency detuning

BS conversion presents the flexibility to operate between widely different regimes. In fact, all the equations presented, including phasematching, work if we place one of the pumps very close to the signal, reversing the role of $\omega_p$ and $\omega_i$: in this configuration, BS enables translation over a large frequency span.

This regime has important applications: first of all, the ability, already sought by $\chi^{(2)}$-based converter, to connect telecomm infrared photons to solid based quantum devices operating in the near-infrared and visible, as was recently demonstrated on SiN microrings for a conversion across 700 nm [17]. Again, BS-based conversion has the advantage of providing the flexibility of tuning the target frequencies by just modifying the pumps wavelengths, while $\chi^{(2)}$ systems relay on a combination of pump and dispersion tuning. Moreover, the presence of strong $\chi^{(3)}$ nonlinearity on many photonic platforms leads the way to monolithic integration of source and converter.

One line of research would be to extend the range of conversion even farther: to one end of the spectrum, the very near infrared, enabling a larger class of quantum system to be interfaced (such as atomic vacancies and quantum dots), and to the other end of the spectrum the mid- and far-infrared, for enhanced detection in spectroscopy and astrophysics applications.
6.2 Frequency-multiplexed quantum source

Single photon sources can be divided into two broad categories: *single emitter* sources, such as a trapped ion, an atom or a correlated ensemble, where the excitation of the system corresponds to the emission of exactly one photon, and *heralded* sources, parametric downconversions where one excitation generates several photons, but a partial measurement of the system (e.g. the detection of an heralded photon) selects the cases where only one photon is generated.

Because the latter depend on stochastic events, they are often referred as *probabilistic* sources, and the internal probability cannot reach 100 % of photon emission per excitation (e.g. for downconverted source, $P = 5 \%$). On the other hand, the former category can provide on-demand photons, on the other hand, they are difficult to implement for an integrated system, often requiring cryogenic cooling and magnetic traps.

One can improve the brightness of a source by multiplexing several sources and post-selecting only the ones for which the heralding event clicks. In fact, the probability of at least one source clicking grows quickly with the number of sources [121]. Several demonstrations utilize different degrees of freedom, such as polarization [122], time [123, 124], paths [125] or a combination of these. The major limiting factor for integrated multiplexed sources has been losses due to routing: while low losses 2x2 switches are possible (i.e. using an interferometric switch), they scale for increasing numbers of inputs/outputs, limiting in practice the advantage of multiple sources [?].

We propose to utilize frequency as a degree of freedom and heralded BS to deterministically route single photons into a frequency mode. Spontaneous down-
conversion sources can be filtered into a broad comb of frequency channels matching a BS system. As we demonstrated, BS can selectively convert a broadband into a single mode by just tuning one of the pump frequency. More importantly, losses experienced by the system do not scale with the number of frequency channels.

6.3 Bosonic sampling with frequency bins

Recent advancements in device fabrication have enabled the realization of large monolithic interferometric setups (or optical lattices), in the form of cascaded Mach-Zender interferometers [126] or waveguide arrays. These new devices partially overcome the overhead introduced by maintaining a large free-space setup to interferometric stability.

On such systems one can study the evolution of arbitrary optical states over a large dimensionality. The simplest of the problems, that is, quantum random walk, already distinguishes itself from the classical analogue, and becomes substantially different when two or more photons are injected at the same time [127]. Some classical computational problems can be reformulated in this context, but they don’t offer an effective improvement in performance [128]. Nonetheless, it was noticed only recently [129] that calculating the state generated by N single photons injected from multiple ports of a large interferometric system, i.e. a set of beamsplitters and delays, is computationally hard and practically not feasible for $N > 50$.

The bosonic sampling problem has quickly become a paradigm problem in the quantum optics community, as a gateway to experimentally demonstrate a truly quantum computational speedup. In fact, some of the requirements that normally
limit large scale implementation of a system, for example, large single photon nonlinearities in optical implementations, do not apply in this context. Though the photons do not interact through their propagation, the symmetries deriving from their bosonic nature creates entanglement in the occupational number statistics, of which Ou-Ho-Mandel interference is simplest case.

Extending the results of chapter 5, frequency multiplexing provides access to a large-dimensional space that can be tailored just by manipulation of pump power and relative phase: multiple single photons can be generated by a cavity enhanced downconversion source and let propagate through optical lattices defined by a shaped comb of pumps, to be then separated via low-loss WDM.
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