When fulfilling customer orders, on-line retailers must operate their multi-warehouse systems with great care to ensure that these orders are satisfied in a timely and cost effective manner. We worked closely with a major on-line retailer to design an effective and efficient fulfillment system. This included establishing policies and procedures for ordering, receiving, storing and shipping of goods. Internal warehousing and transportation practices were addressed, and new approaches for managing inventories were established. In this paper we focus on one type of inventory management problem faced by the company when making daily purchasing and allocation decisions. These decisions are of two types, the positioning of inventories in their multi-echelon system and the detailed manner in which they use inventories to fulfill specific customer orders. After reviewing some of the key attributes of models that address the two types of decision problems, we present a computationally tractable approach for solving these problems for a system that must fulfill many hundreds of thousands of orders daily.
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### 1. Introduction

On-line retailers have constructed distribution systems in the United States to fulfill customer orders in a timely and cost effective manner. These systems contain multiple warehouses in which millions of different items are stocked. Determining what items to stock in what quantities in each warehouse and how to fulfill each customer’s order must be done carefully to ensure that the retailer is financially and operationally successful.

In recent years, we worked closely with a major on-line retailer to address a broad range of issues related to the design and operation of its fulfillment system. A revised approach to procuring, receiving, stocking, and shipping of goods was developed, which is discussed in greater detail in our companion paper, Li and Muckstadt (2013a). Other aspects of our interaction with the company are also discussed in that paper. The organizational and operational structure described in that paper is called the Primary Warehouse System (PWS). Given this structure, we developed a model and an algorithm for setting target inventory levels for each location in the PWS. That model, which is a two-echelon, multi-item, multi-period model, is intended to be used by the retailer in its sales and
operations planning activities. This model focuses on setting target inventory levels for each item at each location over a planning horizon, which is typically 3 to 15 months in length. It does not directly focus on fulfilling customer orders. These orders are often for multiple items (about 60% for the retailer we studied). The order quantity for a single item type may be greater than one as well (approximately 2% for the retailer we studied). Customer orders also have due dates associated with them which differ among orders. Allocation and fulfillment decisions require coordinating shipping activities among all warehouses. This coordination must be executed carefully to ensure the timely fulfillment of customer orders while minimizing costs. Hence, an approach that differs from the one used for planning activities is needed to make daily procurement, allocation and fulfillment decisions in the retailer’s highly dynamic environment. Our objective in this paper is to describe an approach for making execution decisions for hundreds of thousands of orders and items that can be executed in close to real time.

The remainder of this paper is organized as follows. In Section 2 we review the PWS’s structure and other system operating characteristics. In Sections 3 and 4 we discuss our modeling assumptions and present nomenclature used throughout the paper. In Sections 5, 6 and 7 we present our execution models and computational methods for making daily procurement, allocation and fulfillment decisions. We conclude with some final comments.

2. Background

We now summarize some of the important attributes of the on-line fulfillment system we examined.

The fulfillment system contains warehouses located across the United States. Each warehouse is conceptually considered as two entities. The first entity directly fulfills customer orders that arise in the geographical region in which the warehouse is located. We call this part of the warehouse the regional warehouse. The on-line retailer had five such regional warehouses in the United States at the time we worked with it. Customer orders are generally satisfied from the warehouse that is located closest to the shipping address to reduce the “last-mile delivery costs,” which are significant. Normally the last-mile-delivery cost is a concave function of the volume or weight associated with an order and the distance to the customer from the shipping location. Hence it is desirable to have all items needed to satisfy an order on hand at the regional warehouse closest to the customer. The second conceptual entity makes procurement and allocation decisions. The external supplier for an item interacts with this entity and sends inventories to it. We call this second entity the primary warehouse for that item. That means each physical warehouse conceptually serves as a primary warehouse for a collection of items and serves as a regional warehouse for all items needed to fulfill orders received from nearby customers.
Depending on the item, a regional warehouse can be categorized as a co-located regional warehouse or a non-co-located regional warehouse. A warehouse is a co-located regional warehouse for items whose primary warehouse is at the same physical location. If a warehouse is the primary warehouse for an item, the co-located warehouse does not conceptually carry any stock of the item. All stock is assumed to be located in the primary warehouse for that item. A regional warehouse is a non-co-located regional warehouse for an item when its primary warehouse is elsewhere.

As mentioned earlier, customers request a response time for fulfilling their orders. Some customers are willing to pay extra for immediate delivery while others prefer to delay the shipment to receive a discounted shipping cost. We categorize the orders into short response lead time orders and long response lead time orders depending on the customer’s desired response time. If an order’s required delivery response time is less than the shipping lead time from the primary warehouse to the regional warehouse plus the shipping time from the regional warehouse to the customer, then we call it a short response lead time demand. Otherwise, we call it a long response lead time demand. For the system we studied, the short response lead time demand accounted for about 13% – 20% of the total demand. The percentage varied by item and by time of the year.

Recall that an order should be satisfied from the regional warehouse that is closest to the customer’s shipping address to minimize the last-mile-delivery cost. A regional warehouse stocks inventory to satisfy short response lead time demand that arises in its region. The regional warehouses are replenished by the primary warehouse. Hence, the primary warehouse carries inventory for two reasons. First, all the inventory required to satisfy all long response lead time demand for an item is stocked at its primary warehouse. When a customer places a long response lead time order, the inventory will be sent from the primary warehouse to the designated regional warehouse where it will be cross-docked and sent to the customer by a third-party logistics provider. Second, the primary warehouse also carries inventory to replenish regional warehouse stocks on a daily basis. Thus a primary warehouse sends inventory to a regional warehouse to replenish regional warehouse stock and to fulfill long response lead time demands.

In practice, labor and equipment availability constrain the amount of inventory that can be shipped every day. These constraints exist so that workloads are relatively smooth over time. These constraints are not “hard” ones. A moderate amount of overshoot above the target maximum workload level (less than 1% of total capacity) is permitted.

As we mentioned, when customers place orders, they sometimes request multiple items in one order. These items may or may not be managed by the same primary warehouse. Suppose a long response lead time order consists of items that are managed by different primary warehouses.
Then each item in the order should arrive at the designated order fulfilling regional warehouse at the same time. Careful coordination is needed to minimize incremental warehousing costs (labor and capacity) and transportation costs (split shipments). Establishing the warehouse processes and information system mechanisms required to make this coordination work properly were very important components of our system design efforts. More will be said about our design efforts in the final section. In this paper we present the models we designed to coordinate the shipping activities across warehouses.

Although there are many millions of items available for purchase from an on-line retailer, most have demand rates of four or fewer units per year. About 70% of the items offered by the on-line retailer we studied were low demand rate items. Most of these items are not stocked by the on-line retailer but rather are held in another company’s warehouse. The low demand rate items stocked by the on-line retailer were stocked in one centrally located warehouse in the United States. Since our objective in this paper is to develop an approach for coordinating activities across regional warehouses, we will focus on the items stocked in multiple regional warehouses.

The series of execution models we now develop are designed to assist in making day-to-day procurement, allocation, and order fulfillment decisions. These models are based on the attributes we have discussed and the results presented in our companion paper Li and Muckstadt (2013a).

A review of the relevant literature can be found in Li and Muckstadt (2013a) and will not be repeated here. We, however, do include a set of references.

3. Assumptions Underlying The System’s Operation

We begin by stating some assumptions about our model and the fulfillment system’s operation.

Our execution models are periodic review models, a period being one day in length. There are three types of decisions of interest. The first is a procurement decision at the primary warehouse. This decision determines whether or not to order an item and how much to order. The second is the daily allocation decision for every item. The last decision establishes which orders to satisfy either completely or partially.

In Li and Muckstadt (2013a), an echelon stock based order-up-to policy is followed when making procurement decisions. An order-up-to policy remains in use in the execution stage and is based on the one generated when solving the planning problem, as we will see shortly.

The primary warehouses allocate their inventories to regional warehouses on a daily basis. As mentioned, we assume the shipping capacity from one primary warehouse to a non-co-located regional warehouse is limited. Recall that this shipping constraint is a workload smoothing mechanism.
The allocation includes three types of inventories, and we have to assign priorities to each type. First, shipping capacity is allocated to satisfy the long response lead time items that must be sent from the primary warehouse to the regional warehouse where the order is to be fulfilled. By must, we mean that the order will be backordered otherwise. Second, the remaining capacity is used, perhaps partially, to replenish the regional warehouse stocks. Remember, the regional warehouse’s stocks are used to satisfy the unknown short response lead time demand that may arise over the primary warehouse to regional warehouse shipping lead time. Third, the remaining inventories and capacity are then allocated to fulfill certain long response lead time orders in advance, that is, prior to their due date. As mentioned previously, the problem is to coordinate the timing of these allocations to regional warehouses from the primary warehouses to fulfill the orders both known and unknown.

Our final assumption pertains to the sequence in which events occur in each period, which we assume occur as follows for each item. First, we observe the echelon inventory positions at all locations. Second, when appropriate, we receive a replenishment order at the primary warehouse corresponding to an order placed a procurement lead time ago. Third, we observe the demands at all regional warehouses. Fourth, when appropriate, we place a replenishment order by the primary warehouse on an external supplier. Fifth, based on availability, the inventory positions at the regional warehouses, and the shipping capacity, we allocate inventory on-hand at the primary warehouse to the regional warehouses. Sixth, we receive replenishment stocks at the regional warehouses that were shipped a lead time ago from a primary warehouse. These stocks can be used to satisfy the current period’s short response lead time demand and the long response lead time orders that were received from customers a transportation lead time or more ago. Seventh, we backlog the unsatisfied demands at the regional warehouses. At the end of each period, holding costs are charged based on on-hand inventories at all warehouses. Backorder costs are charged only at the regional warehouses at each period’s end.

4. Nomenclature

In this section, we introduce some nomenclature that will be used throughout the paper. Other nomenclature specific to individual models will be introduced later.

Let $i$ denote an order and $j$ denote an item. Let $m(j)$ denote the primary warehouse for item $j$ and let $n(i)$ denote the regional warehouse $n$ that is planned to satisfy order $i$.

As mentioned, an order may contain multiple items and more than one unit may be requested for any item. Let $a_{ij} \geq 0$ denote the number of units of item $j$ requested in order $i$. 
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Let $\kappa(i)$ denote the time period during which customer order $i$ is received. Time $\tau(i)$ is the period by which order $i$ must be sent from regional warehouse $n(i)$ to the customer. Hence the required response time along with each order is $L_i = \tau(i) - \kappa(i)$. For each order $i$, we define an order fulfillment time $\bar{L}_i$, which is the number of days before $\tau(i)$ by which a primary warehouse must ship items to fulfill a long response lead time order at regional warehouse $n(i)$.

Let $L$ be the time required to ship between two distinct warehouses. We assume shipments from the primary warehouse to its co-located regional warehouse occur instantaneously. Then

$$\bar{L}_i = \begin{cases} L, & \text{if there is an item } j \text{ in order } i \text{ for which } m(j) \neq n(i) \\ 0, & \text{otherwise} \end{cases}.$$  

The maximum grace period for a long response lead time order $i$ is defined to be $l_i = L_i - \bar{L}_i$. Current grace period for an outstanding long response lead time order $i$ in time period $t$ is $l'_i = (\tau(i) - t - \bar{L}_i)^+$. 

Next let $d_{nt}^{\alpha}$ and $d_{nt}^{\beta}$ denote the observed short response lead time demands for item $j$ at regional warehouse $n$ in time period $t$, and the remaining unfilled known long response lead time demand for item $j$ that is due to be shipped in period $t$ at regional warehouse $n$, respectively. $D_{nt}^{\alpha}$ and $D_{nt}^{\beta}$, random variables, denote the short and long response lead time demands in some future period $t$ for item $j$ at regional warehouse $n$, respectively.

Suppose in time period $t$ that there is a long response lead time order $i$ that must be shipped from regional warehouse $n(i)$ to customers by period $\tau(i)$. If $\tau(i) - L < t$, then any item $j$ for which $m(j) \neq n(i)$ in that order that has not been shipped previously cannot be sent to the customer on time using stock located at the primary warehouse. Therefore, fulfilling a long response lead time order $i$ at regional warehouse $n(i)$ by time period $\tau(i)$ can only be accomplished using stock on hand at the regional warehouse $n(i)$ when $\tau(i) - L < t$ for item $j$ for which $a_j^i > 0$ and $m(j) \neq n(i)$.

We let $C_{mnt}$ denote the shipping capacity from primary warehouse $m$ to regional warehouse $n$ in time period $t$. Normally, $C_{mnt} > \mathbb{E} \left[ \sum_{j : m(j) = m} D_{nt}^{\alpha} \right]$, where $D_{nt}^{\alpha}$ is a random variable for both short and long response lead time demand for item $j$ that will be fulfilled at regional warehouse $n$ that arises on day $t$.

5. A Procurement Model

In Li and Muckstadt’s (2013a) planning model, a primary warehouse places orders according to a fixed schedule for each item. In reality, the primary warehouse does not strictly adhere to the planned schedule. Whenever much more demand occurs than expected for an item, the primary warehouse will place an order to reduce the probability of incurring a stockout. Similarly, if fewer
customer orders are received than expected, the primary warehouse may place the next procurement order beyond the planned time. Even though the length of the cycle is not fixed in the execution of the fulfillment system, we should expect that the interval between two procurement decisions will be close to the fixed cycle-length used in the planning model. If there is a large discrepancy between the planned cycle length and the actual cycle length, the planning model is no longer accurate, and would be executed again. The planning model would be executed at least monthly to ensure the inventory, warehousing and transportation tactics are aligned properly. In this section, we introduce a procurement model that can be used to determine whether the primary warehouse should place an order for an item in the current time period and what the order quantity should be. The procurement decision is made based on the current echelon inventory position and the target echelon inventory level computed in the planning model.

5.1. Procurement Model Formulation

In practice, procurement decisions are decoupled from allocation and order fulfillment decisions due to the lengthy procurement lead time. The procurement lead times are normally several weeks or longer in length. In some cases, they are measured in months. Allocation decisions are made to reflect the dynamics of the fulfillment system over a horizon measured in days.

When constructing the procurement model, we use the target echelon inventory position computed through the use of the planning model to guide the execution strategy. From the target echelon inventory position, we are able to compute the planned in-cycle service level. The goal of the procurement model is to maintain this service level during the execution stage. As mentioned, an order-up-to policy is used in the execution model.

Let $y_{jk}^*$ denote the target system echelon inventory position for item $j$ at the beginning of cycle $k$ as determined in the planning model. Let $D_{[a,b]}^j$ denote the random variable for total system demand for item $j$ over the interval $[a,b]$. Also $\tilde{L}_j$ is the procurement lead time for item $j$ and $\delta_j$ is the planned cycle length. The desired in-cycle service level of item $j$ at primary warehouse $m = m(j)$ is

$$p_{jk}^* = P[D_{[0,\tilde{L}_j+\delta_j-1]}^j \leq y_{jk}^*],$$

which is the probability that total system demand over the time horizon of length $\tilde{L}_j + \delta_j$ days does not exceed $y_{jk}^*$. Thus $p_{jk}^*$ is the planned probability of not running out of stock in cycle $k$.

Suppose $t$ is some period in a cycle. Let $y_t^*$ represent the system echelon stock after demand is observed in period $t$. Calculate

$$p_t^* = P[D_{[t+1,t+\tilde{L}_j]}^j \leq y_t^*],$$
which is the probability that demand does not exceed the current system echelon inventory position over the subsequent $\tilde{L}_j$ periods.

If $p_i^t \leq p_{jk}^t$, then the primary warehouse will place an order to raise the system echelon inventory position of item $j$ up to the target $y_{j,k+1}^t$.

Thus procurement decisions are made item by item. Using a parallel computing environment, all computations associated with these decisions for each primary warehouse can be executed in well less than a minute.

6. Inventory Allocation

In this section we present a model that can be used to allocate inventories from a primary warehouse to the regional warehouses when flexible delivery is allowed, that is, when long response lead time orders can be shipped to the regional warehouses any time within the grace period.

6.1. Assumptions and Nomenclature

The objective of our allocation model is to determine the amount of each item to ship to regional warehouses so as to minimize the expected holding, backorder and delivery costs over a horizon whose length is several days in duration.

Note that we will only determine what quantity of each item to allocate in the current period. For the purpose of smoothing daily allocations, we will allocate inventories to fulfill long response lead time orders only after the order’s content is known. Hence, the planning horizon is at least as long as the number of days over which long response lead time shipping requirements are known.

More will be said about the length of the planning horizon in Section 6.2.2.

Another important observation pertains to how the backlogged items are filled in the system. At the end of a period, we charge a backorder cost based on the amount of unfilled demand for order $i$ that is not sent from $n(i)$ by time $\tau(i)$. In the actual operation of the fulfillment system we worked on, when an item is backlogged, the primary warehouse inventories are used to satisfy those backorders directly when inventories become available. As a consequence, the fulfillment of backorders does not consume the shipping capacity from the primary warehouse to regional warehouses. We will address this assumption again when we introduce the constraints and models.

There are three types of decisions to make in this stage. The inventories and capacities are first allocated to regional warehouse $n(i)$ to satisfy order $i$ that must be sent from the primary warehouse today, that is, $\tau(i) = t + \tilde{L}_i$. The decisions are denoted by $u^t_i$, where $u^t_i$ is the number of units of item $j$ shipped to satisfy order $i$. Clearly, $u^t_i \leq a^t_i$. When there is not enough stock at the primary warehouse to fulfill an order completely, inventory on-hand at regional warehouse $n(i)$ may
be used to fill the order. Let \( w_j^i \) denote the units of inventory of regional warehouse \( n(i) \) on-hand stock planned to be used to fill order \( i \)'s requirements for item \( j \), where \( n(i) \) is not a co-located warehouse. Since the co-located regional warehouse does not hold any inventory, \( w_j^i = 0 \) there. If order \( i \) that is due in period \( t + \bar{L}_i \) is expected to be filled completely in period \( t \), then \( u_j^i + w_j^i = a_j^i \).

The second decision pertains to the replenishment of regional warehouse stock. Let \( y_j^{nt} \) represent the number of units of item \( j \) allocated from the primary warehouse stock to replenish the stock of item \( j \) at regional warehouse \( n \) in time period \( t \). The goal is to raise the inventory level at regional warehouses to satisfy future unknown short response lead time demands.

Following the allocation of inventory to a regional warehouse to meet today’s long response lead time requirements and to replenish the regional warehouse inventories, some shipping capacity may remain unused. We may use some of this remaining capacity to ship inventories to satisfy long response lead time orders for which \( \tau(i) > t + \bar{L}_i \). Thus a third decision is to determine whether or not to fulfill such orders. This decision is denoted by a binary variable \( x_{it} \) for each order \( i \), where

\[
x_{it} = \begin{cases} 
1, & \text{if inventory and capacity are allocated in period } t \text{ to fulfill order } i \text{ completely,} \\
0, & \text{otherwise.} 
\end{cases}
\]  

(4)

These allocations are made only if an existing order is to be fulfilled totally.

Let \( z_i \) be a binary variable that assumes a value of 1 when order \( i \) is not planned to be filled completely by period \( \tau(i) \). Let the binary variable \( \tilde{z}_i = 1 \) if order \( i \) is fulfilled completely in period \( \tau(i) \). We have

\[
x_{it} = \begin{cases} 
1, & \text{if inventory and capacity are allocated in period } t \text{ to fulfill order } i \text{ completely,} \\
0, & \text{otherwise.} 
\end{cases}
\]  

(4)

These allocations are made only if an existing order is to be fulfilled totally.

Recall that \( d_j^{\beta n t} \) represents the outstanding long response lead time demand for item \( j \) due in period \( t \) at regional warehouse \( n \) following the allocation of \( u_j^i \) units. Hence, \( d_j^{\beta n t} = \sum_{i:x_i=0,\tau(i)=t} (a_j^i - u_j^i) \). At a co-located regional warehouse, the allocation decisions are made following the receipt of
that day’s short response lead time demand. Therefore, the allocations to the co-located regional
warehouse are made to fill orders completely whenever possible. Let \( d_{Nj,t} = \sum_{i:n(i)=N_j, \tau(i)=t, \tilde{x}_i=0} (a_j^i - u_j^i) \), where \( N_j \) is the co-located warehouse for item \( j \). Note that \( d_{Nj,t} \) includes both the short
response lead time demand as well as the remaining long response lead time demand at \( N_j \) unfilled
by the end of period \( t \).

There are two goals we shall keep in mind in the allocation stage. First, we would like to minimize
backorders and second we would like to maximize th number of orders filled completely.

In the next section, we describe a dynamic program that could conceptually be used to determine
the optimal allocation decisions.

6.2. Single Primary Warehouse System

Recall that each warehouse serves as a primary warehouse for some items as well as a regional
warehouse for the other items. As a result, the allocation model is complicated since the decision to
fulfill an order may trigger inventory shipments from multiple warehouses. Hence, when there are
\( N \) warehouses in the fulfillment system, the model must include \( N \) primary warehouses and their
interactions when making allocation decisions. For ease of notation and discussion, let us start with
a simple case in which there is only one primary warehouse in the fulfillment system. This means
that all items in the system share the same primary warehouse. As we will see, the extension to the
\( N \) primary warehouse case is straight-forward. In this section we let the warehouses be numbered
so that regional warehouse \( N \) is the primary warehouse for all items.

6.2.1. Dynamic Program We now outline a dynamic program that could be used on a daily
basis to make the three allocation decisions. When making these allocations, three types of costs
would be considered. At the primary warehouse, a holding cost \( h_0^j \) would be charged at the end
of each period proportional to its on-hand inventories. At regional warehouse \( n \), we would charge
a holding cost \( h_n^j \) for each unit of on-hand inventory of item \( j \) held at the end of a period and a
backorder penalty cost \( b_j^i \) for each backordered unit of item \( j \). We assume \( h_0^j < h_n^j, n = 1, \ldots, N-1 \).

As noted, when a long response lead time order \( i \) is not fully fulfilled by time \( \tau(i) \), an incremental
cost \( Q_i \) is charged to order \( i \). The magnitude of \( Q_i \) would reflect a combination of the order’s priority
and its content (large/heavy orders have priority due to the concave nature of the transportation
cost functions). This penalty cost is also charged to the short response lead time orders unfilled at
the co-located warehouse.

The Model
To formulate the problem as a dynamic program, one would first construct a one-period cost function that includes the holding costs, backorder costs and penalty shipping costs at all warehouses. The dynamic program’s objective would be expressed as the one-period cost function plus future expected costs over the planning horizon.

Suppose \( I_{0t} \) represents the net inventory of item \( j \) at the primary warehouse at the end of period \( t \) and \( q_{0t} \) denotes the replenishment order for item \( j \) placed on the outside supplier in period \( t \). Recall that the replenishment lead time for item \( j \) from the supplier to the primary warehouse is \( \tilde{L}_j \) and that \( y_{nt} \) would be the replenishment allocation to regional warehouse \( n \) for item \( j \) in period \( t \). At the end of period \( t \) the net inventory of item \( j \) at the primary warehouse would be the net inventory at the beginning of the period plus the replenishment order that is scheduled to arrive in that period, if any, minus the total amount of inventory allocated in period \( t \), which includes all three types of allocations. That is

\[
I_{0t} = I_{0,t-1} + q_{0,t-L_j} - \sum_{i: \tau(i) = t+L_i, \tilde{x}_i=0} w_i - \sum_{n=1}^{N-1} y_{nt} - \sum_{i: \tau(i) > t+L_i} x_{it} a_i^j. \tag{6}
\]

When allocating inventories to fill long response lead time demands, we would plan to minimize the number of packages used to fulfill one order. Therefore, when there is not enough primary warehouse inventory or shipping capacity to fill all orders, we would plan to use regional warehouse stock to fill this order completely if possible. Recall that \( w_i^j \) denotes the amount of regional warehouse stock of item \( j \) planned to be used to satisfy order \( i \). This would be a planned fulfillment rather than an actual fulfillment of the order as discussed more fully below.

The net inventory level at the end of period \( t \) at regional warehouse \( n \in \{1, 2, \cdots, N-1\} \) would be the net inventory level at the beginning of the period plus the replenishment stock \( y_{n,t-L} \) shipped to regional warehouse \( n \) \( L \) periods ago minus the amount of stock allocated to satisfy long response lead time demands that have not previously been satisfied from the stock coming from the primary warehouse, which we have denoted by \( d_{nt}^{\beta} \), and the short response lead time demands that would be satisfied from the regional warehouse \( n \) stock, which we have denoted by \( d_{nt}^{\alpha} \).

Then the net inventory of item \( j \) at the end of period \( t \) at regional warehouse \( n \) would be

\[
I_{nt} = I_{nt-1} + y_{nt-L} - d_{nt}^{\alpha} - d_{nt}^{\beta} = I_{nt-1} + y_{nt-L} - d_{nt}^{\alpha} - \sum_{i:n(i)=n, \tau(i)=t, \tilde{x}_i=0} (a_i^j - w_i^j). \tag{7}
\]

The dynamic programming recursion in period \( t \) would represent the costs incurred in that period as a function of the incoming state of the system, that is, the values of \( I_{0,t-1} \) and \( I_{n,t-1} \).
the demands \((d_{nt}^\alpha, d_{nt}^\beta)\), the procurement quantities \((q_{0,t-L_j})\) and allocation decisions \((u^j_i, y^j_{n,t-L})\), plus expected future costs, which would depend on \(I^t_{it}\) and \(I^t_{it}\). The allocation decisions in period \(t\) would be made considering several constraints. For example, the primary warehouse could not allocate more of an item to the regional warehouses than the amount of stock of the item it has on-hand; the amount shipped to a non-co-located warehouse from the primary warehouse could not exceed its shipping capacity; and regional warehouses could not plan to allocate more stock to fill orders on their due date (the \(w^j_i\) variables) than it would have on-hand. There would also be logical constraints that would indicate whether or not an order is fulfilled fully by its due date (\(z_i, \tilde{z}_i\)).

The size of the state space associated with this dynamic program would be extremely large considering the number of items and locations in the system. Thus, such a dynamic programming formulation would not be able to be solved in a timely manner for practical problems of interest. Hence, we now turn our attention to developing a sequence of approximate models that will generate the desired allocation and fulfillment quantities.

6.2.2. An Approach for Making Allocation and Order Fulfillment Decisions

We now present a computationally tractable approach for making allocation and fulfillment decisions. Recall that there are four distinct decisions that must be made each day. We address them in sequence. In the first sub-model we allocate inventory to satisfy existing backorders as completely as possible. In the second sub-model, we determine which outstanding long response lead time orders \(i\) for which \(n(i) \neq N\) we expect to fill that are due \(L_i\) periods in the future, and all outstanding orders \(i\) due today at \(N\). In the third sub-model, we determine how to allocate inventory of each item to replenish regional warehouse stocks. In the last sub-model we determine which long response lead time orders to fulfill completely prior to their due dates.

Sub-Model 1: Satisfy Unfilled Backorders At the Co-located Regional Warehouse

We first allocate on-hand inventory at the primary warehouse to satisfy as much of the backlogged demand as possible. Let \(y^j_{n0}\) denote the amount of item \(j\) allocated to satisfy backorders that exist at regional warehouse \(n\).

The available on-hand inventory of item \(j\) at the primary warehouse is \(I^j_{00}\) at the beginning of the time horizon, which we denote as day 1. Let \(q^j_{0t}\) denote the quantity of item \(j\) ordered on day \(t\). After fulfilling existing backorders, the effective inventory level there for item \(j\) at the beginning of day 1 is \(I^j_{00} = (I^j_{00} - \sum_{n=1}^{N} y^j_{n0} + q^j_{0,t-L_j})\). The echelon inventory of item \(j\) at regional warehouse \(n\) increases by \(y^j_{n0}\). Hence, \(I^j_{n0} = I^j_{00} + y^j_{n0}\). Note that \(\sum_n y^j_{n0} \leq [I^j_{00} + q^j_{0,t-L_j}]^+\). In practice, the
allocation $y^j_{n0}$ would be sent directly to a customer and the value of the net inventory at regional warehouse $n$ would be adjusted accordingly. Thus there would not be a physical transfer of stock but rather an accounting transfer of stock from the primary warehouse to the regional warehouses.

**Sub-Model 2: Fulfill Orders That Must be Sent Out Today**

We next determine how inventories at the primary warehouse and regional warehouses should be allocated to satisfy long response lead time orders that must be filled at the regional warehouses $n \neq N$ a lead time $\bar{L}_i$ in the future and short and long response lead time orders due in period 1 at regional warehouse $N$. Thus, we only allocate inventory to regional warehouse $n \neq N$ that are due on day $1 + \bar{L}_i$ and to satisfy all orders due on day 1 at $N$.

To begin, we first identify those outstanding long response lead time orders for which $\tau(i) = 1 + \bar{L}_i$ that can be completely satisfied from the primary warehouse stock. We also include short response lead time orders due at the co-located regional warehouse $N$ in this set of orders. For each item $j$, determine if $I^j_{n0} \geq \sum_{\tau(i) = 1 + \bar{L}_i} a^j_i$. Let $J$ be the set of items $j$ for which the above inequality holds. Next, let $O_J$ be the set of outstanding orders $i$ such that $\tau(i) = 1 + \bar{L}_i$ and $a^j_i > 0$ but only for items $j \in J$. Allocate stocks to these orders and decrement stocks accordingly. For all $i \in O_J$, set $x_i = 1$. Then $j \notin J$ implies there is not enough stock of item $j$ on hand at the primary warehouse to satisfy all orders for which $a^j_i > 0$.

We have assumed that shipping capacity is available to execute these allocations. As we will see when we consider Sub-Model 4, a large proportion of the long response lead time orders due on day 1 would have been allocated previously. Hence the assumption is not an unreasonable one to make. However, if shipping capacity is not adequate to allocate all the required inventory to satisfy the demand for these long response lead time orders $i \in O_J$, then we will determine the allocation using the following model and algorithm.

Rather than maximizing the number of orders that would be filled on time, we will minimize

$$\sum_{i \in O_J} Q_i (1 - x_i). \quad (9)$$

Equivalently, we can maximize

$$\sum_{i \in O_J} Q_i x_i \quad (10)$$

s.t.

$$\sum_{i \in O_J, n(i) = n} x_i \{ \sum_{j \in J} a^j_i \} \leq C_n \quad (11)$$

$$x_i = 0, 1, \quad (12)$$
where \( C_n \) is the shipping capacity from the primary warehouse to regional warehouse \( n, n \neq N \), and \( Q_i \) is the incremental cost of shipping the entire order \( i \) in an expedited manner from the primary warehouse. Since the problem is separable by regional warehouse, we solve

\[
\begin{align*}
\text{max} & \quad \sum_{i \in O_n^j} Q_i x_i \\
\text{s.t.} & \quad \sum_{i \in O_n^j} x_i \{ \sum_{j \in J} a_i^j \} \leq C_n \\
& \quad x_i = 0, 1
\end{align*}
\]

where \( O_n^j \) is the set of orders that will be ideally delivered to customers from regional warehouse \( n \). This problem can be solved, using a greedy algorithm, separately for each \( n \neq N \), and hence in a parallel fashion. The greedy algorithm is as follows.

Rank order the \( i \in O_n^j \) according to the values \( \frac{Q_i}{\sum_{j \in J} a_i^j} \), from largest to smallest. Suppose the orders are numbered according to this ranking. Then we use the following algorithm for each \( n \) for which capacity constraints are tight.

**Algorithm 1**

Step 0 : Set \( C = 0 \) and \( i = 1 \). Go to Step 1.

Step 1 : If \( C < C_n \), set \( x_i = 1 \) and \( C = C + \sum_{j \in J} a_i^j \).

Step 2 : Increment \( i \) and return to step 1.

Note that this algorithm may result in an allocation that violates the shipping capacity constraint but by a very small amount relative to the total shipping capacity. Since shipping capacity constraint is not a “hard” one, a relatively small overshoot is acceptable in practice.

Then for each \( n \), reduce the amount of shipping capacity and inventory levels commensurate with the allocations made so far in this sub-model, that is, set

\[
C_n \leftarrow C_n - \sum_{i \in O_n^j} \sum_{j \in J} a_i^j x_i, \quad \text{and}
\]

\[
I_{00}^j \leftarrow I_{00}^j - \sum_{i \in O_n^j} a_i^j x_i.
\]

Next, we allocate available primary warehouse inventory to orders \( i \notin O_J \) for which \( j \notin J, I_{00}^j > 0, a_i^j = 1 \) for only one \( j \), \( \tau(i) = 1 + \bar{L}_i \), and \( C_{n(i)} > 0 \). Since \( I_{00}^j \leftarrow \sum_{i \notin O_J: \tau(i) = 1 + \bar{L}_i, x_i = 0} a_i^j \), it may not be possible to satisfy all such orders even if there is enough shipping capacity. We use the following algorithm to determine the allocation. We begin by ranking the orders in descending (non-increasing) values of \( Q_i \). Renumber the orders, beginning with 1, corresponding to this ranking.

**Algorithm 2**
Step 0: Set $i = 1$

Step 1: For $j$ such that $a_{ij}^i = 1$, if $I_{00}^j > 0$ and $C_{n(i)} > 0$, then set $x_i = 1$, $I_{00}^j ← I_{00}^j - 1$, $C_{n(i)} ← C_{n(i)} - 1$; otherwise, set $x_i = 0$.

Step 2: Increment $i$ and return to Step 1.

It is important to recall that almost all orders will be completely satisfied in this first phase of Sub-Model 2. This is the case since about 40% of the orders are for a single unit of a single item, most items have very high fill rates, and capacity will likely be available to ship the items.

The second part of this sub-model is concerned with making allocations of inventories to orders that have not yet been satisfied. The objective is to allocate remaining inventories to those unsatisfied orders so as to minimize the incremental economic consequences. Define $O$ to be the set of remaining unfilled long response lead time orders that are due at time $\tau(i) = 1 + L$ at regional warehouses $n \neq N$, and the remaining unfilled short and long response lead time orders that are due at the co-located regional warehouse $N$ for which $\tau(i) = 1$.

Our objective now is to minimize the sum of the penalty costs, where we define the penalty cost for order $i$ to be

$$Q_i \cdot \left( \frac{\sum_j (a_{ij}^i - u_{ij}^i - w_{ij}^i)}{\sum_j a_{ij}^i} \right). \tag{18}$$

This is the weighted fraction of the total incremental transportation and handling costs ($Q_i$). The greater the fraction of the order that is shipped via the normal delivery plan, the smaller the penalty cost. Hence our objective is to minimize the total incremental shipping costs. As an approximation, we choose to

$$\min \sum_{i \in O} Q_i \cdot \left( \frac{\sum_j (a_{ij}^i - u_{ij}^i - w_{ij}^i)}{\sum_j a_{ij}^i} \right). \tag{19}$$

When making the allocation decisions, we must consider several conditions. First, the sum of $u_{ij}^i$ and $w_{ij}^i$ must be no larger than $a_{ij}^i$. The next two constraints limit the quantity of item $j$ that can be allocated to order $i$. These constraints ensure that allocations made at the primary warehouse and at the regional warehouses do not exceed the inventories on hand at the respective locations. The final constraint ensures that shipping capacity is available.

To ensure that we allocate inventory from the primary warehouse to satisfy orders ($u_{ij}^i$) before allocating regional warehouse stock ($w_{ij}^i$), we include the term $\epsilon \sum_{i \in O} \sum_j w_{ij}^i$ in the objective function, where $\epsilon$ is a small, positive number.
Hence, the formulation of the model is

$$
\min \sum_{i \in O} \left\{ Q_i \cdot \left( \frac{\sum_j (a_i^j - u_i^j - w_i^j)}{\sum_j a_i^j} \right) + \epsilon \sum_j w_i^j \right\}
$$

(20)

s.t.

$$
\begin{align*}
& u_i^j + w_i^j \leq a_i^j, & \forall i \in O, j, \\
& \sum_{i \in O} u_i^j \leq I_{00}^j, & \forall j, j \notin J \\
& \sum_{i \in O} w_i^j \leq \left[ I_{n0}^j + \sum_{k=1}^L S_{nk}^j - d_{n1}^{i_0} - \sum_{k=2}^L E[D_{nk}^j] \right]^+, & \forall j, n(i) \neq N, \\
& w_i^j = 0, & \forall n(i) = N, \\
& \sum_{i \in O, n(i) = n} u_i^j \leq C_n, & \forall n(i) \neq N, \\
& u_i^j, w_i^j \geq 0 \text{ and integer},
\end{align*}
$$

(21)

(22)

(23)

(24)

(25)

(26)

where $S_{nk}^j$ is the number of units of item $j$ received at regional warehouse $n$ in period $k$ corresponding to replenishment shipments made from the primary warehouse in period $k - L \leq 0$ when $n \neq N$. Thus the $S_{nk}^j$ values correspond to decisions made in prior periods. Note that we consider the future expected short lead time demand when setting the value of $w_i^j$.

Observe that minimizing

$$
\sum_{i \in O} \left\{ Q_i \cdot \left( \frac{\sum_j (a_i^j - u_i^j - w_i^j)}{\sum_j a_i^j} \right) + \epsilon \sum_j w_i^j \right\}
$$

is equivalent to maximizing

$$
\sum_{i \in O} \sum_j \frac{Q_i}{a_i^j} u_i^j + \sum_{i \in O} \sum_j \left( \frac{Q_i}{\sum_k a_i^k} - \epsilon \right) w_i^j.
$$

(27)

Note that constraints (21) through (24) pertain to only one item. If there is adequate shipping capacity, that is, constraints (25) are inactive, then the problem can be solved one item at a time and in a parallel fashion. The algorithm we will discuss holds for situations when the capacity constraints are active or inactive.

Let $\tilde{Q}_i = \frac{Q_i}{\sum_j a_i^j}$. To maximize expression (27) we would prefer to have $u_i^j$ be as large as possible before permitting $w_i^j$ to be positive. Let

$$
W^j = \left[ I_{n0}^j + \sum_{k=1}^L S_{nk}^j - d_{n1}^{i_0} - \sum_{k=2}^L E[D_{nk}^j] \right]^+.
$$

Then we can employ the following algorithm to obtain the desired allocation.

**Algorithm 3**

**Step 1:** For $i \in O$ and $C_{n(i)} > 0$, rank order the $\tilde{Q}_i$ values from largest to smallest and renumber the items accordingly. Set $i = 1$. 


Step 2: For $j$ such that $a_j^i > 0$, set $u_j^i = \min\{a_j^i, I_{00}^j, C_{n(i)}\}$, decrement $I_{00}^j$ by $u_j^i$ and decrement $C_{n(i)}$ by $u_j^i$. Increment $i$ and repeat this step until $i = |O| + 1$.

Step 3: Set $i = 1$.

Step 4: For each $j$ for which $a_j^i > 0$, set $w_j^i = \min(a_j^i - u_j^i, W_j^i)$ and decrement $W_j^i$. Increment $i$ and repeat Step 4 until $i = |O| + 1$ or until $W_j^i = 0$ for all $j$ for which $a_j^k > 0$ for some $k > i$.

**Sub-Model 3: Allocate Replenishment Stock to Regional Warehouses**

After making allocations $u_j^i$ and $w_j^i$ that approximately minimize the number of potentially unsatisfied long response lead time orders and incremental shipping costs, we next allocate stocks to replenish regional warehouse inventories. Thus, the goal of the third sub model is to determine the amount of replenishment stock to allocate of each item type to each regional warehouse. Recall that the majority of the orders are long response lead time orders. Therefore, the replenishment decision should be made without jeopardizing the inventory that may be needed to fulfill long response lead time orders.

The supply at the primary warehouse available for replenishing regional warehouse inventory for item $j$ following the allocations made when executing the previous sub models is denoted by $I_{00}^j$.

The decision variable value that we next determine is $y_{n1}$, which is the amount of item type $j$ replenishment stock to ship to regional warehouse $n$ in period 1. Therefore, the net inventory of item $j$ at the primary warehouse at the end of period 1 is

$$I_{00}^j - \sum_n y_{n1}^j.$$ (28)

Let $\Gamma_j$ denote the period before the next procurement shipment of item $j$ is due to arrive at the primary warehouse. For each item $j$, let $R_j^{\min}$ and $R_j^{\max}$ denote $\min\{L_i: a_j^i > 0\}$ and $\max\{L_i: a_j^i > 0\}$, respectively. The inventory on hand at the primary warehouse at the end of period 1 would have to meet all short and long response lead time demand occurring at the co-located regional warehouse $N$ through period $\Gamma_j$ and all known long response lead time demand occurring at regional warehouse $n$, $n \neq N$, from period 2 through period $\min(\Gamma_j + L, R_j^{\max} + 1)$ that remains unsatisfied at the end of period 1, that is,

$$\sum_{k=2}^{\Gamma_j+L} \sum_{n: n \neq N, \tau(i)=k, \tilde{x}_i=0} (a_j^i - u_j^i - w_j^i) + \sum_{n \neq N} \sum_{k=L+2}^{\min(\Gamma_j + L, R_j^{\max} + 1)} d_{nk}^j,$$ plus the unknown long response lead time demand that will occur in periods $R_j^{\min} + 2$ through $\Gamma_j + L$, which is $\sum_{n \neq N} \sum_{k=R_j^{\min} + 2}^{\Gamma_j+L} D_{nk}^j$ when $\Gamma_j + L \geq R_j^{\min} + 2$. Note that the values of the $u_j^i$ and $w_j^i$ variables for each order $i$ for which $\tau(i) \leq L + 1$ are known at this point. For $n = N$, both the short and long response lead time demand during periods 2 through $\Gamma_j$ should
be met from stock on-hand at the primary warehouse. Thus, the net inventory at the primary warehouse at the end of period $\Gamma_j$ would be

$$I_{n0}^{\prime} = I_{00}^{\prime} - \sum_{n \neq N} y_{n1}^j - \sum_{k=2}^{L+1} \sum_{i \neq j : n(i) \neq N, \tau(i) = k, \tilde{x}_i = 0} (a_i^j - u_i^j - \bar{w}_i^j) - \sum_{n \neq N} \sum_{k=L+2}^{\min(\Gamma_j + L, R_{Nk}^{\max} + 1)} d_{nk}^\beta - \sum_{n \neq N} \sum_{k=2}^{\min(\Gamma_j, R_{Nk}^{\max} + 1)} D_{nk}^{j\alpha}$$

$$- \sum_{k=2}^{\Gamma_j} \sum_{n \neq N} D_{nk}^{j\alpha} - \sum_{n \neq N} \sum_{k=L+2}^{\min(\Gamma_j + L, R_{Nk}^{\max} + 1)} D_{nk}^{j\beta} - \sum_{k=2}^{\min(\Gamma_j, R_{Nk}^{\max} + 1)} D_{nk}^{\beta}$$

assuming no further replenishment stocks are directly allocated to non-co-located regional warehouses until the next shipment of item $j$ is received at $N$ in period $\Gamma_j + 1$ and assuming all short response lead time demand occurring at $n \neq N$ during periods $L + 2$ through $\Gamma_j$ are satisfied directly from the primary warehouse stock. Let

$$\bar{I}_{n0}^{\prime} = I_{00}^{\prime} - \sum_{k=2}^{L+1} \sum_{i \neq j : n(i) \neq N, \tau(i) = k, \tilde{x}_i = 0} (a_i^j - u_i^j - \bar{w}_i^j) - \sum_{n \neq N} \sum_{k=L+2}^{\min(\Gamma_j + L, R_{Nk}^{\max} + 1)} d_{nk}^\beta - \sum_{n \neq N} \sum_{k=2}^{\min(\Gamma_j, R_{Nk}^{\max} + 1)} D_{nk}^{j\alpha}$$

The net inventory of item $j$ at regional warehouse $n \neq N$ at the end of period $L + 1$ is the net inventory of item $j$ at regional warehouse $n \neq N$ at the end of period $L + 1$ is

$$I_{n0}^{\prime} + \sum_{k=1}^{L} S_{nk}^j + y_{n1}^j - d_{nk}^{j\alpha} - \sum_{k=2}^{L+1} D_{nk}^{j\alpha} - \sum_{k=1}^{L+1} \sum_{i \neq j : n(i) = k, \tilde{x}_i = 0} (a_i^j - u_i^j),$$

where $\tilde{x}_i = 0$ implies that order $i$ was not shipped prior to day 1. In this expression, the only random variables are the one period short response lead time demand random variables, $D_{nk}^{j\alpha}$. To simplify the notation, let

$$\bar{I}_{n0}^{\prime} = I_{00}^{\prime} + \sum_{k=1}^{L} S_{nk}^j - d_{nk}^{j\alpha} - \sum_{k=1}^{L+1} \sum_{i \neq j : n(i) = k, \tilde{x}_i = 0} (a_i^j - u_i^j).$$

Hence the net inventory level of item $j$ at regional warehouse $n$ at the end of time period $L + 1$ can be rewritten as $\bar{I}_{n,L+1}^{j} = \bar{I}_{n0}^{\prime} + y_{n1}^j - \sum_{k=2}^{L+1} D_{nk}^{j\alpha}$, $n \neq N$.

Finally, the net inventory at the end of period 1 at regional warehouse $N$ is

$$I_{N0}^{\prime} + \sum_{i : \tau(i) = 1, n(i) = N, \tilde{x}_i = 0} u_i^j - \sum_{i : \tau(i) = 1, n(i) = N, \tilde{x}_i = 0} a_i^j.$$

Let

$$\bar{I}_{N0}^{\prime} = I_{N0}^{\prime} + \sum_{i : \tau(i) = 1, n(i) = N, \tilde{x}_i = 0} u_i^j - \sum_{i : \tau(i) = 1, n(i) = N, \tilde{x}_i = 0} a_i^j.$$

In a dynamic program that produces an optimal allocation policy, the consequence of today’s allocation decisions on the future allocation decisions is accounted for directly. In our sub-model, we
approximate the effect of the current decision on future costs and decisions. We do this as follows.

In addition to calculating the current period’s holding and backorder costs, we also approximate the expected future holding and backorder costs that would be incurred before the next procurement arrives.

The approximate cost model we use to determine \( y_{n1}^j \) for all \( j \) is

\[
\sum_j h_j^o \mathbf{E}[I_{60}^j] - \sum_{n \neq N} y_{n1}^j - \sum_{n \neq N} \sum_{k = R_{j}^{\text{min}} + 2}^{R_{j}^{\text{max}} + 2} D_{nk}^{\beta} - \sum_{k = 2}^{R_{j}^{\text{max}} + 2} D_{nk}^{\alpha} - \sum_{n \neq N} \sum_{k = L + 2}^{R_{j}^{\text{max}} + 2} D_{nk}^{\alpha} - \sum_{k = R_{j}^{\text{min}} + 2}^{R_{j}^{\text{max}} + 2} D_{nk}^{\beta} + ^+ \\
+ \sum_j b_j^i \mathbf{E}[-\bar{I}_{n0}^j + \sum_{n \neq N} y_{n1}^j - \sum_{n \neq N} \sum_{k = 2}^{R_{j}^{\text{max}} + 2} D_{nk}^{\alpha} - \sum_{k = 2}^{R_{j}^{\text{max}} + 2} D_{nk}^{\beta} - \sum_{n \neq N} \sum_{k = L + 2}^{R_{j}^{\text{max}} + 2} D_{nk}^{\alpha} - \sum_{k = R_{j}^{\text{min}} + 2}^{R_{j}^{\text{max}} + 2} D_{nk}^{\beta} + ^+]
\]

where we assume in this approximation that all short response lead time demand occurring in periods \( L + 2 \) through \( \Gamma_j \) at non-co-located regional warehouses are satisfied directly from the primary warehouse’s inventory.

The replenishment quantities are constrained by the remaining available inventory at the primary warehouse and the remaining shipping capacity from the primary warehouse to each non-co-located regional warehouse. That is,

\[
\sum_{n = 1}^{N-1} y_{n1}^j \leq I_{60}^j, \quad \forall j \tag{35}
\]

and

\[
\sum_j y_{n1}^j \leq C_n, \quad \forall n \neq N. \tag{36}
\]

where \( C_n \) is the shipping capacity remaining to regional warehouse \( n \) after the allocations that were made in the previous steps.

Let \( Y_j = \sum_{n \neq N} y_{n1}^j \),

\[
F_{j0}(Y_j) = h_j^o \mathbf{E}[I_{60}^j] - \sum_{n \neq N} y_{n1}^j - \sum_{n \neq N} \sum_{k = R_{j}^{\text{min}} + 2}^{R_{j}^{\text{max}} + 2} D_{nk}^{\beta} - \sum_{k = 2}^{R_{j}^{\text{max}} + 2} D_{nk}^{\alpha} - \sum_{n \neq N} \sum_{k = L + 2}^{R_{j}^{\text{max}} + 2} D_{nk}^{\alpha} - \sum_{k = R_{j}^{\text{min}} + 2}^{R_{j}^{\text{max}} + 2} D_{nk}^{\beta} + ^+ \\
+ \sum_j b_j^i \mathbf{E}[-\bar{I}_{n0}^j + \sum_{n \neq N} y_{n1}^j - \sum_{n \neq N} \sum_{k = 2}^{R_{j}^{\text{max}} + 2} D_{nk}^{\alpha} - \sum_{k = 2}^{R_{j}^{\text{max}} + 2} D_{nk}^{\beta} - \sum_{n \neq N} \sum_{k = L + 2}^{R_{j}^{\text{max}} + 2} D_{nk}^{\alpha} - \sum_{k = R_{j}^{\text{min}} + 2}^{R_{j}^{\text{max}} + 2} D_{nk}^{\beta} + ^+] \tag{37}
\]

and
\[ F_{jn}(y_{n1}) = h_{jn} \mathbf{E}[\bar{I}_{n0} + y_{n1} - \sum_{k=2}^{L+1} D_{nk}^+] + b^j \mathbf{E}[-\bar{I}_{n0} - y_{n1} + \sum_{k=2}^{L+1} D_{nk}^+]. \]  

(38)

Then the allocation optimization problem can be stated as

\[
\begin{align*}
\min & \sum_{j} F_{j0}(Y^j) + \sum_{n \neq N} \sum_{j} F_{jn}(y^j_{n1}) \\
\text{s.t.} & \sum_{n=1}^{N-1} y^j_{n1} \leq I^j_{0n}, & \forall j, \\
& \sum_{j} y^j_{n1} \leq C_n, & \forall n \neq N, \\
& y^j_{n1} \geq 0.
\end{align*}
\]  

(39)-(42)

Observe that the objective function is separable by item. The functions \( F_{j0}(Y^j) \) and \( F_{jn}(Y^j_n) \) are convex in each \( y^j_{n1} \) variable separately and jointly. Note that by relaxing the \( N - 1 \) shipping constraints, the optimal solution could be determined by solving independent sub-problems, one for each item. Given that the objective function is convex and that the demand random variables assume non-negative integer values, each individual item subproblem can be solved efficiently by employing a straightforward marginal analysis algorithm. Thus, the optimal solution to the relaxed problem can be found by making use of a parallel computing architecture, which is of practical significance.

Let \( \bar{y}^j_{n1} \) be the optimal allocation for item \( j \) to regional warehouse \( n \) when solving the relaxed problem. Note that the \( \bar{y}^j_{n1} \) values, as well as the optimal allocation quantities for problem (39)-(42), will typically be for 10 or fewer units, and often for just one or two units. This is the case since over 80% of the orders have long response lead times. For example, when there is a system demand for 200 units of an item on a day, then there might be only 30 to 40 units requested in short response lead time orders. When spread over 5 regions, there will only be 6 to 8 units of the item that will be part of the short response lead time orders fulfilled by a regional warehouse. Unless target inventory levels are altered for a regional warehouse, the replenishment quantities will be about the same value as the short response lead time demand. Since the values of the \( \bar{y}^j_{n1} \) values are typically low, these item allocations can be determined very quickly.

Suppose we have solved the relaxed problem. If the shipping constraints are not violated, that is, if

\[
\sum_{j} \bar{y}^j_{n1} \leq C_n, \quad \forall n \neq N,
\]  

(43)
then $\tilde{y}^j_{n1}$ equals $y^*_n$, the optimal allocations for problem (39)-(42).

Suppose that condition (43) is not satisfied. We will consider two cases. In the first case, suppose all $N - 1$ shipping constraints are violated by the solution to the relaxed problem. We find the optimal allocation in this case as follows.

For each $n \neq N$, find the item $j$ that increases the expected cost by smallest amount when reducing its allocation by one unit. To do this, we would measure the expected incremental costs at both the primary and regional warehouses, using the approach discussed below. Next, determine the item, regional warehouse combination that increases the expected cost by the smallest amount. Let $j^*_1(n)$ be this item and regional warehouse combination. Set $\tilde{y}^j_{n1} \leftarrow \tilde{y}^j_{n1} - 1$. Repeat this process for each violated regional warehouse constraint until all the shipping constraints are satisfied. Note, the values required to execute this step were determined when solving the relaxed problem.

Now, in the second case, suppose that some, but not all, of the shipping constraints are violated by the solution to the relaxed problem. We find the optimal allocation by employing the following procedure.

The algorithm is somewhat more complicated when only a subset of the shipping constraints are violated. In particular, calculating the net impact of reducing the value of $y^j_{n1}$ by one unit for some item $j$ may require additional trade-offs to be considered.

For each violated shipping constraint, $n$, do the following. Suppose $\bar{y}^j_{n1}$ is the current value of $y^j_{n1}$.

Then for each item $j$ for which $\bar{y}^j_{n1} > 0$, determine the net impact of reducing its value by one unit as follows.

First suppose for item $j$ that

$$\sum_{n \neq N} \bar{y}^j_{n1} < I_{00}. \tag{44}$$

When reducing $\bar{y}^j_{n1}$ by one unit, the primary warehouse stock of item $j$ increases by one unit. Then $\Delta F_{00}(Y^j) = F_{00}(Y^j - 1) - F_{00}(Y^j)$ measures the incremental expected primary warehouse cost. Compute $\Delta F_{jn}(\bar{y}^j_{n1})$, where $\Delta F_{jn}(\bar{y}^j_{n1}) = F_{jn}(\bar{y}^j_{n1}) - F_{jn}(\bar{y}^j_{n1}) \geq 0$.

Let $j^*_1(n) = \arg \min \Delta F_{jn}(\bar{y}^j_{n1}) + \Delta F_{00}(Y^j)$. Then $G^1_n = \Delta F_{00}(Y^j) + \Delta F_{jn}(\bar{y}^j_{n1}, n) (\bar{y}^j_{n1})$ is the net impact of reducing $\bar{y}^j_{n1}$ by one unit at regional warehouse $n$. Remember we only consider item $j$ for which (44) is not tight.

Next consider items for which the inventory constraint (44) is tight. There are now two possibilities. If $\bar{y}^j_{n1}$ is reduced by one unit, then there may be another regional warehouse $n'$ for
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which the shipping constraint is not tight and \( \Delta F_{jn'}(\bar{y}_{n1} + 1) < 0 \). If there exists an \( n' \) such that \( \Delta F_{jn'}(\bar{y}_{n1} + 1) < 0 \), then let \( n^*(j) = \arg\min_{n': C_n' > 0} \Delta F_{jn'}(\bar{y}_{n1} + 1) \). That is, \( n^*(j) \) is the regional warehouse that would most benefit from having its allocation increased by one unit of item \( j \). The net impact for item \( j \) when there exists at least one \( n' \) such that \( \Delta F_{jn'}(\bar{y}_{n1} + 1) < 0 \) is

\[
\Delta F_{jn}(\bar{y}_{n1}) + \Delta F_{jn^*(j)}(\bar{y}_{n^*1} + 1).
\]

The second possibility is that there is no \( n' \) for which \( \Delta F_{jn'}(\bar{y}_{n1} + 1) < 0 \).

In this case the net impact of reducing the shipment of item \( j \) to regional warehouse \( n \) would be \( \Delta_j(\bar{y}_{n1}) = \Delta F_{j0}(Y_j) + \Delta F_{jn}(\bar{y}_{n1}) \).

Let \( j^*_1(n) = \arg\min_j \Delta_j(\bar{y}_{n1}) \) and let \( G_n^2 = \Delta F_{j0}(Y_{j^*_1(n)}) + \Delta F_{j^*_1(n), n}(\bar{y}_{n1}^2(n)) \).

Then \( G_n = \min(G_n^1, G_n^2) \), that is, we would select the item \( j^*_1 \) that would have its allocation to regional warehouse \( n \) reduced by one unit that yields the overall smallest expected incremental cost.

Among the constraints \( n \) that remain violated, select \( n^* \) such that \( n^* = \arg\min_n G_n \). Then at regional warehouse \( n^* \) we would decrement item \( j^*(n^*)'s \) allocation by one unit. We would reduce the constraint violation at \( n^* \) by one unit as well.

The above process would be repeated until no violated shipping constraints remain. Note that in each iteration of the algorithm calculations for only one item need to be updated. Virtually all of the calculations required at each step to update the \( \Delta \) values for item \( j^* \) were made when the values of \( \bar{y}_{n1} \) were calculated.

Note also that once the updated value for item \( j^* \) is calculated, the comparison step corresponds to inserting this newly computed value into a list, which has a complexity of \( \log m \), where \( m \) is the number of items being considered. If \( M = \sum_{n \neq N} \left[ \sum_j \bar{y}_{n1} - C_n \right]^+ \) then the complexity of the algorithm is \( M\log m \).

Sub-Model 4: Allocate Inventory to Fill Orders Due in the Future

In this step we determine which, if any, long response lead time orders to fulfill in advance with the remaining inventories and shipping capacities. Let \( \gamma^j_1 \) be the amount of inventory the primary warehouse should hold in reserve to replenish regional warehouse stocks through period \( \Gamma_j \). This amount of inventory is computed by minimizing the future expected holding and backorder costs at all regional warehouses.

Let \( \gamma^*_n \) denote the inventory that will be held at the primary warehouse to possibly replenish regional warehouse \( n \) for item type \( j \) through period \( \Gamma_j \). We find \( \gamma^*_n \) by solving the following newsvendor type of problem.
\[
\begin{align*}
\min & \sum_n h_n^t \mathbf{E}\left[I_{n0} + y_{n1}^t + \gamma_{n1}^j - \sum_{k=2}^{\tau_j + L} D_{nk}^{j*}\right]^+ + \sum_n b_n^t \mathbf{E}\left[-I_{n0} - y_{n1}^t - \gamma_{n1}^j + \sum_{k=2}^{\tau_j + L} D_{nk}^{j*}\right]^+.
\end{align*}
\]

Let \( \gamma_{n1}^j = \sum_n \gamma_{n1}^j \) be the minimum amount of inventory to hold of item \( j \) at the primary warehouse to meet future short response lead time demand at all regional warehouses, \( n = 1, \ldots, N \).

Hence, the inventory available to allocate for long response lead time orders that are not yet due is \( \bar{I}_{j0}^t = [I_{j0}^t - \sum_n y_{n1}^t - \gamma_{n1}^j]^+ \).

Let \( O_t \) denote the set of unfilled long response lead time orders that are due to be shipped to a customer in time period \( \bar{L}_t + t \). Sub-model 2 was designed to determine which of the orders in \( O_1 \) should be shipped to the corresponding regional warehouses in their entirety in period 1. Let us start with period 2, where \( C_n \) is the remaining shipping capacity from the primary warehouse to regional warehouse \( n \).

In this sub-model, our goal is to allocate inventory to regional warehouses to satisfy only those orders \( i \in O_2 \) for which there exists an ample supply at the primary warehouse. Let \( J \) be the set of items \( j \) for which \( \bar{I}_{j0}^t \geq \sum_{i \in O_2} a_{ij}^t \). Let \( \bar{O}_2 \subset O_2 \) be the set of orders for which \( a_{ij}^t > 0 \) but only for items \( j \in J \), and let \( \tilde{O}_2^n \subset \bar{O}_2 \) be the orders that should be shipped to customers directly from regional warehouse \( n \).

Then to determine which orders \( i \in \tilde{O}_2 \) to fulfill prior to the due date we propose solving for each \( n \) for which \( C_n > 0 \)

\[
\begin{align*}
\max & \sum_{i \in \tilde{O}_2^n} x_i \\
\text{s.t.} & \sum_{i \in \tilde{O}_2^n} x_i \left\{ \sum_j a_{ij}^t \right\} \leq C_n \\
& x_i = 0, 1
\end{align*}
\]

where, as before, \( C_n \) is the remaining shipping capacity. \( C_N = \infty \).

These problems have the same form as Problem (13)-(15) discussed in the section on Sub-Model 2 and hence can be solved in the same manner.

After solving this series of problems for \( t = 2 \), update \( \bar{I}_{j0}^t \leftarrow \bar{I}_{j0}^t - \sum_{i \in \tilde{O}_2} a_{ij}^t x_i \) and \( C_n \leftarrow C_n - \sum_{i:n(i)=n,x_i=1} a_{ij}^t \). Solve the problems for \( t = t + 1 \) and continue until capacity or inventories run out or the end of the maximum grace period is reached.
6.3. The $N$ Primary Warehouse Case

We now extend our results from the one primary warehouse system to one where each warehouse serves as a primary warehouse for some items and as a regional warehouse for all items. Since a customer may order multiple items in the same order, we want to send all ordered items to the customer in the same shipment, if possible. Remember if items in the same order are managed by different warehouses, then the allocation decisions made at one primary warehouse may affect the decisions made at another primary warehouse. It is possible to formulate an exact dynamic program for this coordination problem. However, as in the single primary warehouse case, it is not possible to solve practical problems using this exact formulation. We propose to make allocation decisions using a modification of the approximation approach presented above. The sequence of the approximation methods for the $N$ primary warehouse case is the same as in the single warehouse case. Hence, we will discuss the four sub-models for satisfying backorders, long response lead time orders that must be shipped to desired regional warehouses, replenishment orders and advance long response lead time orders.

First, we divide long response lead time orders into three categories.

1. Let $\theta_1$ denote the set of these orders $i$ for which $m(j) = n(i)$ for all items, that is, $\theta_1 = \{i : m(j) = n(i), \forall j \ni a_j^i > 0\}$. In this case, regional warehouse $n(i)$ serves as the co-located regional warehouse for all items requested in order $i$.

2. Let $\theta_2$ denote the set of these orders $i$ for which $m(j) \neq n(i)$ for all items, that is, $\theta_2 = \{i : m(j) \neq n(i), \forall j \ni a_j^i > 0\}$. Each item $j$ required to fulfill order $i$ has a primary warehouse, $m(j)$, that differs from the regional warehouse that will fulfill order $i$, that is $n(i)$.

3. Let $\theta_3$ denote the set of these orders for which $m(j) = n(i)$ for some $j$ and $m(j) \neq n(i)$ for some other $j$. Thus $\theta_3 = \{i : \exists j \ni a_j^i > 0 \text{ and } m(j) = n(i) \text{ and } \exists j \ni a_j^i > 0 \text{ and } m(j) \neq n(i)\}$. In this case the fulfilling regional warehouse $n(i)$ is a co-located regional warehouse for some items in order $i$ and receives stocks of the other items from other primary warehouses.

Second, we define order fulfillment time $\bar{L}_i$ for each category of orders. Clearly $\bar{L}_i = 0$ for orders $i \in \theta_1$ and $\bar{L}_i = L$ for orders $i \in \theta_2$. Now, suppose $i$ in $\theta_3$. In this case, we assume that if a primary warehouse allocates units of item $j$ in time period $t$ to satisfy order $i$ and $m(j) \neq n(i)$, then the co-located regional warehouse will set aside $a_j^i$ units for all items $j$ for which $m(j) = n(i)$ in period $t$ as well. This will guarantee that the order will be filled completely by its due date. Hence, for a long response lead time order $i \in \theta_3$, the order fulfillment time is $\bar{L}_i = L$ for all primary warehouses, including the one that also serves as the co-located regional warehouse for items $j$. 
for which $m(j) = n(i)$. That is, all relevant primary warehouses must either send out or set aside inventory to satisfy order $i$ in period $\tau(i) - L$.

By employing this strategy, we can address the allocations of inventory and capacity for all orders together using the approach described below.

Since backorders are costly from both financial and customer satisfaction perspectives, inventory is first used to satisfy any outstanding backorders. Sub-Model 1 can be directly used to allocate inventories in the $N$ primary warehouse case.

After making allocations to fulfill backorders, the next priority is to fulfill long response lead time orders that are due to be shipped from the desired regional warehouse upon receipt from the primary warehouses. Some minor modifications may need to be made to Sub-Model 2. When adequate shipping capacity is available, the coordination of the allocation of the units for the items required to satisfy order $i$ is obvious based on the fulfillment time $\bar{L}_i$ for each order. All items $j$ needed to satisfy order $i$ will be sent at the same time from the primary warehouses $m(j)$ to the regional warehouse $n(i)$. Thus Sub-Model 2 can be applied directly in this case. Remember, about 40% of the orders are for a single item type and hence no coordination of allocations is required.

As pointed out previously, item $j$ in long response lead time orders $i$ are often shipped to regional warehouse $n(i)$ prior to day $\tau(i) - \bar{L}_i$. Thus there almost always is adequate capacity available on day $\tau(i) - \bar{L}_i$ to ship items of type $j$ to regional warehouse $n(i)$ from primary warehouse $m(j)$ to fulfill orders $i$ for which $a^i_j > 0$ and the delivery due date is $\tau(i)$.

When there is not enough capacity available to fulfill all orders $i \in O_J$, where $O_J$ is defined in the discussion of Sub-Model 2, an alternative approach is needed to obtain the desired allocation.

The allocation problem can be stated on

\[
\max \sum_{i \in O_J} Q_i x_i \tag{45}
\]

s.t. \[
\sum_{i \in O_J} x_i \left\{ \sum_{j : m(j) = k} a^i_j \right\} \leq C_{kn}, \tag{46}
\]

\[
x_i = 0, 1, \tag{47}
\]

where $C_{kn}$ is the amount of capacity that exists for shipping items from a primary warehouse $k$ to a regional warehouse $n$, and $x_i$ is 1 if order $i$ is to be filled completely and 0 otherwise. There is one constraint in this model for each $k n$ combination for which

\[
\sum_{i \in O_J} \sum_{j : m(j) = k} a^i_j > C_{kn}. \tag{48}
\]
In the practical application we studied, a maximum of 20 such constraints could exist.

We can construct a greedy algorithm that can be used to determine the allocation plan. Algorithm 1 as stated in the discussion of Sub-Model 2 would be restated as follows. Let $M(k)$ denote the set of items for which location $k$ is the primary warehouse.

**Algorithm 4**

Step 0: Rank order $i \in O_J$ according to the values of $Q_i / \sum_j a^j_i$, largest to smallest, and renumber them beginning with 1, and set $i = 1$.

Step 1: For each $j$ for which $a^j_i > 0$, if $a^j_i \leq C_{m(j),n(i)} \forall j$, set $x_i = 1$ and decrement $C_{k,n(i)}$ by $\sum_{j \in M(k)} a^j_k$.

Step 2: Increment $i$ and return to step 1.

As we noted in our discussion of Algorithm 1, the allocation generated using this greedy method may result in using more capacity than is available. However, since these capacities are not “hard” ones, a small overshoot is acceptable in the real world setting.

Algorithm 2 of Sub-Model 2 can be used in the $N$ primary warehouse environment to allocate items to orders for which there is demand for only a single unit of a single item.

To allocate the remaining inventories to long response lead time orders $i$ that are due on day $\tau(i) = 1 + L$ at a regional warehouse $n(i) \neq m(j)$ when $a^j_i > 0$ and the short and long response lead time orders due on day 1 when $m(j) = n(i)$ and $a^j_i > 0$, we can apply Algorithm 3 presented in our discussion of Sub-Model 2 with one minor change. In Step 1, we would let $u^j_i = \min \{a^j_i, I'_{m(j),0}, C_{m(j),n(i)}\}$, where $I'_{m(j),0}$ is the remaining initial inventory at primary warehouse $m(j)$ for item $j$ and $C_{m(j),n(i)}$ is the remaining shipping capacity from $m(j)$ to $n(i)$. Other obvious subscript changes are required as well in Algorithm 3.

Next, we allocate replenishment stocks to non-co-located regional warehouses. This allocation is made for each item $j$ considering the remaining initial stocks at $m(j)$ and the remaining shipping capacities to each regional warehouse. Except for minor changes to the subscripts, the approach taken in our discussion of Sub-Model 3 holds in the $N$ primary warehouse case.

After making all the allocations of stocks to satisfy backorders, fulfill orders due today, and replenish regional warehouse stock levels, our final priority is to determine, which, if any, long response lead time orders to fulfill in advance given the remaining inventories and shipping capacities. These allocations are made using the approach presented in our earlier discussion of Sub-Model 4 combined with our discussion concerning the modification we must make to Sub-Model 2 in the $N$ primary warehouse case.
Note that our fulfillment strategy for $i \in \theta_3$ may not be an optimal one. We may prefer to use the allocated inventory of an item $j$, $m(j) = n(i)$, that has been set aside to fill short response lead time orders incurred during the shipping lead time. For example, suppose 3 units of an item are needed to completely satisfy order $i$. Then, by policy, these 3 units are set aside, or allocated, to order $i$. When the other items $j$, with $m(j) \neq n(i)$, arrive at $n(i)$, these 3 units will be withdrawn from stock and, along with those items arriving from the other warehouses, will be shipped to the customer. During the $L$-period lead time, these 3 units will still be physically on the shelf of warehouse $n(i)$. However, they could be needed to satisfy 3 single unit, single item short lead time orders completely that arise during these $L$ periods. If our objective is to maximize the number of orders satisfied on time, then by allocating the 3 units to order $i$ would result in more orders being unsatisfied on their due date than necessary. While this case is possible, recall that only 2% of the orders in the environment we examined contained items for which $a^i_j > 1$. Hence the approach we have taken is a reasonable one to follow.

Thus we have demonstrated how the four sub-models introduced in Section 6.2.2 can be modified to create the $N$-primary warehouse allocation and order fulfillment plan.

7. Order Fulfillment

Each day a decision must be made pertaining to the actual fulfillment of outstanding customer orders at each regional warehouse. In the allocation discussion in Section 6, we created a tentative order fulfillment plan. Since more short response lead time demand information is revealed during the transportation lead time, a final order fulfillment plan needs to be created. We now show how to make these final daily order fulfillment decisions at each regional warehouse.

The objective of the daily order fulfillment process is first to satisfy the backlogged orders and then to satisfy orders that must be sent out that day. Of course, there may not be enough inventory on hand to achieve this objective. Then, based on the remaining on-hand inventory and long response lead time demand information, we will decide which orders will be satisfied in advance.

7.1. Assumptions And Nomenclature

We begin our order fulfillment model development by stating our assumptions concerning the operation of the fulfillment system and introducing some nomenclature.

The inventory available to fulfill customer orders each day is a result of allocation decisions made in previous periods. Since each warehouse can only use its own on-hand inventory to fulfill customer orders, we focus on one regional warehouse at a time. Consequently, we drop the subscript $n$ that designates the regional warehouses. Recall that a regional warehouse serves as a primary
warehouse for some items. Let $M$ denote this set of items. As before, assume we are in period 1. Let $S_j^t$ denote the allocation of item $j$ that is scheduled to arrive in period $t$ at the regional warehouse, $t = 1, \cdots, L$. These allocations include inventory to meet both short and long response lead time demands.

We first construct a list of outstanding orders that need to be satisfied by the end of each period in the planning horizon. The order information is then updated when a customer order is received or is filled either completely or partially. For each order $i$, we record the period $\tau(i)$ by which the order must be sent from the local warehouse to the customer.

We make the order fulfillment decisions in the following manner. Let $O_0$ denote the orders $i$ that are backordered at the beginning of period 1, and $O_1$ denote the orders that are due in the current period, that is, $\tau(i) = 1$. Consistent with the allocation strategy, fulfillment priority is given first to the backlogged orders. Remember, in formulating the allocation model, we stated that all backorders would be sent directly to the customer from the primary warehouse via express delivery. Hence, the backlogged orders only include items belonging to set $M$. Then we will use the remaining available inventory to satisfy orders that must be sent from the regional warehouse today. Among these orders, we first determine which of them can be fulfilled completely. Then we use the available inventory to satisfy the remaining orders partially. In the last step, we determine which of the orders that are not yet due can be fulfilled in advance after setting aside stocks needed to ensure satisfaction of short response lead time demand over the regional warehouse’s replenishment lead time. We examine orders based on their due date sequentially. Remember, we do not fill an order in advance if we cannot fulfill it fully.

Let $x_i$ denote whether or not order $i$ is fulfilled completely in the current time period.

$$x_i = \begin{cases} 1, & \text{if order } i \text{ is fulfilled completely in the current period,} \\ 0, & \text{otherwise.} \end{cases} \quad (49)$$

### 7.2. Two Step Order Fulfillment Models

We next develop two models to make order fulfillment decisions. The first one is employed to determine which orders to fill completely and the second one is developed to determine how to allocate inventory to partially satisfy an order. We state the models corresponding to a generic set of open orders, $O$. Then we show how the models are executed to make the actual fulfillment decisions.

#### 7.2.1. Model 1: Complete Order Fulfillment

Given a set of open orders $O$, let the inventory levels available to fulfill orders in set $O$ be denoted by $\tilde{I}_j$, the available stock of item $j$ following the receipt of the $S_j^1$ units. To satisfy as many orders in $O$ as possible, solve
\[
\begin{align*}
\max & \quad \sum_{i \in O} x_i, \\
\text{s.t.} & \quad \sum_{i \in O} a_{ij} x_i \leq \tilde{I}_j, & \forall j \text{ s.t. } a_{ij} > 0 \text{ for some } i, \\
& \quad x_i \in \{0, 1\}.
\end{align*}
\] (50)

Rather than solving this very large scale integer program directly, we employ the approach used in Sub-Model 2. There will likely be hundreds of thousands of variables in this formulation along with potentially many tens of thousands of constraints.

As we did in Sub-Model 2, we first find the set \( J \). Item \( j \in J \) if there is sufficient supply to satisfy all demand in set \( O \), that is, \( \sum_i a_{ij} \leq \tilde{I}_j \). Based on set \( J \), define set \( O_F \subset O \) to be the set of orders that contain items only in set \( J \), that is, \( i \in O_F \) only if \( a_{ij} > 0 \) and \( j \in J \). Since every order \( i \in O_F \) can be fulfilled completely, \( x_i = 1 \) for \( i \in O_F \). The available inventory to fulfill the remaining orders is \( \tilde{I}''_j = \tilde{I}_j - \sum_{i \in O_F} a_{ij} \). Then the set of remaining orders to be filled is \( O' = O \setminus O_F \).

Next, as in our approach to allocating inventories in Sub-Model 2, we focus on the single item and single unit orders, since our goal is to satisfy as many orders completely as possible. Therefore, in this step, determine the orders \( i \in O' \) for which \( a_{ij} > 0 \) for only one item \( j \) and \( a_{ij} = 1 \) for that item. We satisfy orders depending on the value of \( Q_i \), beginning with the largest value of \( Q_i \) and continuing until either all such orders are satisfied or there is no remaining inventory. Let \( x_i = 1 \) if order \( i \) is satisfied and add order \( i \) to set \( O_F \). The remaining supply is \( \tilde{I}_j'' = \tilde{I}_j - \sum_{i \in O_F} a_{ij} x_i \).

The rest of the order fulfillment decisions are made by solving the following integer program

\[
\begin{align*}
\max & \quad \sum_{i \in O \setminus O_F} x_i Q_i, \\
\text{s.t.} & \quad \sum_{i \in O \setminus O_F} a_{ij} x_i \leq \tilde{I}_j'', & \forall j \text{ s.t. } a_{ij} > 0 \text{ for some } i, \\
& \quad x_i \in \{0, 1\}, & \forall i \in O \setminus O_F,
\end{align*}
\] (53)

where \( Q_i \), as before, represents the incremental cost of shipping order \( i \) one unit at a time from the appropriate primary warehouses.

This problem will have far fewer variables than does problem (55) – (57) for two reasons. First, most items have enough inventory to satisfy demand throughout a cycle except possibly at the end of a cycle. This is the case since the probability of running out stock during a cycle is usually less than 0.03 in the environment we studied. Therefore, most orders are satisfied in step 1. Second, recall that only a single item is requested in about 40% of the orders and about 98% are for a single unit of an item. Nonetheless, there may be several thousand orders that remain in this model. Hence, we determine orders \( i \in O \setminus O_F \) to fill completely using a greedy heuristic Algorithm 5.
Algorithm 5

Step 0: Sort the orders \( i \in O / O_F \) according to the ratio \( \frac{Q_i}{\sum_j a_{ij}} \), largest to smallest. Renumber the orders, beginning with the order with the largest ratio, which is designated as order 1. Set \( i = 1 \).

Step 1: If \( a_{ij} \leq \tilde{I}''_j \) \( \forall j \), such that \( a_{ij} > 0 \), set \( x_i = 1 \). Otherwise, set \( x_i = 0 \) and go to step 2.

If \( x_i = 1 \), set \( \tilde{I}''_j \leftarrow \tilde{I}''_j - a_{ij} \) \( \forall j \) such that \( a_{ij} > 0 \) and set \( O_F \leftarrow O_F \cup \{ i \} \).

Go to step 2

Step 2: If all orders have been evaluated, stop; otherwise, increment \( i \) and return to step 1.

This heuristic provides a computationally tractable method for determining which of the remaining orders should be filled completely. Of course, the resulting allocation need not be optimal.

After executing the heuristic, we may have some remaining inventory and a list of unfilled orders \( O_P = O \setminus O_F \). There is not enough inventory to fill any order \( i \in O_P \) completely with the remaining inventories. We will use the remaining supply to partially fill a portion of these remaining orders.

7.2.2. Model 2: Partial Order Fulfillment

We now construct an integer program to determine how to assign the remaining inventory to the unfilled orders \( O_P \). The goal is to send out as many requested items as possible while keeping the shipping costs low. Recall that the last-mile shipping cost is charged based on the volume or weight of the shipment. The greater the fraction of the volume or weight shipped produces a lower per unit transportation cost and hence is desirable. We choose to maximize the sum of the percentage of volumes satisfied among all orders as a surrogate for minimizing the incremental shipping costs.

Let \( y_{ij} \) represent the number of units of item \( j \) allocated to order \( i \). There are two types of constraints in our model. One limits the amount of an item that can be allocated to the orders and the other limits the amount allocated to a particular order. Then our model is

\[
\begin{align*}
\max \sum_i \left\{ \frac{\sum_j v_j y_{ij}}{\sum_j v_j a_{ij}} \right\} = \sum_i \sum_j \frac{v_j}{V_i} y_{ij} \\
\text{s.t. } \sum_{i \in O_P} y_{ij} \leq \tilde{I}_j, \\
0 \leq y_{ij} \leq a_{ij}^j, \\
y_{ij} \text{ is an integer},
\end{align*}
\]

where \( v_j \) is the volume(weight) of item \( j \), \( V_i = \sum_j v_j a_{ij}^j \) is the total volume(weight) of order \( i \) and \( \tilde{I}_j \) is the remaining stock of item \( j \).

Note, we can relax the constraint that \( y_{ij} \) is an integer due to the structure of the problem. An optimal integer solution can be obtained using a greedy algorithm and executed one item at a
time. Hence, the execution of the optimization process can be carried out efficiently in a parallel manner.

7.3. Order Fulfillment Execution

In the previous two sections, we introduced two order fulfillment models. We now summarize how the two models are executed when making the order fulfillment decisions.

As we have mentioned, orders that are due at different dates are ranked with different priorities. Therefore, we start with the backlogged orders \( O_0 \) and execute both models to satisfy these orders. The remaining unfilled items continue to be backlogged. Then we execute the two models for the orders that are due today, that is, those that are in set \( O_1 \). The remaining unfilled items in these orders are added to the backlogged lists for the primary warehouses that manage the items. Next, we execute Model 1 for orders in sets \( O_2, \cdots, O_R \) sequentially, where \( R = \max(R_j^{\max}) \). Model 2 is not executed for orders in \( O_2, O_3, \cdots, O_R \) since we do not fill orders partially before they are due.

When executing Model 1 for the future orders, we need to ensure that inventories are not used to the detriment of satisfying future short response lead time orders at each warehouse. We employ the method described in the section on Sub-Model 4 to determine how much inventory to hold in reserve.

8. Final Remarks

A few comments are in order pertaining to the operational environment in which our approach is intended to be applied.

We have stated that it is essential to employ an information system, a transportation system and operating practices that ensure the effective coordination of picking and transportation activities across warehouses. If such systems and practices are not in place, the models and the approach to fulfilling customer orders discussed in this and our companion paper would not be possible to implement in a cost effective manner.

The company with which we worked had systems in place to manage all logistics activities pertaining to each warehouse. Before employing the PWS, each regional warehouse operated essentially as an independent entity. That is, picking was done in waves at each warehouse. All items needed to fulfill a collection of orders were picked in each wave. The picked items were then sorted by customer order and then usually placed in one box, thereby lowering the per pound freight costs. These waves were determined separately for each warehouse. Unfortunately, only about 50% of the orders could be filled from stocks in the regional warehouses closest to the customer.

In the PWS system, the timing of picking had to be coordinated so that picking to fulfill a given long response lead time order would occur at the appropriate time in each affected regional
warehouse. Hence, significant changes to the information system and to the picking and packing practices were needed. We will briefly describe some of the key changes that were required.

Items sent to other regional warehouses were placed in totes in the revised system. Each tote had an ID tag. The contents of each tote were known, since each item placed in a tote was scanned. Thus the contents of each tote received at another regional warehouse were known. Specifically, the items in the tote were known as well as the customer order to which they were allocated. Replenishment stocks sent to a regional warehouse were also placed in totes; however, these totes were a different color than the totes containing items that were to be to cross-docked. Totes that contained inventory that would be cross-docked were loaded in sequence on trucks so that they would be removed first. The sequence was determined so that items needed to fulfill an order would be removed from trucks and joined with items picked within warehouse \( n(i) \) at approximately the same time. In essence, the types of movement of the items from bins in primary warehouses to the regional warehouse from which the customer orders were to be fulfilled were very similar to the way they were carried out initially. Conceptually, the transportation on trucks of items from a primary warehouse to a regional warehouse was an extension of their movement within a warehouse. It just took longer to go from picking to order consolidation. By coordinating the unloading of trucks made cross-docking possible.

The primary warehouse for an item was selected largely on the location of the supplier. In total, the cost of inbound freight plus transshipped material and last mile shipping costs were less than the transportation costs were initially. Furthermore, the predictability of the lead times improved dramatically due to improved collaboration with suppliers and logistics providers. This resulted in lower safety stock requirements. Since suppliers ship to only one warehouse for each item, cycle stocks were reduced substantially. In total, costs were lower, inventory levels were lower, the number of on-time shipments increased and orders were delivered in fewer packages.
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