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ABSTRACT

This thesis summarizes my work on characterizing isolated defects in zinc oxide (ZnO). In chapter 1, I will briefly review the major strength of quantum information processing over classical computation. I will then review the basic properties of nitrogen-vacancy centers, the most-studied point defect species in diamond, and how they motivate the search for defects of similar properties in other semiconductor materials for defect-based quantum information processing. In chapter 2, I will describe our initial study on the optical properties of successfully isolated defects in ZnO: their fluorescence spectra, excited state lifetimes, and their photodynamics including blinking. In chapter 3, I will detail my work on extending the capability of an atomic force microscope to include simultaneous imaging in a confocal geometry. In chapter 4, I will discuss possible directions for our defect studies.
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CHAPTER 1

INTRODUCTION

Point defects in semiconductors have been studied for more than 50 years [1]. The field has attracted much attention recently, predominately led by the recent success in understanding and controlling isolated defects in semiconductor materials. The most important example is the nitrogen-vacancy (NV) center in diamond [2]. Various usage of these single defects have been realized such as sensing and bio-labeling [3–6]. Furthermore, the fact that these defects are stable source of single photons coupled to their spins—a quantum degree of freedom—makes them competitive candidates for the quantum communication and qubits, the unit for quantum information processing.

So why qubits, quantum information processing and quantum computers? A quantum computer encodes information in qubits. It stores, transmits, and processes information, basing on the laws of quantum mechanics. A quantum computer can exploit non-classical phenomena such as entanglement and superposition [7, 8]. This opens up a whole new avenue: there are problems computationally hard, or even impossible, to classical computers, but solvable to quantum computers. The most famous examples are factorization and database searching [9].

In 1996, Peter Shor discovered a quantum algorithm that exploits quantum entanglement and can solve the factorization problem in polynomial time, while classical computers can only solve in exponential time [10–12]. In 1998, L. K. Grover found a quantum algorithm that makes use of quantum superposition and can provide significant speedup in database searching [12, 13]. There are other notable algorithms such as Simons algorithm [14], Deutsch–Jozsa algo-
rithm are found exponentially faster than classical algorithms on the same problems [15]. The problems that are hard for a classical computer but solvable on a reasonable time scale by a quantum computer are believed to belong to a class of problems called non-deterministic polynomial-time (NP) intermediate problems [9]. The NP-intermediate problems, is a class of problems not in NP but not in P (solvable by classical computers) nor NP-complete (hardest in NP). Besides the aforementioned factorization problem and database search problem, other important examples are graph isomorphism, knot triviality, minimum circuit size problem, etc.

In addition to the computational power of a quantum computer over a classical counterpart, quantum information processing allows communications secure from eavesdroppers, based on the non-cloning theorem [16]. A quantum computer is also necessary for simulating quantum systems efficiently [17]. For example, simulating $N$ spin-$\frac{1}{2}$ particles needs a classical computer to store $2^N$ coefficients, which scales up exponentially.

Before defect-based systems being adopted as experimental platform for quantum information processing, superconducting charge qubit [18] or flux qubit [19, 20], cold ions/atoms qubits [21–24], and quantum dots qubits [25, 26] have been realized. Various quantum controls including entanglement [22], and quantum error correction [23, 27–32] have been demonstrated.

Isolated point defects in semiconductors, once regarded as unwanted accidents, turned out to be promising systems with an easily controllable quantum mechanical degree of freedom. They are likely to play pivotal roles in the realm of quantum information processing. Take NV centers for example, their spin states can function as the 2 states needed to form a qubit. They are also in-
trinsically sources of single photons, and they are stable at room temperature. Furthermore, it has also been shown that these single defects could be used as electric, magnetic [33, 34], thermal sensors [5, 6, 35].

In this chapter, I will first review the most-studied semiconductor point defect, i.e., the NV center in diamond, and then how the defect studies led our attention to the isolated defects in zinc oxide (ZnO).

1.1 Nitrogen-Vacancy Center in Diamond

More than 500 defect species [36] have been reported in diamond. Among them is the negatively charged NV center (NV\(^-\)) in diamond, which is the most-studied point defect species. The spin state of this system can be addressed and readout optically at room temperature. Furthermore, it is among the earliest stable solid state sources of single photons at room temperature. They are robust. They have long spin coherence time. These features make NV centers appealing for the sensing such as magnetometry, and also an appealing platform for experimental quantum information processing.

Structure, Optical Properties and Spins of NV Centers

Structurally the negatively charged NV center is a substitutional nitrogen atom adjacent to a carbon vacancy. Nitrogen is the most abundant impurities in diamond and can occupy up to 1% of the total mass. The additional electron pair forms a S=1 electronic spin in the system. There are two other charge states for the NV centers: NV\(^+\) and NV\(^0\), but neither of them has spin-dependent fluores-
Figure 1.1: Structurally the negatively charged NV center is a substitutional nitrogen atom adjacent to a carbon vacancy with an additional electron captured from the bulk.

cence contrast. I will abbreviate NV$^{-}$ to NV from now on.

The vacancy is tetrahedrally coordinated. The overall system has $C_{3v}$ point group symmetry. Its irreducible representation gives $C_{3v} = A_1 \oplus A_2 \oplus E$, 2 orbital singlets and a doublet. The doublet suffers from dynamic Jahn-Teller narrowing [37], that is, the phonon-assisted relaxation between the doublet levels. The doublet can be resolved at cryogenic temperatures ($\lesssim$20 K).

The ground state of the system is identified as a spin triplet $^3A_2$. It has a long shelving state involving $^1A_1$ and $^1E$. The spin sub-levels split due to the alignment of the two electronic spins, the zero field splitting, and transition between sub-levels can be mediated by RF pulses.
Figure 1.2: Energy level of an NV\(^{-}\) center. The size of the bandgap is 5.5 eV. The negatively charged state gives the system overall electronic spin 1 and the ground state of the system is identified as a spin triplet \(^3A_2\). The long shelving state involves \(^1A_1\) and \(^1E\). The energy difference between the excited state and the ground state is 1.945 eV. The \(m_s = \pm 1\) levels have higher energy due to the zero field splitting. Note that the splitting magnitude for the ground state triplet and the excited state triplet are different.

The direct transitions between \(^3A_2\) and \(^3E\) is 637 nm, known as the zero phonon line (ZPL) of the NV. This transition is spin-conserving. The transition between \(^3A_2\) and its long shelving states is non-radiative and spin-selective. The coupling of the \(m_s = 0\) sublevels to the long shelving state is weaker. Therefore the photoluminescent intensity is spin-state dependent. By simply pumping the NV center to its excited state, the \(m_s = 0\) spin state of the system will be popu-
lated. Also, because of the long shelving states, the photoluminescence of NV is stronger when it is in \( m_s = 0 \) initially, therefore the spin state of NV can be measured optically.

The coherence time of the electronic spin of the NV centers has achieved 100 \( \mu s \) for free induction decay, milliseconds for Hahn echo at room temperature [38], and \( \sim 0.6 \) seconds for dynamic decoupling sequence at 77K [39]. Coupling between the electronic spin of an NV and the nearby isolated nuclear spins, such as nitrogen atom or \( ^{13}\text{C} \), has been demonstrated. The electronic spin can be used as a register to control and detect long lived nuclear spins nearby [40].

**Recent Works and Limitations of NV Centers**

As a source of single photons, it is stable and hard to be destroyed optically. At room temperature it emits in ZPL with a broad phonon side band at around 630 nm to 800 nm. However, quantum cryptography using NV centers as single photon sources for BB84 (the first quantum key distribution protocol developed by Charles Bennett and Gilles Brassard in 1984) is still possible [41]. As a qubit candidate, the properties of individual defects are affected by their environment. Typical diamond has relatively large variation in crystal strain, hence the defects are intrinsically non-identical. However, external perturbations such as electric fields can tune the NV centers to make them identical, making them ready for entanglement [42]. Entangling NV centers that are several meters away from each other has been demonstrated [43]. As a sensor, incorporating single NV center to probes such as AFM cantilevers can sense the local field in the vicinity of the sample [3].
The most spatially controlled method of creating NV centers in diamond is through ion implantation. Although the NV centers are ideal for quantum information processing, their diamond host is hard to engineer compared to conventional semiconductor materials. This limits the scalability and potential of the NV centers significantly because diamond has minimal epitaxial compatibility with other materials. The growth and fabrication methods of diamond are also very limited compared to conventional semiconductor materials. These limitations of diamond have motivated the search of the NV-like point defects in conventional semiconductors like ZnO. The control of defects in silicon carbide (SiC) has also been demonstrated recently.

**Other Defects in Semiconductor Materials**

The search of NV-like defects in more conventional, technologically mature semiconductor materials could lead to designs unaccessible for NV centers in diamond. Weber *et. al.* have listed several criterion for host materials and for defect centers to be candidates for qubits. Candidates that have been studied recently for the search of NV-like defects include silicon carbide (SiC) divacancy ($V_{Si}V_{C}$) in SiC [44,45], $V_{Al}O_{N}$ in aluminum nitride [46], $V_{Ga}O_{N}$ in gallium nitride (GaN) [47]. Recently, Morfa *et al.* reported isolated defects in ZnO and assigned the red emissions of the isolated defects to zinc vacancy $V_{Zn}$ [48].

### 1.2 Zinc Oxide

ZnO is a relatively conventional material in semiconductor industry [49–51]. It is technologically mature. ZnO has many growing methods available [52],
from chemical vapor deposition, laser ablation [53], pulsed laser deposition, arc
discharge, molecular beam epitaxy (MBE) [54]. It can be grown into high quality
single crystals and many nanostructure forms such as nanorods, pillars or tubes.

ZnO is a wide-bandgap II-VI semiconductor, with direct band gap 3.3 eV at
room temperature. It has high electron mobility [55, 56] and transparency [57],
which can be controlled by the doping level. Because of these characteristics, it
has been used in transparent electrodes [58], piezoelectric resonators [59], light
emitting diodes [60], photovoltaic applications [61]. It has also been used in
varistors for its highly nonlinear current-voltage curve [62]. It has large heat
capacity, high thermal conductivity and low thermal expansion, which makes
ZnO appealing in ceramic productions.

The structure of the ZnO crystal is usually wurtzite or zincblende. Piezo-
electricity presents in both wurtzite and zincblende while pyroelectricity is only
observed in wurtzite structure. Point defects in ZnO wurtzite has $C_{3v}$ point
group symmetry.

The previous defects studies in ZnO [63–70] include photoluminescence,
electric paramagnetic resonance, magnetic resonance, observation of isolated
single defects is also reported, but most of those studies are ensembles. There-
fore, different defect species, with different intrinsic properties could be aver-
aged together, while their single-defect dynamics remain hidden and broaden
the observed spectra. Isolated defects in nanoparticle film have been reported
[48].

Ensemble observation may also obscure the dependence of the properties of
the single defects on their local environment. Using the techniques in single-
molecule microscopy, we study the defects in ZnO, one at a time, and therefore probe the distinct properties of each defect. In the next section, I will describe the optical properties of isolated defects, including fluorescence lifetime, spectrum, and the random discrete jumps between different photoluminescence intensities, which is often referred as blinking.
CHAPTER 2
SINGLE DEFECTS IN ZINC OXIDE

In this chapter I will review the experimental techniques, optical properties of the single defects that we have observed in our ZnO samples. This includes description of the experimental setup, the measurements of second-order correlation function of photon arrival times, fluorescence spectra and the blinking behavior of the defects. The details of our samples for are included at the end of this chapter, together with the 19 relevant isolated defects. This work is also described in [71].

2.1 Confocal Microscopy and Photon Antibunching

To address the single defects in our samples, we use a standard confocal microscopy with Hanbury—Brown and Twiss setup. We use a 532 nm (2.33 eV) green laser to provide sub-bandgap (3.3 eV) excitation in ZnO. The beam is focused by a microscope objective. Sample imaging is done by a fast scanning mirror (FSM). The emission, which has lower energy than the excitation, due to phonon coupling, collected by the same objective, goes through a path different from the excitation path (because of a dichroic mirror). The emission then enters a Hanbury—Brown and Twiss setup. The Hanbury—Brown and Twiss setup has a 50:50 beam splitter, two avalanched photodiodes (APD) for detecting the emission, and time correlated single photon counting (TCSPC) module (Becker & Hickl, SPC-130).

We measured the second order correlation function $g^{(2)}(\tau)$ to verify that the
A 532 nm laser is employed to provide sub-bandgap excitations. The photoluminescence after the excitation is then collected and correlated by a time correlated single photon counting (TCSPC) module in the Hanbury-Brown and Twiss setup.

addressed emitter is isolated and not an ensemble [72]:

\[ g^{(2)}(\tau) = \frac{p_e(\tau|0)}{p_e^2} \]  \hspace{1cm} (2.1)

where \( p_e(\tau|0) \) is the conditional probability for emitting a photon at time \( \tau \), given that it has emitted a photon at time \( t = 0 \), and \( p_e^\infty = p_e(\pm \infty|0) \) is the steady state probability of emitting a photon. We modelled the observed photoluminescence by a single-photon process: a defect goes to its excited state by absorbing a photon, and by emitting a photon it returns to its ground state. We assume that the time required for it to be re-excited and then emit another photon is not infinitesimal. Therefore, for an ideal emitter that can emit only one photon at a time, its second order correlation function should satisfy \( g^{(2)}(0) = 0 \) and \( g^{(2)}(\pm \infty) = 1 \) (normalization of photoluminescence intensity in steady state [73]). The dip, \( g^{(2)}(0) < g^{(2)}(\pm \infty) \) is referred as antibunching, a manifestation of sub-Poissonian statistics, permitted only in nonclassical sources.

Experimental non-idealities such as detector dark counts, jitter, nonlinear-
ity and finite resolution, as well as uncontrolled reflections at various optical elements, would contribute the counts at $g^{(2)}(0)$. However, the $g^{(2)}(\tau)$ for two equally powered, identical emitters at time $\tau = 0$ can only go to 0.5 [74]. It is therefore a standard practice to use $g^{(2)}(0) < 0.5$ as the criterion for whether we are addressing an isolated defect or not. However, an antibunching dip $g^{(2)}(0) < 0.5$ is still possible for non-identical emitters having different intensity levels or intermittent photoluminescence.

Here figure 2.2 shows 2 sets of antibunching curves, taken from two different defects at three different excitation powers. The bunching, referring to the value higher than the asymptotic value, i.e., $g^{(2)}(\tau) > g^{(2)}(\pm\infty)$, is apparent in second set of curves when being excited by higher laser power. This is an indication of that there are at least three pertinent states in the transition.

### 2.2 Sample Details

The samples we studied include both ZnO nanoparticles and ZnO sputtered films. The nanoparticles were purchased from Sigma Aldrich. The nanoparticle sample were by dropcasting onto fused silica substrates. The nanoparticles were suspended in methanol before dropcasting.

We have observed antibunching in undoped nanoparticle samples. The XRD indicates that our nanoparticle sample has wurtzite structure with mean particle size 75 nm.

The thin ZnO film, both doped and undoped, are grown by DC reactive sputtering at room temperature. The argon (4 mTorr) was introduced after the
chamber was pumped to base pressure $5 \times 10^{-7}$ Torr. Then the oxygen is also introduced, with partial pressure 1 mTorr. The film thickness is measured by contact profilometry, yielding 72.5 nm for the undoped sputtered film sample. XRD study indicates the film is (002) oriented, with mean grain size 50 nm. The Al-doped ZnO sputtered film was grown by co-sputtering an aluminum oxide target. For Al-doped sputtered film, we have observed 6 emitters with $g^{(2)}(0) \sim 0.5$, one of which changed from 2-level blinking to 3-level blinking during the observation, but we have not seen any $g^{(2)}(0)$ well below 0.4.

All the samples are air annealed after deposition, on a hotplate set at 500°C, for 30 mins. We have not seen any isolated emitters in our samples before annealing.
Figure 2.3: An AFM image of an undoped ZnO sputtered film sample. The thickness of the deposition is 72.5 nm. The image was taken by Hung-Shen Chang in our group.

2.3 3-State Model

To analyze the $g^{(2)}(\tau)$ measured for the isolated defects in our samples, we relate the emission of the defects to a 3-state model, with a ground state $|1\rangle$, excited state $|2\rangle$, and a metastable shelving state $|3\rangle$. Figure 2.4 shows 3 possible scenarios. The excited state of the leftmost scenario is in the conduction band; the ground state of the right most scenario is in the valence band. These are the three simplest scenarios consistent with our observations. We assume that the transition from the ground state to the excited state requires the absorption of a photon, and the system emits a photon to relax directly from the excited state to
the ground state. The system can also undergo a non-radiative process, relaxing from the excited state to the third state, then the ground state.

It has been reported that a weakly coupled third state suggests that the transition is spin-mediated [75–77]: the third state usually possess different spin projection from the spin projection of the other two states, hence the transition rate between the ground state and the third state, and the rate between the excited state and the third state, are lower because the spin projection is modified during the transition.

The rate model describing this 3-level system can be written as [78]:

$$\frac{d}{dt} \begin{pmatrix} P_{|1\rangle} \\ P_{|2\rangle} \\ P_{|3\rangle} \end{pmatrix} = \begin{pmatrix} -r_{12} & r_{21} & r_{31} \\ r_{12} & -r_{21} - r_{23} & 0 \\ 0 & r_{23} & -r_{31} \end{pmatrix} \begin{pmatrix} P_{|1\rangle} \\ P_{|2\rangle} \\ P_{|3\rangle} \end{pmatrix}$$

(2.2)

where $P_{|i\rangle}$ is the probability of the system in state $|i\rangle$, and $r_{ij}$ is the rate of the transition from state $|i\rangle$ to state $|j\rangle$. For this rate model we have ignored the time dependence of the rates. The second order correlation function is proportional to $p_e(\tau|0)$, the conditional probability for emitting a photon at time $\tau$, given that it has emitted a photon at time $t = 0$. The initial condition satisfying these is $P_{|1\rangle}(0) = 1$, $P_{|2\rangle}(0) = 0$, $P_{|3\rangle}(0) = 0$ [78]. The conditional probability for emitting a
photon at time $\tau$ is proportional to $P_{|2\rangle}$, i.e., the probability of the system being in the excited state. After normalization, the second order correlation function can be expressed as:

$$g^{(2)}(\tau) = 1 + A e^{\lambda_1|\tau|} - (1 + A) e^{\lambda_2|\tau|}$$

(2.3)

where $A$ is determined by the transition rates, the $\lambda_1, \lambda_2$ are two negative eigenvalues of the transition rate matrix. Note that bunching, which is referring to $g^{(2)}(\tau) > 1$, for some time $\tau$, is not possible in a 2-level model. A solution for the expression of $g^{(2)}(\tau)$ in a 2-level model will only allow one exponential term, which eliminates the possibility of bunching.

The excited state lifetime $\tau_{|2\rangle} = \frac{1}{r_{12} + r_{23}}$ can be obtained either directly measuring time-resolved fluorescence with a by pulsed laser excitation or by fitting the second order correlation $g^{(2)}(\tau)$ 3-state model. The pulsed laser excitation is not able to decouple the two rates and extract the lifetime of the third state $\tau_{|3\rangle}$. By solving the 3-state model analytically, we obtain an expression of the second order correlation function $g^{(2)}(\tau)$ similar to the one listed above, not in terms of $\lambda_1, \lambda_2$, but the in terms of the transition rates $r_{ij}$. We extract the individual rate by fitting the correlation of the photon arrival times acquired from the emitter being excited by the laser to the analytical expression of $g^{(2)}(\tau)$. For each defect, we acquired its second order correlation of photon arrival times at several excitation power levels, then fit this family of curves with a single analytic expression for $g^{(2)}(\tau)$ and allow the excitation rate $r_{12}$ to depend on the excitation power linearly, while holding all the other rates $r_{ij}$ constants the same for the same defect. The fitting is done by standard chi-squared minimization. The minimum of chi-square is more sensitive to the lifetime of the excited state $\tau_{|2\rangle}$ and less sensitive to the lifetime of the third state $\tau_{|3\rangle}$. 
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For the first set of curves in figure 2.2, we obtained $\tau_{(2)} = 4.8 \pm 0.2$ ns, consistent with $\tau_{(2)} = 4.5 \pm 0.3$ ns from pulsed laser measurements. For the 19 defects that we have seen with $g^{(2)}(0) < 0.4$, $\tau_{(2)} = 1.7 - 13$ ns, $\tau_{(3)} = 40 - 300$ ns. The lifetimes of the 19 defects are listed in table 2.1. The inverse of the lifetimes of the excited state, $\frac{1}{\tau_{(2)}}$, are plotted as figure 2.5. Additionally, we have seen 6 emitters that exhibit sub-Poissonian photon emissions in the Al-doped sputtered film sample, but all of their $g^{(2)}(0)$ are only around 0.5 and none of them go well below 0.4, the criterion we used.

A critical question is: does the 3-level system involve the conduction band? That is, is the leftmost scenario in figure 2.4 the case? We expect, for conduction band transitions, $\frac{1}{\tau_{(2)}} = nC_n$, with local carrier concentration $n$ and electron capture coefficient $C_n$. Although we have not characterized the carrier concentration of our samples, we expect the carrier concentration is higher in the Al-doped samples, compared to undoped samples. We have not seen single defects with $g^{(2)}(0) < 0.4$ in Al-doped sputtered film sample, therefore comparison between doped and undoped sputtered film samples is insufficient. Furthermore, ZnO films may depend on the growth details, and individual defect may depend on the grain size, geometry, surface chemistry, their local fields and strain. Additionally, the Al dopant may introduce different structure, modify the size of the bandgap, defect concentration.

For the defects in nanoparticle sample, the wider distribution of the $\frac{1}{\tau_{(2)}}$ might be due to the size, geometry and surface chemistry of the nanoparticles. As an example, in the case of nanodiamonds, the excited state lifetimes of NV centers depends on the particle size, because additional non-radiative relaxation channels are more favorable in nanodiamonds. Similar mechanisms might play an
important role in the excited state lifetimes of defects in ZnO nanoparticles.

2.4 Fluorescence Spectra

Examples of emission spectra from isolated defects in our ZnO samples are displayed in figure 2.6. Each of the spectra is normalized. The dash line around 580 nm indicates the filter edge from the long pass filter (Omega Optical, 3rd Millennium 560nm Long Pass Filter).

All of the spectra that we acquired and summarized in table 2.1 feature two Gaussian peaks. Each of the two peaks are from the emission of an isolated defect being excited, not from the background or other defect nearby. Eight of them have peaks separation around 150 meV. The positions of the lower peaks are around 1.82 to 1.97 eV, while the higher peaks are within 1.91 to 2.08 eV. These characteristics are consistent with prior work [48] with the peaks in this
Figure 2.6: Examples of emission spectra from isolated defects in our ZnO samples. Each of the spectra is normalized. The dash line around 580 nm indicates the filter edge from the long pass filter (Omega Optical, 3rd Millennium 560nm Long Pass Filter).

work are slightly more energetic.

2.5 Photodynamics and Blinking

Instabilities, random intermittency of the photoluminescence intensity, or blinking, are nearly universal to single emitters and have been observed in all known types of fluorophore so far, including single molecules, quantum dots, fluorescent proteins, and semiconductor nano-structures. Sometimes the photolumi-
Figure 2.7: Parsed antibunching curves for the bright and dark state. Figure (a) and (b) are from the defect 3 and defect 4 listed in the table 2.1, respectively. Figure (c) shows a more irregular behavior. Figure (d) and (e) are the $g^{(2)}(\tau)$ for the bright state and the dark state of defect 3. The antibunching is prominent in the $g^{(2)}(\tau)$ for the bright state, while the $g^{(2)}(\tau)$ for the dark state indicates the arrival times for the dark state is uncorrelated. Therefore, the defect is inactive or emitting at wavelengths that are not detectable by our setup.

Rescence intensity has distinct discretized states of photoluminescence intensity levels. The observed dwell times for the distinct states of intensity typically follow either a power law or an exponential distribution. The instabilities of the photoluminescence intensity may result from the changes of the environment [79, 80], spectral diffusion [81, 82], the system entering a long-lived metastable state [80, 83, 84], or a charge state instabilities [85]. The behavior might change with applied external magnetic, electric field or stress and therefore potentially could be used as a sensor [86].

Instabilities of the photoluminescence intensity in isolated defects in ZnO
have also been observed. Most of the isolated defects in our samples have stable photoluminescence intensities under multiple time binning resolutions. However, some of the defects are switching between distinct 2 or 3 levels of intensity. Still some of them exhibit complicated multi-state dynamics.

For the 19 defect listed in table 2.1, 6 defects have discrete levels of intensity. Figure 2.7 shows three examples of blinking between bright and dark states. Figure 2.7 (a) and (b) are from the defect 3 and defect 4 listed in table 1, respectively. Figure 2.7 (c) shows a more irregular behavior. Figure 2.7 (d) and (e) are the $g^{(2)}(\tau)$ for the bright state and the dark state of defect 3. The antibunching is prominent in the $g^{(2)}(\tau)$ for the bright state, while the $g^{(2)}(\tau)$ for the dark state indicates the arrival times for the dark state is uncorrelated. Therefore, the defect is inactive or emitting at wavelengths that are not detectable by our setup.

Defect 5 exhibits more complicated dynamics. Figure 2.8 is a 500-second photoluminescence intensity versus time capture for defect 5. It exhibits both a fast blinking dynamics, with dwell times on the order of several milliseconds, that spans, for example, the first 150 seconds of the capture, and interrupted by a longer inactive states with dwell times on the order of tens of seconds.

We studied the dwell times of the bright states and the dark state of defect 3 and defect 5, and their power dependence. Careful binning is necessary for resolving the faster dynamics and avoiding artifacts. The intensity data is then parsed into bright or dark states by a threshold. Both the dwell times for the bright state and the dark state follow an exponential distribution.

We measured the rate for leaving the bright state $1/\langle \tau_{BS} \rangle$ and rate for leaving the dark state $1/\langle \tau_{DS} \rangle$. For defect 3, we observed that both $1/\langle \tau_{BS} \rangle$ (figure 2.8 (e))
and $1/\langle \tau_{DS} \rangle$ (figure 2.8 (f)) increase as the excitation power, while for defect 5, $1/\langle \tau_{DS} \rangle$ (figure 2.8 (d)) seems to be uncorrelated.

For defect 5, the fact that $1/\langle \tau_{DS} \rangle$ is uncorrelated with excitation power while $1/\langle \tau_{BS} \rangle$ does, indicates that the bright state is more energetically favorable. The blinking statistics are consistent with a metastable state with $\tau_{(3)} = 50$ ms. This could indicate that the dark state is coupled to the metastable state, and a transition from the bright state to the dark state could correspond to a transition from $|2\rangle$ to $|3\rangle$. If the 3-state system is coupled to the conduction band, thermally or optically, with the $|2\rangle$ state in the conduction band, a transition from the bright state to the dark state would be an instance of ionization; furthermore, the bright state has favorable charge state as opposed to the dark state.

Defect 3, on the other hand, seems to be governed by a different mechanism. Both $1/\langle \tau_{BS} \rangle$ and $1/\langle \tau_{DS} \rangle$ increase with the excitation power, hence a simply band-assisted mechanism is less likely to be the case. A possible scenario
that explains the blinking statistics of defect 3 could be a near by charge acceptor, such as a surface trap of the charge. A blinking event then is a transfer of the charge between the defect and the acceptor. The acceptor captures the charge and the defect jumps to its dark state.

Due to the insufficiency of relevant observations, it is not possible to determine the mechanism regulating the blinking behavior in these defects. The differences in qualitative nature of the blinking behavior of defect 3 and defect 5 suggest different species of dark state. Furthermore, a single defect could cou-
Table 2.1: List of the 19 successfully isolated defects with \( g^{(2)}(\tau) < 0.4 \).

<table>
<thead>
<tr>
<th>Defect</th>
<th>Sample</th>
<th>( \tau_{(b)} )</th>
<th>( \tau_{(d)} )</th>
<th>Spectral Peaks (eV)</th>
<th>Separation (meV)</th>
<th>Intensity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>nanoparticle</td>
<td>4.8±0.2</td>
<td>(1.91,2.04)</td>
<td>130</td>
<td>Stable</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>nanoparticle</td>
<td>3.2±0.1</td>
<td>52±5</td>
<td>130</td>
<td>Fluctuates</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>nanoparticle</td>
<td>4.53±0.03</td>
<td></td>
<td>On/Off</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>nanoparticle</td>
<td>2.17±0.03</td>
<td>280±200</td>
<td>180</td>
<td>On/Off</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>nanoparticle</td>
<td>1.66±0.03</td>
<td>(1.94,2.08)</td>
<td>340</td>
<td>On/Off</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>nanoparticle</td>
<td>1.29±0.05</td>
<td>(1.94,2.07)</td>
<td>130</td>
<td>On/Off</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>nanoparticle</td>
<td>3.87±0.04</td>
<td></td>
<td>On/Off</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>nanoparticle</td>
<td>1.92±0.03</td>
<td>Unknown</td>
<td>Stability</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>nanoparticle</td>
<td>1.79±0.04</td>
<td>100±15</td>
<td>(1.93,2.08)</td>
<td>Stable</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>nanoparticle</td>
<td>1.66±0.04</td>
<td>44±2</td>
<td>Fluctuates</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>nanoparticle</td>
<td>4.6±0.2</td>
<td>100±20</td>
<td>(1.97,2.11)</td>
<td>Fluctuates</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>nanoparticle</td>
<td>3.25±0.03</td>
<td>221±5</td>
<td>(1.89,2.03)</td>
<td>Fluctuates</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>nanoparticle</td>
<td>3.6±0.3</td>
<td></td>
<td>Fluctuates</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>nanoparticle</td>
<td>7.3±0.2</td>
<td>(1.89,2.06)</td>
<td>170</td>
<td>Fluctuates</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>20 nm sputtered film</td>
<td>3.3±0.1</td>
<td>(1.95,2.08)</td>
<td>130</td>
<td>On/Off</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>71 nm sputtered film</td>
<td>5.2±0.3</td>
<td></td>
<td>Fluctuates</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>71 nm sputtered film</td>
<td>13.4±0.6</td>
<td></td>
<td>Fluctuates</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>71 nm sputtered film</td>
<td>8.8±0.2</td>
<td>Unknown</td>
<td>Fluctuates</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>71 nm sputtered film</td>
<td>6.9±0.03</td>
<td>(1.82,1.91)</td>
<td>90</td>
<td>Fluctuates</td>
<td></td>
</tr>
</tbody>
</table>

Pledged to more than a dark state specie, and defect 3 itself could be an example. There are at least two mechanisms regulating the blinking of defect 3, one is characterized by rapid jumps between bright and dark states with dwell times on the order of several milliseconds, the other is with dwell times on the order of 10 seconds. The later is unlikely to be an instance of the distribution of the former, for the dwell times are differ by 4 orders of magnitude and the statistical probability is only approximately \( 10^{-85} \% \). In fact, dark state with dwell time longer than minute for defect 5 has been observed. The statistic observation for the longer blinking is not enough for characterizing the mean transition rate, however, it is apparent that defect 5 is coupled to 2 distinct mechanisms. Furthermore, all of the defects that we have seen went into a much longer inactive dark state, at least on the order of 10 mins. Our observation of each defect is terminated by this event.
Combining confocal and atomic force microscopy (AFM) allows the strengths of each technique to be used together. The strengths of the confocal microscopy include time correlated single photon counting, and several super-resolution techniques that bypass the Abbe diffraction limit developed [87–89] recently, including the stimulated emission depletion (STED). AFM, besides its potential for atomic resolution [90, 91], has various other uses. These include conductive or tunneling AFM, scanning voltage microscopy [92, 93], electric field or charge sensing [94], and magnetic force microscope (MFM) [95]. Furthermore, tips made out of a high-purity diamond nanopillar with a carefully placed NV center near the end of the tip has also been fabricated [3, 96]. Therefore, the NV center can be brought much closer to the sample, increasing the overall sensitivity significantly as a nanosensor. The AFM tip can also be used to cause intentional damage, such as nanoshaving, nanografting [97] and local oxidation nanolithography (LON) [98]. The integration of confocal microscopy and AFM has been increasingly popular recently [99], including combined STED and AFM [100, 101].

With the abilities of controlling tip position accurately and reliably, it is possible to monitor the interaction between the sample, or isolated defects in our case, and the tip by photoluminescence intensity as a function of tip position, applied field strength, etc. A Hanbury-Brown and Twiss setup may also be used for monitoring the lifetimes \( \tau \) for each state. For our study, a confocal setup can address isolated defects optically, and an aligned AFM setup can provide additional local topographical information for the defects. This is necessary in
Figure 3.1: Schematics of our confocal-AFM setup. A home-built confocal microscope is added to a commercial AFM (Asylum Research, MFP3D-Bio-AFM-SPM). The 532 nm excitation beam is collimated, then focused by a microscope objective and illuminates the sample from beneath. The emissions from the sample are then collected by the same objective, and finally reaches the APD.

separating the intrinsic properties of the defects from the affects due to its surroundings, such as local strain, grain boundaries.

3.1 Schematic Diagram and Components

We now turn to the design and assembly of a home made confocal microscope added onto a commercial AFM (Asylum-MFP3D-Bio-AFM-SPM) at Cor-
nell Center for Material Research (CCMR). The AFM head is mounted onto the chassis of an inverted optical microscope (Olympus IX-71). The alignment is done with the magnification of the chassis set to 1.7x. Here the AFM head and the sample can be positioned separately, so that the tip and the focus of the confocal setup can be aligned. The goal of the setup is to perform simultaneous acquisition of AFM and confocal images. This setup will then also be compatible with the built-in capabilities of the AFM model such as electrostatic force microscopy (EFM), Kelvin probe microscopy (KPM), magnetic force microscopy (MFM), conductive-AFM (ORCA).

We use fiber-pigtailed semiconductor laser (Coherent, Sapphire 532 FP, $\lambda = 532$ nm) to provide sub-bandgap excitations for our intended sample ZnO. The laser beam goes through a collimator (Thorlabs, F280 APC A, on an AD11-F holder) and an expansion lens pair (Thorlabs, $f=-40$ and $f = 75$ achromats) and neutral density filter (Thorlabs, NDM4). To incorporate the excitation beam path into the chassis, a non-standard turret unit (Olympus, IX2-RFACB2-R) is used. An extruding piece of the chassis was filed down to install the turret unit. We also machined an adapter to convert the internal M24 thread of the turret to Thorlabs thread SM1. The laser beam goes into the chassis from the side port of the turret and is reflected by a dichroic mirror (Omega Optical, 555DRLP), into the microscope objective. The emissions below 560 nm, together with the 532 nm excitation, are blocked by a long-pass filter (Omega Optical, 3RD560LP) then collected by an APD (Excelitas, SPCM-AQRH-13, dark counts 170 - 250 Hz). The filters also block the 445 nm laser used for detecting the deflection of the cantilever.

To monitor and align the confocal microscope we split the collection into
Figure 3.2: M24 Thread to Thorlab SM1 Thread Adapter

Figure 3.3: Diffraction ring of the cantilever. This screenshot shows the shadow casted by the cantilever, the bright spot due to the focused 532 nm laser, and the diffraction ring of the tip of the cantilever when the 532 nm laser effectively illuminating the tip. The screenshot is taken when there is finite separation between the tip and the top surface of the sample. The diffraction ring of the cantilever will then contract as the tip being engaged onto the top surface of the sample.
92:8 by a cube-mounted pellicle beam splitter (Thorlabs, CM1-BP108). The 8% of the emission is fed to the side port camera. Figure 3.3 is a screenshot of the side port camera taken when the tip and the focus are nearly aligned. This screenshot shows the shadow cast by the cantilever, the bright spot is due to the focused 532 nm laser, and the diffraction ring of the tip of the cantilever when the 532 nm is laser effectively illuminating the tip. The screenshot is taken when there is finite separation between the tip and the top surface of the sample. The diffraction ring of the cantilever will then contract as the tip engages with the top surface of the sample. It is possible to align the AFM tip to the focus of the confocal setup within 0.5 \( \mu m \) by carefully manually adjusting the micrometers after decoupling the stage and the head from the microscope chassis.

The Use of the Alignment Laser

We use our 635 nm alignment laser (Newport, LOA-1), which is close to the center wavelength of our collection window. The alignment laser can be coupled backward through the collection path by sending the beam into the fiber for collection (Thorlabs, M67L01).

Alignment laser is used for two reasons: (1) The collection path is more spatially confined than the excitation path, due to the \( f = 100 \) mm achromat in the collection path. Therefore the focus of the alignment laser is more sensitive, and the spot of the alignment laser is also smaller than the spot of the 532 nm laser of the excitation path. Therefore it is suggested to use the alignment laser to set the focus knob of the chassis. (2) The excitation path is not as sturdy as the collection path. It is lofty, and supported by post holder assembly, which is clamped down onto the vibration insulation stage. This would provide reasonable sta-
bility during the scans. However, the excitation path is sticking out from the chassis, unprotected, and therefore may be hit by users accidentally. Alignment laser is necessary to re-align the excitation path to the collection path.

**Aligning the Tip of the Cantilever to the Focus of the Confocal Setup**

The alignment of the tip of the cantilever to the focus of the 532 nm excitation beam can be done by adjusting the two micrometers which move both the AFM head and the sample stage with respect to the Olympus chassis. There are other two micrometers that only move the sample stage with respect to the AFM head and the chassis.

Crude alignment can be done with the aid of the top camera. In the top camera, before the AFM head is lowered, the spot of the green laser will be large since it is out of focus. The spot will be large enough so that the intensity gradient of the spot will be apparent, and one can find the center of the spot and move the tip to this center, which has maximal intensity. Because lowering one of the three legs of the AFM head will tilt the head, so the cantilever will move laterally. Therefore it is necessary to adjust the two micrometers repeatedly while lowering the AFM head.

The side port camera has higher magnification and smaller depth of field, so it is necessary to switch to side port camera for finer alignment. Both the spot of the excitation laser and a blurry shadow casted by the cantilever should be visible in the field of view of the side port camera when they are aligned in the top camera. The outline of the shadow will become more and more clear as the AFM head being lowered. At this point, one can engage the cantilever
onto the sample surface, retract the cantilever and aligned the tip to the spot of the excitation laser in the side port camera. When the tip and the spot of the laser are aligned, the center of the spot will appear slightly brighter, and a dim diffraction ring will be visible.

**Optimization of the Correction Collar of the Objective**

Our diamond or ZnO samples are fabricated on a 1 mm thick fused silica substrate (ESCO, P110040). The excitation beam passes through the substrate from beneath and illuminates our sample. To compensate for the refractive aberration introduced by the thickness of the substrate, a correction collar objective is used (Olympus, UCPLFLN20X C PLAN FLUOR 20X OBJ,CORR COL,NA0.7,WD0.8-1.8). We optimize the setting of the correction collar with respect to 635 nm alignment laser (Newport, LOA-1), which is close to the center wavelength of our collection window. Optimization is done by maximizing the sharpness of the focus and the brightness of the alignment laser sent in from the collection path. The beam of the alignment laser was sent into the collection path from a FC/PC fiber mount, and hits the sample surface, after going through the correction collar objective. The reflection at the top sample surface is collected by the objective and arrives at the camera after going through the 8:92 pellicle splitter cube. The maximal intensity of the image was recorded as a function of the position of focus knob and the data are analyzed using Mathematica.

Figure 3.4 shows several curves of intensity versus the position of the focus at different correction collar set values around 1 mm, the thickness of our substrates. The horizontal axis is the position of the focus; the vertical axis is the brightness of the brightest pixel. Each curve represents different correction
Figure 3.4: Optimization of the correction collar of the objective. The horizontal axis is the position of the focus, and the vertical the brightness of the brightest pixel. Each curve represents different correction collar setting, in mm. The optimization is done by minimizing the sharpness of the focus and maximize the brightness of the alignment laser image in camera. The beam of the alignment laser was sent into the collection path from FC/PC fiber mount, hitting the top sample surface, after going through the correction collar objective, and the reflection at the top sample surface is collected by the objective and arrives at the camera after going through the 8:92 pellicle splitter cube. The maximal intensity of the image was recorded and the data are analyzed using Mathematica.
collar setting value (in mm). Due to the mode hoping of the alignment laser, captures at same correction collar settings are repeated. Different captures are denoted by the number after dashes.

**Acquisition of the Pulses from the APD**

The APD outputs 1 pulse (~2.5V square pulse, with duration ~ 20 ns) per photon detected on average, which has to be counted and fed in to the Asylum scanning controller (Asylum, ARC2 Controller). An additional extended digital interface module (EDIM) of Asylum is installed to perform the task. The official Asylum ARC software (Version 120804 + 1223) is written in C and integrated onto commercial software Igor Pro by WaveMetrics. After setting up an additional channel for counts of pulses generated by APD, the default count per pixel information is displayed side-by-side with the channels for height, phase, amplitude, deflection, etc, from AFM head.

Because units such as counts per-second or kilo-counts per second are the actual measure of photoluminescence intensity, we added a function to Asylum ARC software to perform the conversion automatically. The scanning parameters that can be specified in the ARC software are in points per line, and scanning line rate. Note that in this model of AFM, the actual scanning range is 1.25 times larger than the specified range, and also that the head would perform a trace and a retrace for each line scan, so the conversion requires an additional 2.5 factor in order to return correct counts per second. Altogether, we have

\[
\text{counts/second} = 1.25 \times 2 \times \text{line rate} \times \text{points per line} \times \text{counts/pixel} \quad (3.1)
\]

The resulting counts per second is then compared by an independent time correlated single photon counting (TCSPC) module (Becker & Hickl, SPC-130). The
function is included in Appendix A. The photoluminescence intensity versus
time can also be captured through the Asylum ARC 2 controller software by
calling the built-in \texttt{xSetInWave} function, after a proper channel has been spec-
ified. The commands are included in Appendix B.

3.2 Preliminary Images

To test and calibrate the setup, we use spin-coated nanodiamond on patterned
glass slides. The substrate is a typical glass microscope slide (Fisherbrand, plain
microscope slide, 12-549-3). It turned out that the glass microscope slide gives
a bright background in the confocal setup with level around 20 kc/s, as com-
pared with 10-50 kc/s, the range of the photoluminescence intensity of isolated
defects we have observed in our setup at comparable excitation power. We later
switched to fused silica glass slide (ESCO, P110040). They have a background
level less than 1 kc/s. The patterning is done using buffered oxide etch (BOE).

The solution of nanodiamond is purchased from Van Moppe (DiaScience-
75), and further diluted by volume to a ratio of 7:57, and spin coated at 1500
rpm. Figure 3.6 (a) is an photo of the patterned microscope slide spin-coated
with nanodiamond, loaded on the sample stage. There are \(5 \times 7\) square patterns,
and there are \(47 \times 47\) smaller squares in each of the squares. Figure 3.6 (b)
shows a screen capture of the top camera. The green spot is the 532 nm laser for
excitation, aligned to the cantilever. The smaller squares are also visible.

Figure 3.6 shows a series of photoluminescence images of the block no. 47
and an AFM image of the spin-coated nanodiamond sample on a glass micro-
scope slide substrate. Figure 3.6 (a) is a photoluminescence image of the block
Figure 3.5: (a) An photo of the patterned microscope slide spin-coated with nanodiamond, loaded on the sample stage. There are $5 \times 7$ square patterns, and there are $47 \times 47$ smaller squares in each of the squares. (b) A screen capture of the top camera. The green spot is the 532 nm laser for excitation, aligned to the cantilever. The smaller squares are also visible.

no. 47. The background $\sim$20 kc/s is from the glass microscope slide substrate. The outline of the number 47 is visible. The scan size is $80 \mu m \times 80 \mu m$. Figure 3.6 (b) is a zoomed in image of a smaller region of block no. 47, close to one edge of the trench of 7, marked by a yellow square in (a). The scan size is approximately $8 \mu m \times 8 \mu m$. Figure 3.6 (c) is a further zoomed in image of a subregion of image (b), marked by a green square in (b), with (d) a corresponding AFM image of the same region. Recognizable features across the photoluminescence and the AFM images are marked by circles of different colors. The full width at half maximum of the smaller bright spots in the fluorescence image (c) is approximately $0.6 \mu m$. (c) and (d) suggest that the alignment of the tip of the cantilever and the confocal setup is within the resolution of the confocal setup.
Figure 3.6: A series of photoluminescence images of the block no. 47 with an AFM image. (a) is a photoluminescence image of the block no. 47. (b) is a zoomed in image of a smaller region of block no. 47, marked by a yellow square in (a). (c) is a further zoomed in image of a subregion of image (b), marked by a green square in (b), with (d) a corresponding AFM image of the same region. Recognizable features across the photoluminescence and the AFM images are marked by circles of different colors.
CHAPTER 4

STUDY OF LOCAL TOPOGRAPHY AND PERTURBATION OF DEFECTS

In this chapter, I will describe two proposed studies on isolated defects in ZnO that would utilize the confocal setup discussed in the previous chapter: investigating local topography of the defects and optical response of the defects to an external electric field being applied across, or in the vicinity of the defects. I will also summarize the current status of the two proposed studies and future work.

4.1 Local Topography of the Defects

The first proposed study is attempting to correlate the location of isolated defects with respect to the topography. For example, would we be able to locate the defects that we have seen in fluorescence images in the AFM images such as figure 2.3. Furthermore, the widely distributed lifetimes $\tau_{(2)}$ and $\tau_{(3)}$, spectral peaks of different wavelengths, and widely varied photoluminescence intensity and photodyanmics that we have seen in Chapter 2 may or may not be the intrinsic properties of the defects. These could be a manifestation of unrelaxed strain around the defects, different orientations, for instance. Grain boundaries, interior regions of the grains, intergranular regions may have different local strain. Grain boundary defects, which are a distinct group from point defects, play an important role in the properties of bulk material [102,103], and affect the formation of point defects. For example, it has been reported that grain boundary in ZnO can be a sink of native point defects [104]. Due to greater freedom for relaxation, the formation energy of intrinsic point defects such as zinc vacancy $V_{\text{Zn}}$ and oxygen interstitials $O_i$, are lowered at the grain boundary and are more
likely be present.

A successful correlation of positions of defects with respect to the grains could potentially narrow down or rule out possible identities of the defect species. On the other hand, grain boundaries have local strain that is different from the interior of the grain. Therefore, correlating defects locations would enable grouping defects by their location in the grains, and possibly accounting for our observation of defect-to-defect variability among the defects. The actual correlation might be challenging because the size of the grains may be significantly smaller than the alignment of cantilever tip to the focus of excitation laser. For examples, the size of the grains in figure 2.3 are on the order of 10 nm, while the resolution of the confocal setup is on the order 100 nm.

As a first step, we have grown a 60-nm ZnO sputtered film on a patterned fused-silica microscope slide, following procedures described in section 2.2. However, we have not successfully isolated defects in this sample.

### 4.2 Electric Force Microscopy

A second proposed study on defects in ZnO is the optical response of the defects to an external electric field being applied across, or in the vicinity of the defects. The applied field may, for instance, change the lifetimes $\tau_{(2)}$ and $\tau_{(3)}$, shift the spectral peaks, or photoluminescence intensity. This experiment can be done by carefully situating the tip in the vicinity of the defect, then apply voltage between the platinum coated tip of the cantilever (Olympus, OMCL-AC240TM) and a conductive layer beneath the ZnO sample layer. The ZnO can be conductive under proper doping conditions, and a resistivity of $4.5 \times 10^{-6} \Omega \cdot m$ of has
Figure 4.1: The design of our sample for electrostatic force microscopy.

been reached [105].

Figure 4.1 shows the design of our sample for electrostatic force microscopy. Our confocal-AFM setup illuminates the sample from beneath, so every additional layer except the ZnO has to be transparent to the excitation wavelength and the spectral detection window. A conductive layer is necessary for the EFM for applying a voltage. Indium tin oxide (ITO) is a convenient conductive transparent oxide and it is easy to deposit via sputtering techniques [106, 107]. Between the ITO layer and the ZnO layer, a silicon dioxide layer is inserted to provide spacing enough to bring the ZnO layer out of the near field of the conductive ITO layer in order to avoid unwanted quenching of the photoluminescence [108] or suppression of possible charged states of the defects.

The silicon dioxide layer is sputtered by RF-sputtering using a silicon dioxide target. The chamber is pumped to base pressure $3.6 \times 10^{-6}$ Torr. Then argon is directed to the chamber with partial pressure 1 mTorr. The sputtering process
is done at room temperature. The thickness of deposition is monitored by doing growth with a crystal oscillator and characterized by contact profilometry. In a separate deposition for developing this recipe, the deposited 37.3 nm SiO$_2$ layer does not provide background with more than 1 kc/s.

The ITO is to be sputtered using the Kurt J. Lesker PVD75 sputter system, configured for ITO deposition at Cornell NanoScale Science and Technology Facility (CNF). The uniformity of the sputtered ITO increases as the sputter temperature increases [109] and the conductivity increase with the thickness in general. The transparency increases with the partial pressure of the oxygen but the conductivity of the ITO film to drop [109, 110].

4.3 Conclusion and Other Future Works

We have observed isolated ZnO defects in both ZnO nanoparticle samples and sputtered films. These defects share similarities that include absorption of 532 nm and a red single-photon fluorescence emission. We have observed widely distributed excited state lifetimes $\tau_{(2)}$ in the range 1-13 ns and metastable state lifetimes $\tau_{(3)}$ in the range 40-300 ns. We have also observed non-classical emission with $g^{(2)}(\tau) \sim 0.5$ in Al-doped sputtered film sample. That may either be single or a small number of defects. Fluorescence blinking with dwell times of different timescales are also discussed.

I also modified an Olympus optical microscope chassis to enable co-aligned confocal microscopy integrated with a commercial AFM to investigate local topography of nanoparticles and films possessing single fluorescent defects. We have also been working to fabricate samples to monitor the optical response of
the defects in a local applied external field.
APPENDIX A

CONVERSION OF COUNTS PER PIXEL TO KILO-COUNTS PER SECOND IN ASYLUM ARC SOFTWARE

This function generates a new set of photoluminescence intensity data with unit kilo-counts per second (kc/s) from the photoluminescence intensity data with unit counts per pixel. The units such as counts per second or kilo-counts per second are the actual measure of photoluminescence intensity, so we added this function to Asylum ARC software to perform the conversion. The scanning parameters that can be specified in the ARC software are in points per line, and scanning line rate. Note that in this model of AFM (Asylum, MFP-3D), the actual scanning range is 1.25 times larger than the specified range. Note also that the piezo stage performs a trace and a retrace for each line scan, so the conversion requires an additional factor of 2. Altogether, we have

\[
\text{counts/second} = 1.25 \times 2 \times \text{line rate} \times \text{points per line} \times \text{counts/pixel} \quad (A.1)
\]

The resulting counts per second was then compared by an independent time correlated single photon counting (TCSPC) module (Becker & Hickl, SPC-130).

This function is based on the function CalcPhaseFromIQ, which can be found in the procedure file XCalculated.ipf, under Procedure Windows of Windows on the menu bar. The function was then corrected by Deron Walters at Asylum, and appended to UserCalculated.ipf. The UserCalculated.ipf is one of the procedure files that will not be altered by updates of the software. It is also the recommended location to append user-defined functions. In general, user defined functions will be loaded automatically once the program is launched, and can be accessed through the Master
Channel Panel. The user defined functions are accessible as options for channel 7 and channel 8 only. For this function we added for unit conversion, it is also necessary to assign a channel for Counts, since the this function generates the kilo-counts per second channel basing on the data from the original count channel.

Here I include the code which is appended to UserCalculated.ipf:

```
Function CalcCountsPerSec(RowIndex,ColIndex)
Variable RowIndex, ColIndex

Variable IsImage = ColIndex >= 0
String DataFolder = ""

DataFolder = GetDF("Variables")
Wave MVW =$DataFolder+"MasterVariablesWave"
Wave FVW = $DataFolder+"ForceVariablesWave"

if (IsImage)
DataFolder = "root:Packages:MFP3D:Main:"
else
DataFolder = "root:Packages:MFP3D:Force:"
ColIndex = 0
endif
String SavedDataFolder = GetDataFolder(1)
SetDataFolder(DataFolder)
```

if (IsImage) //Images
Wave Count = CountWave
else //Force curves
Wave Count = Count
endif

Variable PointsPerSec
if (IsImage) //Images
//in images, points per sec derives from scan rate
Variable ScanRate = MVW[%ScanRate][%Value]
Variable ScanPoints = MVW[%ScanPoints][%Value]
PointsPerSec = 2.5*ScanRate*ScanPoints/1000
    //To display in kc/s
else //ForceCurves
//in force curves, points per sec is set directly
PointsPerSec = FVW[%NumPtsPerSec][%Value]
endif
Variable TimePerPoint = 1/PointsPerSec

SetDataFolder(SavedDataFolder)

Variable output = Count[RowIndex][ColIndex]/TimePerPoint
return(output)
End //CalcCountsperSec
This set of commands are based on the official software tutorial of the Asylum ARC software then corrected by Deron Walters at Asylum. These commands can be typed in the command window of the software.

To setup a new capture:

\[
\text{Make/N =80 input} \\
\text{print td\_StopInWaveBank(1)} \\
\text{print td\_xSetInWave(1,"2,2","Count", input,} \\
\text{"print\"Done!\"",6250)} \\
\text{print td\_WS("Event.2","Once")} \\
\text//This will start the capture event}
\]

This will collect 80 data points. 6250 the duration of a time bin, in multiples of 20 \(\mu s\). Therefore the duration of a bin for this case is \(6250 \times 20 \times 10^{-6} = 0.125\) seconds. The overall duration is

\[
80 \times 20 \times 10^{-6} \times 6250 = 10 (sec) \quad \text{(B.1)}
\]

To perform another capture. It is necessary to stop any ongoing task using the same data bank. This can be done by typing the following command:

\[
\text{print td\_stop()} \quad \text{//Command to stop the event}
\]

To display the data just acquired:

\[
\text{display input} \quad \text{// Open up a window to display}
\]
To refresh the display window:

```c
input[0]+=0

//To Refresh the displayed image after a new capture.
```
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