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ABSTRACT

Two simulation techniques that are used to approach two very different suspension problems – continuum scale ‘active fluids’ contain living cells that can respond to external stimuli such as light; and passive fluids contain anisotropic particles whose size is small enough that non-continuum effect caused by solvent needs to be accounted for.

In the first part, instability caused by hydrodynamic interaction between the living cells is probed by Fluid Particle Dynamics (FPD). In the second part, Coarse-Grained Molecular Dynamics (CGMD) simulation is applied to investigate the relation between microstructure of the suspension, such as orientation distribution function, particle moments to its rheological behavior, such as shear viscosity.
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DYNAMICS OF ANISOTROPIC PARTICLE SUSPENSION BY COARSE-GRAINED MOLECULAR DYNAMICS

1.1 Introduction

The presence of prolate-shaped materials ranges from liquid crystal molecules, tobacco mosaic virus molecule to nano-rods, and rod-like glass fibers. Suspensions of these anisotropic molecules or particles have a variety of technological applications and significance. Owing to their anisotropy, they are capable of being involved in self-assembly processes leading to complex structures. \(^{1-4}\) Moreover, this anisotropy has been taken advantage of in order to contribute to the performance attributes of products manufactured from these suspensions. Examples of these products include enhanced mechanical performance in fiber-reinforced composites,\(^5\) and electronic displays made from liquid crystals\(^6\). The emergence of nanotechnology has also prompted the use of nano-rods in various emerging nano-scale electronic devices, such as solar cells,\(^7\) field-effect transistors,\(^7\) ultraviolet photo-detector,\(^8\) and ultra-bright light-emitting diodes\(^9\). These nano-rods can be elongated particles made from zinc oxide or gold, whose aspect ratio is in the range 3-5 and size ranges from 1-100 nm.\(^{10}\)
Figure 1-1 Examples of anisotropic particles. a) liquid crystal b) tobacco mosaic virus c) glass fiber d1, d2) nano-rod

Control of the structure and flow properties of suspensions is often vital to the commercial success of the product or of its manufacture. The ability to transform a liquid, moldable suspension into a solid-like one that retains its shape when removed from the mold is crucial to the success of the processing. Due to its anisotropy, particle motion and suspension rheology is
largely determined by particle orientation distribution, even in the dilute regime.

The orientation distribution in anisotropic particle suspensions is especially important in controlling transport properties in the final product; the orientation also contributes additionally to the viscosity. Bricker and Butler\textsuperscript{11} compared relative viscosity of spheres to that of prolate spheroids with two aspect ratios at same volume fraction and found an obvious increase in viscosity for prolate spheroids case. In this study, prolate spheroids were made from polystyrene. The length of the spheroid particles is about 2~3 $\mu m$, the width is about 0.55~0.65$\mu m$. This study clearly indicates that with the same volume fraction, the one more degree of freedom, orientation, which is induced by particle anisotropy, alters the flow behavior much more significantly than the non-orientable ones. This experimental study is used in this work to compare simulation results to experiment.

![Figure 1-2 Relative viscosity as a function of shear rate and aspect ratio at volume fraction $\sim 0.07$ for different suspension systems. Adapted from original work\textsuperscript{11}.](image)

In Butler’s work, it is observed that shear thinning of particulate suspension exists for four orders of magnitude, while for suspensions containing similar loading of spheres, shear thinning lasts for less than one order of magnitude.
In this work, our interest is to understand the relation between microstructure and rheology, and to further explicate the origin of shear-thinning in rod-like particle suspensions. Over the past decades, tremendous efforts in research have been made to understand the relation between rheology and its microstructure, in terms of theory, simulation, or experiments. However, shortcomings from theory and experiments largely prevented this problem to be well-addressed. In terms of theory, underlying assumptions usually facilitates understanding in extreme scenarios rather than moderate particle geometry. Experimental research on the other hand often times call for sophisticated techniques to establish a direct visualization between bulk flow behavior and microstructure. Fortunately, with the aid of computational research, the relation between microstructure and flow behavior has been well studied. Nevertheless, the prevailing computational research dealing with suspension problems where a clear separation exists in the length scale of the particles and the solvent. As such, it allows one to treat the solvent as a continuum. As the size of the particles scales down to the point where this clear separation is no longer very distinct, knowledge of the non-continuum effect on the rheology of particulate suspensions is needed. Due to the need to approach this limit, we adopted a statistical mechanical approach, coarse-grained molecular dynamics (CGMD), to probe the dynamics of a suspension containing rod-like particles. Due to the fact that the length scale of the particles is comparable to that of solvent molecule, CGMD allows one to treat the solvent in an explicit manner. The necessity of treating the background solvent medium explicitly is demonstrated by In’t Veld et al. As the microstructure of a suspension is a complicated function of particle geometry (aspect ratio, shape, and polydispersity), particle volume fraction, particle interaction, Brownian and hydrodynamics forces, the advantage of using CGMD to address this problem is at least two-
fold. First, the flexibility in varying experimental conditions with no raw-material input means that the shape and size can be well-defined based on the length scale of the introduced solvent model, hence avoiding the poly-dispersity issue usually associated with empirical research. Similarly, the effect of the suspending medium on rheology can be finely resolved when treating the solvent medium explicitly since volume fraction can be varied easily. If in need, the interparticle interaction can be tuned such that it is geared toward certain aggregational states.

Secondly, the power of CGMD also allows one to access microscopic particle information, which can be used to explain the rheological behavior of suspensions.

In the following text, I will briefly review some of the efforts that have been carried out in terms of theory, simulation, and experiments to address the orientation distribution problem regarding to its rheology.

Theoretical studies on the suspension rheology problem begin with dilute systems with non-interacting particles. To account for the contribution to local viscosity from particle orientation, Jeffery\(^\text{13}\) first analytically solved the motion of a single prolate spheroid in a viscous fluid subject to a shear flow. The specific orientation trajectory of orientation is known as the Jeffery orbit.

In the absence of Brownian motion, the orientation distribution function for force-free, torque-free particles in simple shear flow has been computed.\(^\text{26}\) In the circumstances where only weak Brownian motion exists, Leal and Hinch studied the orientation distribution function of dilute suspensions with weak Brownian motion, where they found that a stochastic contribution affects the orientation distribution through small shifts in the orbits of the particles.\(^\text{27}\) Eventually a steady-state orientation distribution is established after the Brownian motion and hydrodynamic effect reach equilibrium. In their following work,\(^\text{12}\) where stronger Brownian motion is taken
into account, Brownian stress and viscous stress can be computed based on the average particle orientation.

For spheroidal particles, the equation for the stress tensor contains an elastic term from Brownian motion:

\[ \sigma^e = 3 \left( \frac{p^2 - 1}{p^2 + 1} \right) \nu k_B T \langle uu \rangle \] \hspace{1cm} 1-1

The viscous stress has been given by Hinch and Leal \(^{28}\) as

\[ \sigma^v = 2\eta_s \phi \left[ A \langle uuuu \rangle : D + B \langle uu \rangle \cdot D + D \cdot \langle uu \rangle \right] + CD \] \hspace{1cm} 1-2

where the coefficients \( A, B, \) and \( C \) depend on the particle aspect ratio, \( p \). \( D \) represents symmetric strain rate tensor. \( u \) represents orientation of axis of symmetry and \( \nu \) being number density of suspension. Brownian stress relaxes gradually, as flow-induced orientation disappears by Brownian motion, while viscous stress goes to zero immediately when flow ceases. The stress from the Newtonian solvent is given by \( \sigma^s = 2\eta_s D \). Hence the total stress is the sum of the elastic and viscous contributions, as well as that from the Newtonian solvent \( \sigma = \sigma^e + \sigma^v + \sigma^s \).

There is a long-standing interest to relate bulk phenomena with microstructural information. In terms of experiments, Stover and Cohen, \(^{19}\) and Iso and Cohen \(^{18}\) observed semi-dilute fiber suspensions in both Newtonian and non-Newtonian fluids subject to a simple shear flow. Their work provided experimental evidence of fiber orientation under the control of a dynamic process. Moreover, they elucidated the factors that control the structure in theoretical predictions of fiber suspensions. Petrich and Cohen \(^{20}\) have established a relationship between stress and
microstructure in experiments of fiber suspensions. Jogun\textsuperscript{29} has studied shear rate-dependent orientation distribution of suspensions containing plate-like particles of aspect ratio of 10-12 up to a volume fraction of 0.39.

Scientific interest has also steered researchers toward exploring the microscopic origin of rheological phenomenon, such as shear thinning and shear thickening associated with colloidal suspensions through direct visualization.\textsuperscript{30,31} For sphere case, very recent work reported by Xu and Cohen employed confocal microscopy technique to image the microstructure associated with shear thinning.\textsuperscript{22} Recent work reported by Xu and Dinner\textsuperscript{32} used a Stokesian dynamics simulation with a non-equilibrium umbrella sampling technique and found a strong correlation between shear thinning and a two-particle measure of the shear stress.

Computational simulation has contributed greatly to suspension problems. Typical methods include Stokesian dynamics,\textsuperscript{15,17} Brownian dynamics,\textsuperscript{33} the Lattice Boltzmann method, and dissipative particle dynamics.\textsuperscript{14} Claeys and Brady\textsuperscript{34} studied suspensions of spheroidal particles in Stokes flow by Stokesian dynamics; Yamane and Dio\textsuperscript{35} studied a semi-dilute suspension of non-Brownian rod particles by numeric simulation. The viscosity of a dilute suspension of rod-like particles has been numerically studied by Yamamoto and Matsuoka.\textsuperscript{36} Löwen studied spherocylinder particle of moderate aspect ratio (4-6) by Brownian dynamics.\textsuperscript{37} Dynamic problems approached through molecular dynamics so far to our knowledge are by Grest group, where they have explicitly treated solvent and studied the rheological behavior of suspensions contain sphere particles.\textsuperscript{24} The novelty of our study is that not only we take into account both Brownian forces and hydrodynamic interaction, but we can also address suspensions that contain non-spherical particles, of which the solvent effect has to be treated explicitly as the continuum approximation is no longer valid. With the power of molecular
dynamics that allows one to access to molecule information, one can then utilize these microscopic information and explain the observed flow behavior by relating to its microstructure.

To fulfill our research interest, we need to create a prototype system with a homogeneous dispersion state at equilibrium by avoiding particle-particle interactions. This goal is going to be implemented by assigning interaction potential in a certain manner that results in a zero Hamaker constant within the suspension. In the current work, the Hamaker constant is not yet zero. Note, however, a depletion interaction might still cause some attraction even though the van der Waals attraction between the particles has been avoided.

1.2 Methodology: Coarse-Grained Molecular Dynamics

1.2.1 Brief Introduction to Molecular Dynamics

1.2.1.1 Equations of Motion and Verlet Algorithm

In Molecular Dynamics simulations, the motion of molecules is generally represented by Newton’s equations of motion. For a single molecule $i$, whose mass is denoted as $m_i$, and the force acting on molecule $i$ by the ambient molecules denoted by $f_i$, then the translational motion of that molecule can be described by Newton’s equation of motion:

$$m_i \frac{d^2 \mathbf{r}_i}{dt^2} = \mathbf{f}_i \quad 1-3$$

The rotational motion of that molecule is governed by the torque $\mathbf{\tau}_i$ about the centre of mass, and it is simply defined


\[ \tau_i = \sum_a (r_{ia} - r_i) \times f_{ia} = \sum_a d_{ia} \times f_{ia} \]  \hspace{1cm} 1-4

Here \( f_{ia} \) is the force acting on sites \( r_{ia} \) in the molecule. \( d_{ia} \) is the positions of atoms relative to the molecular center of the mass. In LAMMPS, this calculation is activated by imposing a rigid body constraints on the subparticles that compose the molecule.

If a system is composed of \( N \) particles, then there are \( N \) sets of similar equations, and the motion of \( N \) molecules interacts through forces acting among all the molecules in the system.

To solve this differential equation, we expand the second-order differential term into an algebraic expression using a Taylor series expansion with a time increment equal to \( h \), referred to as the “time step” in the simulation.

\[ x(t + h) = x(t) + h \frac{dx(t)}{dt} + \frac{1}{2!} h^2 \frac{d^2 x(t)}{dt^2} + \frac{1}{3!} \frac{d^3 x(t)}{dt^3} + \ldots \]  \hspace{1cm} 1-5

In a similar fashion, the motion can be also expanded into another form that moves the system backwards in time by the same time step, \( h \):

\[ x(t - h) = x(t) - h \frac{dx(t)}{dt} + \frac{1}{2!} h^2 \frac{d^2 x(t)}{dt^2} - \frac{1}{3!} \frac{d^3 x(t)}{dt^3} + \ldots \]  \hspace{1cm} 1-6

To acquire the second-order differential term, we can sum these two equations to remove the first- and third-order differential terms, and the second-order differential term can be solved as

\[ \frac{d^2 x(t)}{dt^2} = \frac{x(t + h) - 2x(t) + x(t - h)}{h^2} + O(h^2) \]  \hspace{1cm} 1-7

This equation is of second-order accuracy.
With this so-called “central difference” approximation, we can express the $x$-component of Newton’s equation of motion of a particle that is located at $\mathbf{r}_i = (x_i, y_i, z_i)$, acted upon by a force $\mathbf{f}_i = (f_{xi}, f_{yi}, f_{zi})$ in this way,

$$x_i(t + h) = 2x_i(t) - x_i(t - h) + \frac{h^2}{m_i} f_{xi}(t) \quad 1.8$$

Similar equations can be expressed in the same way for the other two Cartesian components of the particle’s motion. If a system is composed of $N$ particles, then there are $3N$ algebraic equations to specify the motion of molecules.

Hence, with this scheme, the molecule’s position at the next time step can be evaluated from the current and the previous step in combination with the requisite forces at the current step, leading to second-order accuracy.

### 1.2.1.2 Interaction Potential: Lennard-Jones Potential

In order to determine the forces in a Molecular Dynamics simulation, we require a description for the underlying intermolecular interactions in the form of a potential model. Here, we introduce the one of the most commonly used potentials in Molecular Dynamics simulations, namely the Lennard-Jones potential. As simple as its expression is, it can nevertheless capture the essential interaction taking place between a pair of molecules as:

$$U_{ij} = 4\varepsilon \left[ \left( \frac{\sigma}{r_{ij}} \right)^{12} - \left( \frac{\sigma}{r_{ij}} \right)^6 \right] \quad 1.9$$
where $\sigma$ is a length-scale parameter represents the particle diameter, $\epsilon$ the energy scale parameter, and $r_{ij}$ the separation distance between molecules.

Figure 1-3 represents the Lennard-Jones potential, in which $U_{ij}$ and $r_{ij}$ is non-dimensionalized by $\epsilon$ and $\sigma$.

![Lennard-Jones Potential](image)

**Figure 1-3 Lennard Jones Potential**

There are a few distinct features about this potential:

- In the range of $r \leq \sigma$, this very steep potential causes particles to strongly repel each other.

- The potential minimum occurs at $2^{\frac{1}{6}}\sigma$, and $U_{\text{min}} = -\epsilon$, where the repulsive force and attractive force cancels out.

- Beyond the potential minimum, the particles start to interact with attractive potential.

- As $r \to \infty$, as the potential decays as $r^{-6}$, $U$ is asymptotic to zero.
1.2.1.3 Force Evaluation

Suppose we need to compute the x-component of the interaction force due to the contribution of the potential,

\[ f_x(r) = -\frac{\partial U(r)}{\partial x} = -\left(\frac{x}{r^2}\right)\left(\frac{dU(r)}{dr}\right) \tag{1-10} \]

For a Lennard-Jones system, in reduced units, this can be written as:

\[ f_x(r) = \frac{48x}{r^2} \left(\frac{1}{r^{12}} - 0.5 \frac{1}{r^6}\right) \tag{1-11} \]

1.2.1.4 Boundary Conditions

1.2.1.4.1 Equilibrium – Periodic Boundary Conditions

It is, of course, ideal to study a system that includes the actual number of particles in the real physical system that we wish to represent. However, computation-wise, it is unrealistically expensive to do so. Hence, the use of periodic boundary conditions allows us to perform a simulation with a relatively small amount of particles that represent the behavior of much larger systems. The main idea behind periodic boundary conditions that fulfills this requirement is that, as a particle leaves the main simulation box, an image of this particle enters the simulation box at an equivalent position on the other side of the box to replace the leaving one. This conserves the number of particles in the simulation box.
1.2.1.4.2 Under shear: Lees-Edwards Boundary Conditions

While periodic boundary conditions are useful for molecular simulations of a system intended to represent thermodynamic equilibrium, for a system under shear, we also need to take into account the velocity gradient induced by the shear flow. Take simple shear flow as an example; the velocity profile varies linearly from \(-U\) at the lower boundary to \(U\) at the upper boundary. In generating such a flow profile in Molecular Dynamics simulation, the upper- and lower-replicated simulation boxes, are made to slide in different directions with a constant speed. This sliding boundary conditions is the so-called ‘Lees-Edwards boundary condition. Figure 1-6 depicts the concept of this boundary condition: replicated boxes in the upper and lower layers slide in each direction by a distance, \(\Delta X\). If particles move out of the simulation box normal to the \(x\)-axis, they return into the simulation box through the opposite boundary, in a similar manner to periodic boundary conditions.
However, if the particles cross the boundary normal to the $y$-direction, the same treatment of the periodic boundary condition is applied to the $y$-coordinate of such particles, but the $x$-coordinate should be shifted from $x$ to $(x - \Delta X)$. In addition, the $x$-component $v_x$ of these particles needs to be modified to $(v_x - U)$, but the $y$-component $v_y$ can be used without modification.
### 1.2.1.5 Reduction in Computation Time

1.2.1.5.1 Cut-off Distance

In the course of a traditional Molecular Dynamics simulation, the most time-consuming procedure is invariably the calculation of forces between particles. For a system containing \( N \) particles, the calculation scales as \( \sim N^2 \). Fortunately, many particle-particle potentials exhibit short-range order. As the interaction energy decays very rapidly with the particle-particle separation over a distance only several times the particle diameter, it is reasonable to consider interactions only within this range. This introduces the concept of a “cut-off” distance after which the force is zero. Considering the Lennard-Jones potential as a typical example, we can estimate how fast \( U(r) \) decays, noting that \( U(r = 2.5\sigma) = -0.0163\varepsilon \), \( U(r = 3\sigma) = -0.00548\varepsilon \), and \( U(r = 3.5\sigma) = -0.00217\varepsilon \). Thus, since the energy at a cut-off 2.5 times the collision diameter has fallen to just 1% of its maximum attractive value at epsilon, cut-off values of this order are typically employed.

### 1.2.2 Coarse-Graining: The concept

In traditional Molecular Dynamics, the typical length scale associated with atomic motion is of the order of 1 Å, and the typical time step is around 0.1 picosecond for simple systems (but frequently less than this, around 1 fs, for more complex molecular systems). With detailed information regarding position, velocity, and force as a function of time provided by Molecular Dynamics simulations, one can relatively easily calculate a wide variety of thermodynamic and kinetic properties. Molecular Dynamics is especially useful in its ability to approach local problems, for example inhomogeneities, defects and clustering configurations, that are not easily
accessible by physical macroscopic measurements in a lab frame. However, on the other hand, the very small length scale and short time scale make this method cumbersome if not impossible to study properties that require a very long time to equilibrate, such as viscosity. This has led to the idea of “coarse-graining” the system to remove some of the explicit so-called “all-atom” representations in an effective manner to retain the advantages of traditional Molecular Dynamics, but to offset the disadvantages of this method by enlarging the length- and time-scales that can be represented.

Let us compare an all-atom model to a coarse-grained model to see its advantage in effectively increasing length- and time- scales. If we define $R$ to be the degree of coarse-graining, where $R$ represents the number of molecules that are included in one coarse-grained “bead,” then the length scale $L \sim R$, and the time scale, $\Delta t = L \sqrt{\frac{m}{kT}} \sim R^{1.5}$.

![Figure 1-7 Coarse-graining concept: from an all-atom model to a coarse-grained model](image)

Table 1-1 lists the increments in both length- and time- scales comparing an all-atom model to a coarse-grained model applied to cases involving a polymer molecule and water molecules.
Table 1-1 Comparison in time and length scale

<table>
<thead>
<tr>
<th>Type</th>
<th>Length-scale (Å)</th>
<th>Time-scale ×10^{-12} sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atoms</td>
<td>1</td>
<td>0.1</td>
</tr>
<tr>
<td>Poly-styrene(PS)</td>
<td>17.18</td>
<td>19.4</td>
</tr>
<tr>
<td>Poly-Isoprene(1,4 PI)</td>
<td>8.22</td>
<td>5.56</td>
</tr>
</tbody>
</table>

1.3 Benchmark Validation

The LAMMPS Molecular Dynamics Simulator developed by Sandia National Lab\textsuperscript{38} is employed in this work. In order to validate the applicability of this simulator, I reproduced Vibha Kalra’s published work, who was a PhD students a benchmark check. In this reproduction study, good agreement was obtained between their original work and the results described here.

1.3.1 Reproduction work - Effect of shear on nanoparticle dispersion in polymer melts: A Molecular Dynamics Study\textsuperscript{25}

1.3.1.1 Validation on potential computation by LAMMPS

A custom potential was employed for nanoparticle interaction in the original work; its expression is as follows:
There is no such exact potential expression in LAMMPS package, but the ‘table’ potential allows one to explicitly tabulate a custom potential at each point of interest. Figure 1-8 shows the good agreement we obtained between a LAMMPS- tabulated potential to its analytical form in the original work.
1.3.1.2 Effect of shear on suppression the onset of nanoparticle clustering

In the original work, shear is found to be an effective tool to distribute the nanoparticles randomly by suppressing the formation of clusters caused by the attractive potential used. Comparing $\dot{\gamma} = 0.1$ to the case where $\dot{\gamma} = 0$, it is found that a high shear rate is effective in suppressing the clusters even after only 3000 MD time units.

In order to further validate the reproduction of this earlier published work, we computed the radial distribution function $G(r)$ of nanoparticles as a quantitative analysis for the local clustering configurations. As shown in Figure 9, it is found from both original work and the reproduction study here that, in the zero shear case, there is an increment in the second peak of $G(r)$ which provides strong evidence for the formation of clusters. When the shear rate is elevated even to a moderate value, the increment of second peak in $G(r)$ is no longer as distinct as in the zero shear case.

Figure 1-9 Snapshots of nanoparticle placement from original work

In order to further validate the reproduction of this earlier published work, we computed the radial distribution function $G(r)$ of nanoparticles as a quantitative analysis for the local clustering configurations. As shown in Figure 9, it is found from both original work and the reproduction study here that, in the zero shear case, there is an increment in the second peak of $G(r)$ which provides strong evidence for the formation of clusters. When the shear rate is elevated even to a moderate value, the increment of second peak in $G(r)$ is no longer as distinct as in the zero shear case.
This effect can be well reproduced under the same conditions, as shown in the snapshots shown in Figure 1-10. The local configuration from these snapshots is visually comparable to the quantitative analysis obtained from the radial distribution function.

Figure 1-10 Reproduction work: effect of shear on nanoparticle placement
Next, I validated the effect of polymer chain length on the translational diffusivity of the nanoparticles.

Figure 1-11  Comparison in Radial Distribution Function $G(r)$ between earlier published work$^{25}$ and this study.

This Study: $\dot{\gamma} = 0$

Original Study: $\dot{\gamma} = 0$

This study: $\dot{\gamma} = 0.05$

Original study: $\dot{\gamma} = 0.05$
1.3.1.3 Effect of polymer chain length on nanoparticle diffusion

In this section, I varied the polymer chain length of suspending medium to probe its effect on nanoparticle diffusion under an equilibrium case.

As found in the original work, the nanoparticle diffusion converged to a limit where the diffusion is no longer dependent on the suspending medium. This can be seen clearly from the mean squared displacement plot, where beyond a certain polymer chain length, the curves overlapped. This effect can also be further confirmed if the diffusivity of nanoparticles is plotted as a function of polymer chain length, where a distinct plateau region can be pinpointed after the polymer chain length is increased beyond a certain critical length. In my reproduction of the earlier published study, I was able to reproduce similar behavior.
Nanoparticle Diffusion as a function of polymer chain length

Reproduction work

Original Work

Nanoparticle diffusivity as a function of polymer chain length

This study

Original study

Figure 1-12 Effect of polymer chain length on nanoparticle diffusion in this study compared to earlier published work\textsuperscript{25}
Based on this validation work, we are confident that LAMMPS is an effective tool for our future studies on suspensions containing anisotropic particles.

1.4 Understanding Flow Behavior of Spherocylinder Nanoparticle Using Coarse-Grained Molecular Dynamics Simulation

1.4.1 Model and System

1.4.1.1 Solvent model, length scale, and time scale

The solvent model is based on a coarse-grained model\textsuperscript{39} for water, where one interaction site represents four water molecules. Although this is a solvent model based on published work, a choice of four in coarse-grained molecular dynamics is a compromise between computation efficiency and model accuracy.

Since we are interested in dynamic properties, our main concern is to obtain a good reproduction of some typical dynamic properties. Hence, we chose two fundamental transport properties to study: translational diffusivity and the zero-shear viscosity of the water model.

Based on this coarse-grained model, the characteristic length- and time- scales associated with this model are listed in Table 1-2.

| Table 1-2. Length and time scale based on four water molecule model |
|------------------------|-----------------|-----------------|-----------------|-----------------|
|                        | CGMD value 1    | CGMD units $\sigma$ | Real value $4.7 \times 10^{-10}$ | Real units m |
| Length Scale           |                 |                 |                              |                |
| Time Scale             |                 | $\sigma \sqrt{m/kT}$ | $1.78 \times 10^{-12}$ | sec           |
| Mass                   | 1               | $m$            | $1.19 \times 10^{-25}$ | kg             |
Based on these two basic scales, the simulation can be mapped back to a physical lab frame with a suitable conversion factor.

A pure solvent system with the specific simulation characteristics listed in Table 1-3 has been carried out for the computation of translational diffusivity.

<table>
<thead>
<tr>
<th>Table 1-3 System specifics for pure solvent system</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number density ($\rho^*$)</td>
</tr>
<tr>
<td>Box Length ($L$)</td>
</tr>
<tr>
<td>Time step Size ($\delta t$)</td>
</tr>
<tr>
<td>Temperature ($kT/\epsilon$)</td>
</tr>
</tbody>
</table>

The translational diffusivity for pure solvent system is calculated by Einstein formula for diffusivity, which is given by

$$
D_t = \lim_{\Delta t \to \infty} \frac{1}{6\Delta t} < r^2(\Delta t) > \quad 1-13
$$

where $< r^2(\Delta t) >$ is the translational mean square displacement (MSD) of the solvent molecules

$$
<r^2(\Delta t)> \equiv \frac{1}{N} \sum_{i=0}^{N} |\vec{r}_i(t') - \vec{r}_i(t)|^2 \quad 1-14
$$

Here, $\vec{r}_i(t')$ and $\vec{r}_i(t)$ are the positions of solvent molecule, $i$, at times $t$ and $t'$, respectively, and $\Delta t = t' - t$. 
Figure 1-13 Diffusivity computation based on developed codes and embedded computation in LAMMPS

Comparison between solvent translational diffusion coefficients obtained from simulation to that in physical situation is tabulated in Table 1-4. The physical diffusion coefficient is obtained by converting simulation value based on the conversion factor.
Table 1-4 Diffusion coefficient calculated from simulation and from physical situation

<table>
<thead>
<tr>
<th>Diffusion coefficient obtained from MD simulation $(\sigma^2/\tau)$</th>
<th>Physical diffusion coefficient based on conversion factor $(m^2/s)$</th>
<th>Physical diffusion coefficient from reference$^{39}$ $(m^2/s)$</th>
<th>Water diffusion coefficient $300K (m^2/s)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.012</td>
<td>$1.5 \times 10^{-9}$</td>
<td>$2.0 \times 10^{-9}$</td>
<td>$2.3 \times 10^{-9}$</td>
</tr>
</tbody>
</table>

The physical diffusion coefficient acquired from simulation gives back a close value with reference value. The comparison in diffusivity here served as a legitimate check that the coarse-grained model design is an appropriate model to use. On the other hand, viscosity of this solvent medium has also been computed to compare to its physical value.

Table 1-5 Comparison in solvent viscosity between coarse-grained solvent model and physical value

<table>
<thead>
<tr>
<th>MD value $(P\tau)$</th>
<th>Physical value based on conversion $(Pa \cdot s)$</th>
<th>Physical value of water at 300K $(Pa \cdot s)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.41</td>
<td>$12 \times 10^{-4}$</td>
<td>$8 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

The simulation results of viscosity calculation turned out to be very comparable to that of physical value. As viscosity is not an enforced by the coarse-grained model adopted in this work, it is still comparable to a certain extent that this model works for properties that are not built-in.
Upto the fair enough comparison in diffusivity and viscosity, the coarse grained model referred by this work serves as a reasonable model for further studies.

1.4.1.2 Particle Model

In the course of this study, several particle models have been evaluated. However, due to technical limitations, as well as limited time and computer resources, some of these options have been set aside for now. They can be revisited later.

At the beginning of this project, the effect of anisotropy was taken into account by using a single site orientation dependent potential an orientation-dependent potential, the Gay-Berne potential. At the beginning of this project, a single site, orientation dependent Gay-Berne potential was used for anisotropic Lennard-Jones potential between pairs of ellipsoidal particles. Since the computation of distance is orientation-dependent in the Gay-Berne, use of this potential is not compatible when coupling with a thermostat adapted from Dissipative Particle Dynamics (DPD), which is critical in preserving hydrodynamic interactions, a very important long-range interaction in suspension problems.

In addition, we would like to introduce a homogeneous suspension state by avoiding particle-particle interaction. Hence several particle models have been devised to circumvent the incompatibility issue as well as provide an ability to supply a repulsive potential to the system.

Therefore, several particle models composed of sub-particles whose size are the same as solvent particles have been devised to circumvent the incompatibility issue, arising from distance calculation.
1.4.1.2.1 Spheroid

A first spheroid model can be constructed by placing constituent particles that are of the same size as the coarse-grained solvent bead on an ellipsoid surface. In other words, the positions of the constituent particles suffice the ellipsoid surface equation.

\[
\frac{x^2}{a^2} + \frac{y^2}{b^2} + \frac{z^2}{c^2} = 1
\]

where \( a \) is the semi-length of the major axis, and \( b \) and \( c \) are the semi-lengths of the minor axis.

A single spheroid particle model and a suspension containing spheroids are shown in Figure 1-14.

![Figure 1-14](image)

Figure 1-14 (Left) Prolate particle of aspect ratio 3, with the length of long axis being 9, and the minor axis being 3, composed of sub-particles whose size is equal to that of the solvent molecule. (Right) A suspension containing such prolate particles.

Although this spheroid model fully suffices the geometry requirement, it is a computational very expensive model to adopt. Therefore, in order to keep the anisotropy feature while being computationally affordable, we chose to work with a simplified model – a linear overlapped spherocylinder particle model.
1.4.1.2.2 Sphero-cylinder

An overlapped sphero-cylinder model\textsuperscript{40} referred to the initial formulation of the Gay-Berne potential is built to construct an aspect ratio of 3 for the sphero-cylinder model, whose length of major axis is 3, and of minor axis is 1. The length in the minor axis direction is comparable to the solvent size. The model is built by placing constituent particles in an overlapped fashion: the distance between two adjacent beads is $\frac{2}{3} \sigma$. By repeating this pattern, the length of major axis can be extended to build elongated particles with various aspect ratio.

To have a neutrally buoyant system, the mass of the sub-particle is assigned to match the density of the solvent bead.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{four-site-molecule}
\caption{A four-site molecule used by Gay and Berne to derive Gay-berne Potential.\textsuperscript{40}}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{schematic-drawing}
\caption{Schematic drawing of particle model adopted in this work.}
\end{figure}

Referring to this linear overlap model, different aspect ratios of elongated particles can be modeled based on simply placing more particles on each end.
1.4.1.3 Interaction Potential

To study the contribution of particle anisotropy to flow behavior and induced microstructure, it is desired to introduce a homogeneous suspension state at equilibrium.

1.4.1.3.1 Simple solvent medium particulate suspensions

In the pilot system, the interaction between solvent molecules is assigned to be a Lennard-Jones potential, with a cut-off distance of 3.0 $\sigma$. The interaction between constituent particles of nanoparticles is assigned to be a purely repulsive potential, the well-known Weeks-Chandler-Anderson potential. The interaction between solvent molecules and constituent particles of nanoparticles is assigned to be Lennard-Jones potential with a cutoff distance at 3.0 $\sigma$.

A pure repulsive system can be characterized by zero Hamaker constant, which is proportional to $n_p^2 \varepsilon_{pp} + n_s^2 \varepsilon_{ss} - 2n_p n_s \varepsilon_{sp}$, where $n_p$ is bead number density per nanoparticle, $n_s$ is bead number density per solvent molecule, $\varepsilon_{pp}, \varepsilon_{ss}, \varepsilon_{sp}$ is interaction energy per unit volume between nanoparticle and nanoparticle, solvent and solvent, solvent and nanoparticle, respectively.

In this work, bead number density for nanoparticle and for solvent molecule is defined as number of beads composing per particle/volume of particle, the volume of particle is defined as Eqn..1-25. For simplicity, we for now neglect the effect of overlapping. Therefore, for five-bead nanoparticle with aspect ratio 3, $n_p$ is found to be 2.387. Solvent number density is defined as $n_s = \frac{N_s}{(V_{cell} - V_p)}$, where $N_s$ being total number of solvent beads, $V_p$ represents the total volume occupied by the particles.

Based on the system specifics, $n_s$ is tabulated as following.
### Table 1-6 solvent number density at each volume fraction of suspensions

<table>
<thead>
<tr>
<th>$\varphi$</th>
<th>1.52%</th>
<th>4.97%</th>
<th>9.16%</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_s$</td>
<td>0.86</td>
<td>0.85</td>
<td>0.84</td>
</tr>
</tbody>
</table>

The Hamaker constant for this pilot system resulted from potential assignment is -3.65. To result in a zero Hamaker constant with bead number density adopted by this work, a better choice would be to assign interaction energy parameters as tabulated in

### Table 1-7 Interaction energy assignment for different suspension systems

<table>
<thead>
<tr>
<th>$\varphi$</th>
<th>1.52%</th>
<th>4.97%</th>
<th>9.16%</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{\epsilon_{ps}}{\epsilon_{ss}}$</td>
<td>5.53</td>
<td>5.61</td>
<td>5.71</td>
</tr>
</tbody>
</table>

### 1.4.1.4 Initialization Scheme

In order to incorporate non-spherical particles, as well providing fast equilibration, an initial configuration with a low number density is preferred. Ellipsoidal particles are placed in the middle of the medium, in a manner resembling a sandwich. The positions of the solvent particles were generated by MATLAB in a random, overlapped configuration. However, the ellipsoidal particles are placed in the middle of two layers of solvent and in an ordered configuration. This initialization scheme facilitates introducing complex medium as well as leading to a fast diffusion of nanoparticles. The starting number density is about 0.3; after applying a soft potential to the solvent particles, any slight overlaps between particles can be removed and in this way obtain an initial configuration without any overlaps.
\[ E = A \left[ 1 + \cos \left( \frac{\pi r}{r_c} \right) \right] \quad r < r_c \] 1-16

The prefactor \( A \) in 1-16 is an energy parameter that can be made to vary in time from the start to the end of the run, e.g. to start with a very soft potential and slowly harden the interactions over time. \( r_c \) is the cutoff distance, and it is set to be 1.12246 \( \sigma \), which is the minimum of Lennard-Jones potential.
Figure 1-17 Scheme designed to initialize large system to accommodate complex particle geometry and suspending medium.

The next step is to compress the system until the solvent number density reaches a density that is lower than, but closer to, the desired number density.

At this step, time integration is performed on Nosé-Hoover style non-Hamiltonian equations of motion which are designed to generate positions and velocities sampled from isothermal-isobaric (NPT) ensemble.

The third step is to slightly vary the box size until it reaches the desired solvent number density.

1.4.1.5 Thermostat: DPD thermostat

In the studies of colloidal suspension, hydrodynamic interaction plays a critical role. To preserve this important feature, we adopted ‘Dissipative Particle Dynamics’ (DPD) as a thermostat. Originally devised to simulate fluids on a mesoscopic scale with ‘soft’ particles, DPD, on the other hand, is suitable to be used as a thermostat for simulations with hard potentials. One distinct advantage of coupling a DPD thermostat to a standard MD system is that it allows the
system to accommodate a substantially larger time step compared to pure MD, thus facilitating long-time behavior observations, and nevertheless preserving hydrodynamic behavior correctly. Soddemann et al.\textsuperscript{42} has demonstrated that DPD thermostat outweighs Nosé-Hoover thermostat as well as a stochastic dynamics Langevin thermostat in the dynamics studies.

The DPD equations of motion are given by

\[
\frac{d\vec{r}_i}{dt} = \frac{\vec{p}_i}{m_i} \quad 1-17
\]

\[
\frac{d\vec{p}_i}{dt} = \sum_{i \neq j} \vec{F}^C_{ij} + \sum_{i \neq j} \vec{F}^D_{ij} + \sum_{i \neq j} \vec{F}^R_{ij} \quad 1-18
\]

where \(\vec{F}^D_{ij}\) denotes the dissipative force and \(\vec{F}^R_{ij}\) corresponds to the random force, these two terms act as heat source and drain, therefore regulating the simulation cell temperature \(\vec{F}^C\) is the conservative force that acts between two particles.

The dissipative force can be expressed as follows, based on work by Espanol and Warren\textsuperscript{43}

\[
\vec{F}^D_{ij} = -\zeta w^D(r_{ij})(\vec{r}_{ij} \cdot \vec{v}_{ij})\hat{r}_{ij} \quad 1-19
\]

where \(\zeta\) is a friction parameter and \(w^D(r)\) is a weight function.

Here, \(\vec{v}_{ij} = \vec{v}_i - \vec{v}_j\) is the relative velocity between particles \(i\) and \(j\), while \(\hat{r}_{ij}\) denotes the unit vector of the interatomic axis.

And the random force is given by

\[
\vec{F}^R_{ij} = \sigma w^R(r_{ij})\theta_{ij} \hat{r}_{ij} \quad 1-20
\]
where $\sigma$ is a noise parameter and $\theta_{ij}$ is a white noise variable.

From the fluctuation-dissipation theorem, we have

$w^D(r)$, $w^R(r)$ are weight functions that vary between 0 and 1. As reported by Fraser et al.,

the weight function has the form:

\begin{align*}
\sigma &= (2k_B T \zeta)^{1/2} 
\quad \text{(1.21)} \\

w^D(r) &= [w^R(r)]^2 
\quad \text{(1.22)} \\

w^D(r) &= w^R(r) = w(r) 
\quad \text{(1.23)} \\

w(r) &= \begin{cases} 
1, & r < r_c \\
0, & r \geq r_c 
\end{cases} \quad \text{(1.23)}
\end{align*}
1.4.1.6 *Issues to watch for future work*

In the preliminary set-up, there are some issues that are worth watching:

1) Ensemble choice: an NPT ensemble is preferred over an NVE ensemble in the stage of equilibration. In order to maintain the constant liquid density while varying particle loading, it is essential to operate under a constant pressure. The problem with current work using an NVE ensemble is that it brought large fluctuations in pressure, this brought extra concern on if the liquid density is well maintained at a constant.

2) Zero Hamaker constant: to result in a homogenous, well-dispersed system, Hamaker constant of the suspension has to be zero. This can be done either by assigning interaction energy of solvent-solvent interaction and solvent particle interaction at certain ratio, tabulated in Table 1-7; or to match the density of solvent bead with that of the particle.

3) Friction coefficient for DPD thermostat: it is preferred to set the friction coefficient $\zeta$ to be 1.0. See section 1.4.2.1 for reasoning.

1.4.2 *Results*

1.4.2.1 *Solvent Environment*

Our first investigation concerns the solvent environment. In order to control temperature at high shear rates, a friction coefficient $\zeta$, of the DPD thermostat is taken to be 5.0.

The equilibrium diffusivity is found through calculations based on the mean-squared displacement, using the Einstein relationship described in equation 1-14 above. The equilibrium diffusion coefficient for the solvent is found to be $0.0065\sigma^2/\tau$, with friction coefficient for the DPD thermostat to be 5.0.
In order to determine the zero-shear viscosity, a series of non-equilibrium dynamic simulations is applied to the solvent cell with dimensionless shear rates ranging from $1 \times 10^{-3}$ to $1 \tau^{-1}$. The time step size is set to be $0.01\tau$, with $\tau$ being simulation time. A fixed amount of strain $\Gamma = \int_0^T \dot{\gamma} dt$, which is defined as shear rate $\times$ time step size $\times$ total number of steps, is applied to the system. For solvent environment investigation, this amount is set to be 50 to the simulated solvent cell at all shear rates. From the viscosity plot, we can determine the zero-shear viscosity from the Newtonian plateau, which is found to be $22.41\sqrt{\varepsilon^3 m \sigma^4}$.

Figure 1-18 Apparent viscosity as a function of shear rate for solvent medium
Although in this work, the friction coefficient used for DPD thermostat is set to be 5.0 throughout all calculations, it is worth mentioning that a friction coefficient of 1.0 has been studied for background solvent dynamic behavior. For both friction coefficient values used, we calculated the equilibrium diffusivity and zero-shear viscosity. As these solvent beads are Lennard-Jones point particles, therefore Stokes-Einstein relation with a slip boundary condition is applied to compare the hydrodynamic radius of the solvent bead. The comparison is tabulated in Stokes-Einstein relationship with slipping boundary condition is

\[ D_0 = \frac{k_B T}{4\pi \eta R_H^2} \]  

where \( D_0 \) is equilibrium diffusivity, \( \eta \) is zero shear viscosity, \( R_H \) is hydrodynamic radius. For slip boundary condition, a coefficient of 4 is used rather than 6.
Table 1-8 Comparison in equilibrium diffusivity, viscosity, hydrodynamic radius when using two different friction coefficient for DPD thermostat

<table>
<thead>
<tr>
<th>Friction Coefficient</th>
<th>$D_0$</th>
<th>$\eta$</th>
<th>$R_H$</th>
<th>$R_{geometric}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>0.0117</td>
<td>8.41</td>
<td>0.405</td>
<td>0.5</td>
</tr>
<tr>
<td>5.0</td>
<td>0.0065</td>
<td>22.41</td>
<td>0.273</td>
<td>0.5</td>
</tr>
</tbody>
</table>

It is found that hydrodynamic radius is closer to its geometrical radius if friction coefficient is assigned to be 1. From the perspective of implementation, the effect of using a larger friction coefficient helps to control the temperature of simulation cell more effectively under high shear rates than a smaller one. But the consequence of a smaller hydrodynamic radius remains to be elusive.

Based on this investigation of the solvent medium, we then suspend nanoparticles at three volume fractions into the solvent cell. We began by suspending ellipsoidal particles, with a major axis of 9, and a minor axis of 3. Such aspect ratios proved to be too time-consuming to simulate in a reasonable time; therefore, to obtain preliminary results, a spherocylinder model is adopted to allow consideration of a smaller system size. The particles we used initially have an aspect ratio of 3, with the length of the major axis set to be 3, and the length of minor axis set to be 1.

1.4.2.1.1 Volume fraction definition

For a spherocylinder of aspect ratio p, the volume of a spherocylinder is defined based on the particle geometry according to the following definition:

![Figure 1-20 Schematic drawing for a spherocylinder particle with aspect ratio of 3](image)
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where \( D \) is the diameter of the hemisphere, and \( L \) is the length of the spherocylinder body. Hence, the definition of the volume fraction is defined as

\[
\text{vol\%} = \frac{Nv_0}{V_{\text{box}}}
\]

where \( N \) stands for total number of spherocylinders.

The solvent number density within fluid phase is kept to a value of 0.868 throughout the simulation systems, as the effect of changing the volume fraction is investigated, as the same osmotic pressure needs to be maintained throughout. This is achieved by dividing the number of solvent beads by the volume after deducting the particle volume from the total volume of the simulation cell.

<table>
<thead>
<tr>
<th>Table 1-9 System specifics for three systems investigated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volume fraction</td>
</tr>
<tr>
<td>No. spherocylindrical particles</td>
</tr>
<tr>
<td>No. solvent beads</td>
</tr>
<tr>
<td>Simulation cell length</td>
</tr>
<tr>
<td>Particle number density</td>
</tr>
</tbody>
</table>

Three systems corresponding to different volume fractions have been investigated: one contains 1.52% of spherocylinders, one contains 4.97%, and the other contains 9.16% of spherocylinders. These choices of volume fractions are explained below. The medium is composed of a simple solvent. In order to be consistent with Doi and Edward’s theory, we compare the particle number density with the concentration regime defined by Doi and Edward. For 1.52%, the number
density results in a dilute suspension, defined as \( < \frac{1}{L^3} \), whereas at 9.16\% the system results in a so-called semi-dilute regime, defined as \( \frac{1}{L^3} \ll \nu \ll \frac{1}{dL^2} \).
Table 1-10 Particle number density and its concentration regime

<table>
<thead>
<tr>
<th>Volume fraction</th>
<th>Particle number density (ν)</th>
<th>νL³</th>
<th>νL²d</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.52%</td>
<td>0.007</td>
<td>0.19</td>
<td>0.06</td>
</tr>
<tr>
<td>4.97%</td>
<td>0.024</td>
<td>0.65</td>
<td>0.22</td>
</tr>
<tr>
<td>9.16%</td>
<td>0.044</td>
<td>1.19</td>
<td>0.40</td>
</tr>
</tbody>
</table>

The system is updated by the microcanonical NVE ensemble at a temperature of $T^* = kT/\varepsilon = 0.5$. A range of shear rates from $5 \times 10^{-4}$ to 0.5 were investigated. Similar to the method described above for the solvent system, a fixed amount of strain is applied to each volume fraction at all shear rates. A good reference point at which to stop shear would be the moment when a linear velocity profile has been established across the simulation cell. In this work, a strain of 50 is applied to the lowest volume fraction, and a deformation amount of 200 is applied to both the 4.97% and 9.16% volume fraction systems.

The viscometric functions, such as shear viscosity and the normal stress differences $N_1, N_2$ are extracted from the pressure tensor as computed by LAMMPS,

$$P_{ij} = -\frac{1}{V} \left( \sum_k^n m_k v_{ki} v_{kj} + \sum_k^n r_{ki} f_{kj} \right)$$

where $V$ is the system volume, $i, j, k = x, y, z$.

For accuracy, the stress tensor data are only used when a linear velocity profile has been established. Based on the following viscometric functions, I obtained the results in the following section.

$$\eta(\dot{\gamma}) = -\frac{P_{12}(\dot{\gamma})}{\dot{\gamma}}$$
Shear viscosity data are plotted against the dimensionless shear rates applied to the system. Then the data are fit into Carreau-Yasuda model.

\[ \eta = \eta_0/[1 + (\lambda \dot{\gamma})^{2(1-n)/2}] \tag{1-29} \]

where \( \eta \) is apparent viscosity, \( \eta_0 \) is zero shear viscosity, \( \lambda \) is relaxation time, \( p \) is shear thin index. Table 1-11 shows the fitting results of zero shear viscosity \( \eta_0 \), relaxation time \( \lambda \), and shear thin index \( p \) for each suspension, as well as for suspending medium. Figure 1-21 shows both simulation results, as well as the fitting results.

**Table 1-11 Fitting parameters for Carreau-Yasuda model of apparent viscosity and apparent shear rate**

<table>
<thead>
<tr>
<th>( \phi )</th>
<th>( \eta_0 )</th>
<th>( \lambda )</th>
<th>( n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solvent</td>
<td>22.6</td>
<td>87.1</td>
<td>0.71</td>
</tr>
<tr>
<td>0.0152</td>
<td>29.6</td>
<td>193.9</td>
<td>0.71</td>
</tr>
<tr>
<td>0.0497</td>
<td>62.2</td>
<td>678.1</td>
<td>0.66</td>
</tr>
<tr>
<td>0.0916</td>
<td>151.4</td>
<td>1499.0</td>
<td>0.56</td>
</tr>
</tbody>
</table>
Figure 1-21 Apparent shear viscosity as a function of apparent shear rate for suspensions containing particle loadings of volume fraction 1.52%, 4.97%, and 9.16% (circles). Lines show the fitted results for Carreau-Yasuda model. The data agrees very well with Carreau-Yasuda model.

In order to compare our results to other literature findings, relative viscosity is obtained by rescaling apparent viscosity data at each shear rate by the zero shear viscosity of suspending medium at corresponding shear rate, and the dimensionless shear rates are rescaled by rotational Peclet number $Pe_r$, which is a quantity that controls the cross-over from Brownian behavior to non-Brownian behavior of a fluid suspension. It is also a measure for the flow intensity with respect to perturbation from Brownian motion.

A rotational Peclet number is defined as
\[ Pe_r = \frac{\dot{\gamma}}{D_r} \]  \hspace{1cm} 1-30

where \( \dot{\gamma} \) is apparent shear rate, and \( D_r \) is rotational diffusivity.

A rotational diffusivity of a spherocylinder is defined as

\[ D_r = \frac{3D_0}{\pi L^2} \left( \ln p - 0.662 + \frac{0.917}{p} - \frac{0.05}{p^2} \right) \]  \hspace{1cm} 1-31

where \( p \) is the aspect ratio of a spherocylinder and \( L \) being the length of the cylindrical body part of the spherocylinder. \( D_0 \) is defined as

\[ D_0 = \frac{k_BT}{\eta_s L} \]  \hspace{1cm} 1-32

where \( \eta_s \) the zero shear viscosity of suspending medium, and \( L \) being the length of cylindrical part of a spherocylinder.

We then plot relative viscosity as a function of rotational Peclet number at different volume fractions at the regime where solvent does not exhibit as non-Newtonian fluid. Deborah number can be used to quantify the non-Newtonian nature of a suspension. Deborah number is the product of relaxation time \( \lambda \) and apparent shear rate \( \dot{\gamma} \). Fluids exhibit shear thin behavior when Deborah number is greater than 1. Therefore, to exclude the non-Newtonian effect of suspending medium on the rheological behavior of particulate suspensions, the data is plotted upto a shear rate of 0.01, corresponding to a solvent Deborah number of 0.871. This regime guarantees us a Newtonian behavior of the suspending medium.

By fitting the data into Carreau model, fitting parameters are obtained and tabulated in Table 1-12.

\[ \frac{\eta - \eta_0}{\eta_0 - \eta_\infty} = \left[ 1 + (\lambda Pe_r)^2 \right]^{\frac{n-1}{2}} \]  \hspace{1cm} 1-33
Figure 1-22 shows relative viscosity of particulate suspension containing three different amounts of particle loadings plotted against rotary Peclet number.

Table 1-12 shows the fitting results for relative viscosity and rotary Peclet number for Carreau model.

Figure 1-22 Relative viscosity as a function of rotary Peclet number for suspensions containing different amounts of particle loadings.
Table 1-2 Fitting parameters for Carreau model of relative viscosity and apparent shear rate

<table>
<thead>
<tr>
<th>$\varphi$</th>
<th>$\eta_0$</th>
<th>$\eta_\infty$</th>
<th>$\lambda$</th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0152</td>
<td>1.37</td>
<td>0.98</td>
<td>1150</td>
<td>0.94</td>
</tr>
<tr>
<td>0.0497</td>
<td>2.80</td>
<td>0.46</td>
<td>409</td>
<td>0.71</td>
</tr>
<tr>
<td>0.0916</td>
<td>6.13</td>
<td>2.17</td>
<td>362</td>
<td>0.56</td>
</tr>
</tbody>
</table>

From the fitting, we can see a more distinct shear thin phenomenon indicating by the decrease in shear thin index $n$. This finding is consistent with the observations from the early work of fiber suspension Gannani and Powell, an increase in spherocylinder particle loadings in suspensions increased the shear thinning nature of the fluid; in addition, the relaxation time also increases when particle loading increases, as rods introduce a relaxation time $1/D_r$.

To validate our simulation results, it is worthwhile to compare viscosity measurement from simulation results to experimental studies. Fiber suspensions contain high aspect ratio particles; hence a more interesting comparison is going to be made by comparing particulate suspensions containing elongated particles with
moderate aspect ratio. In Bricker and Butler’s studies, relative viscosity measurements containing polystyrene particles at multiple volume fractions with aspect ratio of 4 and 7 have been carried out. Figure 1-23 shows the results from his work that we would further compare our results to.

One thing to notice is that the rotary Peclet number range is complementary to the range of Peclet number that we have studied. To compare results from our work to Butler’s work, we first fit his data into a model that describes both power law behavior of the suspension as well as the second Newtonian plateau. Secondly, we plot the viscosity measurement results in a same plot with Butler’s experiment results. By doing so, we can have a general idea between simulation results and experimental studies.

First, we fit our data into the following model

\[ \mu(\gamma) = \mu_{inf} + bPe_r^{n-1} \]  

1-34
This fitting helps us to find out the value of the second Newtonian plateau, as well as the shear thin index $n$. The shear thin index $n$ can be used to compare with the fitting with Carreau model for the simulation results. This model gives very good fitting for both particulate suspensions, as shown in Figure 1-24.

Figure 1-24 Data adapted from Bricker and Butler’s results suspension relative viscosity as a function of shear rate of suspension containing aspect ratio 4 (upper plot), and aspect ratio 7 (lower plot). Lines show the fitting results.
Table 1-13 Fitting parameters for Butler’s data

<table>
<thead>
<tr>
<th>Aspect Ratio</th>
<th>$\varphi$</th>
<th>$\mu_{inf}$</th>
<th>$b$</th>
<th>$n$</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.031</td>
<td>0.9108</td>
<td>3.532</td>
<td>0.79</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>0.046</td>
<td>1.214</td>
<td>21.51</td>
<td>0.59</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>0.055</td>
<td>1.176</td>
<td>23.28</td>
<td>0.63</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>0.079</td>
<td>1.216</td>
<td>43.68</td>
<td>0.62</td>
<td>0.99</td>
</tr>
<tr>
<td>4</td>
<td>0.103</td>
<td>1.407</td>
<td>122.6</td>
<td>0.54</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>0.127</td>
<td>1.414</td>
<td>186.2</td>
<td>0.54</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>0.012</td>
<td>1.125</td>
<td>3.384</td>
<td>0.54</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>0.032</td>
<td>1.388</td>
<td>74.37</td>
<td>0.38</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>0.045</td>
<td>1.510</td>
<td>18.18</td>
<td>0.59</td>
<td>0.99</td>
</tr>
<tr>
<td>7</td>
<td>0.058</td>
<td>1.720</td>
<td>56.29</td>
<td>0.53</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>0.074</td>
<td>2.207</td>
<td>178.6</td>
<td>0.44</td>
<td>0.99</td>
</tr>
</tbody>
</table>

By comparing the shear thin index from the results of Butler’s work and this work, Figure 1-25, we can see the shear thin behavior of suspensions from this work is comparable to Butler’s with suspensions containing particles with aspect ratio 4.
Figure 1-25 Comparison of shear thin index at various volume fraction. Data is plotted with data from Bricker and Butler.

Also, it appears that relative viscosity in this study levels off at high rotary Peclet number on order 10-100, which contradicts Butler’s observation that suspension exhibit shear thinning for much higher rotary Peclet number.

For the suspension containing the lowest volume fraction, we also compared our data to theoretical calculation. The theoretical work that have been compared to are H. Brenner’s\textsuperscript{46} and I.Claeys and JF Brady’s\textsuperscript{47}, where both of them have studied dilute particulate suspension containing particles’ aspect ratio of 3, which is the same as this work.

By fitting relative viscosity and apparent shear rate into Carreau model, we obtained relative viscosity at the low shear rate plateau. The Brownian stress contribution to zero shear rate viscosity results from an $O(Pe)$ perturbation to the orientation distribution. This small deviation
from isotropic is important for getting low Pe viscosity. Therefore, it is comparable to Claeys and Brady’s calculation of homogenous anisotropic particle suspension.

**Figure 1-26 Comparison of reduced viscosity from this simulation work and to Claeys and Brady,1993**

In Claeys’ study, Brownian motion is not taken into consideration; hence, the contribution of Brownian stress is zero, while in our scenario, Brownian motion is accounted for. Therefore, it is expected to see a larger value in our data with respect to Claeys’ data. However, we do not have sufficient data to see the linear relationship as a function of volume fraction as seen by Claeys at low volume fraction.

Brenner calculated the intrinsic viscosity of dilute suspension, taking Brownian motion into consideration. Therefore we compare the intrinsic viscosity data from the lowest volume fraction to Brenner’s results of suspension containing particles with aspect ratio of 3 from the roatry Peclet number range from 0 to 60. Our data is much larger than that of Brenner’s over the same range of Peclet number.
Intrinsic viscosity as a function of apparent shear rate, comparing to Brenner’s dilute theory

The intrinsic viscosity value from our simulation is much larger than the theoretical prediction from Brenner’s dilute theory. It could be attributed for the following three reasons: 1) a non-continuum effect caused by a comparable size between suspending particle and solvent molecule size, this aspect is discussed in section 1.4.2.2.2; DPD thermostat has been given a too high friction coefficient, which artificially increased the value of viscosity; 3) particles aggregation caused by either shear effect or by the mis-assignment on interaction energy parameter.

In this work, the author is interested in relating the microstructure of the particulate suspension, such as particle alignment, orientation distribution function (ODF) and how to use them to account for its rheological behavior, such as shear viscosity. In addition, we would like to additionally investigate the existence of non-continuum effect on rheological behavior that could be possibly caused by a comparable size between suspending particle and solvent molecule.

The first aspect is studied by obtaining positional information of molecules from simulation to post process these information to get snapshots of particle alignment, orientation distribution
function, as well as average moments information. On the other hand, the second aspect of this study is informed from comparing moments calculation from simulation with Brenner’s dilute theory prediction.

1.4.2.2 Particle alignment and Orientation Distribution Function (ODF)

As discussed in the Introduction to this thesis, chapter one, the particle orientation has a significant effect on the rheology of the suspension. A direct visualization of particle alignment within the same suspension system establishes a self-explanatory relationship between microstructure and its effect on rheology.

1.4.2.2.1 Particle alignment

The competition between Brownian forces and hydrodynamic forces determines particle alignment. It is significant to identify the particle alignment in a quiescent environment. For concentrated systems, depending on the volume fraction, a quiescent suspension undergoing Brownian motion may still exhibit complex structure and ordering. In contrast, for dilute suspensions, Brownian motion should result in a random state. Accordingly, we examine particle alignments in two conditions, at $Pe_r = 0$ and at finite $Pe_r$.

Both dilute and semi-dilute suspensions at $Pe_r \rightarrow 0$ are expected to exhibit a random distribution state. As $Pe_r$ increases, hydrodynamic force will begin to dominate, and hence particles will tend to become more aligned. We observed that, at each volume fraction, we can see more particle alignment along the flow field as $Pe_r$ increases. Comparing the change in particle alignment from $Pe_r$ from 0 to 8, corresponding to the dilute and semi-dilute regimes respectively, we observe more alignment associated with a semi-dilute suspension.
1.4.2.2.2 Orientation Distribution Function (ODF)

In order to further quantify the change in shear-induced microstructure, we plotted the unit principal vector on a unit sphere. The unit principal vector is defined as the vector pointing from the center of mass of the particle toward the tip of the particle. To allow fair comparison, each orientation distribution function plot contains 4000 particles.

Each ODF is plotted in three views, which are flow-gradient, flow-vorticity, gradient-vorticity, so as to compare the effect of flow on particle orientation. By comparing ODF at the same volume fraction but different shear rates, see Figure 1-29, we can tell by ODF the effect of flow enhances the migration of particles to direction of flow.

Figure 1-28 Particle alignment in two volume fractions at $Pe_r = 0$ and finite $Pe_r$
Figure 1-29 Orientation distribution function (ODF) for suspensions containing 1.52% and 9.16% particle loadings at $Pe_r$ of 8.62 and 17.24. The ODFs are plotted in three views, flow-gradient, flow-vorticity, and gradient vorticity. They are used to observe the effect of shear on particle alignment at different volume fractions.
The effect of concentration on particle orientation can be extracted by comparing ODF of three particulate suspensions under the same shear rate. As shown in Figure 1-30, although quite subtle, it could still be told that 9.16% volume fraction are the most susceptible to the flow effect: it exhibits the most migration of particles toward the flow direction.
Figure 1-30 Orientation distribution function for suspensions containing volume fraction at 1.52%, 4.97%, 9.16% at the same shear rate $Pe_r = 8.62$. This is used to see how concentration regime would contribute to particle alignment.

This observation is consistent with Doi-Edward theory, as $nl^2$ increases up to a value larger to 1, the particles interact with each other through steric interaction, therefore causing a decrease in rotary diffusivity, and this decrease in diffusivity gives more alignment. The increased alignment increases the Brownian stress which results in a higher zero shear viscosity. However, the increased particle alignment reduced the hydrodynamic stress. This is again consistent with the
visualization from Figure 1-28, where at high Peclet number, the particles are more aligned along the flow field than its counterpart at lower volume fraction.

We then non-dimensionalize the relaxation time $\lambda$ by the rotary diffusivity $D_r$ for an isolated particle. Since $\langle u(t)u(t+\tau) \rangle = \exp(-4D_r\tau)$, $\frac{0.25}{D_r}$ is therefore the rate of decay of orientation correlation function for dilute rods.

**Table 1-14 $\lambda D_r$ at each volume fraction $\phi$**

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>$\lambda D_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0152</td>
<td>0.112</td>
</tr>
<tr>
<td>0.0497</td>
<td>0.393</td>
</tr>
<tr>
<td>0.0916</td>
<td>0.840</td>
</tr>
</tbody>
</table>

From 4.97% suspension, we can see the value of $\lambda D_r$ is larger than 0.25. This indicates that the particles do not rotate freely, whose motion rather are interfered by additional disturbances, could be steric interaction, or could be due to aggregation effects caused by either shear or simulation artifacts.

1.4.2.2.3 Average Orientation Moments

Moments are computed first to further quantify the orientation of spherocylinder particles. This is done by taking the ensemble average of principal unit vector p, which is defined as the vector pointing from center of mass of each particle to the front tip of the spherocylinder.

\[
< p_i p_j > = \frac{1}{N} \sum_{1}^{N} (p_i^N)(p_j^N)
\]
\[ \langle p_i^2 p_j^2 \rangle = \frac{1}{N} \sum_{1}^{N} (p_i^N)^2 (p_j^N)^2 \]

In addition, as we would also like to address the question how the effect of non-continuum would affect the flow behavior, if ever existing. Therefore, first of all, it is necessary to first check if the non-continuum effect exists. We then compared our computation to the orientation calculation from Brenner’s dilute theory. Brenner has computed not only intrinsic viscosity of a dilute suspension of axisymmetric Brownian particles, but also the goniometric factor which can be converted in terms of orientation moment information.

\[ p_x = 2 \sin\theta \cos\varphi \]
\[ p_y = 2 \sin\theta \sin\varphi \]
\[ p_z = \cos\theta \]

The quantities that we have compared to with Brenner’s results are intrinsic viscosity, which is defined as

\[ [\eta] = \lim_{\varphi \to 0} \frac{\eta - \mu_0}{\varphi \mu_0} \]

where \( \eta \) is the apparent viscosity of the dilute particulate suspension, \( \mu_0 \) being the solvent medium viscosity, and \( \varphi \) being the volume fraction of the dilute suspension.

The goniometric factors from Brenner’s work that we have compared to are \( \langle \sin^2\theta \sin 2\varphi \rangle \) and \( \langle \sin^2\theta \rangle \), and these two quantities can be converted to moments information based on the following trigonometric relationship:

\[ \langle p_z^2 \rangle = 1 - \langle \sin^2\theta \rangle \]
\[ \langle p_x p_y \rangle = \frac{1}{2} \langle \sin^2\theta \sin 2\varphi \rangle \]
Assuming 1.52% particulate suspension is a dilute suspension, therefore, by applying the definition of intrinsic viscosity to this particulate suspension.

The data is also plotted with Brenner’s data on a same plot to see the deviation from theoretical prediction, as shown in Figure 1-27.

From the plot we can see a large discrepancy from Brenner’s work and results from this work. The origin of this large discrepancy could be due to either simulation artifacts such as a too large DPD friction coefficient, a mis-assignment of interaction potential that could very likely cause aggregation during the shear flow, or it could be caused by non-continuum effect.

To investigate the effect of non-continuum effect, we compare our moments’ information to Brenner’s calculation on goniometric factor. Figure 1-31 and Figure 1-32 show these two comparisons. The data from this simulation work align quite well with Brenner’s work at especially low Peclet number very well. This being said, the particles are aligned in a right way under Brownian motion as well as hydrodynamic stress even when the continuum hypothesis even holds. It further implies any non-continuum effect does not seem to influence the orientation moments – or in other words the suspension structure. It is possible that non-continuum could have more effect on the stress for a given structure than it does on the structure itself. Therefore, the discrepancy can then be attributed to the simulation artifacts. Future work needs to be carried out more carefully to obtain more reliable rheological results.
Figure 1-31 Comparison on $\langle p_x p_y \rangle$ of this simulation work and Brenner’s calculation based on dilute theory

Figure 1-32 Comparison on $\langle p_z^2 \rangle$ of this simulation work and with Brenner’s calculation based on dilute theory
1.4.3 Suggestions for future studies

The motivation for this study would be to see the discrete solvent and particle orientation effects in a simulation where there is no particle-particle interaction or aggregation. Therefore, the interaction potential parameters will be modified to result in a zero Hamaker constant. To result in a zero Hamaker constant, a simple way is to assign the interaction energy between solvent and particle one half of that between solvent and solvent.

On the other hand, in order to conserve the available time and computer resources, rather than running multiple-particle simulations, we designed systems containing one single particle with volume fractions in the dilute regime. In this regime, since the particles do not interfere with each other, running a single-particle simulation is the same as running multiple-particle simulations, but the average period should be extended to long enough to obtain good statistical data for stress computation. For non-equilibrium simulations, each simulation cell is applied with an amount of deformation equal to 1000.

1.4.3.1 Non continuum effect

In our simulation, due to the fact that the size of the particles is comparable to that of the solvent molecules, treating solvent as a continuum is no longer an appropriate assumption. Therefore, it is interesting to investigate the effect of non-continuum fluid behavior on suspension rheology.

We designed our study to first investigate how intrinsic viscosity deviates from continuum prediction due to the impact of a discrete solvent environment. We designed suspension systems containing only a single sphere at volume fractions up to 0.03. For each suspension, we imposed a simple shear flow and determined the zero-shear viscosity corresponding to that volume fraction. Therefore, the slope of the relationship between the reduced shear viscosity and
the volume fraction will inform us of the intrinsic viscosity. As the size of the particle increases, the non-continuum effect should get weaker, and hence it is more appropriate to treat the solvent as a continuum. We then increase the size of the suspending particles and expect the difference between the intrinsic viscosity in the simulation and the theoretical prediction to become smaller.

### 1.4.3.2 Particle moments calculation from single particle system

The following chart tabulated the systems and particle specifications we have designed. We also designed systems containing non-spherical particles of different shapes and aspect ratios. The same protocol applied previously to the case for spheres is adopted to study prolate particle suspensions. **Table 1-15** summarizes the systems that we have designed to conduct this study.

<table>
<thead>
<tr>
<th>Particle Shape</th>
<th>Size Specifics</th>
<th>Aspect Ratio</th>
<th>Volume Fraction</th>
<th>Shear rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sphere</td>
<td>Diameter: 3</td>
<td>1</td>
<td>0.5%, 1%, 1.5%, 2%, 2.5%</td>
<td>Equilibrium; 0.0025; 0.005; 0.01</td>
</tr>
<tr>
<td></td>
<td>Diameter: 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spherocylinder</td>
<td>Long axis (a) = 3</td>
<td>3</td>
<td>1%, 1.5%, 2%, 2.5%</td>
<td>Equilibrium; 0.0025; 0.005; 0.01</td>
</tr>
<tr>
<td></td>
<td>Short axis (b) = 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Long Axis (a) = 11</td>
<td>11</td>
<td>0.1%, 0.5%</td>
<td>Equilibrium</td>
</tr>
</tbody>
</table>
Figure 1-33 Suspending particles considered in this study. a) sphere, D=3 b) sphere, D=5 c) spherocylinder, aspect ratio 3, major axis length 3, minor axis length 1 d) spherocylinder, aspect ratio 11, major axis length 11, minor axis length 1

We were inspired by work from Petrich and Cohen,\textsuperscript{20} where they related fiber orientation distribution in order to account for the stress-microstructure relationship. This work compared their experimental findings to theoretical predictions. To investigate the non-continuum effect on anisotropic particle systems, we would also like to compute the moments information from the orientation distribution, and then to relate these to the rheology predicted by continuum theory.

These moments information are as follows:

\[ \langle p_x^2 p_y^2 \rangle, \langle p_x^3 p_y \rangle, \langle p_x p_y^3 \rangle, \langle p_x p_y p_z^2 \rangle \]

Shear stress, normal stress differences can be expressed in terms of particle moment information.

\[ \sigma_{12} = \mu \dot{\gamma} (\langle p_x^2 p_y^2 \rangle) \]

\[ N_1 = \sigma_{11} - \sigma_{22} = \mu \dot{\gamma} (\langle p_x^3 p_y \rangle - \langle p_x p_y^3 \rangle) \]

\[ N_2 = \sigma_{22} - \sigma_{33} = \mu \dot{\gamma} (\langle p_x p_y^3 \rangle - \langle p_x p_y p_z^3 \rangle) \]
It is worth noting that Petrich’s results are for non-Brownian high aspect ratio suspensions and more general results can be found in Brenner, Leal and Hinch.

1.5 Conclusion

In our preliminary studies, we studied particulate suspension containing spherocylinder particles of a moderate aspect ratio of 3 at three volume fractions. We compared shear-induced particle alignment information at different volume fractions in order to understand the contribution of hydrodynamic forces to the particle alignment and how, in turn, this alignment affects the rheology. Using stress computation, direct visualization within the suspension allows us to explain the origin of shear thinning. Orientational distribution functions are used to observe the migration of particles when subjected to shear flow. With comparison to early work by Brenner based on dilute theory, we confirmed that the non-continuum effect does not necessarily exist for this particulate suspension system. Future work will be focused on microstructure-property relationship study on how orientation distribution, average moments can be associated with suspension’s bulk behavior.
2 DYNAMICS OF LIVING PARTICLE SUSPENSIONS BY FLUID PARTICLE DYNAMICS

2.1 Introduction

Active suspensions have drawn drastic interest within the past several years. Examples of active suspensions are suspensions contain self-propelled microorganisms, swimming cells, and artificial micro-swimmers \(^{49-51}\). Self-motility results in new properties of active suspension comparing to passive particle suspensions \(^{52}\). Typical examples of active suspensions are suspensions of micro-algae, bacteria and sperm \(^{53,54}\). Study of such active systems has fundamental meaning \(^{52}\), as well as in various technological applications \(^{55-57}\), in ecology \(^{58}\), and in medicine \(^{59}\).

Depending on swimming mechanism of each type of micro-swimmers which results in hydrodynamic interaction between swimmers in suspensions, various interesting phenomena have been reported. Among them: complex rheological behavior of micro-swimmer suspensions \(^{52,60,61}\); pattern formation in bacterial suspensions \(^{56,62}\); complex motions, enhanced diffusion and spatial correlation in micro-swimmer suspensions \(^{55,63,64}\); phototaxis and bioconvection in suspensions of phototactic micro-swimmers \(^{65,66}\).

2.1.1 Two types of microswimmers

There are two main categories of micro-swimmers: puller-type and pusher-type. One typical representative for puller-type micro-swimmers is Chlamydomonas Reinhardtii (CR), which is a type of green, micro-algae.,see Figure 2-1 (a) (b). Typical examples for pusher-type micro-swimmers are bacterias like Escherichia coli, bacillus subtilis; human spermatozoa, and artificial
microswimmers, see Figure 2-1 (c)-(g). Motility of pusher-type micro-swimmers are enabled by posterior anchored flagella.

It is classified based on the how the forces are exerted by the flagella on the surrounding medium. Puller-type micro-swimmers pull the surrounding fluid backward with their front anchored flagella and hence accomplish the forward motion. On the other hand, pusher-type
micro-swimmers propel themselves forward by pushing the fluid backward with their posterior anchored flagella along their moving axis.

![Velocity fields and streamlines of two types of micro-swimmers: a) puller-type; b) pusher-type. Brown arrows indicate the moving direction, force dipoles are indicated by the pink and red arrows.](image)

**Figure 2-2** Velocity fields and streamlines of two types of micro-swimmers: a) puller-type; b) pusher-type. Brown arrows indicate the moving direction, force dipoles are indicated by the pink and red arrows. 67.

### 2.1.2 Experimental findings: control of microswimmer suspension using both flow and light 68

In this study, Chlamydomonas Reinhardtii (CR) is studied, which is a type of microalgae. Other than the fact that it is a puller type microswimmer, it is also phototactic: the algae swim toward a light source. Currently, there is an emerging research involved with understanding how microswimmer can self-organize under external stimulus and flow.

Experiments were carried out where a suspension of micro-algae are subject to a Poiseuille flow as well as light exposure. Similar to what Kessler 69 has discovered in 1985, when he studied a suspension of gravitactic alga subject to gravity, he found the suspension experienced self-focusing of remixing depending on the vertical orientation of the Poiseuille flow; it is found that the phototactic nature of CR can be used to control the motion of the suspension when it is subject to Poiseuille flow. With the combination of flow vorticity and phototaxis, algae
suspension is found to be able to concentrate along the center of flow – a self-focusing phenomenon shown in Figure 2-3. A bright field microscope is used to collect the traces of microswimmers in a square channel of 1mm × 1mm. A light source can be placed either upstream or downstream as shown in Figure 2-4. Since the Reynolds number associated with swimming alga is about $2.5 \times 10^{-4}$, it is weak enough that for passive particles they are only able to rotate in a Poiseuille flow with no net migration cross-stream. However, it is not quite the case in microswimmers: when there is no light exposure, the microswimmers rotate responding to the flow, and as there is no preferred orientation, they oscillate in a very small scale and hence observed as no net translation cross stream; however, when there placed a light source upstream, the microswimmers are observed to migrate cross-stream and focus along the center of flow.
Moreover, the self-focusing phenomenon is found to be flow rate sensitive. It is only observed within a flow rate range from 0.03 ml/min to 0.09 ml/min, which in terms of shear rate averaged between the center of the squared channel and the walls gives 1.0 s$^{-1}$ to 3.0 s$^{-1}$, as shown in Figure 2-5. Beyond this range, the flow is either so low that is insufficiently strong for
microswimmers to concentrate or too high that microswimmers do not have time to reorient. To explain this physical fact, here we introduce a dimensionless number $D_1$, which is defined as the product of wall shear rate and cell reorientation time, refer to section 2.6.3 for more details. When $D_1$ is $\sim O(1)$, the self-focusing phenomenon can be observed. The experimental conditions that led to the observation of self-focusing fall into this regime, otherwise, self-focusing phenomenon is not observed.

Figure 2-5 Probability distribution function of CR in the Poiseuille flow. Inlet: Half band width as function of the flow rate.
On the other hand, this self-focusing phenomenon is also reversible: when the light is switched on and off, self-focusing and remixing takes place alternatively responding to the external light source, as shown in a saw-tooth pattern. When self-focusing state takes place, hydrodynamic interaction is reinforced by the concentration of the cells around the center. However, when the light is turned off from the focusing state, hydrodynamic interactions and self-diffusivity between the cells then cause themselves to mix back in the fluid.

![Figure 2-6 Band width of CR at a flow rate of 0.06 ml/min, with light exposure interval of 2.5 seconds.](image)

The discovered self-focusing phenomenon from experiments is believed to be a promising solution to remove the excess water during biofuel algal production, which is the current bottleneck challenge for this process. However, to realize this goal, on the other hand, this discovery needs to experience the scaling-up challenge so as to succeed in industrial applications. Regardless of these challenges, it is still interesting to further understand the
underlying mechanisms so as to better contribute to the solution, in our group, we proposed a theoretical model and to approach this problem from numeric simulation. This work is from a theoretical perspective and hence targets at providing insightful explanation to the observed physical phenomenon.

2.2 Micro-swimmer Model and Light Effect Mechanism

2.2.1 Micro-swimmer Model - A dipole force model

The model we employed accounts for the propulsive forces exerted by a pair of front-anchored flagella onto the medium as a pair of downward pointing forces; and the drag force exerted by the body on the surroundings is represented by the upward pointing force\textsuperscript{67}. Figure 2-7 demonstrates the model employed in this work.

The micro-swimmer particle is a force-free and torque-free particle due to the fact that each particle is an isolated body and neutrally buoyant due to absence of sedimentation, and therefore the viscous drag force has to be balanced by the self-propulsive force when the particle is in motion. However, even though the cell is torque-free, it can still change orientation due to light attraction.

To be able to reproduce exactly the behavior of flagella is very difficult due to the back-and-forth, non-reciprocal motion. Nonetheless, the beating frequency of the flagella is high enough that we can thus represent the forces exerted by the flagella onto the medium by a pair of downward pointing force, as shown in the model. It is hence a temporal average of a series of instantaneous beating motion of flagella in one single stroke.
2.2.2 Light effect

Due to the photo-tactic nature of this micro-alga, it orients itself toward the direction of light after an internal response time. Each cell is initially assigned an internal response time in a random fashion from 0 to 50 τ. The reorientation time of each cell is set to be 50 τ. With τ being the simulation time unit. The time step size employed in this work is 0.001 τ. At every time step, actual simulation time is compared to the cell reorientation time. If the current simulation time is less than the cell internal reorientation time, then the internal reorientation time remains unchanged; In contrast, then the internal reorientation time is accumulated by another 50τ. The physical process of reorientation is realized by changing the relative position of flagella to the cell body. Therefore, being a torque-free and point particle, the cell changes its orientation and the direction of swimming without involving external torque exerting on the body.

2.3 Fluid Particle Dynamics

2.3.1 Introduction

The Fluid Particle Dynamics method (FPD) is used to simulate a suspension of colloidal or non-colloidal particles at low Reynolds number. It is one of the simulation methods among all the
other predominant ones, like Brownian Dynamics $^{33,70}$, Stokesian Dynamics $^{71}$ or Lattice Boltzmann method $^{72}$, that can be adopted in approaching particulate suspension problems on a continuum scale.

The concept of Fluid Particle Dynamics was initially devised by Tanaka $^{73}$ in two dimension suspension problems, and later developed by Peyla into three dimension scenarios $^{74,75}$. What makes this concept easier to implement than the conventional approaches is that one can bypass the moving boundary conditions by considering the particle region to be higher viscosity fluid particle, while the surrounding fluid medium to be with a lower viscosity region. The contrast between particle region to the surrounding fluid region is set to be a ratio which is high enough that the particle region can be seen as if it were a solid particle $^{67}$. This kind of method is also known as ‘penalty method’ $^{76}$. Moreover, the hydrodynamic interaction is automatically included as the Navier-Stokes equation is solved over the entire domain rather than only on the fluid domain.

This method is efficient when one deals with suspension of rigid particles suspending in a Newtonian medium, while it is not sufficient if one approaches suspension problems containing deformable particles, like vesicle or red blood cell, whose shapes deform upon responding to the flow.

2.3.2 Theory of Fluid Particle Dynamics

The motion of incompressible fluid is described by the Navier-Stokes equation and the incompressibility condition:

\[
\rho \left( \frac{\partial \mathbf{v}}{\partial t} + \mathbf{v} \cdot \nabla \mathbf{v}\right) = \nabla \cdot \mathbf{\sigma} + \mathbf{f} \tag{2-1}
\]

\[
\nabla \cdot \mathbf{v} = 0 \tag{2-2}
\]
where \( \mathbf{v} \) is the velocity field of the fluid, \( \rho \) is the fluid density which is assumed to be the same for the particles and the solvent. \( \mathbf{f} \) represents the external and internal force field (for example exerted by a swimmer) per unit volume acting on the fluid. The stress tensor \( \sigma \) is given by the Newtonian law:

\[
\sigma_{ij} = -p\delta_{ij} + \eta(\partial_i v_j + \partial_j v_i)
\]

where \( \eta \) is the viscosity of the fluid and \( p \) the pressure of the pressure field.

Considering a colloidal suspension containing \( n \) particles, whose existences are denoted by the auxiliary field:

\[
\varphi_n(r) = \frac{1}{2}[1 + \tanh\left(\frac{a - |r - \mathbf{r}_n|}{\xi}\right)]
\]

With \( \xi \) represents the fluid-particle interface thickness where viscosity decays from the particle viscosity \( \eta_p \) to the solvent viscosity \( \eta_s \), and \( a \) the size of the particles. So, the effective radius of the beads is \( R_{\text{eff}} \approx a + 2\xi \).

The particles are considered as more viscous fluid particle region by being assigned a higher viscosity \( \eta_p \), and the fluid region is assigned a lower viscosity \( \eta_s \). Literally, the solid particle effect will be achieved when the ratio \( \frac{\eta_p}{\eta_s} \) is set to infinity. In this work, the solid particle effect can be achieved when this ratio is set to be 100, where no flow recirculation can be found inside the particle region at this ratio.
Hence, the viscosity field of the entire suspension domain can be described by a position dependent function

\[
\eta'(r) = \eta_s + (\eta_p - \eta_s) \sum_{n=1}^{N} \varphi_n(r)
\]

with which it guarantees that at a far enough distance, the local viscosity is the solvent viscosity \(\eta_s\), while inside the particle, the local viscosity is \(\eta_p\).
Therefore, the Navier-Stokes equation can be written in the following form, where \( \eta(r) \) is the viscosity field on the whole domain.

\[
\rho \left( \frac{\partial v}{\partial t} + v \cdot \nabla v \right) = -\nabla p + \nabla \cdot [\eta(r)(\nabla v + (\nabla v)^T)] + f
\]

The Navier-Stokes equation along with the incompressibility condition \( \nabla \cdot v = 0 \) are solved numerically by the Projection Method on a three dimensional MAC grid.

### 2.4 The Projection Method

The ‘Projection Method’, which is an explicit, finite difference scheme is employed in this work to solve numerically the time-dependent Navier-Stokes equation under incompressibility condition. The explicit version of this method was proposed by Fortin et. al in 1971 based on the initial and original proposal by Chorin and Temam. The method can be divided into three main steps, and the core idea is to break down the Navier–Stokes equation into two equations by introducing an intermediate \( v^* \). The first step is to calculate the intermediate velocity \( v^* \) after discretizing equation 2-6 in time by omitting the pressure term.

\[
\frac{v^* - v^n}{\delta t} + (v \cdot \nabla) v = \frac{\nabla \eta(r)(\nabla v + (\nabla v)^T)}{\rho} + \frac{f}{\rho}
\]

\[
v^* = v^n + \delta t \left\{ \frac{\nabla \eta(r)(\nabla v + (\nabla v)^T)}{\rho} + \frac{f}{\rho} - (v \cdot \nabla) v \right\}
\]

One then calculates the divergence free velocity field \( v^{n+1} \) at time step \( n+1 \) by

\[
\frac{v^{n+1} - v^*}{\delta t} + \frac{\nabla p}{\rho} = 0
\]

Note if we combine equation 2-7 and 2-9, the introduced intermediate \( v^* \) will cancel and we will again obtain equation 2-6 discretized in time.

By taking divergence of equation 2-9 and using the impressibility condition \( \nabla \cdot v^{n+1} = 0 \), we get
\[
\n\nabla \cdot \left( \frac{\nabla P}{\rho} \right) = (\nabla \cdot \mathbf{v}^*) \delta t
\]
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Or,

\[
\Delta P = \rho (\nabla \cdot \mathbf{v}^*) \delta t
\]
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We solve numerically Poisson equation, equation 2-11 to get pressure field \( P \) by using the intermediate velocity field \( \mathbf{v}^* \), this is the second step of Projection Method. At last, one gets the velocity field at time step \( n+1 \), \( \mathbf{v}^{n+1} \) by equation 2-8.

\[
\mathbf{v}^{n+1} = \mathbf{v}^* - \frac{\delta t}{\rho} (\nabla P)
\]
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Hence we obtain the velocity field \( \mathbf{v}^{n+1} \), and pressure field \( P^{n+1} \) through Projection Method by introducing an intermediate velocity.
2.5 Simulation Details

To study the effect of flow rate and light on the flow behavior of the micro-swimmer particles, we simulate suspensions containing mono-disperse rigid spheres. A pair of force dipole is exerted on each particle, as shown in Figure 2-7. Particles are placed off lattice, while forces are placed on lattice. The micro-swimmer particles are initially distributed randomly in the simulation cell without any overlap. The simulation cell is $50\delta \times 50\delta \times 100\delta$, where $\delta$ is the mesh grid size. The diameter (D) of the suspended mono-disperse spherical particles is $6\delta$, therefore the simulation cell is $8.33D \times 8.33D \times 16.67D$ Periodic boundary conditions are applied only to the flow direction. Periodic boundary condition is applied to the flow direction, while no-slip boundary conditions are applied to the rest of the four walls of the channel.

The time step size is $0.001\tau$, with $\tau$ being 1 simulation time unit.

Initially each particle is assigned a random orientation distribution, as shown by the arrows in Figure 2-7. The arrows in this work indicate the direction of forces applied on the surrounding fluid, which is also the direction of self-locomotion.

The pressure gradient that has been investigated in this work varies from 0.2 to 0.8. Two suspensions containing 10 and 50 micro-swimmer particles have been carried out, corresponding to volume fraction 0.45% and 2.26% respectively.

Both continuous and intermittent light source have been employed in the investigation of light effect. The interval of intermittence for switching on and off the light source is four times the internal response time of each micro-swimmer particle.

In simulation units, the viscosity of the suspending medium is given to be 1. The amplitude applied on the body is 10. The density of particle is the same as that of the medium, and is set to be 1.
Figure 2-10 Velocity field around one micro-swimmer 67

Figure 2-11 Streamlines around one micro-swimmer 67
2.6 Evaluation of Properties

2.6.1 Lateral Cluster Size

To quantify the dynamic change associated with the suspension, we define the lateral direction cluster size as the product of average pair distance in x and y direction.

The average pair distance in x and y direction is defined as following:

\[
\bar{x} = \frac{2}{N(N-1)} \sum_{i,j} |x_i - x_j|, \quad i < j 
\]

\[
\bar{y} = \frac{2}{N(N-1)} \sum_{i,j} |y_i - y_j|, \quad i < j 
\]

Then the lateral cluster size is defined as:

\[
\text{Area} = \bar{x} \times \bar{y}
\]

Following the lateral cluster size definition, in this work, we further define lateral cluster width is defined as

\[
\delta = \sqrt{\text{Area}}
\]

For a fair comparison between experiments and simulation, we plot \( \delta / D_p \), with \( D_p \) being the diameter of the particle, against \( T / \tau_p \).

2.6.2 Average number of clusters along flow direction

To quantify the flocculation and clustering effect along z-direction, a different method has been adopted to straightforwardly represent the local structure of the suspension.

Each bin has a size equal to \( 5\delta \), this value is comparable to the particle diameter. Therefore for a simulation cell with length equal to \( 100\delta \), there are 20 bins along the flow direction.
At each time step, the particles are binned accordingly into each bin based on their center-or-mass position. Hence, in this work, we define a cluster as regions containing consecutively non-zero binning. Therefore, the number of clusters are simply the number of non-zero binning zones.

We then average the data within every 500 timesteps, corresponding to every 50 $\tau$.

### 2.6.3 Scaling and Dimensionless numbers

#### 2.6.3.1 Scaling

The length scale in simulation is mapped back to experiments by matching the size of one single micro-alga whose typical size is $10 \mu m$, with one simulation particle, whose size is $6 \delta$, with $\delta$ being the grid size, where $1\delta = 1.667 \mu m$ The simulation is performed to have one particle placed in the center of the simulation channel with exposure to light only, and no pressure differential across the channel. Periodic boundary conditions are applied to the flow direction only.

![Figure 2-12 Single Particle Trace with only light exposure](image)

Figure 2-12 Single Particle Trace with only light exposure
The cell velocity in simulation is found to be $0.078 \, \delta/\tau$, where $\tau$ is the simulation time unit. Hence, we found

$$1\tau = 0.0026 \text{ sec}$$

### 2.6.3.2 Dimensionless numbers

Based on the suspending medium viscosity and force amplitude exerted on the micro-swimmer, the swimming speed of micro-swimmer is found to be 0.0167. This results in a particle Reynolds number of 0.1.

$$Re^p = \frac{\rho v_p R}{\eta}$$
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Based on the pressure gradient imposed on the fluid, and suspending medium of the fluid, channel Reynolds number for simulation and experiments at each pressure gradient or flow rates is tabulated as following:
\[ Re^c = \frac{\rho \langle v \rangle D_H}{\eta} \]

where \( \langle v \rangle \) being the mean velocity, \( D_H \) being hydraulic diameter; with the microchannel dimension being \( 1 \text{mm} \times 1 \text{mm} \), \( D_H \) is 1mm.

### Table 2-1 Simulation: Channel Reynolds number at each pressure gradient applied

<table>
<thead>
<tr>
<th>Pressure Gradient ( \langle v \rangle )</th>
<th>0.2 ( \langle v \rangle )</th>
<th>0.4 ( \langle v \rangle )</th>
<th>0.6 ( \langle v \rangle )</th>
<th>0.8 ( \langle v \rangle )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Re^c )</td>
<td>8.8</td>
<td>17.55</td>
<td>26.35</td>
<td>35.10</td>
</tr>
</tbody>
</table>

### Table 2-2 Experiments: Channel Reynolds number at each flow rate applied

<table>
<thead>
<tr>
<th>Flow Rate (( ml/min ))</th>
<th>0.03</th>
<th>0.06</th>
<th>0.08</th>
<th>0.09</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \langle v \rangle ) (( m/s ))</td>
<td>( 5 \times 10^{-4} )</td>
<td>( 1 \times 10^{-3} )</td>
<td>( 1.3 \times 10^{-3} )</td>
<td>( 1.5 \times 10^{-3} )</td>
</tr>
<tr>
<td>( Re^c )</td>
<td>( 5 \times 10^{-7} )</td>
<td>( 1 \times 10^{-6} )</td>
<td>( 1.3 \times 10^{-6} )</td>
<td>( 1.5 \times 10^{-6} )</td>
</tr>
</tbody>
</table>

To compare the results in each suspension in simulation and to compare simulation results to experiments, we hence introduce three groups of dimensionless number.

Without the presence of particles, the analytical solution for flow rate in a three dimensional rectangular channel is expressed as 78

![Figure 2-13 A rectangular pipe of width W and height H](image)
\[ Q = \frac{\nabla P}{12\eta} \rho W H^3 \left[ 1 - \sum_{n, \text{odd}}^{\infty} \frac{192}{\pi^5} \frac{H}{W} \frac{1}{n^5} \tanh \left( \frac{n\pi W}{2H} \right) \right] \]

For a square channel, where \( W = H \), the expression is then simplified as

\[ Q = \frac{\nabla P}{12\eta} \rho H^4 \left[ 1 - \sum_{n, \text{odd}}^{\infty} \frac{192}{\pi^5} \frac{1}{n^5} \tanh \left( \frac{n\pi}{2} \right) \right] \]

For a square channel, mean fluid velocity is therefore

\[ \langle v \rangle = \frac{Q}{H^2} \]

Characteristic shear rate is therefore

\[ \dot{\gamma} = \frac{\langle v \rangle}{H} \]

\[ D_1 = \text{characteristic shear rate} \times \text{cell reorientation time} = \dot{\gamma} \tau_r \]

D1 in simulation are tabulated as following

<table>
<thead>
<tr>
<th>Pressure Gradient</th>
<th>0.2</th>
<th>0.4</th>
<th>0.6</th>
<th>0.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \dot{\gamma} )</td>
<td>0.007</td>
<td>0.014</td>
<td>0.021</td>
<td>0.028</td>
</tr>
<tr>
<td>( \dot{\gamma} \tau_r )</td>
<td>0.35</td>
<td>0.7</td>
<td>1.05</td>
<td>1.4</td>
</tr>
</tbody>
</table>

The calculation for the series \( \left[ 1 - \sum_{n, \text{odd}}^{\infty} \frac{192}{\pi^5} \frac{1}{n^5} \tanh \left( \frac{n\pi}{2} \right) \right] \) converges when \( n \leq 5 \), resulting in a dimensionless number, which equals to 0.4218.

D1 in experiments are tabulated as following

<table>
<thead>
<tr>
<th>Table 2-4 D1 in experiments</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Table 2-5 D2 in simulation

<table>
<thead>
<tr>
<th>Pressure Gradient</th>
<th>0.2</th>
<th>0.4</th>
<th>0.6</th>
<th>0.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \langle \nu \rangle )</td>
<td>0.176</td>
<td>0.351</td>
<td>0.527</td>
<td>0.702</td>
</tr>
<tr>
<td>D2</td>
<td>10.539</td>
<td>21.018</td>
<td>31.556</td>
<td>42.035</td>
</tr>
</tbody>
</table>

### Table 2-6 D2 in experiments

<table>
<thead>
<tr>
<th>Flow rate (ml/min)</th>
<th>0.03</th>
<th>0.05</th>
<th>0.08</th>
<th>0.09</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \langle \nu \rangle ) (\mu m/s)</td>
<td>500</td>
<td>835</td>
<td>1250</td>
<td>1500</td>
</tr>
<tr>
<td>D2</td>
<td>10</td>
<td>16.7</td>
<td>25</td>
<td>30</td>
</tr>
</tbody>
</table>

### Table 2-7 D3 in comparison of experiment and simulation

<table>
<thead>
<tr>
<th></th>
<th>Experiment</th>
<th>Simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>D3</td>
<td>20</td>
<td>8.3</td>
</tr>
</tbody>
</table>

D2 = Mean fluid velocity / swimming velocity = \( \frac{\langle \nu \rangle}{v_p} \)

D3 = Channel thickness/cell diameter = \( \frac{H}{D} \)

In experiments, flow rate from 0.03 ml/min to 0.09 ml/min, corresponding to shear rate from 1 s to 3 s. Cell reorientation time in experiment is 1 s. Typical swimming velocity is 50 ± 20 \( \mu m/s \)
2.7 Results:

2.7.1 Particle Reynolds number and channel Reynolds number

2.7.2 Self-Focusing phenomenon and Instability

In order to validate the proposed model, we hence would like to reproduce the experimental findings.

Based on the current model, we are able to reproduce the self-focusing phenomenon. Moreover, we also discovered another phenomenon which has not yet been carried out from the experiments.

The snapshots demonstrate the two distinct dynamic states of a suspension containing 50 particles. Initially, the particles are randomly distributed in the simulation cell. Looking from the lateral direction, the cells cover a fairly large region in an overlapped fashion. After 1000 $\tau$, a thin-long jet start to form along the center of the cell and the same time accompanied by shrinkage in cluster size in lateral direction, which stands for the self-focusing state. However, the formation of this thin-long jet is actually not a stable state, rather it breaks down into different clusters along the flow direction, and the clusters reform with each other due to hydrodynamic interaction, leading to a very dynamic clustering state.
In order to quantitatively analyze this phenomenon, we performed analysis of the lateral direction cluster size.
Nevertheless, from a quantitative point of view, the self-focusing state as well as the clustering state can be pinpointed as well.

Similarly, we can also quantify the dynamics by considering the number of clusters along the flow direction. The self-focusing state can be again pinpointed where on average there is one cluster, the thin long jet formed along the simulation cell; the clustering state on the other hand, can be identified by an average of three clusters along the simulation cell.
Figure 2-16 Average number of clusters along flow direction

As we can see from Table 2-1 and Table 2-2 that channel Reynolds number in both simulation and experiments are small enough to give laminar single phase flow, and have little effect on the steady focusing state. Although hydrodynamic interactions between cells are considered primarily as the drive for the instability associated with clustering stage, the uneven density distribution in the clusters could also influence the instable dynamics during the dynamic process when clusters break and form.

2.7.3 Volume Fraction Effect

We investigated the effect of volume fraction on the dynamics of the particle suspension under exposure to both light and flow. Two systems, differing from each other by 1/5 of volume fraction have been carried out.
It can be found that both systems experienced the onset of self-focusing state at almost the same time, but the system with higher volume fraction showed richer dynamics in cluster formation. Over the same length scale, we observed more variations in clustering state at higher volume fraction. Since the cells interaction with each other through hydrodynamic interaction, a higher volume fraction would induce more pronounced effect in hydrodynamic interaction.

![Figure 2-17 Volume fraction effect on self-focusing state and clustering state](image)

### 2.7.4 Pressure Gradient Effect

If not the local flow vorticity induced by the Poiseuille flow, there would not be the self-focusing phenomenon. Hence, to further investigate what is the effect of pressure on the self-focusing state is of interest to both experiments and simulation.

Experimentally, the probability distribution function of cell distribution across the stream has been measured in a range of pressure gradient within which the self-focusing state is able to be
reached\textsuperscript{68}. It is found experimentally the larger the pressure gradient the more distinct the self-focusing state is. The larger pressure gradient increases the probability for the particle to focus along the center of the flow.

Simulation wise, the pressure effect has been investigated on two systems with two volume fractions of particles by analyzing laterally the cluster size, where the decrement in the lateral cluster size indicates the onset of the self-focusing state, whereas the increment indicates the onset of clustering state.
Figure 2-18 Pressure gradient effect on the dynamics of suspension of volume fraction a) 0.45% and b) 2.26%
It is found, regardless of the difference in volume fraction, that the self-focusing state is more stable under a higher pressure gradient, as shown in the plateau region. This fact is also in good agreement with experimental findings.

Meanwhile, the higher pressure gradient is found also as an ‘inhibitor’ for the clustering state, which is indicated by the peaks in the curves. The highest pressure gradient applied prolonged the self-focusing state while at the same time suppressed the breakage of this thin-long jet, indicating by the peaks in the curve.

We compare the dimensionless number $D_1$ which is the product of characteristic shear rate produced by the flow and cell orientation time. In experiments, it is 1s, and in simulation, it is 50 $\tau$.

In the reported experiment work, the flow rate range that is able to bring about the self-focusing phenomenon is from 0.03 ml/min to 0.09 ml/min, and the corresponding $D_1$ ranges from 1 to 3, see Table 2-3 and Table 2-4. However, in experimental results shown in the inlet in Figure 2-5, it is not clear whether there is actual self-focusing onset either from the flow rate 0.01 ml/min to 0.03 ml/min or from 0.10 ml/min to 0.13 ml/min. A more precise criterion for the stable self-focusing can be obtained from simulation study.

In simulation, the applied pressure gradient varies from 0.2 to 0.8, corresponding to $D_1$ from 0.35 to 1.4. When $D_1$ is at 0.35, corresponding to the lowest pressure gradient applied, one can see that the self-focusing stage lasts for only a short while, and then followed by an instable period of clustering forming. Comparing $D_1$ at 0.35 situation to that when $D_1$ at 1.05, one can see a much more stable self-focusing stage when $D_1$ is 1.05.

However, currently there are no sufficient evidence to tell if the self-focusing stage would exist or not in simulation when the applied pressure gradient increases to even higher.
In addition, it is worth noticing that the dimensionless number $D_2$, which is defined as ratio of mean fluid velocity to cell swimming velocity is comparable in both simulation and experiments.

### 2.7.5 Intermittent Light effect: reversible self-focusing phenomenon

The photo-tactic nature of this type of micro-swimmer plays a critical role on this interesting self-focusing phenomenon, as it is the origin which has caused the biased swimming motion toward the direction of light, and hence increased the higher probability of its existence around the center of flow.

A better understanding on the light effect of the flow behavior of the micro-algae suspension will no doubt lead to a better control of this suspension. In the experiments, an intermittent light source is in place of a continuous light source, and the on-off interval of this intermittent light source is about 5 times of the internal response time of the micro-swimmer to the light.

Interestingly, within the flow rate range for self-focusing state to take place, it is also found the self-focusing state presents a reversible nature, as shown clearly by this saw-tooth pattern.
Qualitatively, the same saw-tooth pattern can also be reproduced from the simulation based on our model. The light is turned off at the point when the self-focusing state is approaching a steady-state, roughly when $\frac{t}{\tau_p} = 20$, and the intermittent interval is 4 times the micro-swimmers’ internal response time. In experiments, the light interval is 5 times the cells’ reorientation time. To further quantitatively compare simulation results to experimental evidence, we compare the ratio $d(h)/(v_c \times t_{switch})$ in both simulation and experiments, where $d(h)$ being the amplitude of saw-tooth pattern.

When the bias in orientation is the same, indicating by $\gamma \tau_{ori}$, then the distance moved under this bias should also be comparable.

In the work, $\gamma \tau_{ori}$ in experiment is about 6 times larger than simulation value, while the distance moved is about 10 times larger than the simulation. It could be due to several reasons:
1) The volume fraction studied in simulation is much higher than that in the experiments – higher volume fraction introduces more drastic hydrodynamic interaction between the cells, which could possibly retard the motion of the swimming cells.

2) In simulation, the light switch time is only 5 times the cell reorientation time rather being five times, therefore reducing the time for cells to travel across streamlines.

3) The channel width to cell diameter in simulation is about 2.5 times larger than that in simulation, this might reduce the effect of confinement effect on the cell motion.
2.8 Future Perspective

The mechanisms govern this interesting and complex dynamics involve with multiple factors intertwined together: self-motility of the micro-swimmers, hydrodynamic interaction induced by the swimming pattern, the combination of flow effect and biased swimming direction induced by light. To elucidate the mechanisms, experiment studies need to be designed to single out the factors. An ongoing study design currently introduces zero-vorticity environment by introducing a plug flow. Then the

![Schematic drawing of introducing plug flow to isolate swimming motility from flow vorticity](image)

**Figure 2-20** Schematic drawing of introducing plug flow to isolate swimming motility from flow vorticity

hydrodynamic interaction of microswimmers under purely light effect is being studied. Simulation wise, heuristic tests have been carried out to study instability by designing two scenarios, one with initial equal particle distribution, and the other with unequal distribution by introducing a slight shift.

![Hydrodynamic diffusion of algae suspension undergoing a plug flow](image)

**Figure 2-21** Hydrodynamic diffusion of algae suspension undergoing a plug flow
Preliminary results from experiments are shown here for observation of hydrodynamic diffusion.
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