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The structure and function of biological macromolecular complexes is currently a topic of great interest in biology. The primary contribution of this thesis is the mathematical description of a specific problem in this area of biology, the development of algorithms and software to solve the problem, and the demonstration of the relevance of the solution to biology.

The biology problem is to describe the three-dimensional structural heterogeneity of biological macromolecular complexes. The data is single-particle cryo electron microscopy images of individual instances of the complex and therefore the data contains information concerning the heterogeneity of the complex, although the information is usually ignored. Each image is a noisy 2-D projection of the 3-D electron scattering intensity of the particle modified by the electron optics of the microscope. This thesis focuses on developing statistical models, estimators for the parameters in the models, algorithms for determining the estimates, and computational implementations using high performance computing of the algorithms and demonstrates these results on biological problems where the complex is a virus.

The problem is treated as a stochastic signal in noise problem with the goal of estimating the statistics of the signal by a maximum likelihood estimator. The signal model includes both discrete and continuous heterogeneity, specifically, within each class of the discrete heterogeneity, the continuous heterogeneity
is described as Gaussian with unknown mean and covariance. The unknown a priori class probabilities and the unknown mean and covariance for each class are estimated by a maximum likelihood estimator which is solved by a generalized expectation-maximization algorithm which is implemented in parallel software. The software is demonstrated on experimental images from multiple types of viruses. Previously known biological results are reproduced and novel biological results are determined.

Different complexes have different spatial symmetry groups. Most of the work presented in this thesis concerns complexes that are roughly spherical in shape and especially the subset of such complexes which have icosahedral symmetry. The remainder of the work concerns complexes which have helical symmetry.

Evaluating the estimators requires substantial amounts of computation. Various algorithmic and software improvements to reduce computation are presented. For a fixed amount of computation, such improvements enable the achievement of higher spatial resolution in the estimated electron scattering intensity which will enable novel biological discoveries.
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2.1 Reconstruction of FHV from experimental images. Panel (a): Example boxed experimental images (same color map). Panel (b): Surface plot of the mean \( \hat{\rho}_{\eta}(x) \) pseudo-colored by the variance \( \hat{r}_{\eta}(x,x) \). The variance is highest near the 5-fold symmetry axes which is consistent with the idea that the binding of the particle to a new host cell and possibly later events concerning RNA translocation occur around a 5-fold axis [10, 13, 26]. Panel (c): Cross section of the mean though the center of the particle perpendicular to a 5-fold symmetry axis pseudo-colored by the variance. Panel (d): The RNA core after removal of the protein capsid. Surface plot of the mean pseudo-colored by the variance. The ordered dodecahedral RNA cage [20, 68] is detected and, as expected, the variance of the cage is low (blue) while that of the surrounding less well-ordered material is high (red). Visualizations in Panels (b–d) by UCSF Chimera [49].

2.2 Cross sections through the origin normal to 5-, 3-, and 2-fold symmetry axes of the estimated 3-D mean \( \hat{\rho}_{\eta=1}(x) \) function. The symmetries can clearly be seen in the cross sections, although the 5-fold symmetry is approximately a 10-fold symmetry and the 3-fold symmetry is approximately a 6-fold symmetry. The same color map is used in all images.

2.3 Fourier Shell Correlation (FSC) curve between \( \hat{\rho}_{\eta=1}(x) \) computed with \( V \) constrained to \( V = 0 \) versus the optimal diagonal \( V \). The independent variable \( k \) is the magnitude of the spatial frequency vector measured in Angstrom\(^{-1}\). The pixel size of 4.7 Angstrom implies a Nyquist frequency of \( 1/(2 \times 4.7) = 0.106 \) Angstrom\(^{-1}\) which determined the upper limit of \( k = 0.1 \) Angstrom\(^{-1}\). Since the curve remains above 1/2 for the entire range \( k \in [0, 0.1] \) Angstrom\(^{-1}\), from the biological point of view the two mean structures are equivalent.

3.1 Algorithm flowcharts. The four parallel computations in Panel (a) are used to determine the performance of the algorithm, e.g., the error bars in Figure 3.6. The calculations contained in the red dotted-line box are expanded in Figure 3.2.

3.2 Algorithm flowcharts expanded. This is an expanded view of the red dotted-line box of Figure 3.1 which describes the maximum likelihood estimator.
3.3 The four time-resolved reconstructions. Panel A: Surface of each of the four reconstructions colored by the square root of the variance map (i.e., the standard deviation map) and displayed using the VIPERdb [77] convention. The same color map is used in all images. Panel B: The surface and a cross section perpendicular to a 2-fold axis of each of the four reconstructions colored by the standard deviation map. The surface and cross section visualizations at a particular time point share the same color map. Different color maps are used at different time points. Visualization by UCSF Chimera [49].

3.4 Part I of the resolution of the four time-resolved reconstructions as a function of \( k \), which is the magnitude of the reciprocal-space frequency vector measured in Angstrom\(^{-1}\). Fourier Shell Correlation (FSC) curves for comparing reconstructions from non-overlapping subsets containing 1200 images from the same data set. Based on these curves, the resolution of the four structures are approximately 21 Angstrom. All FSC curves were computed using command \texttt{proc3d} in EMAN.

3.5 Part II of resolution of the four time-resolved reconstructions as a function of \( k \), which is the magnitude of the reciprocal-space frequency vector measured in Angstrom\(^{-1}\). Fourier Shell Correlation (FSC) curves between the 3 days reconstruction and each of the 3 minutes, 30 minutes, and 4 hours reconstructions for the nominal structures. Based on these difference curves, all the early structures agree with the capsid structure to approximately 24–33 Angstrom. All FSC curves were computed using command \texttt{proc3d} in EMAN.

3.6 Part I of Region-specific variability analysis of the NwV protein capsid in different stages of maturation. Panels A and B: Variance analysis around the cleavage sites of Subunits A, B, C and D that form the asymmetric unit of the NwV protein capsid. Both panels show the \( T = 4 \) surface lattice with the subunits' locations. The total volume occupied by each subunit is rendered as a mesh in Panel B. The variance was calculated over a smaller region, enclosing the cleavage site, which is shown as a solid volume within the subunit density. As is described in Section 3.1.2, the smaller region is essentially the region occupied by Ca atoms within 10 Angstrom of the active site. This is the same region analyzed by Matsui \textit{et al.} [41] using difference maps.
3.7 Part II of Region-specific variability analysis of the NwV protein capsid in different stages of maturation. The standard deviation for the regions displayed in Panel B of Figure 3.6 are plotted log-log as a function of time for each subunit. The plot demonstrates an overall reduction of variance as a function of time after maturation is initiated, with distinct kinetics between the variances of the B and C sites (high) and the A and D sites (low). Computational methods are described by Eqs. 3.33, 3.34, and 3.35. The capsid shell is defined to be the annulus with radius from 120 Å to 216 Å.

3.8 Part III of Region-specific variability analysis of the NwV protein capsid in different stages of maturation. Panels D–E: Time variation of spherical averages. A cross section perpendicular to the 2-fold axis (Panel D) shows the location of the capsid shell relative to the center of the particle. The square root of the spherically-averaged variance map versus distance from the center of the particle was computed by Eqs. 3.37, 3.34, and 3.35 and is plotted in Panel E. The shaded region covers plus/minus one standard deviation. The inset plot shows a zoomed version of the plot including only the capsid shell region.

3.9 Ribbon diagrams of the four subunits at the four times colored by the square root of the variance map (i.e., the standard deviation map) with the asparagine at the self-catalytic site (Asn 570) shown as a ball-and-stick model. Each time point has its own color map analogous to the second row of Figure 3.3. For instance, red at the 3 minute time point is $14 \times 10^{-4} / 5.9 \times 10^{-4} = 2.4$ times higher than red at the 30 minute time point.

3.10 Surface of the 3 minute reconstruction colored by the square root of the variance map for a lower resolution reconstruction using 180 coefficients instead of 720 coefficients as was used in Figure 3.3 (the so-called Step 5 versus Step 7 of Ref. [83]). Visualization by UCSF Chimera [49].

3.11 Cross sections perpendicular to a 2-fold symmetry axis colored by the mean map (first row) or by the square root of the variance map (second row). The mean map is roughly binary while the variance map has substantial spatial variation. Visualization by UCSF Chimera [49].

3.12 Examples of images from the 3 minute image stack that were rejected by the algorithm of Section 3.1.2. These images were excluded from the reconstruction calculations.
5.1 Running time from a test case versus number of cores. The red bars are from parallel jobs using the local scheduler. The blue bars are from parallel jobs using the Matlab Distributed Computing Server (MDCS) and the TORQUE scheduler of the San Diego Supercomputer Center (SDSC).

5.2 Running time from a test case versus the number of cores in log-log scale, and compare with the reference line of the linear speed-up.
CHAPTER 1
INTRODUCTION

The structure and function of biological macromolecular complexes is currently a topic of great interest in biology. The primary contribution of this thesis is the mathematical description of a specific problem in this area of biology, the development of algorithms and software to solve the problem, and the demonstration of the relevance of the solution to biology.

Let \( x_i \) be the \( i \)th independent and identically distributed (i.i.d.) realization of a random vector from a Gaussian mixture probability density function (pdf). The pdf is

\[
p(x | \{ q_{\eta'} \}_{\eta'=1}^N, \{ m_{\eta'} \}_{\eta'=1}^N, \{ V_{\eta'} \}_{\eta'=1}^N) = \sum_{\eta=1}^N q_\eta N(m_\eta, V_\eta)(x)
\]  

(1.1)

where \( q_\eta \) is the \textit{a priori} probability of the \( \eta \)th class (\( \sum_{\eta=1}^N q_\eta = 1, \ q_\eta \geq 0 \)), \( m_\eta \) is the mean of the \( \eta \)th class, \( V_\eta \) is the covariance of the \( \eta \)th class, and \( N \) is the multivariate Gaussian pdf. Let \( y_i \) be the \( i \)th measurement vector and suppose that

\[
y_i = x_i.
\]  

(1.2)

In other words, the realizations of the Gaussian mixture random vector are directly observed. Suppose that the goal is to determine the values of \( q_\eta, m_\eta, \) and \( V_\eta \) from the measurements. Using the maximum likelihood approach, a standard algorithm is an expectation-maximization algorithm using the class labels of the measurements as the nuisance parameters. This iterative algorithm has an elegant set of update equations that involve nothing more complicated than numerical linear algebra. While the problem is usually posed in terms of \( q_\eta, m_\eta, \) and \( V_\eta \) the solution is really in terms of \( q_\eta, m_\eta, \) and \( V_\eta^{-1} \) which is natural because the Gaussian pdf is jointly concave in the mean and inverse covariance.
The biology problem is to describe the heterogeneity of biological macromolecular complexes. The data is electron microscopy images of individual instances of the complex. Fundamentally because of damage to the complex by the electron beam, only one image is recorded per complex. Therefore, the set of images contains information on the heterogeneity of the complex because it contains images of many different instances of the complex. Each image is essentially the 2-D projection of the 3-D electron scattering intensity of the complex (modified by the electron optics of the microscope) where the projection orientation is not known. Therefore, the image is a linear transformation of the electron scattering intensity of the complex, where the transformation has unknown parameters which are the projection orientation. In order to take advantage of the linear transformation and also in order to easily impose symmetry constraints, the electron scattering intensity is described as a weighted linear superposition of known basis functions. The goal of the calculation is to estimate the statistics of the weights from the data. Finally, the images are very noisy. The considerations of this paragraph motivates the model

\[ y_i = L(z_i)x_i + w_i \]  

where \( x_i \) are i.i.d. realizations of a random vector from a Gaussian mixture probability density with unknown parameters, \( L \) is the combination of the linear transformation from the weights to the 3-D electron scattering intensity distribution and the projection of the scattering intensity in the unknown orientation \( z_i \) to determine the image, and \( w_i \) is the noise (mean 0 and covariance \( V \)). The goal is to estimate the parameters of the Gaussian mixture pdf and the covariance of the noise \( w_i \). These parameters then determine everything about the complex. A somewhat more general problem is also of interest. In particular, in some situations it may be desirable to use different basis functions to describe
different classes in the Gaussian mixture, e.g., different size or symmetry of the complex. In that case,

\[ y_i = L(z_i, \eta_i) x_i + w_i \]  

(1.4)

where the \( L \) matrix for the \( i \)th image depends not only on the unknown projection orientation for the \( i \)th image but also on the unknown class label \( \eta_i \) for the \( i \)th image. In Chapter 2 [87] a maximum likelihood solution for the problem of estimating \( q_i, m_i, Q_i \), and \( V \) from the image data is described. In comparison with the situation of Eq. 1.2, there are several important challenges. First, there is now a continuous-valued nuisance parameter \( x_i \) as well as the discrete-valued nuisance parameter \( \eta_i \). This leads to multi-dimensional integrals which cannot be evaluated symbolically in terms of standard functions and for which numerical evaluation for practical sized problems requires high-performance parallel computing. Second, the covariance of \( y_i \) conditional on the nuisance parameters is now a structured matrix, specifically,

\[ \Sigma = L(z_i, \eta_i) V_{\eta} L^T(z_i, \eta_i) + Q. \]  

(1.5)

Therefore, the change from optimizing with respect to \( V_{\eta} \) to optimizing with respect to \( V_{\eta}^{-1} \) is not a useful change.

Viruses are parasites. While viruses take advantage of molecular machinery of the infected host cell, the evolutionary pressures on the cell and its machinery are in the direction of hindering rather than aiding viruses. One evolutionary direction is simple viruses where the virus genome only encodes two or three peptides and where the production of virus progeny in an infected host cell has two steps: (1) an assembly step in which a complete virus assembles from constituent molecules in an essentially reversible non-covalent chemical reaction where the reversibility increases the yield of correctly formed virus particles fol-
lowed by (2) a maturation step in which the structure of the virus particle is re-
organized in a non-reversible chemical reaction where non-reversibility leads to
a virus particle that is durable outside of the cell. In Chapter 3 [82], the method
of Chapter 2 is used to analyze time-resolved single-particle cryo electron mi-
croscopy (cryo-EM) images of Nudaurelia Capensis Omega Virus (NωV) [41]
which is a simple virus of the type described in the preceding sentences. Each
virus particle contains 240 copies of the same capsid protein molecule in four
different geometric positions. During maturation, each copy undergoes a auto-
catalytic cleavage reaction. Molecules in different geometries have different ki-
etics for this reaction which range from minutes to hours. Using time-resolved
cryo-EM images (i.e., sets of images taken at specific times following the initia-
tion of maturation), the method of Chapter 2 is able to demonstrate that capsid
protein copies in different geometric positions have different time-varying tra-
jectories of heterogeneity as measured by variance and that the heterogeneity
tracks the kinetics previously measured by different methods [41].

Different viruses have different symmetries. The symmetry of NωV is icosa-
hedral symmetry. But other viruses and some artificial nanotechnology struc-
tures have helical symmetry. In Chapter 4, a method for describing the forward
problem for electron microscopy of helical structures is derived which describes
the helical symmetry in terms of two real parameters, a rotational offset and a
translation offset between successive repeat units, rather than the more tradi-
tional one real parameter, the helical period, and two relatively-prime integer
parameters which are $u$, the number of repeats per period, and $v$, where the
rotational offset between repeat units is $2\pi v/u$. In solving inverse problems, it
is potentially easier to optimize the two real-valued parameters rather than the
one real and two integer-valued parameters.
The amount of computation required by the estimators described in this thesis is parameterized by several integers, e.g., number of images, number of pixels per image, number of basis functions, and so forth. For problems of biological interest, the amount of computation is moderately high which implies the need for efficient algorithms and high-performance software implementations. In Chapter 5, approaches and preliminary results are described for achieving faster computation. Example approaches include (1) the use of the Sherman-Morrison formula for matrix inversion, (2) the use of Sylvester’s determinant theorem, and (3) the exploitation of known homogeneous reconstructions when computing heterogeneous reconstructions using the method of Chapter 2.
CHAPTER 2

STATISTICAL 3-D SIGNAL RECONSTRUCTION OF
MACROMOLECULAR COMPLEXES

2.1 Introduction

Single-particle cryo electron microscopy of multiple instances of a biological object in the $10^2$–$10^3$ Angstrom spatial scale, such as a virus or a ribosome, is used to determine the object’s 3-D structure, i.e., the spatial variation of the object’s electron scattering intensity [21]. Each image is roughly a 2-D projection of the 3-D scattering intensity modified by the so-called contrast transfer function (CTF) of the microscope. Because the electron beam of the microscope rapidly damages the objects, most studies with spatial resolution goals of less than 25 Angstrom limit the dose in at least two ways. First, the dose per image is minimized, which implies computing reconstructions from images with low SNR, e.g., less than 0.1. Second, only one image is recorded per instance of the object, rather than a series of images at different projection orientations, so that reconstructions are computed by fusing information from one image of each of many instances of the object. Because the orientation in the microscope of the instances of the object are not controlled, the projection direction that results in a particular image is not known a priori. Because the image SNR is low, it is difficult from an individual image to determine either the projection direction that created that image or the projected location in the image of the center of the object. Most estimation and computation approaches assume that each instance of an object has identical 3-D structure. Exceptions include [16, 34, 57, 83] which assume that there are a few (e.g., 2–5) classes of objects and all instances
within a class are identical. However, there are important situations in which these assumptions are not valid. For example, at high spatial resolution (e.g., < 5Å), most biological objects of this size have some element of flexibility and therefore instances in the same class are not identical even if each instance is composed of an identical number of identical chemical constituents. Furthermore, there exist many objects (e.g., Ref. [63]) where there is variability in the chemical constituents such as variability in the number of copies of a macromolecule. For the situation where each instance within a class has a different 3-D structure, this chapter (see also Refs. [81, 86]) describes a statistical model, estimator, and algorithm for determining the structure of each class as a statistical distribution which are based on generalizations of Gaussian mixture models, maximum likelihood (ML) parameter estimation, and generalized expectation maximization (EM) algorithms.

The problem considered in this chapter concerns data that is a linear transformation with structured stochasticity of a vector from a Gaussian mixture distribution with unknown parameters plus a second vector from a Gaussian distribution with known parameters. The goal is to estimate the unknown parameters of the Gaussian mixture distribution. By exploiting the Gaussian assumptions, the problem is equivalent to a Gaussian mixture problem with stochastically-structured mean and covariance matrices. Gaussian mixture problems with structured covariances have been studied in a wide range of application areas (e.g., remote sensing [5], speech [15, 60, 67], etc.) and from a large number of points of view (e.g., trees [67], constrained bases [60], a broad range of linear structures such as covariances arising from stationary time series [61], eigen decompositions with partial sharing between classes [5], subspaces with rank constraints where the subspaces are shared or unshared be-
between classes [15], etc.). However, the problem considered in this chapter appears to be dominated by the complicated structure of the stochasticity of the linear transformation, which includes a projection from 3 to 2 dimensions, and therefore the approach taken is a development of the approach of Ref. [16].

The remainder of this chapter is organized in the following manner. The statistical model is described in Sections 2.2–2.3 and the estimation criterion and algorithm are described in Sections 2.4–2.5, including alternative forms of the algorithm suitable for different sizes of problem. The performance of the algorithm is discussed in Section 2.6. Numerical results based on Flock House Virus are presented in Section 2.7. Extensions for when the user desires to estimate the probability distribution for the nuisance parameters are described in Section 2.8. Finally, Section 2.9 contains a discussion.

### 2.2 Statistical model

Let \( \eta \in \{1, \ldots, N_\eta\} \) index the possible classes of an object where the number of classes, denoted by \( N_\eta \), is known but the \textit{a priori} probabilities of each class, denoted by \( q_\eta \), are not known. Assume that the electron scattering intensity of an instance in the \( \eta \)th class is represented as a linear combination of \( N_\eta \) basis functions, denoted by \( \phi^{(\eta)}_\tau(x) \), with support \( S^{(\eta)}_\eta \subset \mathbb{R}^3 \). Let \( S = \bigcup_{\eta=1}^{N_\eta} S^{(\eta)} \). Therefore, the electron scattering intensity (denoted by \( \rho(x) \)) of an instance is

\[
\rho(x) = \sum_{\tau=1}^{N_\eta} c_\tau \phi^{(\eta)}_\tau(x)
\]  

(2.1)

where the unknown weights are denoted by \( c_\tau \). Since \( \rho(x) \in \mathbb{R} \), it is sufficient to consider systems where \( c_\tau \in \mathbb{R} \) and \( \phi^{(\eta)}_\tau(x) \in \mathbb{R} \). Let \( c \in \mathbb{R}^{N_\eta} \) be a vector with components \( c_\tau \). Heterogeneity among instances within one class is described by
making \( c \) a Gaussian random vector with mean \( \bar{c}_\eta \) and covariance \( V_\eta \). Reconstruction of the object is equivalent to estimation of \( \bar{c}_\eta \) and \( V_\eta \) for \( \eta \in \{1, \ldots, N_\eta\} \).

Assume that the image is discretized and the samples are the components of a vector. Because the image formation process is linear, the unknown weight vector \( c \) and the image vector are related by a matrix denoted by \( L \). The matrix depends on unknown parameters: the class of the instance (\( \eta \)) and the projection direction of the image and the location in the image coordinate system of the projection of the center of the object (the projection direction and center location are collectively denoted by \( \theta \)).

The measurement noise in the image is described by an additive Gaussian zero-mean model \( (N(\mu, \Sigma)(x)) \) denotes the Gaussian pdf with mean \( \mu \) and covariance \( \Sigma \) evaluated at location \( x \)). When the pixel noises are grouped into a vector, the covariance of this vector is denoted by \( Q \) where \( Q \) is to be estimated from the image data. The index \( i \in \{1, \ldots, N_i\} \) indicates which instance of the object. The possibility of recording several images at known relative projection directions, a so-called tilt series, is included by adding an index \( j \in \{1, \ldots, N_T\} \). Therefore the image formation model for the \( j \)th tilt of the \( i \)th instance is

\[
y_{i,j} = L_{i,j}(\theta_i, \eta_i)c_i + w_{i,j}
\]

(2.2)

where \( \{\theta_i\}, \{\eta_i\}, \{c_i\}, \) and \( \{w_{i,j}\} \) are independent stochastic sequences; \( \theta_i \) are i.i.d. with probability density function (pdf) \( p(\theta) \) which is known (e.g., uniform over all rotations for projection orientation, i.e., Haar measure on the group \( SO(3) \), times uniform on a disk of known radius for center location); \( \eta_i \) are i.i.d. with probability mass function (pmf) \( q_\eta \) which is unknown; \( c_i \) are independent but not identically distributed; for a fixed \( i \), the pdf of \( c_i \) conditional on \( \eta_i \) is \( N(\bar{c}_\eta, V_\eta) \) where \( \bar{c}_\eta \) and \( V_\eta \) are unknown; and \( w_{i,j} \) is i.i.d. (jointly in \( i \) and \( j \)) with pdf \( N(0, Q_{i,j}) \) where \( Q_{i,j} \) is unknown. To include the possibility of a tilt series of
images, define $y_i = [y_{i,1}^T, \ldots, y_{i,N_T}^T]^T$, $L_i(\theta_i, \eta_i) = [L_{i,1}^T(\theta_i, \eta_i), \ldots, L_{i,N_T}^T(\theta_i, \eta_i)]^T$, $w_i = [w_{i,1}^T, \ldots, w_{i,N_T}^T]^T$, and $Q_i = \text{diag}(Q_{i,1}, \ldots, Q_{i,N_T})$. Then,

$$y_i = L_i(\theta_i, \eta_i)c_i + w_i \quad (2.3)$$

where $w_i$ is i.i.d. with pdf $N(0, Q_i)$ and $Q_i$ is unknown. Denote the conditional mean and covariance of $y_i$ by

$$\mu_i(\theta_i, \eta_i, \bar{c}^\eta) \doteq \mathbb{E}[y_i|\theta_i, \eta_i, \bar{c}^\eta, V_{\eta}, Q_i] \quad (2.4)$$

$$= L_i(\theta_i, \eta_i)\bar{c}^\eta \quad (2.5)$$

$$\Sigma_i(\theta_i, \eta_i, V_{\eta}, Q_i) \doteq \text{Cov}[y_i|\theta_i, \eta_i, \bar{c}^\eta, V_{\eta}, Q_i] \quad (2.6)$$

$$= L_i(\theta_i, \eta_i)V_{\eta}L_i^T(\theta_i, \eta_i) + Q_i \quad (2.7)$$

In this notation, the conditional pdf for $y_i$ is

$$p(y_i|\theta_i, \eta_i, \bar{c}^\eta, V_{\eta}, Q_i) = N \left( \mu_i(\theta_i, \eta_i, \bar{c}^\eta), \Sigma_i(\theta_i, \eta_i, V_{\eta}, Q_i) \right) (y_i). \quad (2.8)$$

Collected in this paragraph is all of the notation used to describe the size of a problem. Some of this notation has not yet been used. The number of classes of object is $N_{\eta}$. The number of coefficients used to describe the electron scattering intensity of the $\eta$th class (Eq. 2.1) is $N_c(\eta)$. The number of objects imaged is $N_v$. The number of images taken of each object is $N_T$. The number of pixels in each image is $N_y$.

### 2.3 Relationship between $V_{\eta}$ and $\rho(x)$

In this section we examine the relationship between $V_{\eta}$ and $\rho(x)$ for the simplest possible structure for $V_{\eta}$. As described in Section 2.2, the support for the basis
functions \( \phi^{(\eta)}(x) \) for the \( \eta \)th class is \( S^{(\eta)} \). Let \( I_S(x) \) be the indicator function for the set \( S \). A simple model of heterogeneity in the \( \eta \)th class is that each instance’s electron scattering intensity is the sum of a nominal intensity, denoted by \( \rho_0^{(\eta)}(x) \), plus the restriction to \( S^{(\eta)} \) of a zero-mean white perturbation, i.e.,

\[
\rho(x) = \rho_0^{(\eta)}(x) + s_\eta(x)I_{S^{(\eta)}}(x) \tag{2.9}
\]

where \( E[s_\eta(x)] = 0 \) and \( E[s_\eta(x)s_\eta(x')] = \nu_\eta \delta(x - x') \). Assume that the basis functions are orthonormal, in which case,

\[
c_\tau = \int_{S^{(\eta)}} [\rho_0^{(\eta)}(x) + s_\eta(x)I_{S^{(\eta)}}(x)] \phi^{(\eta)}_\tau(x) d^3x \tag{2.10}
\]

which implies

\[
(c^{(\eta)})_\tau = E[c_\tau|\eta] \tag{2.11}
\]

\[
= \int_{S^{(\eta)}} \rho_0^{(\eta)}(x)\phi^{(\eta)}_\tau(x) d^3x \tag{2.12}
\]

\[
(V_\eta)_{\tau,\tau'} = E[(c_\tau - E[c_\tau|\eta])(c_\tau' - E[c_\tau'|\eta])|\eta] \tag{2.13}
\]

\[
= \nu_\eta \delta_{\tau,\tau'} \tag{2.14}
\]

Therefore,

\[
V_\eta = \nu_\eta I_{N_c(\eta)}. \tag{2.15}
\]

The previous paragraph concerns the simplest structure for \( V \). In the general case, by Eq. 2.1, it follows that the mean of the electron scattering intensity for a particular class is

\[
\bar{\rho}_{\eta_0}(x) = E[\rho(x)|\eta = \eta_0] = \sum_{\tau=1}^{N_c(\eta_0)} \bar{c}^{(\eta_0)}_\tau \phi^{(\eta_0)}_\tau(x) \tag{2.16}
\]

and the autocorrelation is

\[
r_{\eta_0}(x, x') = E[[\rho(x) - \bar{\rho}_{\eta_0}(x)][\rho(x') - \bar{\rho}_{\eta_0}(x')]|\eta = \eta_0] \tag{2.17}
\]

\[
= \sum_{\tau=1}^{N_c(\eta_0)} \sum_{\tau' = 1}^{N_c(\eta_0)} (V_\eta)_{\tau,\tau'} \phi^{(\eta_0)}_\tau(x)\phi^{(\eta_0)}_{\tau'}(x'). \tag{2.18}
\]
Let \( \hat{p}_{\eta_0}(x) \) and \( \hat{r}_{\eta_0}(x, x') \) be Eqs. 2.16 and 2.18 evaluated at the estimated values of \( \bar{c} \) and \( V \) rather than the true values. For biological purposes, the natural quantities to visualize are \( \hat{p}_{\eta_0}(x) \) and \( \hat{r}_{\eta_0}(x, x') \), especially the case \( \hat{r}_{\eta_0}(x, x) \). The estimators used in this chapter are maximum likelihood (ML) estimators (Section 2.4). For such estimators, if \( y = f(x) \) and the ML estimate of \( x \) is \( \hat{x} \) then the ML estimate of \( y \) is \( f(\hat{x}) \) [12, Theorem 7.2.10, p. 320]. Therefore, \( \hat{p}_{\eta_0}(x) \) and \( \hat{r}_{\eta_0}(x, x') \) are ML estimates of \( p_{\eta_0}(x) \) and \( r_{\eta_0}(x, x') \), respectively.

### 2.4 Estimation criterion

The goal of the estimation problem is to determine \( \omega = \{q_{\eta}, \bar{c}^h, V_{\eta}, Q_{i,j} : \eta \in \{1, \ldots, N_{\eta}\}, i \in \{1, \ldots, N_v\}, j \in \{1, \ldots, N_T\}\} \) for which no \textit{a priori} pdfs are available. The parameters that describe the class and the projection orientation and coordinate system, \( \Omega = \{\eta, \theta_i : i \in \{1, \ldots, N_v\}\} \), are of less biological interest and have \textit{a priori} pdfs. The measurement noise, \( \{w_{i,j} : i \in \{1, \ldots, N_v\}, j \in \{1, \ldots, N_T\}\} \), is not of biological interest. The approach used in this chapter to estimate \( \omega \) is maximum likelihood (ML) estimation. Once the estimate of \( \omega \), denoted by \( \hat{\omega} \), is computed, it is sometimes useful to estimate \( \Omega \) and that is done via \( \hat{\Omega} = \arg \max_{\Omega} p(y | \hat{\omega}, \Omega) \) where \( y = \{y_i : i \in \{1, \ldots, N_v\}\} \). Define \( q = \{q_{\eta} : \eta \in \{1, \ldots, N_{\eta}\}\} \) and similarly for \( \bar{c} \) and \( V \). Define \( Q = \{Q_{i,j} : i \in \{1, \ldots, N_v\}, j \in \{1, \ldots, N_T\}\} \) and \( Q_i = \{Q_{i,j} : j \in \{1, \ldots, N_T\}\} \). By direct calculation, the log likelihood is

\[
\ln p(y | \bar{c}, V, q, Q) = \sum_{i=1}^{N_v} \ln \left[ \sum_{\eta=1}^{N_{\eta}} \int_{\theta_i} p(y_i | \theta_i, \eta, \bar{c}^h, V_{\eta}, Q_i) q_{\eta} p(\theta_i) d\theta_i \right] \tag{2.19}
\]

where \( p(y_i | \theta_i, \eta, \bar{c}^h, V_{\eta}, Q_i) \) is given in Eq. 2.8 and \( p(\theta_i) \) is the \textit{a priori} pdf on \( \theta_i \).

In order to compute the ML estimate, a generalized expectation-maximization (EM) algorithm is used. The sense in which the algorithm is a
generalized EM versus standard EM algorithm is that at any particular iteration, only a subset of the variables to be estimated are updated. Specifically, only \((q, \tilde{c}), (q, V), \text{ or } (q, Q)\) are updated. As will be described in Section 2.4.1, the update for \(q\) is independent of the updates for the other variables but shares some of the same computations which motivates combining updates of \(q\) with the updating of each of the other variables. In the following paragraph, the expectation of the EM algorithm is derived and then, in Sections 2.4.1 and 2.4.2, the updates for \(q\) and for \(\tilde{c}, V, \text{ and } Q\) are derived.

The expectation in the EM algorithm is to compute

\[
Q(\tilde{c}, V, q, Q|\tilde{c}, 0V, 0q, 0Q, y) = \int_{\theta} \sum_{\eta} [\ln p(y, \theta, \eta|\tilde{c}, V, q, Q)] p(\theta, \eta|\tilde{c}, 0V, 0q, 0Q, y) d\theta
\]

\[(2.20)\]

\[
= \sum_{i=1}^{N_{\eta}} \sum_{\eta'=1}^{N_{\eta}} [\ln p(y_i|\theta_i, \eta_i, \tilde{c}_{\eta_i}, V_{\eta_i}, Q_i) + \ln p(\theta_i) + \ln q_{\eta_i}] p(\theta_i, \eta_i|y_i, \tilde{c}_{\eta_i}, 0V_{\eta_i}, 0q, 0Q_i) d\theta_i
\]

\[(2.21)\]

where \(\tilde{c}, V, q, Q (\tilde{c}, 0V, 0q, 0Q)\) are the new (old) values of the parameters. The conditional pdf on the nuisance parameters is

\[
p(\theta_i, \eta_i|y_i, \tilde{c}, V, q, Q) = \frac{p(y_i|\theta_i, \eta_i, \tilde{c}_{\eta_i}, V_{\eta_i}, Q_i)p(\theta_i)q_{\eta_i}}{\sum_{\eta'=1}^{N_{\eta}} \int_{\theta'} q_{\eta'} p(\theta') p(y_i|\eta', \theta', \tilde{c}_{\eta'}, V_{\eta'}, Q_i) d\theta'}.
\]

\[(2.22)\]

### 2.4.1 \(q\) as a function of \(\tilde{c}, 0V, 0Q\)

Maximizing Eq. 2.21 with respect to \(q\) subject to the two constraints

\[
\sum_{\eta'=1}^{N_{\eta}} q_{\eta'} = 1
\]

\[(2.23)\]

\[
q_{\eta'} \geq 0 \quad \forall \eta' \in \{1, \ldots, N_{\eta}\}
\]

\[(2.24)\]
is equivalent to maximizing

\[ Q_3(q|\tilde{\theta}, \tilde{\phi}, \tilde{\phi'}, \tilde{\theta}, \tilde{\phi}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}) = \sum_{i=1}^{N_v} \int_{\theta_0}^{\theta_i} \sum_{\eta=1}^{N_{\eta}} \left[ \ln q_{\eta} \right] p(\theta, \eta_i|y_i, \tilde{\phi}, \tilde{\phi'}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}) d\theta_i \]  (2.25)

subject to the same two constraints. As is standard in the derivation of ML parameter estimates for Gaussian mixture models by EM, e.g., Refs. [8, 42, 53], the optimization problem is solved by ignoring Eq. 2.24, combining Eq. 2.23 with Eq. 2.25 by using a Lagrange multiplier, solving the resulting optimization problem, and verifying that the solution satisfies Eq. 2.24. The result is that

\[ q_{\eta'} = \frac{1}{N_v} \sum_{i=1}^{N_v} \int_{\theta_0}^{\theta_i} p(\theta_i, \eta'|y_i, \tilde{\phi'}, \tilde{\phi}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}) d\theta_i \quad \forall \eta' \in \{1, \ldots, N_{\eta}\} \]  (2.26)

where the computation of \( p(\theta_i, \eta'|y_i, \tilde{\phi'}, \tilde{\phi}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}) \) is from Eq. 2.22.

2.4.2 \( \bar{c}, V, \text{ and } Q \text{ as a function of } \bar{c}, \bar{V}, \bar{Q} \)

Maximizing Eq. 2.21 with respect to \( \bar{c}, V, \text{ and } Q \) subject to

\[ V_{\eta} = V_{\eta}^T \]  (2.27)
\[ V_{\eta} > 0 \]  (2.28)

is equivalent to maximizing

\[
Q_1(\bar{c}, V, Q|\bar{c}, \bar{V}, \bar{Q}, y) = \sum_{i=1}^{N_v} \int_{\theta_0}^{\theta_i} \sum_{\eta=1}^{N_{\eta}} \left[ \ln p(y_i|\theta_i, \eta, \tilde{\phi}, \tilde{\phi'}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}) \right] p(\theta_i, \eta_i|y_i, \tilde{\phi}, \tilde{\phi'}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}) d\theta_i
\]  (2.29)

\[
= -\frac{N_v}{2} \ln(2\pi N_v) - \frac{1}{2} \sum_{i=1}^{N_v} \int_{\theta_0}^{\theta_i} \sum_{\eta=1}^{N_{\eta}} \ln \det(\Sigma_i(\theta_i, \eta_i, V_{\eta}, Q_i)) p(\theta_i, \eta_i|y_i, \tilde{\phi}, \tilde{\phi'}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}) d\theta_i
\]  

\[
- \frac{1}{2} \sum_{i=1}^{N_v} \int_{\theta_0}^{\theta_i} \sum_{\eta=1}^{N_{\eta}} (y_i - \mu_i(\theta_i, \eta_i, \tilde{\phi}))^T \Sigma_i^{-1}(\theta_i, \eta_i, V_{\eta}, Q_i) (y_i - \mu_i(\theta_i, \eta_i, \tilde{\phi})) \times p(\theta_i, \eta_i|y_i, \tilde{\phi}, \tilde{\phi'}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}) d\theta_i
\]  (2.30)
\( N_y \) is the number of pixels in an image) with respect to \( \bar{c}, V, \) and \( Q \) with the same two constraints.

\[ \bar{c} \text{ as a function of } V, Q, \bar{c}, \partial V, \partial Q \]

The gradient of \( Q \) with respect to \( \bar{c} \) concerns only \( \mu \) in the third term of Eq. 2.30. The resulting gradient is

\[
\nabla_{\bar{c}y'} Q_1(\bar{c}, V, Q | \bar{c}, \partial V, \partial Q, y) \\
= - \sum_{i=1}^{N_c} \int_{\theta_i} L_i^T(\theta_i, \eta') \Sigma_i^{-1}(\theta_i, \eta', V_{\bar{c}'}, Q_i) \left( L_i(\theta_i, \eta') \bar{c}_{\eta'} - y_i \right) p(\theta_i, \eta' | y_i, \bar{c}_{\eta'}, \partial V_{\bar{c}'}, \partial Q_i) d\theta_i.
\]

(2.31)

Set

\[
0 = \nabla_{\bar{c}y'} Q_1(\bar{c}, V, Q | \bar{c}, \partial V, \partial Q, y)
\]

(2.32)

for each \( \eta' \in \{1, \ldots, N_\eta\} \) to get a set of linear systems for the \( \bar{c}_{\eta'} \) vectors for each \( \eta' \in \{1, \ldots, N_\eta\} \):

\[
\left[ \sum_{i=1}^{N_c} \int_{\theta_i} L_i^T(\theta_i, \eta') \Sigma_i^{-1}(\theta_i, \eta', V_{\bar{c}'}, Q_i) L_i(\theta_i, \eta') p(\theta_i, \eta' | y_i, \bar{c}_{\eta'}, \partial V_{\bar{c}'}, \partial Q_i) d\theta_i \right] \bar{c}_{\eta'}
\]

\[
= \left[ \sum_{i=1}^{N_c} \int_{\theta_i} L_i^T(\theta_i, \eta') \Sigma_i^{-1}(\theta_i, \eta', V_{\bar{c}'}, Q_i) y_i p(\theta_i, \eta' | y_i, \bar{c}_{\eta'}, \partial V_{\bar{c}'}, \partial Q_i) d\theta_i \right]
\]

(2.33)

where \( p(\theta_i, \eta' | y_i, \bar{c}_{\eta'}, \partial V_{\bar{c}'}, \partial Q_i) \) is given by Eqs. 2.8 and 2.22. Please note that the \( N_c(\eta') \times N_c(\eta') \) matrix on the LHS and the \( N_c(\eta') \) vector on the RHS both depend on \( V_{\bar{c}'} \), which is not known.

\[ V \text{ as a function of } \bar{c}, Q, \bar{c}, \partial V, \partial Q \]

Define

\[
N_i(y_i, \theta_i, \eta_i, \bar{c}_{\eta'}) = (y_i - \mu_i(\theta_i, \eta_i, \bar{c}_{\eta'})) (y_i - \mu_i(\theta_i, \eta_i, \bar{c}_{\eta'}))^T
\]

(2.34)
and use the trace operator to rewrite Eq. 2.30 in the form

\[
Q_1(\bar{c}, V, q, Q|\bar{x}, 0V, \varrho, 0Q, y) = -\frac{N_y}{2} \ln(2\pi)N_v + \frac{1}{2} \sum_{i=1}^{N_y} \int_{\bar{c}} \sum_{\eta_i=1}^{N_y} \ln \det(\Sigma_i^{-1}(\theta_i, \eta_i, V_{\eta_i}, Q_i)p(\theta_i, \eta_i|y_i, \bar{c}^{\eta_i}, 0V_{\eta_i}, \varrho)|d\theta_i
\]

\[
- \frac{1}{2} \sum_{i=1}^{N_y} \int_{\bar{c}} \sum_{\eta_i=1}^{N_y} \text{tr} \left[ \Sigma_i^{-1}(\theta_i, \eta_i, V_{\eta_i}, Q_i)N_i(y_i, \theta_i, \eta_i, \bar{c}^{\eta_i}) \right] p(\theta_i, \eta_i|y_i, \bar{c}^{\eta_i}, 0V_{\eta_i}, \varrho)|d\theta_i.
\]

(2.35)

It is not possible to follow the standard derivation of ML parameter estimates for Gaussian mixture models by EM, which involves computing derivates with respect to \(\Sigma^{-1}\), because it is necessary to account for the dependence of \(\Sigma\) on \(V\). If \(f\) is a scalar-valued function of the matrix \(X\), let \(\partial f/\partial X\) be the matrix of partial derivatives of \(f\) with respect to the elements of \(X\). Eq. 2.35 implies

\[
\frac{\partial Q_1(\bar{c}, V, q, Q|\bar{x}, 0V, \varrho, 0Q, y)}{\partial V_{\eta'}} = \frac{1}{2} \sum_{i=1}^{N_y} \int_{\bar{c}} \frac{\partial \ln \det(\Sigma_i^{-1}(\theta_i, \eta_i', V_{\eta_i'}, Q_i))}{\partial V_{\eta'}} p(\theta_i, \eta_i'|y_i, \bar{c}^{\eta_i'}, 0V_{\eta_i'}, \varrho)|d\theta_i
\]

\[
- \frac{1}{2} \sum_{i=1}^{N_y} \int_{\bar{c}} \text{tr} \left[ \Sigma_i^{-1}(\theta_i, \eta_i', V_{\eta_i'}, Q_i)N_i(y_i, \theta_i, \eta_i', \bar{c}^{\eta_i'}) \right] p(\theta_i, \eta_i'|y_i, \bar{c}^{\eta_i'}, 0V_{\eta_i'}, \varrho)|d\theta_i.
\]

(2.36)

For full-rank square matrices \(X\), let \(R\) be the function that is matrix inversion, i.e., \(R(X) = X^{-1}\). Using the chain rule and a simplified notation and without imposing any constraints on the structure of the matrices \(Q\) or \(V_{\eta'}\)

\[
\frac{\partial \ln \det(R(\Sigma(V))))}{\partial V} = - \left[ L^T (\Sigma^{-1} + \Sigma^{-T}) L - \text{diag} \left( L^T \Sigma^{-1} L \right) \right]
\]

(2.37)

\[
\frac{\partial \text{tr}(R(\Sigma(V)))N}{\partial V} = - \left[ L^T \left( \Sigma^{-1} N \Sigma^{-1} + \Sigma^{-T} N \Sigma^{-T} \right) L - \text{diag} \left( L^T \Sigma^{-1} N \Sigma^{-1} L \right) \right]
\]

(2.38)

Specializing Eqs. 2.37 and 2.38 to the case where \(Q\) and \(V_{\eta}\) are transpose symmetric and applying the results to Eq. 2.36 gives

\[
\frac{\partial Q_1(\bar{c}, V, q, Q|\bar{x}, 0V, \varrho, 0Q, y)}{\partial V_{\eta'}} = 2S(y, \eta', \bar{c}^{\eta'}, V_{\eta'}, \bar{c}^{\eta'}, 0V_{\eta'}, \varrho)
\]
where

\[
S(y, \eta', \bar{e}^{y'}, V_{y'}, \bar{e}^{\eta'}, \partial V_{y'}, q) = \frac{1}{2} \sum_{i=1}^{N_c} \int_{\theta_i} M_i(y_i, \theta_i, \eta', \bar{e}^{y'}, V_{y'}) p(\theta_i, \eta'|y_i, \bar{e}^{\eta'}, \partial V_{y'}, q) d\theta_i
\]

\[
\approx L^T_i(\theta_i, \eta') S^{-1}_i(\theta_i, \eta', V_{y'}, Q_i) N_i(y_i, \theta_i, \eta', \bar{e}^{y'}) S^{-1}_i(\theta_i, \eta', V_{y'}, Q_i) L_i(\theta_i, \eta')
\]

\[
- L^T_i(\theta_i, \eta') \sum_{i=1}^{N} (\bar{e}^{y'}, \partial V_{y'}, q) d\theta_i
\]

Eq. 2.41

where \( p(y_i|\theta_i, \eta_i, \bar{e}^{y_i}, V_{\eta_i}, Q_i) \) is given in Eq. 2.8. Setting the derivative given by Eq. 2.39 equal to zero implies

\[
0 = S(y, \eta', \bar{e}^{y'}, V_{y'}, \bar{e}^{\eta'}, \partial V_{y'}, q)
\]

which, however, cannot be solved symbolically for the value of \( V_{y'} \). Note that Eq. 2.42 depends on \( \bar{e}^{y'} \), which is not known.

Rather than solve the nonlinear Eq. 2.42 for the new value of \( V_{y'} \), we maximize \( Q_i \) directly. We consider two structures for \( V \): (1) \( V_\eta = v_\eta I_{N_i(\eta)} \) (Eq. 2.15) and (2) \( V_\eta = \text{diag}(v_\eta) \).

The case of \( V_\eta = v_\eta I_{N_i(\eta)} \): Updating \( V_{y'} \), really updating \( v_\eta \), is done by the Matlab [40] function \texttt{fminbnd} with a limit of 8 iterations and typically 8 iterations are used. Each iteration has nearly the computation complexity of one update of \( \bar{e} \).

The case of \( V_\eta = \text{diag}(v_\eta) \): Updating \( V_{y'} \), really updating \( v_{y'} \), is done by a Newton’s method with symbolic formula for the first and second derivatives because no line search is required. The first and second derivatives of the scalar \( Q_i \) with
respect to the components of the vector \( v_\eta \) can be written using standard matrix-vector notation. The gradient (a \( N_\varepsilon(\eta) \)-component vector) is a special case of Eq. 2.39, specifically

\[
\nabla_{v_\eta} Q_1(\bar{c}, V, q, Q|\bar{c}, V, q, Q, y) = \frac{1}{2} \sum_{i=1}^{N_\varepsilon} \int_{\theta_i} \text{diag}(M(y_i, \theta_i, \eta, \bar{c}^\eta, V_\eta)) p(\theta_i, \eta|y_i, \bar{c}, V, q, Q) d\theta_i
\]  

(2.43)

where \( \text{diag} \) indicates extracting the diagonal of a matrix to construct a vector.

The Hessian (a symmetric \( N_\varepsilon(\eta) \times N_\varepsilon(\eta) \)-element matrix) is

\[
\frac{\partial^2 Q_1(\bar{c}, V, q, Q|\bar{c}, V, q, Q, y)}{\partial y^2_{\eta}} = \frac{1}{2} \sum_{i=1}^{N_\varepsilon} \int_{\theta_i} (-2D \circ E + E \circ E) d\theta_i
\]  

(2.44)

where \( \circ \) is the Hadamard product (entry-by-entry product) and

\[
D = L_i^T(\theta_i, \eta) \Sigma_i^{-1}(\theta_i, \eta, V_\eta) N_i(y_i, \theta_i, \eta, \bar{c}^\eta) \Sigma_i^{-1}(\theta_i, \eta, V_\eta) L_i(\theta_i, \eta)
\]

(2.45)

\[
E = L_i^T(\theta_i, \eta) \Sigma_i^{-1}(\theta_i, \eta, V_\eta) L_i(\theta_i, \eta).
\]

(2.46)

Up to 8 Newton steps are taken, typically all 8 are used, and each step has nearly the computation complexity of one update of \( \bar{c} \).

An alternative to the method of the previous paragraph is to approximate \( Q_1 \) so that the approximation is concave in \( V \) and then use convex optimization methods. The log of the Gaussian pdf is jointly concave in the mean and inverse covariance and linear combinations of concave functions are concave so the expectation integral makes \( Q_1 \) a concave function of \( \bar{c}^\eta \) and \( \Sigma_i^{-1} \). However, we seek to optimize \( Q_1 \) with respect to \( \bar{c}^\eta \) and \( V_\eta \) and \( \Sigma_i^{-1} \) is a complicated function of \( V_\eta \). Since if \( f(x) \) is concave in \( x \) then \( g(y) = f(a + By) \) is concave in \( y \), a linear approximation for \( \Sigma_i^{-1} \) as a function of \( V_\eta \) would lead to a convex optimization problem. Iteration application of a linearization of \( \Sigma_i^{-1} \) as a function of \( V_\eta \) around the current value of \( V_\eta \) followed by solution of the resulting convex
optimization problem provides a complete algorithm for updating $V_n$. For the case of $V_n = \text{diag}(v_n)$, the linearization of $\Sigma_i^{-1}$ as a function of $V_n$ around $V_{n0}$ has, in abbreviated notation, the simple form $\Sigma_i^{-1} = (LV_0 L^T + Q)^{-1} - T(V - V_0 )T^T$ where $T = Q^{-1}L(L^TQ^{-1}L + V_0^{-1})^{-1}V_0^{-1}$. This approach has not been implemented but will be reconsidered for larger problems.

$Q$ as a function of $V, \bar{c}, \bar{\sigma}, \partial V, \partial Q$

Only the case of $Q_{i,j} = \lambda I_n$ is considered so there is only a single scalar parameter. An initial condition is available by computing the sample variance of the image in an annulus outside of the virus particle [83, Section 2.8]. Simple formulas are available for the first and second derivatives of $Q_1$ in the case of $V = 0$ (not shown) but the corresponding formulas for $V \neq 0$ are complicated. Therefore, numerical optimization was done using Matlab [40] function fminbnd with a limit of 8 iterations and bounds of 0 and $\infty$.

2.4.3 Relationship with other results

If $V_n = 0$ then the results of Ref. [83] are regained. If $Q_i = 0$ and $L_i(\theta_i, \eta_i) = I_{N,\lambda q_i}$ ($I_n$ is the $n \times n$ identity matrix) then the standard results [8,42,53] on ML parameter estimation for Gaussian mixture problems by EM are regained.
2.5 Algorithm

The generalized EM algorithm operates by updating either \((q, \bar{c})\), \((q, V)\), or \((q, Q)\). Because of the historical focus on \(\bar{c}\) in biology, the particular pattern of updating that is used focuses on \(\bar{c}\). In particular, updating of \((q, \bar{c})\) is performed until \(\bar{c}\) converges in the sense of small quadratic norm of the difference between the current and the immediately previous value of \(\bar{c}\). Then \((q, V)\) and \((q, Q)\) are updated. Then \((q, \bar{c})\) is updated. If the change in \(\bar{c}\) relative to its immediately previous value is sufficiently small to satisfy the convergence criteria then the algorithm terminates. Otherwise, the algorithm continues to update \((q, \bar{c})\) until convergence followed by another update of \((q, V)\) and \((q, Q)\), etc. Joint optimization of \(Q\) and \(V\) was tested but works poorly possibly due to the difference in the sizes of these two covariance matrices. Pseudocode is given in Algorithm 1.

2.6 Performance

The standard measure of performance in structural biology is the Fourier Shell Correlation (FSC) [78, Eq. 2] [23, Eq. 17] [4, p. 879] between a pair of reconstructions computed from disjoint sets of images. The FSC is the spherical average of the correlation in the frequency domain between the two reconstructions normalized by the square root of the product of the spherical average of the magnitude squared of the individual reconstructions. The resolution of the reconstruction is defined to be the magnitude of the spatial frequency vector at the first crossing of a threshold where the threshold is typically taken to be 1/2.
Algorithm 1: The generalized EM algorithm

set the initial condition from a homogeneous (i.e., $V = 0$) calculation

while true do

  while $\bar{c}$ not converged do
    update $q$ (Eq. 2.26) and $\bar{c}$ (Eq. 2.33)
  end while

  update $q$ (Eq. 2.26) and $Q$ (Section 2.4.2)

  update $q$ (Eq. 2.26) and $V$ (Newton’s method for $V_\eta = \text{diag}(v_\eta)$ in Section 2.4.2)

  update $q$ (Eq. 2.26) and $\bar{c}$ (Eq. 2.33)

  if $\bar{c}$ converged then
    break
  end if

end while

Because existing reconstruction tools are based on having homogeneous objects (i.e., $V_\eta = 0$), the natural way in which to apply FSC to the heterogeneous (i.e., $V_\eta \neq 0$) work described in this chapter is to measure performance in terms of the mean, i.e., $\hat{\rho}_\eta(x)$.

Since this chapter concerns maximum likelihood (ML) estimators, the standard theory for the performance of ML estimators [18] can be applied. Let $y$ be the vector of data and $\omega$ be the vector of unknown parameters. Let the estimate of $\omega$, which is a function of $y$, be denoted by $\hat{\omega}(y)$. Let the Hessian of the log likelihood function, the matrix of mixed second-order partial derivatives of the log likelihood function, be denoted by $H(\omega)$ with $i, j$th element defined by $\partial^2 \ln p(y|\omega)/\partial \omega_i \partial \omega_j$ where $p(y|\omega)$ is the conditional probability density func-
tion on the data \( y \) given the unknown parameters \( \omega \). Let \( \omega^* \) be the true value of the parameters. The key result [18] is that the estimation error, \( \hat{\omega}(y) - \omega^* \), is approximately Gaussian distributed with mean vector \( \mathbf{0} \) and covariance matrix \( -[H(\hat{\omega}(y))]^{-1} \). Analogous to Ref. [51, Eq. 70], formulas for the Hessian can be derived so the covariance of the errors in \( \bar{c} \) can be determined. Furthermore, analogous to Ref. [51, Sections 4.3–4.4], a FSC-like criteria appropriate to ML can be derived based on the errors in \( \bar{c} \).

Similarly, the Hessian with respect to \( V_\eta \) can be derived, and Eq. 2.44 is a special case for diagonal \( V_\eta \). The matrix \( V_\eta \) must be positive semi definite. The most complicated \( V_\eta \) that is considered in Section 2.7 is diagonal so that the positive semi definite constraint simplifies to the constraint of non-negative diagonal elements. In the general case it may be more appropriate to both solve the ML optimization problem and analyze the estimation errors in terms of the Cholesky factor of \( V_\eta \), for which the only constraint is the triangular structure. If \( y = f(x) \) and the ML estimate of \( x \) is \( \hat{x} \) then the ML estimate of \( y \) is \( f(\hat{x}) \) [12, Theorem 7.2.10, p. 320]. Therefore, if \( \hat{\mathcal{C}}_\eta \) is the ML estimate of the Cholesky factor then the ML estimate of \( V_\eta \) is \( \hat{V}_\eta = \hat{\mathcal{C}}_\eta \hat{\mathcal{C}}^T_\eta \). Similarly, if \( \hat{\mathcal{V}}_\eta \) is the ML estimate then \( (\hat{\mathcal{V}}_\eta)^{1/2} \) (where \( 1/2 \) indicates any algorithm for extracting the Cholesky factor) is the ML estimate of the Cholesky factor. Via the Cholesky factor, both the estimate of \( V_\eta \) and the analysis of the performance of the estimator will obey the positive-definite constraint on \( V_\eta \). In the structural biology community, there is presently no consensus on a quantity that will summarize the estimator performance on the covariance analogous to the FSC summary of the estimator performance on the mean simply because that information has not previously been available.
2.7 Numerical results

Flock House Virus (FHV) [20,33,76] is an insect virus, hence a eukaryote virus, that has been intensively studied including both single-particle cryo electron microscopy [33] and x-ray crystallography [20] structures of the entire particle. Using the images and basis functions \((\phi_r^{(i)}(x))_{i=0}^{N-1}\) in Eq. 2.1 of Ref. [83, Section 3.1], in this section we describe a heterogeneous reconstruction of FHV. In summary of the calculation in Ref. [83, Section 3.1], there are 583 images each of \(91 \times 91\) pixels with a sampling interval of 4.7Angstrom, the contrast transfer function is 1, there are 720 orthonormal basis functions described in spherical coordinates where the radial dependence is a spherical Bessel function and the angular dependence is an icosahedral harmonic and the basis function is supported in a sphere of radius 197.4Angstrom, there is one class, the nuisance parameters in \(\theta\) are only the projection orientation, and the resulting resolution by FSC with threshold 1/2 is 27Angstrom. Other reconstructions described in Ref. [83, Section 3.1] achieve as high as 23Angstrom resolution from the same experimental images. For other examples, such as multi-class examples, please see Refs. [81,86]. Examples of the experimental images are shown in Figure 2.1(a).

A \(V = 0\) calculation is performed in which the new software [a Matlab [40] program optimized to use primarily matrix-matrix operations running on a dual core dual cpu PC using 4 threads (4 “labs” in Matlab terminology)] yields the same structure as the software of Ref. [83]. Then the \(V = 0\) constraint is removed.

Because viruses interact with other biological systems at the surface of the virus, the surface of FHV is important. Figure 2.1(b) shows the surface determined by the mean \(\hat{\rho}_{h_0}(x)\) using pseudo-color determined by the covariance
\( \hat{r}_{\eta}(x, x) \). Therefore, Figure 2.1(b) includes a description of the heterogeneity of FHV that is a continuous heterogeneity within a single class of particle. On the surface of the particle (Figure 2.1(b)), the variance is highest near the 5-fold symmetry axes which is consistent with the idea that the binding of the particle to a new host cell and possibly later events concerning RNA translocation occur around a 5-fold axis \([10, 13, 26]\). Internal to the particle (Figure 2.1(d)), the variance is low on the ordered dodecahedral RNA cage \([20, 68]\) that can be visualized in the x-ray crystallographic structure \([20, 68]\), as expected, and higher in the unordered core of the particle.

The estimate of the mean, \( \hat{\rho}_{\eta=1}(x) \), has icosahedral symmetry but this is not obvious in the sectioned visualization shown in Figure 2.1(c). Therefore, in Figure 2.2 we show 2-D cross sections through the origin normal to 5-, 3-, and 2-fold symmetry axes of the estimate \( \hat{\rho}_{\eta=1}(x) \). In these images, the symmetry is clearly displayed.

The dynamic range of the 720 weights in \( \hat{c}_{\eta=1} \) is great. Only one weight, the largest weight with value 12.13, has absolute value in the interval \([10, 100]\). As the absolute value of the weights gets smaller, the number of weights gets larger and then smaller. Finally, there are 32 weights with absolute values in the interval \([0, .01]\). The weights corresponding to spherically-symmetric low-spatial-frequency basis functions tend to be larger, corresponding to the fact that FHV is roughly spherical, which makes this a challenging reconstruction problem since it is challenging to detect the projection orientation direction for a roughly spherical object. The square roots of \( v_{\eta=1} \) in \( V_{\eta=1} = \text{diag}(v_{\eta=1}) \) are neither constant in size nor a constant fraction of the size of the corresponding element in \( \hat{c}_{\eta=1} \). Using the same intervals used to stratify the absolute values of the
weights, the intervals and the medians of the corresponding square roots (i.e., standard deviations) are [10, 100), 0.2387; [1, 10), 0.2581; [.1, 1), 0.3015; [.01, .1), 0.3082; and [0, .01), 0.3153. Thus the smaller coefficients, which are also the coefficients multiplying basis functions with higher spatial frequency content, tend to have larger variances. Note, however, that the covariance $V_{\eta=1}$ of the weights $c$ is only indirectly related to the covariance $\Sigma_i$ of the $i$th image $y_i$ through the linear operator $L_i$ (e.g., Eq. 2.7). Therefore it is difficult to make statements about the image based on knowledge of the covariance of the weights.

The value of $\lambda$ (the pixel noise variance in $Q_{i,j} = \lambda I_{N_i}$) is changed less than 20% from its initial condition computed from the sample variance of the images [83, Section 2.8].

Allowing $V \neq 0$ could potentially change $\bar{c}$ relative to a reconstruction with $V = 0$. However, in the case of FHV, this does not seem to be the case. In particular, Figure 2.3 shows the FSC curve comparing the structure mean structures (i.e., $\hat{\rho}_{\eta=1}(x)$) with $V = 0$ and $V \neq 0$ computed via Ref. [83, Eq. 25]. Continuing to use the threshold of 1/2, the conclusion is that the two structures are biologically equivalent.

2.8 Estimation of the a priori probability distribution on the nuisance parameters

Some objects, especially objects such as tailed bacteriophage that are far from spherical in shape, adopt a particular range of orientations relative to the air-water interface during the preparation of the cryo electron microscopy speci-
men. Therefore, the \textit{a priori} probability distribution on the projection orientation nuisance parameters in $\theta_i$ is not uniform over all rotations (i.e., not Haar measure on $SO(3)$). In this section we generalize the class nuisance parameter $\eta_i$ to allow estimation of the probability distribution of the projection orientation nuisance parameters.

Let $H$ (capital $\eta$) be a nuisance parameter which has a many-to-one mapping to $\eta$ (denoted by $\eta = \eta(H)$). The different values of $H$ mapping to the same value of $\eta$ are present so that $H$ can separately select pdfs for $\theta$, i.e., to make the pdf on $\theta$ into a mixture pdf. Specifically, each term in the mixture has the form $p(\theta, H) = p(\theta|H)p(H)$. However, both $\bar{c}$ and $V$ are functions of $\eta(H)$ not of $H$ since it would be difficult to estimate large numbers of $\bar{c}$ vectors and $V$ matrices. The derivation of Section 2.4 can be repeated. An important change is that Eq. 2.22 is replaced by

$$p(\theta_i, \eta_i | y_i, \bar{c}, V, q, Q) = \sum_{H_i: \eta(H_i) = \eta_i} p(\theta_i, H_i | y_i, \bar{c}, V, q, Q) \frac{p(y_i | \theta_i, \eta_i, \bar{c}^{\eta}, V_{\eta}, Q_i) p(\theta_i | H_i) q_{H_i}}{\sum_{H' = 1}^{N_{H'}} p(\theta'|H') q_{H'} p(y_i | \eta', \theta', \bar{c}^{\eta'}, V_{\eta'}) d\theta'}$$

(2.47)

which implies that Eq. 2.22 becomes

$$p(\theta, \eta | y, \bar{c}, V, q, Q) = \sum_{H: \eta(H) = \eta} p(\theta, H | y, \bar{c}, V, q, Q).$$

(2.48)

Eq. 2.26 is replaced by

$$q_{H'} = \frac{1}{N_v} \sum_{i=1}^{N_v} \int_{\theta_i} p(\theta_i, H'|y_i, \bar{c}^{\eta'}, V_{\eta'}, q) d\theta_i \quad \forall H' \in \{1, \ldots, N_H\}$$

(2.49)

where the computation of $p(\theta_i, H'|y_i, \bar{c}^{\eta'}, V_{\eta'}, q)$ is from Eq. 2.47. Eq. 2.33 (new estimate of $\bar{c}^{\eta}$), Eqs. 2.39–2.41 (Eqs. 2.43–2.46) (new estimate of $V_{\eta}$), and Eq. 2.30 (new estimate of $Q$) are unchanged but now the computation of $p(\theta, \eta'|y, \bar{c}^{\eta'}, V_{\eta'}, q)$ is from Eq. 2.48 rather than Eq. 2.22.

An important case is where each term in the mixture is impulsive. Since $\theta$ is a continuous random variable, this is an unusual choice. However, it com-
bines easily with the quadrature rules used to approximate integrals over \( \theta \). If all terms are impulsive, then without loss of generality, we can regard \( \theta \) as discrete and perform all calculations in terms of Kronecker rather than Dirac delta functions. Making the further assumption that the same set of discrete values occurs for every class \( \eta(H) \), it is natural to describe \( H \) by \( H = (\eta, \xi) \) where \( \eta \) is the nuisance parameter of previous sections of the chapter and \( \xi \) selects the term in the mixture pdf for \( \theta \) so that \( p(\theta|H = (\eta, \xi)) = \delta_{\theta, \theta_{\xi}} \) where \( \theta_{\xi} \) is the value of \( \theta \) corresponding to mixture term index \( \xi \). Since all terms are impulsive, the index of the term and the value of \( \theta \) are equivalent so there exists a function \( \xi(\theta) \). In this case, Eqs. 2.47 and 2.49 become

\[
p(\theta, H) = (\eta, \xi)|y, \tilde{c}, V, q, Q) = \frac{p(y|\theta_{\xi}, \eta, V, q, Q)\delta_{\theta, \theta_{\xi}} q_{H_\eta=(\eta, \xi)}}{\sum_{\eta=1}^{N_\eta} \sum_{\xi'=1}^{N_\xi} q_{H_\eta=(\eta', \xi')} p(y|\eta', \theta_{\xi'}, V, q, Q)} \tag{2.50}
\]

\[
p(\theta, \eta|y, \tilde{c}, V, q, Q) = \frac{p(y|\theta, \eta, V, q, Q) q_{H_\eta=(\eta, \xi(\theta))}}{\sum_{\eta=1}^{N_\eta} \sum_{\xi'=1}^{N_\xi} q_{H_\eta=(\eta', \xi')} p(y|\eta', \theta_{\xi'}, V, q, Q)} \tag{2.51}
\]

2.9 Discussion

In this chapter the first statistical model, estimator, and algorithm for computing reconstructions of heterogeneous biological objects, where the heterogeneity includes both discrete and continuous components, from single-particle cryo electron microscopy images is described and demonstrated. The problem formulation is equivalent to a Gaussian mixture parameter estimation problem where both the mean and covariance of each class are stochastically structured and the structuring involves complicated operations such as projection from 3 to 2 dimensions. A maximum likelihood criterion is used and the estimate is computed by a generalized expectation maximization algorithm. At least some biological applications of this approach will require computing on a large
scale, e.g., resolving heterogeneity at the 4Angstrom spatial scale in an object with a characteristic dimension of 500Angstrom based on $10^5$–$10^6$ images each containing $10^2 \times 10^2$ pixels. Algorithmic and software engineering tradeoffs to enable such computations on a parallel cluster computer, e.g., choice of basis functions, Krylov versus direct solution of linear systems, appear to be fruitful areas for further investigation. Methods for characterizing the estimator performance also appear to be fruitful areas for further investigation.
Figure 2.1: Reconstruction of FHV from experimental images. Panel (a): Example boxed experimental images (same color map). Panel (b): Surface plot of the mean $\hat{\rho}_{\eta}(x)$ pseudo-colored by the variance $\hat{r}_{\eta}(x, x)$. The variance is highest near the 5-fold symmetry axes which is consistent with the idea that the binding of the particle to a new host cell and possibly later events concerning RNA translocation occur around a 5-fold axis [10, 13, 26]. Panel (c): Cross section of the mean though the center of the particle perpendicular to a 5-fold symmetry axis pseudo-colored by the variance. Panel (d): The RNA core after removal of the protein capsid. Surface plot of the mean pseudo-colored by the variance. The ordered dodecahedral RNA cage [20, 68] is detected and, as expected, the variance of the cage is low (blue) while that of the surrounding less well-ordered material is high (red). Visualizations in Panels (b–d) by UCSF Chimera [49].
Figure 2.2: Cross sections through the origin normal to 5-, 3-, and 2-fold symmetry axes of the estimated 3-D mean ($\hat{\rho}_{\eta(1)}(x)$) function. The symmetries can clearly be seen in the cross sections, although the 5-fold symmetry is approximately a 10-fold symmetry and the 3-fold symmetry is approximately a 6-fold symmetry. The same color map is used in all images.
Figure 2.3: Fourier Shell Correlation (FSC) curve between $\hat{\rho}_{\eta=1}(x)$ computed with $V$ constrained to $V = 0$ versus the optimal diagonal $V$. The independent variable $k$ is the magnitude of the spatial frequency vector measured in Angstrom$^{-1}$. The pixel size of 4.7Angstrom implies a Nyquist frequency of $1/(2 \times 4.7) = 0.106$Angstrom$^{-1}$ which determined the upper limit of $k = 0.1$Angstrom$^{-1}$. Since the curve remains above 1/2 for the entire range $k \in [0, 0.1]$Angstrom$^{-1}$, from the biological point of view the two mean structures are equivalent.
3.1 Heterogeneous *Nudaurelia Capensis ω Virus* (NωV)

3.1.1 Introduction

Recent success with 3-dimensional reconstructions of biological macro molecular particles employing single-particle cryo electron microscopy (cryo EM) has been remarkable. Sub nanometer icosahedral virus structures are virtually routine and protein and nucleo-protein structures, without symmetry, are appearing more frequently at comparable resolution. Structures of icosahedral viruses at near-atomic resolution have been achieved with this technology in recent years [3,39,84].

Cryo EM data captures biological macromolecular particles that are trapped in one of a smooth continuum of conformations at the moment of vitrification in liquid ethane. The amount of conformational change accessible to the particle is presumably space dependent, but there are limited tools available for assessing the global amount of conformational change available let alone creating a spatial map of the amount of conformational change occurring.

Cryo EM has recently been reviewed in the three volumes edited by Jensen [28–30]. The idea of maximum likelihood as a method for deriving statistical estimators dates back to the early 1900s [37, Section 10.1, p. 515] and it remains an important method. Computation of a reconstruction by optimization
of the fit between the images predicted by a mathematical model and the experimental images, which can be interpreted as a maximum likelihood estimator, was first done by Vogel, Provencher, Bonsdorff, Adrian, and Dubochet [79] and Provencher and Vogel [50, 80] and has recently been reviewed [55, 59]. Maximum likelihood has also been used for other estimation tasks related to cryo electron microscopy, such as estimating the orientation of an image [58]. Heterogeneity among a set of particles can be detected by methods such as cross-common lines residuals [22]. In this chapter, maximum likelihood estimation is used not to estimate a single reconstruction or to find a homogeneous subset of particles but rather to estimate the statistics of an entire ensemble of reconstructions where the statistics of the images predicted by the statistics of the ensemble of reconstructions match the statistics of the experimental images. The most closely related work is due to Penczek, Yang, Frank, and Spahn [48]. In this work, a space-varying variance map was constructed after the reconstruction is computed by a Monte-Carlo resampling procedure. This contrasts with the approach proposed in this thesis where the mean and covariance information are simultaneously estimated, generating not only the reconstruction but also the variance associated with every voxel of the reconstruction.

The method was used to reanalyze the time-resolved single-particle cryo EM images of Nudaurelia Capensis Omega Virus (NωV) from Matsui, Lander, Khayat, and Johnson [41], a $T = 4$ icosahedral RNA virus. NωV capsid is composed of 240 copies of the same gene product, protein alpha, that in a maturation step, undergoes an autocatalytic reaction generating the major capsid protein beta and the small gamma peptide, which remains non-covalently associated with the capsid. NωV virus-like particles can be purified in the uncleaved pro-capsid state and the maturation process can be precisely triggered by low-
ering the pH to 5.0. Kinetics of the cleavage is unusual with 50% of the subunits cleaved in 30 minutes while several hours are required for all of the subunits to cleave. Taking advantage of the slow kinetics of maturation of N\(\omega\)V, partially cleaved particles in intermediate stages of maturation (3 minutes, 30 minutes, and 4 hours all at pH 5.0) were analysed by cryo-EM. Because the size of the particles is the same throughout the maturation process, it was possible to use difference cryo-EM density maps. The density at each time point was subtracted from the fully mature particle. With the x-ray model as a guide, the difference density at each of the cleavage sites was evaluated. Subunits surrounding 5-fold and 3-fold icosahedral symmetry axes are quickly formed and cleave in 30 minutes, while the subunits not adjacent to these axes cleave slowly. Here, we show that the maximum-likelihood derived variance map can, in a single data set, reveal the same local variations that were observed with difference map analysis, and also provide an overall view of particle dynamics that was unobservable with classical methods of analysis. The data are the time-resolved single-particle cryo EM images of N\(\omega\)V from Matsui, Lander, Khayat, and Johnson [41]. The pixels measure 2.768\(\text{Å}\) and the boxed image of an individual particle is 200 \(\times\) 200 pixels in dimension. The reconstructions from Matsui et al. (2010) have been deposited in the EM Data Bank [70]. The times, reference numbers, and accession codes are 3 min, 25633, EMD-5426; 30 min, 25634, EMD-5427; 4 h, 25635, EMD-5428; and 3 d, 25622, EMD-5425, respectively. The assumption that there is only one class of particle at each time point was sufficient to achieve resolutions of 9.3\(\text{Å}\), 8.6\(\text{Å}\), 8.3\(\text{Å}\), and 9.8\(\text{Å}\) for the 3 minutes, 30 minutes, 4 hours, and 3 days data sets, respectively (Matsui, Lander, Khayat, and Johnson [41], and so the calculations described in this chapter, which are at lower resolution, have continued with that assumption. The re-
results from the calculation described in this chapter have been deposited in the EM Data Bank [70]. Each data set results in two depositions: a mean map and a variance map. For the mean maps, the times, reference numbers, and accession codes are 3 min, 25729, EMD-5449; 30 min, 25858, EMD-5474; 4 h, 25859, EMD-5472; and 3 d, 25860, EMD-5473, respectively. For the variance maps, the times, reference numbers, and accession codes are 3 min, 25861, EMD-5468; 30 min, 25863, EMD-5469; 4 h, 25864, EMD-5471; and 3 d, 25865, EMD-5470, respectively.

3.1.2 Computational methodology

Using a weighted sum of basis functions to represent the electron scattering intensity function has a long history in structural biology, e.g., Fourier series in x-ray crystallography. If every instance of the object is identical, then the weights in the description of each object are the same and the goal of structure determination is to determine the numerical value of each weight. But if different instances of the object are different, then there is no unique numerical value for each weight. Different instances might differ by different stoichiometry or by different geometrical configuration, e.g., flash frozen in different vibrational conditions for single-particle cryo EM problems. If the differences can be described as statistical variation, then the goal of structure determination might be to determine the numerical values of the means and variances of each weight. If the weights are assumed to be Gaussian random variables and are grouped in a vector, then the mean vector and covariance matrix for the weight vector is a complete description of the object.
The change from describing the weights as numbers and estimating the numbers for each class of object, to describing the weights as Gaussian and estimating the statistics (the mean, corresponding to a traditional reconstruction, and the covariance, describing fluctuations around the reconstruction) for each class of object is the modeling innovation proposed in this thesis. Using this new model, a maximum likelihood estimator is used to determine the means and covariances that are the solution of the reconstruction problem and the estimator is computed by a generalized expectation maximization algorithm which is an iterative algorithm which must be provided with an initial condition. The pixel noise variance and the probability that an image belongs to a particular class are also estimated. Optionally, but not used in the calculations described in this chapter, the \textit{a priori} probability density function on the projection orientation of the images can also be estimated. In the expectation maximization algorithm, simultaneous updates of all parameters to be estimated is a difficult optimization problem so the mean vector, the covariance matrix, and the pixel noise variance are updated sequentially (so that this is actually a generalized expectation maximization algorithm). Each update is the solution of a maximization problem. For the mean vector, the maximization problem is quadratic in the unknown vector so the new mean vector is the solution of a linear system quite similar to the situation in the homogeneous particle case \cite{16,34,36,51,83}. For the covariance matrix, the maximization problem is complicated because the covariance of an image is a linear combination of the covariance of the weights in the orthonormal expansion and the variance of the additive pixel noise. The linear combination is unknown and is different for each different image. Intuitively, the observed variability in the images is being partitioned into two sources which are the heterogeneity of the particle and the additive pixel noise.
Because the covariance, rather than the inverse covariance, is a linear combination of the covariance of the weights in the orthonormal expansion and the variance of the additive pixel noise, this maximization problem is not convex. Formulas for first and second derivatives of the function to be maximized with respect to the covariance of the weights can be determined and, using the function and the derivatives, the maximization problem is solved numerically. Finally, for the additive pixel noise covariance, a search based on just the function to be maximized is used since the unknown is a scalar and an accurate initial condition is available by computing the sample variance of the pixels in the images in an annulus outside of the image of the particle. A flow chart of the algorithm is given in Figure 3.1. Figure 3.1(a) shows the entire algorithm with preprocessing, repetition of reconstruction calculations on non-overlapping sets of boxed images in order to provide the data necessary for computing sample variances, and postprocessing. Figure 3.1(b) shows the reconstruction algorithm for a single set of boxed images.

In order to compute the performance of the algorithm, at each time point the algorithm is run on each of four distinct data sets where the data sets are nonoverlapping subsets of the four image stacks of Matsui, Lander, Khayat, and Johnson [41]. Then, based on the four results, sample standard deviations can be computed which describe the performance of the algorithm. This overall computation is shown in Figure 3.1(a). The algorithm is iterative and therefore requires an initial condition. At each time point, for the first of the four data sets, the algorithm is used twice: (1) The algorithm is started with means that describe a spherically-symmetric reconstruction and zero covariances and is run to the final resolution with the heterogeneity features turned off. In this case the algorithm is equivalent to the algorithm of Refs. [16,83]. Alternatively, this cal-
Calculation could be described as Block 2 of the flow chart in Figure 3.1(b) or the third line of Algorithm 2 with the addition of the standard idea of refinement where the resolution of the reconstruction is progressively increased. (2) The algorithm is restarted with the means equal to the solution from Step (1) and the variances equal to 10% of the corresponding means and is run with the heterogeneity features turned on to determine the heterogeneous reconstruction. At each time point, for the second through fourth data sets, only Step (2) is used starting from the homogeneous reconstruction resulting from Step (1) applied to the first data set since there is no need to find a new initial condition.

Once the mean vector and covariance matrix for the weights in the orthonormal expansion have been estimated, the nominal structure can be computed from the mean vector and the variance map can be computed from the covariance matrix.

The following subsections describe the computational methods in detail, including pre- and post-processing that go beyond the ideas of Chapter 2.

**Preprocessing**

Subsequent to the steps used to create the image stacks in Matsui, Lander, Khayat, and Johnson [41], the following procedure was carried out.

1. Reconstruction algorithms can include provisions for rejecting images from the image stack because the images appear not to belong to the particle as it appears in the 3-D reconstruction being computed. Such provisions are not included in the current version of the reconstruction algorithm described in this chapter. Therefore, some possibly junk images are
removed from the stack before the reconstruction algorithm begins by the following mechanism: First, select the first 6000 images from the stack. Second, compute the sample mean of all the selected images. (The mean image is nearly circularly symmetric). Third, compute the difference between each particular image and the sample mean image. Fourth, compute the square of the Euclidean norms of the difference images. Fifth, from a histogram of the squared norms, decide on a threshold and remove images from the stack if their squared norm is greater than the threshold. About 16% of the images are removed. For the stack recorded at 3 minutes, 20 of the removed images are shown in Figure 3.12.

2. In order to compute the performance of the algorithm, e.g., the error bars of Figure 3.6, the algorithm is applied to multiple sets of images. Specifically, from those images that are not removed from the stack, we form four substacks each with 1200 images by first randomly permuting the 6000 images and then selecting subsets of 1200 images where the subsets are those images numbered $4n - 3$, $4n - 2$, $4n - 1$, and $4n$ where $n \in \{1, \ldots, 1200\}$.

3. Individually for each image in a stack, normalize the image. Specifically, $y^{\text{new}} = ay^{\text{old}} + b$ where $a$ and $b$ are chosen so that the sample mean and the sample variance of $y^{\text{new}}$, both evaluated outside of the image of the virus particle, have values 0 and 1, respectively.

**Reconstruction**

In this section, the specific version of the methods of Chapter 2 that was applied to the NωV problem is described.

The electron scattering intensity of the particle is described as a weighted
sum of basis functions. A standard approach is to treat the set of weights as numbers and seek to estimate the values of the numbers by a maximum likelihood estimator [16, 34, 36, 51, 57, 83]. In contrast, in this thesis we treat the set of weights as random variables where every particle is described by an independent realization of the random variables. We then seek to estimate the joint probability density function of the set of random variables. In order to simplify the task from estimating functions to estimating numbers, we assume that the joint probability density function is Gaussian so that all we must estimate is the mean vector and covariance matrix. These quantities can be estimated by a maximum likelihood estimator which is computed by an expectation-maximization algorithm where the nuisance parameters in the expectation-maximization algorithm include the unknown projection direction of the image of each particle.

Reconstruction: Notation If $x$ is a random variable then $x \sim p$ means that $x$ is distributed with probability density function (pdf) $p$. $\mathcal{N}(m, S)(x)$ is the Gaussian pdf with mean vector $m$ and covariance matrix $S$ evaluated at argument $x$. If $v$ is a vector (which might already have multiple superscripts and subscripts) then $(v)_j$ is the $j$th component of the vector. Likewise, if $M$ is a matrix then $(M)_{j,j'}$ is the $(j, j')$th element of the matrix.

Reconstruction: Model The electron scattering intensity $\rho$ as a function of 3-D real-space coordinates $x$ is described by a truncated orthonormal expansion with weights $c$ and basis functions $\phi$:

$$\rho^{(\eta)}(x) = \sum_{j=1}^{N_{,\eta}} c_j^{(\eta)} \phi_j^{(\eta)}(x)$$

(3.1)
where \( \eta \) is the class label and there are \( N_\eta \) classes. In first-order image formation theory [19, 38, 69], the reciprocal-space image, denoted by \( \Upsilon \), parameterized by the 2-D reciprocal-space vector, denoted by \( \kappa \), is the product of three factors.

1. The 2-D Fourier transform of the projection image which, by the projection slice theorem, can be computed from the 3-D Fourier transform \( P \) of the object \( \rho \) and the \( 3 \times 3 \) rotation matrix \( R \) that describes the projection direction which is parameterized by the Euler angles \( (\alpha, \beta, \gamma) \). (2) The contrast transfer function \( G \).

2. A complex exponential of the translation \( \chi_0 \) of the projected location of the center of the object from the center of the reciprocal space image. The resulting equation is

\[
\Upsilon_i(\kappa) = \exp(-i2\pi\kappa^T \chi_{0,i}) G(|\kappa|) P^{(\eta_i)} \left( R^{-1}_{\alpha_i,\beta_i,\gamma_i} \begin{bmatrix} \kappa \\ 0 \end{bmatrix} \right).
\]

(3.2)

In order to make Eqs. 3.1 and 3.2 into numerical linear algebra, the spatial frequency vector \( \kappa \) is discretized and Eq. 3.2 for each sample is one row of the resulting vector equation. In addition, the notation is augmented with an index \( i \) which indicates which of the boxed images is being described and \( \Phi \) is the 3-D Fourier transform of the basis function \( \phi \). The resulting equation is

\[
y_i = L(z_i)c^{(\eta_i)}
\]

(3.3)

where

1. \( y_i \) is a vector whose \( j \)th component is the the reciprocal space image evaluated at the \( j \)th sampled reciprocal space vector \( \kappa_j \), i.e.,

\[
(y_i)_j = \Upsilon_i(\kappa_j).
\]

(3.4)

2. \( z_i \) is the Euler angles \( (\alpha_i, \beta_i, \gamma_i) \) that describe the projection orientation of the \( i \)th image, the 2-component vector \( \chi_{0,i} \) that describes the projected location
of the center of the particle in the \(i\)th image, and the class label \(\eta_i\), i.e.,

\[
z_i = (\alpha_i, \beta_i, \gamma_i, X_{0,i}, \eta_i).
\]

(3.5)

all of which are unknown.

3. \(c^{(\eta)}\) is the vector of weights for the \(i\)th particle, i.e.,

\[
(c^{(\eta)}_i)_j = c^{(\eta)}_j.
\]

(3.6)

4. \(L(z_i)\) is the matrix that describes the transformation from weights to sampled reciprocal-space image as is given in Eq. 3.2, i.e., weights to 3-D cube, projection from 3-D to 2-D, the effect of the contrast transfer function, and the translation of the projected location of the center of the particle in the \(i\)th image so the \((j, j')\)th element of this matrix is

\[
(L(z_i))_{j,j'} = \exp(-i2\pi\kappa_j^T X_{0,i}) G(|\kappa_j|) \Phi_{\eta_i} \left[ \begin{array}{c} \kappa_j \\ 0 \end{array} \right].
\]

(3.7)

The statistical model used previously \([16, 57]\)) is that every object in the \(\eta\)th class is identical and the projection image is corrupted by additive zero-mean Gaussian noise that is independent from image to image. The a priori probability that an object is from the \(\eta\)th class is \(q_\eta\). The resulting equations are

\[
y_i = L(z_i)c^{(\eta)} + v_i
\]

(3.8)

\[
v_i \sim N(0, Q).
\]

(3.9)

where the goal is to estimate the vectors \(c^{(\eta)}\) for \(\eta \in \{1, \ldots, N_\eta\}\). This problem can be generalized to include estimating the a priori probability density function on the orientation of the projections and estimating the a priori probabilities of each class \([57]\).
In this thesis it is proposed to allow each instance of an object in the $\eta$th class to have a different structure where the variability is described statistically by assuming that the weights for the orthonormal expansion (Eq. 3.1) collected into a vector (Eq. 3.6) are Gaussian random vectors with mean vector $\bar{c}_\eta$ and a covariance matrix $V_\eta$. The resulting equations are

$$y_i = L(z_i)c_i + v_i$$ (3.10)

$$c_i \sim N(\bar{c}_\eta, V_\eta)$$ (3.11)

$$v_i \sim N(0, Q)$$ (3.12)

where the $c_i$ random vectors are nuisance parameters, that is, they are not known but instead of estimating them, a pdf for them is provided. Since linear transformations of Gaussian random vectors are Gaussian random vectors, rewrite Eqs. 3.10–3.12 with a single Gaussian random vector $v'$ rather than two Gaussian random vectors $c$ and $v$. The resulting equations are

$$y_i = L(z_i)\bar{c}_\eta + v'$$ (3.13)

$$v' \sim N(0, L(z_i) V_\eta L(z_i)^T + Q).$$ (3.14)

Eqs. 3.10–3.12 and Eqs. 3.13–3.14 differ in two important ways. First, the $c_i$ random vectors are gone leading to simpler estimator equations. Second, $v'$ has a structured covariance matrix, specifically, $L(z_i) V_\eta L(z_i)^T + Q$. The goal is to estimate $Q$, $q_\eta$, $\bar{c}_\eta$, $V_\eta$ for $\eta \in \{1, \ldots, N_\eta\}$. In addition, though it is not done in this chapter, it is possible to estimate the a priori pdf on the orientation of the projections.

Reconstruction: Estimator Using the notation of Section 3.1.2, it follows from Eqs. 3.13 and 3.14 that the conditional mean, denoted by $\mu_i(\theta_i, \eta, \bar{c}_\eta)$, and the
conditional covariance, denoted by $\Xi_i(\theta_i, \eta_i, V_{\eta_i}, Q_i)$, of the $i$th image, denoted by $y_{ii}$, are

$$\mu_i(\theta_i, \eta_i, \bar{c}^{\eta_i}) \doteq \mathbb{E}[y_{i}|\theta_i, \eta_i, \bar{c}^{\eta_i}, V_{\eta_i}, Q_i]$$ (3.15)

$$= L_i(\theta_i, \eta_i)\bar{c}^{\eta_i}$$ (3.16)

$$\Xi_i(\theta_i, \eta_i, V_{\eta_i}, Q_i) \doteq \text{Cov}[y_{i}|\theta_i, \eta_i, \bar{c}^{\eta_i}, V_{\eta_i}, Q_i]$$ (3.17)

$$= L_i(\theta_i, \eta_i)V_{\eta_i}L_i^T(\theta_i, \eta_i) + Q_i$$ (3.18)

where the operators $\mathbb{E}$ and Cov are expectation and covariance, respectively, and that the conditional probability density function (pdf) on $y_i$ is

$$p(y_i|\theta_i, \eta_i, \bar{c}^{\eta_i}, V_{\eta_i}, Q_i) = \mathcal{N}\left(\mu_i(\theta_i, \eta_i, \bar{c}^{\eta_i}), \Xi_i(\theta_i, \eta_i, V_{\eta_i}, Q_i)\right)(y_i).$$ (3.19)

The absence of a subscript or superscript implies that the variable is the collection of variables with the subscript or superscript, e.g., $\bar{c} = (\bar{c}^{\eta_i}|_{\eta_i=1}, ..., \bar{c}^{\eta_i}|_{\eta_i=N_{\eta_i}})$. In this abbreviated notation, the log likelihood function for the maximum likelihood estimator is

$$\ln p(y|\bar{c}, V, q, Q) = \sum_{i=1}^{N_v} \ln \left[ \sum_{\eta_i=1}^{N_{\eta_i}} \int_{\theta_i} p(y_{i}|\theta_i, \eta_i, \bar{c}^{\eta_i}, V_{\eta_i}, Q_i)q_{\eta_i}p(\theta_i)d\theta_i \right]$$ (3.20)

where $N_v$ is the number of particles that are imaged, $p(y_{i}|\theta_i, \eta_i, \bar{c}^{\eta_i}, V_{\eta_i}, Q_i)$ is given in Eq. 3.19, and $p(\theta_i)$ is the a priori pdf on $\theta_i$ and the definition of the estimator is

$$\hat{\bar{c}}, \hat{V}, \hat{q}, \hat{Q} = \arg \max_{\bar{c}, V, q, Q} \ln p(y|\bar{c}, V, q, Q)$$ (3.21)

where the * indicates that the variable is an estimate.

The method used for computing the maximization is a generalized expectation-maximization algorithm. The idea in expectation-maximization algorithms is that there is a set of so-called nuisance parameters which, if their values were measured, would greatly simplify the computation of the maximum. However, the values are not measurable. The iterative nature of the algorithm results from repeating a pair of steps: average over the possible values
of the nuisance parameters (the so-called expectation step) and compute new values for the parameters being estimated by maximizing the result of the averaging with respect to the parameters. For this problem, the natural nuisance parameters are the variables $\theta_i, \eta_i (i \in \{1, \ldots, N_v\})$.

The conditional pdf on the nuisance parameters is

$$p(\theta_i, \eta_i | y_i, \bar{c}, V, q, Q) = \frac{p(y_i | \theta_i, \eta_i, \bar{c}^{\eta_i}, V_{\eta_i}, Q_i)p(\theta_i)q_{\eta_i}}{\sum_{\eta_i=1}^{N_{\eta_i}} \int_{\theta} q_{\eta'} p(\theta') p(y_i | \eta', \theta', \bar{c}^{\eta'}, V_{\eta'}, Q_i)d\theta} \quad (3.22)$$

which uses Eq. 3.19. Using Eq. 3.22 repeatedly and following the calculation of Ref. [16], the update equations for the generalized expectation maximization algorithm are described in the following paragraphs. In all the following equations, variables with a leading subscript of 0, e.g., $\bar{c}_0$, are the result of the previous iteration and variables without a leading subscript of 0, e.g., V, are the variables being computed in the current iteration.

(1) For each class (equivalently, each value of $\eta'$ in the set $\{1, \ldots, N_{\eta}\}$), the new value of the a priori class probability, denoted by $q_{\eta'}$ as a function of $\bar{c}, \bar{V}, q_0$, and $Q$ is

$$q_{\eta'} = \frac{1}{N_{\eta_i}} \sum_{i=1}^{N_{\eta_i}} \int_{\theta_i} p(\theta_i, \eta_i | y_i, \bar{c}^{\eta_i}, \bar{V}_{\eta_i}, Q_0, Q_i) d\theta_i \quad (3.23)$$

where the computation of $p(\theta_i, \eta_i | y_i, \bar{c}^{\eta_i}, \bar{V}_{\eta_i}, Q_0, Q_i)$ is from Eq. 3.22. The primary computational expense is to compute the integrals in Eqs. 3.23, 3.25, 3.26, and 2.35. (Figure 3.1, Blocks 2, 3, and 4).

(2) The new value of $\bar{c}$ as a function of $V, Q, \bar{c}, \bar{V}, Q_0$ is determined by solving the following linear system for each $\eta' \in \{1, \ldots, N_{\eta}\}$ to compute the corresponding $\bar{c}^{\eta'}$ vectors:

$$F(\eta', y, \bar{c}^{\eta'}, \bar{V}_{\eta'}, Q_0)\bar{c}^{\eta'} = g(\eta', y, \bar{c}^{\eta'}, \bar{V}_{\eta'}, Q_0, Q_i) \quad (3.24)$$
where

\[
F(\eta', y, \bar{\omega}, V_{\eta'}, \eta, Q) = \sum_{i=1}^{N_v} \int_{\theta_i} L_i^T(\theta_i, \eta') \Xi_i^{-1}(\theta_i, \eta', V_{\eta'}, Q_i) L_i(\theta_i, \eta') \rho(\theta_i, \eta| y_i, \bar{\omega}, V_{\eta'}, \eta, Q_i) \rho(\theta_i, \eta| y_i, \bar{\omega}, V_{\eta'}, \eta, Q_i) \, d\theta_i
\]

(3.25)

and

\[
g(\eta', y, \bar{\omega}, V_{\eta'}, \eta, Q_i) = \sum_{i=1}^{N_v} \int_{\theta_i} L_i^T(\theta_i, \eta') \Xi_i^{-1}(\theta_i, \eta', V_{\eta'}, Q_i) \rho(\theta_i, \eta| y_i, \bar{\omega}, V_{\eta'}, \eta, Q_i) \rho(\theta_i, \eta| y_i, \bar{\omega}, V_{\eta'}, \eta, Q_i) \, d\theta_i.
\]

(3.26)

(Figure 3.1, Block 2).

(3) The new value of \(V\) as a function of \(\bar{\omega}, \eta, V_{\eta'}, \eta, Q\) is computed by nonlinear programming. First define

\[
N_i(y_i, \theta_i, \eta_i, \bar{\omega}) = (y_i - \mu_i(\theta_i, \eta_i, \bar{\omega})) (y_i - \mu_i(\theta_i, \eta_i, \bar{\omega}))^T
\]

and

\[
Q_1(\bar{\omega}, V, q, Q, \bar{\omega}, \eta, V_{\eta'}, \eta, Q, y) = -\frac{N_y}{2} \ln(2\pi N_v) + \frac{1}{2} \sum_{i=1}^{N_v} \sum_{\eta_i=1}^{N_v} \ln \det(\Xi_i^{-1}(\theta_i, \eta_i, V_{\eta'}, Q_i)) \rho(\theta_i, \eta_i| y_i, \bar{\omega}, \eta, V_{\eta'}, \eta, Q_i) \rho(\theta_i, \eta_i| y_i, \bar{\omega}, \eta, V_{\eta'}, \eta, Q_i) \, d\theta_i
\]

- \frac{1}{2} \sum_{i=1}^{N_v} \sum_{\eta_i=1}^{N_v} \text{tr} \left[ \Xi_i^{-1}(\theta_i, \eta_i, V_{\eta'}, Q_i) N_i(y_i, \theta_i, \eta_i, \bar{\omega}) \right] \rho(\theta_i, \eta_i| y_i, \bar{\omega}, \eta, V_{\eta'}, \eta, Q_i) \rho(\theta_i, \eta_i| y_i, \bar{\omega}, \eta, V_{\eta'}, \eta, Q_i) \, d\theta_i.
\]

(3.28)

Then the new value of \(V_{\eta}\) is the value that maximizes Eq. 3.28. (Figure 3.1, Block 4).

(4) The new value of \(Q\) as a function of \(V, \bar{\omega}, \bar{\omega}, \eta, V_{\eta'}, \eta, Q\) is only considered for the case where the pixel noise is independent and identically distributed at all pixels of all images. Then \(Q\) is just a scalar covariance which is denoted by \(\lambda\) and which must be determined by nonlinear programming to maximize the value of Eq. 3.28. (Figure 3.1, Block 3).
Reconstruction: Algorithm These four steps of Section 3.1.2 can be combined in many ways to yield valid expectation maximization algorithms. Focusing on the importance of the mean vector, which is the traditional reconstruction, the calculations described in this chapter use the algorithm described in Algorithm 2. Several aspects of Algorithm 2 need additional explanation. The

Algorithm 2: The generalized EM algorithm

set the initial conditions on \( \bar{c}, V, q, \) and \( Q. \)

while true do
    while \( \bar{c} \) not converged do
        update \( q \) (Eq. 3.23) and \( \bar{c} \) (Eq. 3.24) (Figure 3.1, Block 2)
    end while

while \( q \) and \( Q \) not converged do
    update \( q \) (Eq. 3.23) and \( Q. \) (Figure 3.1, Block 3)
end while

while \( q \) and \( V \) not converged do
    update \( q \) (Eq. 3.23) and \( V. \) (Figure 3.1, Block 4)
end while

update \( q \) (Eq. 3.23) and \( \bar{c} \) (Eq. 3.24) (Figure 3.1, Block 2)

if \( \bar{c} \) converged then
    break
end if
end while

algorithm is an ab initio algorithm but it has not often been used in that mode. Instead, it has typically been used based on a traditional homogeneous reconstruction which provides a high-quality estimate of mean \( \bar{c}^n \) for each value of
\( \eta \in \{1, \ldots, N_\eta \} \) and this estimate is used as the \( \bar{c}_\eta \) initial condition. Because the optimization problem is for the covariance \( V_\eta \) and not, for instance, the Cholesky factor of \( V_\eta \), it is necessary to impose the constraint that \( V_\eta \) be semi positive definite. Therefore, the biologically-natural initial condition of \( V_\eta = 0 \) is on the boundary of the feasible set and the nonlinear programming algorithms that have been used do not behave well in this situation. Therefore, the initial condition that has been used is a diagonal initial condition where the \( j \)th element is 10\% of the \( j \)th element of the \( \bar{c}_\eta \) initial condition. The initial condition for \( Q \), the pixel noise, is the sample variance in an annulus of the image surrounding the portion of the image that displays the virus particle, averaged over all the images in the calculation. The initial condition for \( q_\eta \), the class probability, is uniform, i.e., \( q_\eta = 1/N_\eta \) for each value of \( \eta \in \{1, \ldots, N_\eta \} \).

**Reconstruction: Software** The theory of earlier subsections applies for any choice of basis functions. However, the software uses the specific basis functions described in Ref. [83] where each basis function is the product of an icosahedral harmonic and a spherical Bessel function. A software implementation of the method was written that is suitable for execution in either the proprietary Matlab [40] or open source Octave [47] engine on a shared-memory computer. The update of \( Q \) is done by \texttt{fminbnd} in both Matlab and Octave. The update of \( V \) is implemented only for the case where \( V \) is a diagonal matrix and is done by \texttt{fmincon} in Matlab and \texttt{SQP} in Octave. The limits of the software are partly memory requirements and partly use of simple numerical linear algebra algorithms. As an example of algorithmic limitations, Eq. 3.24 is solved by LU decomposition where the \( F \) matrix (Eq. 3.25) and \( g \) vector (Eq. 3.26) are each computed without taking advantage of the fact that orientations that are close to
each other lead to similar contributions to the integrals in Eqs. 3.25 and 3.26. Relative to memory requirements, in order to make efficient Matlab code, the data is treated as matrix with dimensions that are the number of pixels per image by the number of images. This is the largest data structure in the runs described in this chapter. With the exception of the results for HK97 which are described in Section 3.2.2, all of the results described in this thesis are based on running the software using the Matlab engine on a dual-cpu quad-core Xeon (E5430 at 2.66GHz) with 16GB memory. In order to fit a computation into this hardware-software system, using more images implies using fewer basis functions or visa versa. For the results described in this chapter, all calculations used 1200 images and 720 basis functions (the so-called Step 7 of Ref. [83]) and each reconstruction takes approximately 2 days.

**Reconstruction: Comments**  In the work of Penczek, Yang, Frank, and Spahn [48], a space-varying variance map is constructed by a Monte-Carlo resampling procedure after the reconstruction is computed while in the approach proposed in this thesis, the mean and covariance are simultaneously estimated. Potentially, though not demonstrated in the example of Section 3.1.3, the simultaneous estimation will allow for a better reconstruction since the reconstruction algorithm is allowed the additional degrees of freedom of assigning high variance to a part of the structure rather than allowing the somewhat disordered state of a part of the structure to contaminate better ordered parts of the structure. A second contrast is that the information estimated in the calculations of this chapter is sufficient to construct the complete second-order statistics of the reconstruction, i.e., a space-varying mean (the reconstruction) and a space-varying autocorrelation function. The autocorrelation function is the covariance
between the electron scattering intensity at two different locations and therefore is a function of 6 independent variables (two 3-D spatial positions). It would be very challenging to estimate such a large amount of information by resampling. An advantage of resampling is that very little must be assumed about the probability density functions. However, the assumptions that are made in this thesis have a long history (dating back to at least 1984 [53]) in the pattern recognition and machine learning communities as assumptions that are still useful even if there is no underlying physical model to motivate them.

The Gaussian assumption used in the homogeneous case [16, 34, 36, 51, 57, 83] (Eq. 3.9) greatly simplifies the maximization step of the expectation-maximization algorithms but may not have a more fundamental motivation. Here, however, the joint Gaussian assumption on the pixel noise and weights (Eqs. 3.11 and 3.12) is important because it allows the combination of these two sources of variability into a single equivalent source (Eq. 3.14).

For the reconstruction of homogeneous particles (Eqs. 3.8 and 3.9), a fast algorithm exists [34] that takes advantage of the fact that one of the Euler angles corresponds to a rotation of the image in the plane of the image. However, no corresponding algorithm appears to be possible for reconstruction of heterogeneous particles (Eqs. 3.13 and 3.14).

Postprocessing

In order to interpret the results, estimates of the statistics of the weights in the orthonormal expansion are not as intuitive as estimates of the statistics of the electron scattering intensity function. Conditional on a particular class, the spa-
tial mean function (which depends on position in 3-D space) and the spatial variance function (which depends on position in 3-D space) of the electron scattering intensity are

\[
\tilde{\rho}_{\eta'}(x) \doteq \mathbb{E}[\rho(x) | \eta = \eta'] = \sum_{j=1}^{N_j} (\tilde{\varepsilon}_{\eta'})_j \phi_j^{(\eta')}(x) \quad (3.29)
\]

and

\[
v_{\eta'}(x) \doteq \mathbb{E}[\|\rho(x) - \tilde{\rho}_{\eta'}(x)\|^2 | \eta = \eta'] = \sum_{j=1}^{N_j} \sum_{j' = 1}^{N_j} (V_{\eta'})_{j,j'} \phi_j^{(\eta')} \phi_j^{(\eta')}(x) \quad (3.31)
\]

respectively. The variance function is a special case of the correlation function of Eq. 3.32. Let \( \hat{\rho}_{\eta'}(x) \) and \( \hat{v}_{\eta'}(x) \) be Eqs. 3.30 and 3.32 evaluated at the estimated values of \( \tilde{c} \) and \( V \) rather than the true values. For biological purposes, the natural quantities to visualize are \( \hat{\rho}_{\eta'}(x) \) and \( \hat{v}_{\eta'}(x) \), especially the standard deviation

\[
s_{\eta'}(x) = \sqrt{\hat{v}_{\eta'}(x)} \quad (\hat{s}_{\eta'}(x) = \sqrt{\hat{v}_{\eta'}(x)}).
\]

The unit of the electron scattering intensity in the reconstruction at 3 days is set by the scaling described in Section 3.1.2 Item 3. The standard deviation has the same unit. The reconstructions at different time points, denoted by \( \hat{\rho}(x) \), are scaled to the reconstruction at 3 days, denoted by \( \hat{\rho}_{\text{capsid}}(x) \), by the following algorithm. First, compute the optimal gain \( g^* \) by

\[
g^* = \arg \min_{g} \| g \hat{\rho}(x) - \hat{\rho}_{\text{capsid}}(x) \|
\]

where \( \| f \| = \int |f(x)| dx \). Second, the scaled reconstruction is \( g^* \hat{\rho}(x) \).

Figure 3.6 concerns variability versus time. Variability is described by averaged standard deviation and is computed as follows. Let \( v_{\eta',\delta}(x) \) be the variance for the \( \delta \)th repetition of the calculation. Define

\[
\bar{s}_{\eta',\delta}(x) = \sqrt{\int_{x \in \mathbb{T}} v_{\eta',\delta}(x) dx / \int_{x \in \mathbb{T}} 1 dx}. \quad (3.33)
\]
Then the plotted value is
\[ \bar{\eta} = \frac{1}{\Delta} \sum_{\delta=1}^{\Delta} \bar{\eta}_{\delta} \]  
(3.34)
and the sample standard deviation marks are at \( \pm \mu \eta \) where
\[ \mu \eta = \sqrt{\frac{1}{\Delta} \sum_{\delta=1}^{\Delta} \left( \bar{\eta}_{\delta} - \bar{\eta} \right)^2} \]  
(3.35)

For the capsid calculation, the volume \( \Upsilon \) is the annulus with inner radius 120Angstrom and outer radius 216Angstrom. For the four subunit calculations, the volume \( \Upsilon \) is described implicitly by the following algorithm: (1) Compute a cube of the space-varying variance map with sampling interval 2.768Angstrom. (2) Rotate the cube from the coordinate system of Ref. [85] to the coordinate system of VIPERdb [77]. (3) In the refined crystal structure for N\textomega V (1OHF) [24,45], locate all amino acids for which the \( \alpha \) carbon is within 10Angstrom of the \( \alpha \) carbon of the asparagine at the cleavage site (Asn570). (4) Locate a \( 3 \times 3 \times 3 \) cube of voxels around each voxel containing a \( \alpha \) carbon in Step (3). This collection of voxels is the volume denoted by \( \Upsilon \).

Spherical averages of the variance map are used in Figure 3.6(D–E). Each spherical average is computed using a formula analogous to Ref. [83, Eqs. 22–25], specifically,
\[ \bar{v}_{\eta}(x) = \frac{1}{4\pi} \int v_{\eta}(x) d\Omega \]  
(3.36)
\[ = \frac{1}{4\pi} \sum_{l=0}^{L} \sum_{p=1}^{P} \sum_{n=0}^{N_l-1} v_{l,n,p}^{(\eta)} \left( \sum_{m=-l}^{+l} |b_{l,n,m}|^2 \right) h_{l,p}^2(x) \]  
(3.37)
where \( (V_{\eta})_{j,l} = v_{k,j,n,p}^{(\eta)} \delta_{j,l} \), \( h_{l,p}(\cdot) \) is the radial basis function [83], \( \int d\Omega \) is integration over the sphere, and
\[ I_{l,m}(\theta, \phi) = \sum_{m=-l}^{+l} b_{l,n,m} Y_{l,m}(\theta, \phi) \]  
(3.38)
where $I_{ln}(\cdot, \cdot)$ is the $(l,n)$th icosahedral harmonic [85] and $Y_{ln}(\cdot, \cdot)$ is the $(l,m)$th spherical harmonic. Applying Eq. 3.37 to the results of multiple calculations on different data sets indexed by $\delta \in \{1, \ldots, \Delta\}$ gives $\bar{v}_{\eta', \delta}$. Then, $\bar{s}_{\eta', \delta} = \sqrt{\bar{V}_{\eta', \delta}}$. Finally, the sample mean and sample standard deviations of the spherical averages are computed by Eqs. 3.34 and 3.35.

### 3.1.3 Results

Figure 3.3 shows the four time-resolved reconstructions as surface and cross section plots. These plots are colored by the square root of the variance map (i.e., the standard deviation map). The overall impression from the capsid surfaces shown in Figure 3.3(A) is that the variability decreases in amplitude as time passes and the particle matures. The gradual stabilization of the capsid can be easily appreciated by comparing the variance at 3 minutes, 30 minutes and 4 hours time points. However, if individual scales are used to plot the variance map, it became apparent that the stabilization process is still incomplete 4 hours after the initiation of maturation (Figure 3.3(B)). Because the variance is computed for each voxel of the reconstruction, we can analyze the stabilization process for the entire structure, as demonstrated by the cross-section view in Figure 3.3(B). It can be seen that even 3 days after maturation the internal density continues to have high variance, which is expected if the RNA core of the particle is not highly ordered and does not obey icosahedral symmetry. However, the protein shell of the completely cleaved particle, i.e., the infectious particle, still retains a region of relative high variance in the center of the five fold axes.
Figure 3.5 provides information about resolution as Fourier Shell Correlation (FSC) plots for the reconstructions. In the first column of Figure 3.5, the FSC plots show that the achieved resolutions for the reconstructions are 22, 21, 21, and 20 Ångstrom for 3 minutes, 30 minutes, 4 hours, and 3 days, respectively. In the second column of Figure 3.5, the FSC plots show that the reconstructions at times 3 minutes, 30 minutes, and 4 hours agree with the reconstruction at time 3 days within resolutions of 27, 24, and 33 Ångstrom, respectively. In all cases, resolution is defined to be the inverse spatial frequency when the curve first intersects 0.5. Resolution is also described in Figures 3.10 and 3.11. Figure 3.10 shows the 3 minute reconstruction at reduced resolution, specifically, using only 180 coefficients (the so-called Step 5 of Ref. [83]) and Figure 3.11 shows cross sections of the four reconstructions colored by the mean map or colored by the square root of the variance map (i.e., the standard deviation map).

Next, we used the reconstructions generated in this work to analyze the variance around the cleavage site in each of the four quasi-equivalent subunits. Figure 3.6(A) shows the position of subunits A, B, C, and D in the $T = 4$ surface lattice with the location of the autocatalytic site is indicated by a red cross. The voxels covering the region occupied by amino acid residues within 10 Ångstrom of the active site were used to quantify the variance around the autocatalytic site of each subunit (Figure 3.6(B)). This is the same region analysed by Matsui et al. (2010) with difference maps. Figure 3.6(C) shows that the variance in volumes encompassing the B and C active sites is clearly higher than the variance in A and D active sites at early time points and they all converge to the same variance at later time points when all the subunits have cleaved. We assume that positions of higher variance are still changing and that these cleavage sites have not yet formed. This is consistent with the position-specific active site formation ob-
served by Matsui et al. (2010), validating the maximum-likelihood derived variance maps as a quantitative tool to address protein dynamics. An unexpected feature observed in this new analysis is that not only the active sites but also the average of the annulus containing the majority of the capsid protein densities reduce in variance by at least a factor of 3 as all of the subunits undergo cleavage. This important result could not be determined from the analysis of difference maps, but emerges naturally from the time resolved data sets when analyzed with the maximum likelihood algorithm that explicitly takes into account the continuous variability from one instance to another instance of the particle. Figure 3.6(D–E) shows the radial dependence of the average of the variance map for each of the four time points, which decreases by a factor of 4 from time 3 minutes to time 3 days independent of the radial position from the center of the particle. All standard deviations plotted in Figure 3.6 are computed by Eq. 3.35 with $\Delta = 4$ repeats of the reconstruction based on nonoverlapping subsets of the image stack at a particular time point.

Figure 3.9 shows ribbon diagrams of each of the subunits at each of the time points colored by the standard deviation map. The standard deviation tends to be largest in the helical region of the capsid protein near the autocatalytic site (Asn 570). These diagrams emulate diagrams used to display the Debye-Waller temperature factor in crystallography, where similar plots are made with the temperature factor displayed using color for each alpha carbon position of the peptide. The coordinates shown in the ribbon diagrams are from the refined x-ray crystallographic structure of NωV (1OHF) [24,45]. The standard deviation of the pixel position closest to a given C$\alpha$ coordinate was used to color code the ribbons.
3.1.4 Discussion

We showed that the maximum likelihood derived variance maps calculated for $N\omega V$ in different stages of maturation successfully captured the same subunit-specific dynamics features previously observed with difference maps by Matsui, Lander, Khayat, and Johnson [41]. However, while the difference map analysis was technically limited to a small portion of the structure, this new approach allowed us to observe an overall reduction in structural variability as the particle matures. This data correlates with the increase in particle stabilization as a function of cleavage, as previously demonstrated biochemically [66]. Moreover, this new analysis afforded the identification of highly dynamic regions in the fully mature capsid that were not obvious in the crystal structure. At the 5-fold symmetry axes, the high variance region (Figure 3.3) encompasses a central channel formed by the C-terminal gamma peptide of Subunit A and the N-terminal helix of Subunit B (Figure 3.9). Recently, it was demonstrated that $N\omega V$ membrane disruption activity is promoted by gamma peptides specifically derived from Subunit A cleavage [17]. In the crystal structure the five-fold central channel is protected from the solvent, however, the increased mobility observed in this analysis agrees with the high dynamics required to expose gamma peptide to the external environment, where it would be accessible to protease activity, as already demonstrated in Ref. [9], and could interact with cellular membranes. Therefore, the maximum likelihood derived variance maps can possibly provide information about putative binding sites and regulatory regions in cryo-EM structures. Another important advantage of the approach proposed here is that no difference maps are involved so the method would still be applicable if the overall structure underwent large changes.
The method described in this thesis is based on simultaneously computing a nominal reconstruction and a map of the space-varying heterogeneity of a biological particle from single-particle cryo EM data. The method depends on describing the heterogeneity probabilistically and estimating the statistics of the heterogeneity from the image data. This is a generalization of previous work \[16,34,36,51,57,83\] to the case where the particle is described probabilistically rather than deterministically. The method can be extended from maximum likelihood estimation to maximum \textit{a posteriori} estimation (which is of interest in the biology community \[56\]) as is described for the homogeneous case in Ref. \[16, Section VII\]. In this chapter, resolution is measured by the standard FSC method of comparing two reconstructions computed from non-overlapping sets of images. This can be done rapidly using previously published formulas \[83, Eqs. 22–25\]. A more statistical approach that is natural for maximum likelihood estimators has been described \[51, Section 4\]. In the approach proposed here for heterogeneous particles, both of these methods measure resolution in terms of the nominal structure not the variance map.

The resolutions of the maps presented here are moderate compared to the sub nanometer reconstructions in Matsui, Lander, Khayat, and Johnson \[41\] due to the computationally intensive nature of the algorithm and current limited computing capability. In the N\(\omega\)V example of Section 3.1.3, the new method produced variance maps that agreed closely with the difference maps computed at the higher resolution emphasizing the power of the method and motivating the use of high performance computers that will allow calculations to be performed at the resolutions dictated by the data. Potentially, though not demonstrated in the example of this chapter, the simultaneous estimation will lead to a better reconstruction since the reconstruction algorithm is allowed the additional
degrees of freedom of assigning high variance to a part of the structure rather
than allowing the somewhat disordered state of a segment of the structure to
contaminate better ordered parts of the structure. The method presented in this
thesis should have broad application to existing EM data sets that can be rean-
alyzed with explicit spatial variance maps that may well provide added value
for relating these structures to the function of the macromolecules.
Figure 3.1: Algorithm flowcharts. The four parallel computations in Panel (a) are used to determine the performance of the algorithm, e.g., the error bars in Figure 3.6. The calculations contained in the red dotted-line box are expanded in Figure 3.2.
Figure 3.2: Algorithm flowcharts expanded. This is an expanded view of the red dotted-line box of Figure 3.1 which describes the maximum likelihood estimator.
Figure 3.3: The four time-resolved reconstructions. Panel A: Surface of each of the four reconstructions colored by the square root of the variance map (i.e., the standard deviation map) and displayed using the VIPERdb [77] convention. The same color map is used in all images. Panel B: The surface and a cross section perpendicular to a 2-fold axis of each of the four reconstructions colored by the standard deviation map. The surface and cross section visualizations at a particular time point share the same color map. Different color maps are used at different time points. Visualization by UCSF Chimera [49].
Figure 3.4: Part I of the resolution of the four time-resolved reconstructions as a function of $k$, which is the magnitude of the reciprocal-space frequency vector measured in Angstrom$^{-1}$. Fourier Shell Correlation (FSC) curves for comparing reconstructions from non-overlapping subsets containing 1200 images from the same data set. Based on these curves, the resolution of the four structures are approximately 21 Angstrom. All FSC curves were computed using command proc3d in EMAN.
Figure 3.5: Part II of resolution of the four time-resolved reconstructions as a function of $k$, which is the magnitude of the reciprocal-space frequency vector measured in Angstrom$^{-1}$. Fourier Shell Correlation (FSC) curves between the 3 days reconstruction and each of the 3 minutes, 30 minutes, and 4 hours reconstructions for the nominal structures. Based on these difference curves, all the early structures agree with the capsid structure to approximately 24–33 Angstrom. All FSC curves were computed using command `proc3d` in EMAN.
Figure 3.6: Part I of Region-specific variability analysis of the NwV protein capsid in different stages of maturation. Panels A and B: Variance analysis around the cleavage sites of Subunits A, B, C and D that form the asymmetric unit of the NwV protein capsid. Both panels show the $T = 4$ surface lattice with the subunits’ locations. The total volume occupied by each subunit is rendered as a mesh in Panel B. The variance was calculated over a smaller region, enclosing the cleavage site, which is shown as a solid volume within the subunit density. As is described in Section 3.1.2, the smaller region is essentially the region occupied by $Ca$ atoms within 10 Angstrom of the active site. This is the same region analyzed by Matsui et al. [41] using difference maps.
Figure 3.7: Part II of Region-specific variability analysis of the NwV protein capsid in different stages of maturation. The standard deviation for the regions displayed in Panel B of Figure 3.6 are plotted log-log as a function of time for each subunit. The plot demonstrates an overall reduction of variance as a function of time after maturation is initiated, with distinct kinetics between the variances of the B and C sites (high) and the A and D sites (low). Computational methods are described by Eqs. 3.33, 3.34, and 3.35. The capsid shell is defined to be the annulus with radius from 120Angstrom to 216Angstrom.
Figure 3.8: Part III of Region-specific variability analysis of the NwV protein capsid in different stages of maturation. Panels D–E: Time variation of spherical averages. A cross section perpendicular to the 2-fold axis (Panel D) shows the location of the capsid shell relative to the center of the particle. The square root of the spherically-averaged variance map versus distance from the center of the particle was computed by Eqs. 3.37, 3.34, and 3.35 and is plotted in Panel E. The shaded region covers plus/minus one standard deviation. The inset plot shows a zoomed version of the plot including only the capsid shell region.
Figure 3.9: Ribbon diagrams of the four subunits at the four times colored by the square root of the variance map (i.e., the standard deviation map) with the asparagine at the self-catalytic site (Asn 570) shown as a ball-and-stick model. Each time point has its own color map analogous to the second row of Figure 3.3. For instance, red at the 3 minute time point is $14 \times 10^{-4} / 5.9 \times 10^{-4} = 2.4$ times higher than red at the 30 minute time point.
Figure 3.10: Surface of the 3 minute reconstruction colored by the square root of the variance map for a lower resolution reconstruction using 180 coefficients instead of 720 coefficients as was used in Figure 3.3 (the so-called Step 5 versus Step 7 of Ref. [83]). Visualization by UCSF Chimera [49].
Figure 3.11: Cross sections perpendicular to a 2-fold symmetry axis colored by the mean map (first row) or by the square root of the variance map (second row). The mean map is roughly binary while the variance map has substantial spatial variation. Visualization by UCSF Chimera [49].
Figure 3.12: Examples of images from the 3 minute image stack that were rejected by the algorithm of Section 3.1.2. These images were excluded from the reconstruction calculations.
3.2 Other applications

Heterogeneous reconstruction calculations using the ideas of this thesis have been done on two additional viruses. Preliminary results are summarized in the following two sections.

3.2.1 Heterogeneity of NT procapsid, NT capsid and WT mature capsid of the NωV particles

A mutant version of the NωV virus (named NT) has been developed in which the cleavage reaction of the wild type particle has been blocked. In this work, the ideas of this thesis are applied to three previously processed cryo-EM data sets: NT procapsid, NT capsid and wild-type (WT) mature capsid which is constructed of cleaved peptides. The heterogeneous reconstruction results reveal the intrinsic heterogeneity of the three particles with the NT capsid having the highest variance, the mature cleaved WT capsid the lowest variance and the NT procapsid an intermediate level of variance. Mapping the variance to four subunits in the virus asymmetric unit provides a clear pattern of structural flexibility within the subunits in different particles. Compared with the WT capsid, the non-cleaving NT capsid reconstruction had disordered regions in the N-terminal helical bundle around the 5-fold and C-terminal switch helices. Consistent with the biochemical observations, the new variance analyses demonstrate a significant increase in flexibility in the disordered regions in the NT capsid compared with the mature cleaved WT capsid [64, 65].
3.2.2 Heterogeneous Hong Kong 97 Virus (HK97)

As is described in Chapter 5, the computational complexity of the algorithms described in this thesis is a challenge. The simplest approach is to gain access to a larger computer that has Matlab [40]. Following this approach, the software has been ported to the Gordon XSEDE cluster at the San Diego Supercomputer Center.

Two sets of images of the bacteriophage Hong Kong 97 (HK97) [25, 27] are available and represent a suitable more challenging problem in comparison with the NωV images. For NωV, the particle radius is 216 Angstrom, 1200 images are used, in each image 8000 reciprocal space pixels are used, and 720 basis functions are used. For HK97, the particle radius is 280 Angstrom which is larger, 1200 images are used, in each image 8000 reciprocal space pixels are used, and 900 basis functions are used because of the larger particle radius.

The biological question is the effect of the protease on the heterogeneity of the capsid. In the maturation of this bacteriophage, the approximately 60 copies of the protease peptide cleave the $7 \times 60$ copies of the capsid peptide and then the protease and the smaller of the cleavage products diffuse out of the particle. In preliminary calculations, the heterogeneous reconstruction algorithms of this thesis indicate that the particle with protease and before cleavage has greater heterogeneity (larger variance) than the particle without protease and after cleavage. Further calculations will be necessary in order to achieve higher spatial resolution and in order to spatially locate the regions of highest variance relative to the geometry of the particle.
CHAPTER 4
RECIPROCAL SPACE REPRESENTATIONS OF HELICAL-LIKE OBJECTS WITH INFINITE PERIOD

4.1 Introduction

The 3-D Fourier transform of an object with helical symmetry is well known [14, 44]. Recently, an alternative formulation focused on objects having helical symmetry and constructed from repetitions of a motif was presented [35]. Biological objects often are only approximately helical. As described in this chapter, the motif approach allows the representations of objects having the combined rotation and translation symmetry of a helical object but with an infinite period, which previously could only be approximated by using large $u$ and $v$ indices.

Helical symmetry requires that the rotation around the $z$ axis between repetitions is $\phi_0 = 2\pi v/u$ and the translation along the $z$ axis between repetitions is $z_0 = c/u$ where $c$ is the period of the helix and $u$ and $v$ are relatively prime integers. These conditions imply that the rotation angle $\phi_0/(2\pi) = v/u$ is a rational number and that the period $c = z_0 u$ is proportional to $u$. In the generalization described in this chapter, $\phi_0$ and $z_0$ are unrestricted, i.e., arbitrary real numbers. By using large values of $u$ and $v$, a rational approximation of the real valued $\phi_0/(2\pi)$ can be determined leading to a large period $c = z_0 u$ but this approximation is exact only in the limit as $u$ and $v$ grow infinitely large (and therefore $c$ also grows infinitely large) and large $u$ and $v$ may not be attractive from a computational point of view.

The results in this chapter are based on two equations of Ref. [35]. From [35,
Eq. 5], the electron scattering intensity (denoted by $\rho_H(\cdot)$) of the helix represented by an array of motifs (denoted by $\rho_M(\cdot)$) is

$$\rho_H(x) = \sum_{j=-\infty}^{+\infty} \rho_M \left( R_H^{-1} \left[ S^{-1}_{j\phi_0} (x - jz_0 e_z) - x_H \right] \right). \quad (4.1)$$

If $\rho_M$ and $\rho_H$ have 3-D Fourier transforms $P_M$ and $P_H$, then

$$P_H(k) = \sum_{j=-\infty}^{+\infty} \exp(-i2\pi k^T [S_{j\phi_0} x_H + jz_0 e_z]) P_M((S_{j\phi_0} R_H)^{-1} k). \quad (4.2)$$

A key challenge solved in this chapter is to show the presence and pattern of the layer lines for this generalization of helical symmetry.

### 4.2 The case of spherically symmetric motifs

To simplify the presentation, we first consider motifs with spherical symmetry in which case $P_M(k)$ is a function of $|k|$ only, which is denoted by $P_M(|k|)$. Then $P_H(k)$ (Eq. 4.2) is simplified to

$$P_H(k) = P_M(|k|) \sum_{j=-\infty}^{+\infty} \exp(-i2\pi k^T [S_{j\phi_0} x_H + jz_0 e_z]). \quad (4.3)$$

Let $k = (k_x, k_y, k_z)^T$ in Cartesian coordinates, $k = (k_0, \phi_k, k_z)^T$ in cylindrical coordinates, and $k = (|k|, \theta_k, \phi_k)^T$ in spherical coordinates. It follows that

$$k^T S_{j\phi_0} x_H = r_H(k_x \cos j\phi_0 - k_y \sin j\phi_0) \quad (4.4)$$

$$= r_H k_0 (\cos \phi_k \cos j\phi_0 - \sin \phi_k \sin j\phi_0) \quad (4.5)$$

$$= r_H k_0 \cos(\phi_k + j\phi_0). \quad (4.6)$$

By substituting Eq. 4.6 into Eq. 4.3, it follows that

$$P_H(k) = P_M(|k|) \sum_{j=-\infty}^{+\infty} \exp(-i2\pi [r_H k_0 \cos(\phi_k + j\phi_0) + jz_0 k^T e_z]). \quad (4.7)$$
A key relationship is the generating function for Bessel functions (denoted by $J_\lambda(\cdot)$) which is [1, Eq. 9.1.41, p. 361]

$$
\exp\left(\frac{1}{2}x(t - \frac{1}{t})\right) = \sum_{\lambda=-\infty}^{+\infty} r^\lambda J_\lambda(x).
$$

(4.8)

Using the substitutions $t = -i \exp(i(\phi_k + j\phi_0))$ and $x = 2\pi r_H k_0$ in Eq. 4.8, the generating function implies

$$
\exp(-i2\pi r_H k_0 \cos(\phi_k + j\phi_0)) = \sum_{\lambda=-\infty}^{+\infty} \exp(i\lambda(\phi_k + j\phi_0 - \frac{\pi}{2})) J_\lambda(2\pi r_H k_0).
$$

(4.9)

Using Eq. 4.9 in Eq. 4.7 leads to

$$
P_H(k) = P_M(|k|) \sum_{j=-\infty}^{+\infty} \sum_{\lambda=-\infty}^{+\infty} J_\lambda(2\pi r_H k_0) \exp(i\lambda(\phi_k + j\phi_0 - \frac{\pi}{2}) - i2\pi jz_0 k^T e_z).
$$

(4.10)

$$
P_H(k) = P_M(|k|) \sum_{\lambda=-\infty}^{+\infty} J_\lambda(2\pi r_H k_0) \exp(i\lambda(\phi_k - \frac{\pi}{2})) \sum_{j=-\infty}^{+\infty} \exp(-i2\pi(z_0 k^T e_z - \frac{\lambda\phi_0}{2\pi} j)).
$$

(4.11)

A second key relationship, from the theory of Fourier series, is

$$
\sum_{n=-\infty}^{+\infty} \delta(t - n) = \sum_{k=-\infty}^{+\infty} e^{-i2\pi kr}.
$$

(4.12)

Using Eq. 4.12 in Eq. 4.11 gives the result

$$
P_H(k) = \frac{1}{|z_0|} P_M(|k|) \sum_{\lambda=-\infty}^{+\infty} J_\lambda(2\pi r_H k_0) \exp(i\lambda(\phi_k - \frac{\pi}{2})) \sum_{y=-\infty}^{+\infty} \delta(k^T e_z - \frac{\lambda\phi_0}{2\pi z_0} - \frac{y}{z_0}).
$$

(4.13)

When the object is a helix, i.e., $u$, $v$, and $c$ are finite, Eq. 4.13 is identical to the key formula of Ref. [14], where $2\pi z_0/\phi_0 = P$ which is the pitch of the helix.

### 4.3 The case of general motifs

The motif is represented as an orthonormal expansion in spherical coordinates [35],

$$
\rho_M(x) = \sum_{l=0}^{+\infty} \sum_{m=0}^{2l} \sum_{p=1}^{+\infty} d_{l,m,p} h_{l,p}(|x|) \Psi_{l,m}(\theta_x, \phi_x),
$$

(4.14)
and its 3-D Fourier transform is [35]

\[ P_M(k) = \sum_{l=0}^{\infty} \sum_{m=0}^{2l} \sum_{p=1}^{\infty} d_{l,m,p} (-i)^l H_l, p(|k|) \Psi_{l,m}(\theta_k, \phi_k). \]  

(4.15)

It can be shown (see Appendix) that Eq. 4.2 and Eq. 4.15 imply that

\[ P_H(k) = \frac{1}{|z_0|} \sum_{n=-\infty}^{\infty} \exp(in(\phi_k - \pi/2)) \sum_{n'=-\infty}^{\infty} \delta(k^T e_z - n\phi_0 - n'z_0) \hat{P}_M^n(k), \]  

(4.16)

where

\[ \hat{P}_M^n(k) = \sum_{l=0}^{\infty} \sum_{m=0}^{2l} \sum_{p=1}^{\infty} d_{l,m,p} (-i)^l H_l, p(|k|) \hat{\Psi}_{l,m}(\theta_k, \phi_k), \]  

(4.17)

which is the \(yz\)-plane of a linearly distorted motif in reciprocal space, and where

\[ \hat{\Psi}_{l,m}(\theta_k, \phi_k) = \sum_{q=-l}^{+l} b_{l,m,q} Y_{l,q}(\theta_k, \phi_k) J_{n-q}(2\pi r_H k_0), \]  

(4.18)

which is a great circle in the \(yz\)-plane of a linearly distorted angular basis function.

The general case described in Eq. 4.16 is similar to the special case where the motif has spherical symmetry which is described in Eq. 4.13. The key complication in Eq. 4.16 is that the 3-D Fourier transform of the motif is combined with the Bessel functions and the result is inside the inner summation.

In the helical case, i.e., \(\phi_0 = 2\pi v/u, z_0 = c/u\) and \(u\) and \(v\) are relatively prime, it can be shown (see Appendix) that Eq. 4.16 is equivalent to Eq. 6 of Ref. [35].

### 4.4 Discussion

The key feature of both Eq. 4.13 and Eq. 4.16 is that these aperiodic objects continue to have layer lines in 3-D reciprocal space. However, unlike the helical case, the layer lines are doubly rather than singly indexed. From the point of
view of computational burden in reconstruction software or other applications, it is an open question whether (1) a single sum with large $u$, $v$ indices versus (2) a double sum truncated by the decay in $\hat{P}_{M}(k)$ as $|n|$ grows is less computation. Helical biological objects often have imperfect helical symmetry and the generalization described in this chapter may be a useful alternative to approximation with large $u$ and $v$ values. An alternative direction is generalization with stochastic helical or motif parameters.

### 4.5 Appendix

#### Derivation of Eq. 4.16

For any motif, Eq. 4.2 gives the 3-D reciprocal space representation of the 3-D object. The rotation matrix $R_H$ is a convenience, because it allows the use of a different coordinate system when describing the motif, but is not necessary, i.e., $R_H$ being the identity matrix is sufficient and we assume $R_H = I_3$ in the remainder of the chapter.

Apply the same techniques used to transform Eq. 4.7 to Eq. 4.11 on Eq. 4.2, and use $R_H = I_3$ to get

$$
P_H(k) = \sum_{j=-\infty}^{+\infty} J_{\lambda}(2\pi r_H k_0) \exp(i\lambda(\phi_k - \frac{\pi}{2})) \left[ \sum_{j=-\infty}^{+\infty} \exp(-i2\pi(z_0 k^T e_z - \frac{\lambda \phi_0}{2\pi}) j) P_M(S^{-1}_j k) \right].
$$

(4.19)

Use Eq. 4.14 and Eq. 4.15 to represent the motif and its 3-D Fourier transform.
Let \( \mu = S_{j \phi_0}^{-1} k \). Then \( |\mu| = |k| \), since \( S_{j \phi_0} \) is a rotation matrix, and

\[
\mu = (S_{j \phi_0})^{-1} k = \begin{pmatrix} k_x \cos j\phi_0 - k_y \sin j\phi_0 \\ k_x \sin j\phi_0 + k_y \cos j\phi_0 \\ k_z \end{pmatrix} = \begin{pmatrix} k_0 \cos (\phi_k + j\phi_0) \\ k_0 \sin (\phi_k + j\phi_0) \\ k_z \end{pmatrix}. \tag{4.20}
\]

Hence, the angles of \( \mu \) in spherical coordinates are \( \theta_\mu = k_z/|\mu| = \theta_k \) and \( \phi_\mu = \phi_k + j\phi_0 \). Then it follows that

\[
P_M(S_{j \phi_0}^{-1} k) = P_M(\mu) = \sum_{l=0}^{\infty} \sum_{m=0}^{2l} \sum_{p=1}^{\infty} d_{l,m,p} (-i)^l H_{l,p}(|k|) \Psi_{l,m}(\theta_k, \phi_k + j\phi_0).
\tag{4.21}
\]

For each choice of \( l \) and \( m \) there is a set of coefficients \( b_{l,m,q} \) such that

\[
\Psi_{l,m}(\theta, \phi) = \sum_{q=-l}^{+l} b_{l,m,q} Y_{l,q}(\theta, \phi) = \sum_{q=-l}^{+l} b_{l,m,q} N_{l,q}(\cos \theta) \exp(iq\phi).
\tag{4.22}
\]

Hence,

\[
P_M(S_{j \phi_0}^{-1} k) = \sum_{l=0}^{\infty} \sum_{m=0}^{2l} \sum_{p=1}^{\infty} d_{l,m,p} (-i)^l H_{l,p}(|k|) \sum_{q=-l}^{+l} b_{l,m,q} N_{l,q}(\cos \theta_k) \exp(iq(\phi_k + j\phi_0)).
\tag{4.23}
\]

Use Eq. 4.24 in Eq. 4.19 to get

\[
P_H(k) = \sum_{\lambda=-\infty}^{+\infty} J_\lambda(2\pi r H k_0) \exp(i\lambda(\phi_k - \pi/2)) \left[ \sum_{l=0}^{\infty} \sum_{m=0}^{2l} \sum_{p=1}^{\infty} d_{l,m,p} (-i)^l H_{l,p}(|k|) \times \sum_{q=-l}^{+l} b_{l,m,q} N_{l,q}(\cos \theta_k) \exp(iq\phi_k) \right] \sum_{j=-\infty}^{+\infty} \exp(-i2\pi(z_0 k^T e_z - (\lambda + q)\phi_0/2\pi)j).
\tag{4.24}
\]

Apply Eq. 4.12 to further simplify the formula to the form

\[
P_H(k) = \sum_{\lambda=-\infty}^{+\infty} J_\lambda(2\pi r H k_0) \exp(i\lambda(\phi_k - \pi/2)) \left[ \sum_{l=0}^{\infty} \sum_{m=0}^{2l} \sum_{p=1}^{\infty} d_{l,m,p} (-i)^l H_{l,p}(|k|) \times \sum_{q=-l}^{+l} b_{l,m,q} N_{l,q}(\cos \theta_k) \exp(iq\phi_k) \right] \sum_{n'=0}^{+\infty} \delta(z_0 k^T e_z - (\lambda + q)\phi_0/2\pi - n')
\tag{4.25}
\]
Replace \( \lambda \) by \( n = \lambda + q \) to get

\[
P_H(k) = \sum_{n=-\infty}^{+\infty} \sum_{n'=\infty}^{+\infty} \delta(z_0 k^T e_z - n\phi_0/2\pi - n') \left[ \sum_{l=0}^{+\infty} \sum_{m=0}^{2l} \sum_{p=1}^{\infty} d_{l,m,p}(-i)^l H_{l,p}(|k|) \times \right. \\
\left. \times \sum_{q=-l}^{+l} b_{l,m,q} N_{l,q} P_{l,q}(\cos \theta_k) \exp(iq\phi_k) J_{n-q}(2\pi r_H k_0) \exp(i(n-q)(\phi_k - \pi/2)) \right] (4.27)
\]

\[
= \frac{1}{|z_0|} \sum_{n=-\infty}^{+\infty} \delta(k^T e_z - n\phi_0/2\pi z_0 - n') \times \left[ \sum_{l=0}^{+\infty} \sum_{m=0}^{2l} \sum_{p=1}^{\infty} d_{l,m,p}(-i)^l H_{l,p}(|k|) \sum_{q=-l}^{+l} b_{l,m,q} N_{l,q} P_{l,q}(\cos \theta_k) \exp(iq\pi/2) J_{n-q}(2\pi r_H k_0) \right] (4.28)
\]

Eq. 4.28 is the 3-D reciprocal space representation of an object where \( \phi_0 \) and \( z_0 \) are not described by \( u, v, c \) and where the motif is general, i.e., does not have spherical symmetry. Let

\[
\hat{P}_M^n(k) = \sum_{l=0}^{+\infty} \sum_{m=0}^{2l} \sum_{p=1}^{\infty} d_{l,m,p}(-i)^l H_{l,p}(|k|) \hat{\Psi}^n_{l,m}(\theta_k, \pi/2) (4.29)
\]

and

\[
\hat{\Psi}^n_{l,m}(\theta_k, \pi/2) = \sum_{q=-l}^{+l} b_{l,m,q} N_{l,q} P_{l,q}(\cos \theta_k) \exp(iq\pi/2) J_{n-q}(2\pi r_H k_0). (4.30)
\]

Using these definitions in Eq. 4.28 implies

\[
P_H(k) = \frac{1}{|z_0|} \sum_{n=-\infty}^{+\infty} \exp(in(\phi_k - \pi/2)) \sum_{n'=\infty}^{+\infty} \delta(k^T e_z - n\phi_0/2\pi z_0 - n') \hat{P}_M^n(k). (4.31)
\]

Eq. 4.31 is Eq. 4.16 in the chapter.

**Equivalence of Eq. 4.16 and [35, Eq. 6]**

In this section, it is shown that when the object is a helix with finite \( u, v, c \), then Eq. 4.28 is equivalent to Eq. 6 of [35]. When \( \phi_0 = 2\pi v/u \) and \( z_0 = c/u \), Eq. 4.28
becomes

\[ P_H(k) = \sum_{n=\infty}^{+\infty} \exp(in(\phi_k - \frac{\pi}{2})) \sum_{n'=\infty}^{+\infty} u\delta(ck_z - nv - n'u) \times \]
\[ \times \left[ \sum_{l=0}^{\infty} \sum_{m=0}^{2l} \sum_{p=1}^{\infty} d_{l,m,p}(-i)lH_{l,p}(|k|) \sum_{q=-l}^{+l} b_{l,m,q} N_{l,q} P_{l,q}(\cos \theta_k) \exp(iq\frac{\pi}{2}) J_{n'-q}(2\pi r_Hk_0) \right] \]
\[ = \sum_{l=0}^{\infty} \sum_{m=0}^{2l} \sum_{p=1}^{\infty} d_{l,m,p}(-i)lH_{l,p}(|k|) \left( \sum_{q=-l}^{+l} b_{l,m,q} N_{l,q} P_{l,q}(\cos \theta_k) \exp(iq\frac{\pi}{2}) \times \right) \]
\[ \times \left[ \sum_{n=\infty}^{+\infty} \sum_{n'=\infty}^{+\infty} uJ_{n'-q}(2\pi r_Hk_0) \exp(in(\phi_k - \frac{\pi}{2})) \delta(ck_z - [n'u + nv]) \right]. \]

(4.32)

To separate the delta functions from the rest of the equation, it is necessary to change the summation indices for the part of the equation inside the square brackets. By the theory of Linear Diophantine equations [62, Section 2.5, p. 44], for any relatively prime integers \( u \) and \( v \), there exists a pair of integers \( \beta \) and \( \beta' \) such that \( u\beta' = v\beta + 1 \). This is equivalent to

\[ u = \frac{v\beta + 1}{\beta'} \quad \text{(4.34)} \]
\[ v = \frac{u\beta' - 1}{\beta}. \quad \text{(4.35)} \]

Define

\[ t = n'u + nv. \quad \text{(4.36)} \]

Then,

\[ t = n'\frac{v\beta + 1}{\beta'} + nv \quad \text{(4.37)} \]

which is equivalent to

\[ t\beta' = (n'\beta + n\beta')v + n'. \quad \text{(4.38)} \]

Similarly,

\[ t = n'u + n\frac{u\beta' - 1}{\beta}. \quad \text{(4.39)} \]
which is equivalent to

\[ t\beta = (n'\beta + n\beta')u - n. \]  

(4.40)

Define

\[ \xi = n'\beta + n\beta'. \]  

(4.41)

Then

\[
\begin{cases}
  t\beta' = \xi v + n' \\
  t\beta = \xi u - n
\end{cases}
\]

which is equivalent to

\[
\begin{cases}
  n = \xi u - t\beta \\
  n' = -\xi v + t\beta'
\end{cases}
\]

(4.42)

Substitute the new indices in Eq. 4.33 to get

\[
P_{\beta}(k) = \sum_{l=0}^{\infty} \sum_{m=0}^{2l} \sum_{p=1}^{\infty} d_{l,m,p}(-i)^l H_{l,p}(|k|) \left\{ \sum_{q=-l}^{+l} b_{l,m,q} N_{l,q} P_{l,q}(\theta_k) \exp(i\frac{\phi_k}{2}) \times \right.
\]

\[
\left. \sum_{z=-\infty}^{+\infty} \sum_{\xi=-\infty}^{+\infty} uJ_{\xi u - \beta}(2\pi r_Hk_0) \exp(i(\xi u - \beta)[\phi_k - \frac{\pi}{2}]) \delta(ck_z - t) \right\} 
\]

(4.44)

\[
= \sum_{l=0}^{\infty} \sum_{m=0}^{2l} \sum_{p=1}^{\infty} d_{l,m,p}(-i)^l H_{l,p}(|k|) \left\{ \sum_{q=-l}^{+l} b_{l,m,q} N_{l,q} P_{l,q}(\theta_k) \exp(i\frac{\phi_k}{2}) \times \right.
\]

\[
\left. \sum_{z=-\infty}^{+\infty} u\delta(ck_z - t) \sum_{\xi=-\infty}^{+\infty} J_{\xi u - \beta}(2\pi r_Hk_0) \exp(i(\xi u - \beta)[\phi_k - \frac{\pi}{2}]) \right\} 
\]

(4.45)

Use the integral representation of the Bessel function and standard Fourier series results [35, Supplemental Material] to get

\[
\sum_{\xi=-\infty}^{+\infty} J_{\xi u - \beta}(2\pi r_Hk_0) \exp(i(\xi u - \beta)[\phi_k - \frac{\pi}{2}])
\]

\[
= \sum_{r'=0}^{u-1} \exp(-i2\pi[\frac{2\pi r' t + \phi_k}{u} + \frac{t\beta' + q t'}{u}]) \exp(iq(\phi_k - \frac{\pi}{2}))
\]

(4.46)

\[
= \sum_{r'=0}^{u-1} \exp(-i2\pi[\frac{2\pi r' t + \phi_k}{u} - \frac{t\beta' + q t'}{u}]) \exp(iq(\phi_k - \frac{\pi}{2})).
\]

(4.47)
Use Eq. 4.47 in Eq. 4.45 and rearrange the order of summations to get

\[
P_H(k) = \sum_{l=-\infty}^{+\infty} u\delta(ck_z - t) \sum_{r=0}^{u-1} \exp(-i2\pi[r_Hk_0 \cos(\frac{2\pi t'}{u} + \phi_k) - \frac{t'\beta'}{u}]) \times
\]

\[
\times \sum_{l=0}^{\infty} \sum_{m=0}^{2l} \sum_{p=1}^{\infty} d_{l,m,p}(-i)^l H_{l,p}(|k|) \sum_{q=-l}^{+l} b_{l,m,q}N_{l,q} P_{l,q}(\cos \theta_k) \exp(iq[\frac{2\pi v\beta'}{u} + \phi_k])
\]

\[(4.48)\]

where the last equality holds because the same set of values are enumerated in a different order [35, Supplemental Materials].

Since

\[
\frac{2\pi v\beta'}{u} + \phi_k = t'\phi_0 + \phi_k
\]

it follows that

\[
P_H(k) = \sum_{l=-\infty}^{+\infty} u\delta(ck_z - t) \sum_{r=0}^{u-1} \exp(-i2\pi[r_Hk_0 \cos(t'\phi_0 + \phi_k) - \frac{t'\beta'}{u}]) \times
\]

\[
\times \sum_{l=0}^{\infty} \sum_{m=0}^{2l} \sum_{p=1}^{\infty} d_{l,m,p}(-i)^l H_{l,p}(|k|) \sum_{q=-l}^{+l} b_{l,m,q}N_{l,q} P_{l,q}(\cos \theta_k) \exp(iq[t'\phi_0 + \phi_k]).
\]

\[(4.51)\]

Apply the steps from Eq. 4.2 to Eq. 4.19 in reverse order to get

\[
\exp(-i2\pi[r_Hk_0 \cos(t'\phi_0 + \phi_k) - \frac{t'\beta'}{u}]) = \exp(-i2\pi k^T[t'z_0e_z + S_{r\phi_0}x_H]).
\]

\[(4.52)\]

From Eq. 4.15, it follows that

\[
\sum_{l=0}^{\infty} \sum_{m=0}^{2l} \sum_{p=1}^{\infty} d_{l,m,p}(-i)^l H_{l,p}(|k|) \sum_{q=-l}^{+l} b_{l,m,q}N_{l,q} P_{l,q}(\cos \theta_k) \exp(iq[t'\phi_0 + \phi_k]) = P_M((S_{r\phi_0}R_H)^{-1}k)
\]

\[(4.53)\]
so that

\[ P_H(k) = \sum_{t=-\infty}^{+\infty} \delta(z_0k_z - t) \sum_{t'=0}^{h-1} [\exp(-i2\pi k^T [t'z_0e_z + S\phi_0x_H])P_M((S\phi_0R_H)^{-1}k)] (4.54) \]

which is identical to Eq. 6 of [35].
CHAPTER 5

COMPUTATIONAL PERFORMANCE OPTIMIZATION

The maximum likelihood estimators described in this thesis require substantial computation, primarily because of the numerical evaluation of numerical integrations over the possible projection directions of each image. In this chapter we describe several types of approaches for reducing computation which include reorganizations of the algorithm, use of a priori information about the reconstruction, and software engineering.

5.1 Algorithm improvements

5.1.1 Implications of the matrix inversion lemma

The Matrix Inversion Lemma [2, Eq. 3.1, p. 139] can be applied to the definition of \( \Sigma \) (Eq. 2.7) to get

\[
\Sigma_i^{-1}(\theta_i, \eta'^{\prime}, V_{\eta'}, Q_i) = Q_i^{-1} - Q_i^{-1}L_i(\theta_i, \eta'^{\prime}) \left( L_i^T(\theta_i, \eta'^{\prime})Q_i^{-1}L_i(\theta_i, \eta'^{\prime}) + V_{\eta'}^{-1} \right)^{-1} L_i^T(\theta_i, \eta'^{\prime})Q_i^{-1}.
\]  

(5.1)

Define

\[
D_i(\theta_i, \eta'^{\prime}) = L_i^T(\theta_i, \eta'^{\prime})Q_i^{-1}L_i(\theta_i, \eta'^{\prime})
\]  

(5.2)

\[
\Delta_{\eta'}(y, \omega^{\eta'}, \omega V_{\eta'}, q) = \sum_{i=1}^{N_i} \int_{\theta_i} D_i(\theta_i, \eta'^{\prime})p(\theta_i, \eta'|y_i, \omega^{\eta'}, \omega V_{\eta'}, q)d\theta_i
\]  

(5.3)

\[
b_i(\theta_i, \eta'^{\prime}, y_i) = L_i^T(\theta_i, \eta'^{\prime})Q_i^{-1}y_i
\]  

(5.4)

\[
\beta_{\eta'}(y, \omega^{\eta'}, \omega V_{\eta'}, q) = \sum_{i=1}^{N_i} \int_{\theta_i} b_i(\theta_i, \eta'^{\prime}, y_i)p(\theta_i, \eta'|y_i, \omega^{\eta'}, \omega V_{\eta'}, q)d\theta_i
\]  

(5.5)

\[
T_i(\theta_i, \eta'^{\prime}) = \left( D_i(\theta_i, \eta'^{\prime}) + V_{\eta'}^{-1} \right)^{-1}.
\]  

(5.6)
Then Eq. 2.33 can be rewritten in the form

\[ F^{\eta'} \bar{c}^{\eta'} = g^{\eta'} \]  

(5.7)

where

\[ F^{\eta'} = \Delta^{\eta'}(y, \bar{x}^{\eta'}, 0V^{\eta'}, \eta) \]

\[- \sum_{i=1}^{N_c} \int_{\theta_i} \Delta_i(\theta_i, \eta') \left(D_i(\theta_i, \eta') + V_{\eta'}^{-1}\right)^{-1} D_i(\theta_i, \eta') p(\theta_i, \eta'| y_i, \bar{x}^{\eta'}, 0V^{\eta'}, \eta) d\theta_i \]

(5.8)

\[ g^{\eta'} = \beta^{\eta'}(y, \bar{x}^{\eta'}, 0V^{\eta'}, \eta) - \]

\[ - \sum_{i=1}^{N_c} \int_{\theta_i} \Delta_i(\theta_i, \eta') \left(D_i(\theta_i, \eta') + V_{\eta'}^{-1}\right)^{-1} b_i(\theta_i, \eta'| y_i, \bar{x}^{\eta'}, 0V^{\eta'}, \eta) d\theta_i \]

(5.9)

and \( M \), which is the key quantity for computing \( \partial Q_1 / \partial V^{\eta'} \), can be rewritten (in abbreviated notation) in the form

\[ M = [(I - DT)(b - Dc)](I - DT)(b - Dc)^T - (I - DT)D. \]  

(5.10)

As is described in Ref. [34], under appropriate conditions (which include a pre-transformation of the image data), the \( N_c(\eta) \times N_c(\eta) \) matrix \( D \) depends on only two of the three Euler angles that describe the projection orientation and are included in \( \theta \). If, furthermore, the structure of the equations is such that \( D \) can be factored out of the integral over the Euler angle on which it does not depend, then a fast algorithm of the type described in Ref. [34] can be derived. These conditions are satisfied for Eq. 5.7 and so a fast algorithm is available. A weaker set of conditions is satisfied by Eq. 5.10, since \( (I - DT) \) [respectively, \( (I - DT)^T \)] can be factored out to the left [respectively, right] but \( (b - Dc)(b - Dc)^T \) remains to be integrated with respect to all three Euler angles, so an algorithm of the same type is available but it provides less performance gain.
5.1.2 Implications of Sylvester’s Determinant Theorem

Sylvester’s determinant theorem is the analog for computing determinants of the Matrix Inversion Lemma. Let $A \in \mathbb{R}^{n \times n}$ be full rank and let $U, V \in \mathbb{R}^{n \times m}$. Then, $\det(A + UV^T) = \det(A) \det(I + V^T A^{-1} U)$. Determinants arise in numerical optimization of $Q_1$ with respect to $V$ (Eq. 2.30 or Eq. 2.35). The two key dimensions are the number of coefficients $N_c(\eta)$ used to describe the electron scattering intensity (Eq. 2.1) and the number of pixels $N_y$ in an image. The dimension of $\Sigma$ is $N_y$ and, in the calculations of Section 2.7, $N_c(1) = 720$ while $N_y = 91^2$ so using Sylvester’s theorem in the computation of $\det \Sigma$ reduces computation substantially.

5.1.3 Data-driven numerical integration rules

In many applications of the ideas of Chapters 2 and 3, a homogeneous reconstruction will be available before the heterogeneous reconstruction is computed. In this section, a method to exploit this information as a priori information is described. The basic idea is to use the homogeneous reconstruction to approximately estimate the projection orientation of each image and then only perform the numerical integration in the region of the approximate orientation. By reducing the volume of the set over with the integral is performed, the computational burden will be reduced. The final part of this section (starting at Item 4d) reflects details of the current software used to perform the heterogeneous reconstruction calculations of Chapters 2 and 3.

1. A homogeneous reconstruction and a set of images (an “image stack”)
is provided by the biologist user along with some sense of the ability to
orient the images in the stack using the homogeneous reconstruction, e.g.,
“±5°”. The scale of initial calculations are \( N_v = 1200 \) images in the stack
and \( N_y = 8000 \) reciprocal-space pixels in each image are actually used.

2. A projection orientation can be thought of as a direction in space (de-
scribed by the angles of spherical coordinates, for instance) and a rotation
around the direction. The location of the abscissas of an integration rule
can be selected in the following manner:

   (a) The directions in space, or equivalently positions on the surface of a
   unit sphere, can be selected with roughly constant separation by re-
cursive partitioning of triangles into 4 smaller triangles by connecting
midpoints with a initial condition of the 20 triangles of an icosahe-
dron.

   (b) The rotations around the direction can be selected to be uniformly
   located on the unit circle.

   (c) Combine the triangulation and circle abscissas to get a set of Euler
   angle abscissas for the projection orientation.

3. Apply standard software to the homogeneous reconstruction and the Eu-
ler angle abscissas in order to get a set of template images, one image
for each projection direction abscissa. The scale of initial calculations is
\( N_T = 40 \times 10^3 \) template images.

4. For the \( i \)th image in the stack:

   (a) Correlate the image with each template image. If the image in the
   stack is \( y_i \) and the \( j \)th template is \( z_j \) (both vectors) then the correlation
   is \( r_{i,j} = y_i^T z_j \).
(b) If the angular separation of the abscissas is roughly $\nu_a$ and the stated orientation of the image stack as determined by the biologist user is roughly $\nu_r$ then for each stack image $i$ collect the set of indices $J_i \subset \{1, \ldots, N_T\}$ of the $(\lfloor \nu_r/\nu_a \rfloor)^3$ templates having the largest correlations. These could be in quite disjoint regions of the Euler angle space for at least two reasons: the orientation of the $j$th image in the stack truly has a multi-modal pdf or the orientation is near the boundary of the fundamental domain sampled by triangulation and part of a unimodal pdf gets mapped by symmetry to a different region of the Euler angle space.

(c) Define the a priori pdf (really pmf) on the orientation of the $i$th image by

$$p''_i(j) = \begin{cases} |r(i, j)|, & j \in J_i \\ 0, & \text{otherwise} \end{cases} \tag{5.11}$$

$$p'_i(j) = \frac{p''_i(j)}{\sum_{j \in J_i} p''_i(j)} \tag{5.12}$$

$$p_i(j) = p'_i(j) \sin(\beta_j) \tag{5.13}$$

where $\beta_j$ is the second Euler angle of the projection orientation of the $j$th template image.

(d) For each template image $j$ collect the set of indices $I_j \subset \{1, \ldots, N_v\}$ of the images for which $p_i(j) > 0$. In Matlab [40] it is probably desirable to store $I_j$ as $I\{j\}(i)$ so that $I\{j\}$ is a vector of indices that can be used to select columns out of the $y$ matrix that stores the $i$th image as a vector in the $i$th column. For different values of $j$, there will be a different number of components in the vector $I\{j\}$. If $I_j$ is stored as a $Z^{N_T \times n}$ matrix then $n$ must be large enough to contain the longest list and a second vector $h \in Z^{N_T}$ will be needed where $h_j$ is the number of
elements in $I_j$. With this data structure, at a later point in the program it is possible to compute $L^T \ast y(:, I(j, 1 : h(j)))$.

(e) Compute $u \in \mathbb{Z}^{N_y}$ for which the $j$th component the number of elements in $I_j$.

(f) In the reconstruction software the key part of the iterative computation is the following: Let $j$ be the index of the \texttt{parfor} loop over all abscissas. Test if $u_j = 0$. If true then no work in the $j$th iteration of the \texttt{parfor} loop. If false then

i. Compute $L$ for the $j$th set of Euler angles. This will likely imply the computation of more $L$ values than are computed in the software used in Chapters 2 and 3.

ii. Compute $L^T \ast y(:, I(j))$. This will likely be for a small subset of all columns of $y$ and therefore many fewer columns than are currently used in the software used in Chapters 2 and 3 and this is the desired saving of computational effort.

5.2 Software efficiency and supercomputing resources

The theory of earlier sections applies for any choice of basis functions. However, the software uses the specific basis functions described in Ref. [83] where each basis function is the product of an icosahedral harmonic and a spherical Bessel function. A software implementation of the method was written that is suitable for execution in either the proprietary Matlab [40] or open source Octave [47] engine on a shared-memory computer. The update of $Q$ is done by \texttt{fminbnd} in both Matlab and Octave. The update of $V$ is implemented only for
the case where $V$ is a diagonal matrix and is done by \texttt{fmincon} in Matlab and \texttt{SQP} in Octave. The limits of the software are partly memory requirements and partly use of simple numerical linear algebra algorithms. As an example of algorithmic limitations, Eq. 2.33 is solved by LU decomposition where the $F$ matrix (Eq. 3.25) and $g$ vector (Eq. 3.26) are each computed without taking advantage of the fact that orientations that are close to each other lead to similar contributions to the integrals in Eqs. 3.25 and 3.26. Relative to memory requirements, in order to make efficient Matlab code, the data is treated as matrix with dimensions that are the number of pixels per image by the number of images. This is the largest data structure in the runs described in this chapter. With the exception of the results for HK97 which are described in Section 3.2.2, all of the results described in this thesis are based on running the software using the Matlab engine on a dual-cpu quad-core Xeon (E5430 at 2.66GHz) with 16GB memory. In order to fit a computation into this hardware-software system, using more images implies using fewer basis functions or visa versa. For the results described in Chapters 2 and 3, all calculations used 1200 images and 720 basis functions (the so-called Step 7 of Ref. [83]) and each reconstruction takes approximately 2 days.

The software has been ported to the Gordon XSEDE cluster at the San Diego Supercomputer Center (SDSC) which has Matlab [40]. As is described in Section 3.2.2, test cases have been run using the Matlab Distributed Computing Server (MDCS).

In order to make initial measurements of the potential performance improvement achievable by using parallel computation at SDSC, a test case was constructed which performs a calculation that is similar to the calculation described in Chapter 2 but much smaller. The software performance results are shown in
Figure 5.1 and Figure 5.2. The running time of the test case is much smaller than the running time of the biological problems described in Chapter 3, but using the small test cases allowed the examination of a much wider range of parameters in the computing environment.

Figure 5.1 shows the running time improvement achieved by increasing the number of parallel cores using both a local scheduler on a single node and a TORQUE resource manager (or scheduler) over cores from multiple nodes. The local scheduler is able to schedule both shared memory and distributed memory parallel jobs up to 12 cores. The TORQUE scheduler along with the Matlab Distributed Computing Server (MDCS) is able to run parallel jobs up to 128 cores. Although the local scheduler performs better in general than the TORQUE scheduler when the number of cores is below 12, the TORQUE scheduler and MDCS is able to achieve further speed-up of the calculation. In order to understand how close these performance curves are to linear speed-up, especially MDCS with 8 or more cores, Figure 5.2 plots the actual running time versus the number of cores in log-log scale (log with base 10) and the running time that would be achieved with linear speed-up. The achieved speed-up is less than linear for large numbers of cores. However, increasing the size of the problem to a biologically-relevant size will probably make the speed-up closer to linear because it will increase the ratio of computation to communication, which is artificially low in this test case.

In addition, system software at the San Diego Supercomputer Center is available that does virtual shared memory processing (vSMP) where multiple distributed-memory nodes of the cluster are made to appear to the user as a single node. This provides an alternative environment for running Matlab which
Figure 5.1: Running time from a test case versus number of cores. The red bars are from parallel jobs using the local scheduler. The blue bars are from parallel jobs using the Matlab Distributed Computing Server (MDCS) and the TORQUE scheduler of the San Diego Supercomputer Center (SDSC).

merits investigation.
Figure 5.2: Running time from a test case versus the number of cores in log-log scale, and compare with the reference line of the linear speed-up.
6.1 Conclusions of this thesis

The primary conclusions of this thesis are that maximum likelihood estimators that solve the heterogeneous particle reconstruction problem can be posed, solved, and implemented in practical software and that the resulting heterogeneous reconstructions are relevant to biology. In one sense the estimators are substantial generalizations of previous homogeneous reconstruction estimators [16,34,57,83] because the new estimators treat the problem as a stochastic signal in noise problem rather than a deterministic signal in noise problem. In a second sense the estimators are substantial generalizations of previous pattern analysis estimators [8,42,53] because the new estimators do not measure the random vector with a Gaussian mixture pdf directly but rather through a stochastic linear transformation with the addition of noise. The relevance of the results to biology is most clearly demonstrated in the work on the maturation of NωV which is described in Chapter 3.
6.2 Future directions and challenges

Sparse full-matrix covariance for the coefficients by $L_1$ optimization

The estimation of large matrices from limited data is an important current topic in statistics [6,7,11,31,43,46,52,54]. Methods for covariance matrices include [11] banding, tapering, thresholding, penalties, and regularization. An appropriate method for $V_\eta$ depends in part on the choice of basis functions. For instance, using the voxel basis functions, every element $(i, j)$ of $V_\eta$ corresponds to a pair of triple-integer indices $(m, n)$ for the corresponding voxels and it is natural that the elements of $V_\eta$ decay as a function of $\|m - n\|_2$ where $\| \cdot \|_2$ is the Euclidean norm. On the other hand, using harmonic basis functions also leads to triple-integer indices but now two of the indices describe the linear combination of spherical harmonics and one describes the radial function and so $\|m - n\|_2$ no longer has a geometric interpretation. Possibly the most promising approach is to focus on regularizers [7, 52], transform the regularizer into an a priori pdf on $V_\eta$ (e.g., square of the Euclidean norm of a vector transforms into a Gaussian a priori pdf), replace the maximum likelihood criteria by a maximum a posteriori (MAP) criteria, and continue to use expectation maximization to compute the solution. This program has been followed successfully [16, Section VII] for homogeneous reconstructions. If $\Theta = V_\eta^{-1}$ then a basic choice of regularizer [52] is $\|\Theta\|_{1,\text{off}} = \sum_{i \neq j} |\Theta_{i,j}|$. Cross validation is the standard method for determining the weight on the regularization term, though the computation burden may become a problem in larger applications. As is described in Section 5.1.3, it is anticipated that many users of these estimators will first solve a homogeneous object case,
then a heterogeneous case with a diagonal $V_\eta$ (as is done in Chapters 2 and 3), and finally a heterogeneous case with general $V_\eta$. Using the answer from the previous step as the initial condition in the current step may allow efficient solution even if the overall MAP problem lacks properties such as convexity. Currently we use a trust region method (Matlab [40], \texttt{fmincon}) with analytical first and second derivatives with such initial conditions.

**Faster computation**

In order to have an impact on the biological community, better software is required. Two major senses in which the software needs to be improved are described in the following two paragraphs.

It is important to change to a programming language and user interface that are familiar to the biological community. Unfortunately, Matlab [40] is not familiar to the biological community. However, python [71], which has many similarities to when an appropriate set of libraries are used, is familiar to the community. Therefore a python implementation, which can include MPI [72–74] type message-passing parallel functionality, is attractive. Such an implementation could be integrated into the Appion system [32, 75] which would immediately provide a familiar user interface.

A second sense in which the software needs to be improved is through better algorithms to implement the estimators. Several areas of current effort are described in Chapter 5. In particular, the use of \textit{a priori} information as described in Section 5.1.3 seems promising.
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