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This dissertation summarizes my investigations in non-collinear spin-transfer-torque (ST) effects on nanomagnets. The Slonczewski-like ST mostly competes with the damping torque in a device structure where the spin polarization (SP) is collinear to the magnetic moment of a free layer (FL) at equilibrium. Contrarily the ST has both (anti-)damping and an equivalent field torque effects in non-collinear configurations in which the SP is close to perpendicular to the FL. The additional field effect of the ST shifts the equilibrium or dynamic offset angle of the FL and thereby changes the characteristics of the excitations.

In my first study, I demonstrated the ST-driven ultrafast nanomagnet switching in nanopillar spin-valve devices incorporating both an out-of-plane spin-polarizer and an in-plane polarizer/analyzer, with pulse widths down to 50 ps. I also explained the physical origin of the observed asymmetric threshold currents as functions of the switching direction and the pulse polarity, which is beneficial for a non-toggle write operation. In addition I proposed methods to suppress the magnetic ringing that occurs after the ballistic switching.

In my second study, I discovered quasi-linear behavior of a spin-torque nano-oscillator under an external hard axis magnetic field that controls the precession axis of the FL and its offset angle from the SP. The observed linewidth (~5 MHz) was very close to the fundamental limit determined by thermal driven noise. The quasi-linearity, or the cancellation of the nonlinear coupling between
the amplitude fluctuation and phase noise, was achieved by obtaining a small frequency agility together with a negative feedback effect from the ST causing the enhancement of the dynamical damping.

In my third study, I investigated perpendicularly magnetized Co nanodot switching via spin-Hall-induced spin currents. In the thermally activated reversal regime I estimated the current-induced effective field \( H_s \) that has a magnitude within the predicted range due to the large spin-Hall angle in Pt when the Joule heating effect is taken into account for the magnetic system. In addition an excitation of a subvolume drove the entire magnetization switching, thus even a small but heat-assisted \( H_s \) was able to reverse such a Co dot with a strong perpendicular magnetic anisotropy.
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1.1 Brief introduction of Spintronics

Spintronics explores phenomena that interconnect the spin and charge degrees of freedom in the solid-state whereas information is encoded in carriers’ spin rather than their charge [1, 2, 3, 4, 5, 6]. This field has been at the center of condensed matter physics during the last two decades. And it has suggested pathways to overcome the limitations faced by the conventional charge-based electronics because reorientation of electron’s spin is fundamentally faster and requires less energy than moving electron or atom from one place to another.

One big successful example in Spintronics is the giant magnetoresistance (GMR) effect [7, 8] that has had broad scientific and technological impact and the discovery of GMR awarded 2007 Nobel Prize in Physics to Peter Grünberg and Albert Fert [9, 10]. GMR is an electric transport phenomenon that arises in magnetic and non-magnetic multilayer thin-films, resulting in giant changes in the electrical resistance due to an external magnetic field. The device resistance is a function of the relative angle ($\theta$) between the magnetization in the two ferromagnetic layers. The fractional resistance change, the GMR ratio, is $\frac{\Delta R}{R_p} = \frac{R_{AP} - R_P}{R_P} \approx 2 - 20 \%$. This discovery has led to the development of novel magnetic devices such as GMR based magnetic field sensors (used to read data in current hard-disk drives) or magnetic random access memory (MRAM).

For MRAM to be realized, more efficient methods of manipulating spin should be developed because the generation of magnetic field (typically current-
We can manipulate the magnetization or spin by applying a magnetic field, a spin-polarized current, an electric field or a circularly polarized light pulse. See Ref. [1, 2, 3, 4, 5, 6] for comprehensive review on Spintronics.

induced Oersted field) is usually energy inefficient. One promising approach to change the magnetization is by injecting spin-currents (in order to transfer spin-angular momentum and to exert a torque) or recently by controlling magnetic anisotropy via external electric fields. Another promising application is the current-controlled microwave generator based on the spin-torque induced precession of magnetization, which converts a DC current into an AC voltage output. The frequency can be tuned from a few hundred MHz to over 100 GHz with an applied magnetic field or a DC current. Alternative developed technology is the utilization of current-driven domain-wall motion of a ferromag-
Figure 1.2: (a) Illustration of transmission electron microscopy (TEM) cross-section image of a current-in-plane (CIP) read head sensor. (b) Illustration of TEM cross-section image of a current-perpendicular-to-the-plane (CPP) read head sensor based on a magnetic tunnel junction (MTJ). (c) Another TEM example of a MTJ read head sensor. The tunnel barrier clearly appears at the center with a white horizontal line. (d) Device scheme of the CIP configuration. (e) Device scheme of the CPP configuration. The directions of current flow are indicated. (a)-(b) from [13], (c) from [4]. (d)-(e) from [5].

Magnetic wire for memory (called Racetrack memory [11]) and logic applications [12]. Utilization and control of spin and magnetism in a variety of materials and nanostructures will also have broad impact.

In the following sections, I will overview some of the important topics that are very closely related to the rest of this dissertation, with emphases on the spin-transfer-torque effect, MRAM, magnetic tunnel junctions, spin-torque nano-oscillator (STNO) and the non-linear auto-oscillator model.
1.2 Overview of Spin-Transfer-Torque

Spin currents consist of a flow of spin angular momentum when there is an imbalance between up- and down-spins [2, 3, 5]. Spin-transfer torque is an electric transport phenomenon that spin currents transport spin angular momentum, and thereby exert a torque on the local magnetic moment [14, 15, 16, 13, 17, 18, 19, 20, 21, 22, 23]. The basic physics of spin-transfer torque is the exchange interaction between the electrons in the spin currents and the localized spin-polarized electrons in ferromagnets. This results in a reorientation of transmitted electron spins through the thin ferromagnetic layer, and the conservation of angular momentum leads to a torque or a change in the local magnetic moments (see Fig. 1.3).

Since Sloncwezski [14] and Berger [15] theoretically predicted the spin-transfer torque effect in magnetic multilayers in 1996, the existence of the torque has been demonstrated in most of magnetic materials including ferromagnetic transition metals [16, 24], dilute magnetic semiconductors [25, 26], and moreover in ferrimagnets [27, 19], antiferromagnets [28, 19] or at the interface of ferromagnetic insulators [29, 30]. The experiments have been carried out in various device geometries including nanoscale point contacts [31, 32, 33, 34], nanopillar spin-valves [16, 24, 35], magnetic tunnel junctions [36, 37, 38], and lateral spin-valves [39, 40]. The spin-torque phenomenon has been the mainstream in the field of spintronics during the last decade because it promises technological development of next-generation of high areal density (> 1 Tbit/in²) magnetic memories [13, 41, 42, 43], microwave components [13, 44, 45, 46], high-performance logic-in-memory architectures [47, 48], and domain-wall memory (see Fig. 1.8) and logic devices [11, 12, 49, 50].
Figure 1.3: Illustration spin angular momentum transfer via spin-polarized moving electrons (a) for anti-parallel or (b) for parallel configuration between the magnetic free layer (FL) and the reference layer (RL). (c) Example of measured spin-torque-driven magnetization switching. When unpolarized moving electrons encounter the RL, the magnetic moments of transmitted electrons become polarized to the parallel of the magnetization of the RL layer (in (a)) while reflected electrons have opposite magnetic moments (in (b)), due to the exchange interactions between the electrons in the currents and the electrons in the local ferromagnets. Upon incidence on the FL, the transverse component of the spin is absorbed at the interface. The conservation of spin angular momentum, in the absence of spin-orbit coupling, leads to a torque on the FL moment, referred to as spin-transfer-torque. Direction of spin-torque on the FL depends on the current polarity.
The spin torque (ST) consists of the in-plane torque ($\tau_{\parallel}$: alternatively called adiabatic or Slonczewski-like torque) and the perpendicular torque ($\tau_{\perp}$: alternatively called non-adiabatic, out-of-plane torque, or field-like), that are added to the right side of the Landau-Lifshitz-Gilbert equation (in the macrospin limit):

$$\frac{d\hat{m}}{dt} = -\gamma \hat{m} \times \vec{H}_{\text{eff}} + \alpha \hat{m} \times \frac{d\hat{m}}{dt} + \tau_{\parallel} + \tau_{\perp},$$

where $\gamma$ is the gyromagnetic ratio, $\alpha$ is the magnetic damping of the magnetic free layer (FL) and $H_{\text{eff}}$, the total effective magnetic field on the FL, is derived from the total magnetic energy ($E$), $H_{\text{eff}} = -\frac{\partial E}{\partial \hat{m}}$. Here "in-plane" refers to the plane defined by two vectors: the direction of the local moment ($\hat{m}$) and the one of spin-polarization ($\hat{p}$). A variety of theoretical [14, 15, 51, 52, 53, 17] and experimental [54, 16, 24, 35, 17] works have confirmed that the spin transfer torque has the following picture (see Fig. 1.3). The current spins that flow through the magnetic reference layer (RL) are spin-polarized along the magnetization ($\hat{p}$) of the RL, which is called spin-filtering effect. If $\hat{p}$ and $\hat{m}$ are not collinear, the conduction electron spins that encounter the magnetic free-layer (FL) generally possesses a component of angular momentum that is transverse to the $\hat{m}$ and this transverse component of angular momentum is largely absorbed at the interface between the FL and the non-magnetic spacer. In the macrospin approximation, the absorbed angular momentum generates the in-plane ST,

$$\tau_{\parallel} = \frac{\hbar}{2eM_sJ}g(\theta)\hat{m} \times (\hat{p} \times \hat{m})$$

(1.1)

where $M_s$ is the saturation magnetization of the FL, $t$ is the thickness of the FL, $J$ is the current density, $g(\theta)$ is the angular dependence of ST efficiency (from the spin-dependent transport and/or reflection/transmission), and $\theta$ is the angle between the RL and FL (see Ref. [53, 17] for the $g(\theta)$). The $\tau_{\parallel}$ accounts for non-equilibrium processes that cannot be described by a magnetic energy. First-
principle calculations [51, 52, 55] showed that a transverse spin current at the interface of a FL is not perfectly absorbed, especially when the thickness of the FL is comparable or thinner than its spin decoherence length. The survived spins (not absorbed by the FL) are polarized to both $\hat{m}$ and $\hat{p}$ and give the perpendicular ST,

$$\tau_\perp = \beta \gamma \frac{\hbar}{e} \frac{PJ}{M_s t} g(\theta) \hat{m} \times \hat{p}, \tag{1.2}$$

to the FL. The contribution of $\tau_\perp$ is usually neglected in spin-valve devices because the calculations and experiments have found that $\beta$ is negligible in metallic spin-valve devices [56]. In the mean time, several groups have conducted experiments such as spin-torque ferromagnetic resonance (ST-FMR) or magnetic switching in order to identify and estimate the magnitudes of the $\tau_\parallel$ and $\tau_\perp$ in magnetic tunnel junctions with MgO tunnel barriers (MgO-MTJs) [22, 57, 58, 59]. They have found that the $\beta$ is significant in MgO-MTJs and that the $\tau_\perp$ substantially affects the magnetic dynamics of the FL, although the bias-dependence of the torques ($\tau_\parallel = a_1V + a_2V^2$ and $\tau_\perp = b + b_1V + b_2V^2$) are dissimilar in details between materials, ferromagnetic electrodes or research groups [57, 58, 60, 59]. The relative magnitude of two ST components depends on the insulating or ferromagnetic materials and device structures [23, 22], and engineering it is critical for determining the magnetic dynamics.

The most common device geometry utilizes a nanoscale current-perpendicular-to-the-plane (CPP) configuration with two thin metallic ferromagnetic layers separated by a non-magnetic metallic spacer (NM) or by an ultra-thin non-magnetic insulator (I): i.e. the multilayer of a typical ST device consists of FM/NM/FM or FM/I/FM where FM is a ferromagnetic electrode. The first FM layer is a spin polarizing layer (or reference magnetic layer) whose magnetization is hard to change by designing it thicker or pinned by an in-
Figure 1.4: Schematic of various device configurations: (a) un-patterned nano-scale point contact (b) patterned nanopillar and (c) lateral (or non-local) spin-valve device. In a nanopillar structure at least the magnetic free layer (FL) is patterned or both the FL and the magnetic reference layer are fully patterned. A non-local device is designed to generate spin-imbalance (pure spin currents) in a normal metal that is contact with two ferromagnetic leads. One contact lead is used to generate a spin-polarized current while the other lead is for a detector by measuring a voltage. One can classify a device into metallic spin-valve or magnetic tunnel junction depending on the type of non-magnetic spacer. The ferromagnets can be magnetized to in-plane or out-of-plane depending on the utilized materials. From [17, 44]
terface anti-ferromagnetic layer. The second FM layer is a magnetic free layer (FL) whose magnetic moment is free to rotate in response to the spin-transfer torque. The lateral dimension of a ST device should be small (< 200 nm) because high current densities are required ($J > 10^6 - 10^7 A/cm^2$) for achieving significant amount of spin angular momentum in the transported electrons [13, 18].

In a ST device the thickness of a NM should be shorter than its spin-diffusion length (spin-flip relaxation length) in order to avoid depolarization of the spin-polarized carriers. Copper (Cu) is the most common material as a NM in metallic spin-valve device because the spin-flip relaxation length for Cu is very long (> 100 nm) at room temperature [61]. Alternative spacer is an ultrathin insulator (< 1 nm) that is enough to allow electrons tunneling through the barrier. The electrical properties of tunnel junctions are determined by the tunneling process, how the spin-dependent wave-functions decay in the barrier, and the density of available states in the ferromagnetic electrodes [62, 63]. The most common MTJs nowadays use MgO (001) barriers with crystallized BCC CoFeB electrodes, with which 600 % TMR was recently demonstrated at room temperature [64].

Most theoretical and experimental works of spin-transfer-torques have studied in a system where the spin-orbit coupling is very weak because it is considered to be detrimental due to the spin-memory loss from the enhanced spin-relaxation or magnetic damping induced by the spin-pumping process [65, 66]. Above in-plane and perpendicular ST’s in Eq. 1.1 and 1.2 were obtained on the basis of the conservation of total spin-angular momentum, but the total spin-angular momentum is no longer conserved in a system with strong spin-orbit coupling. On the other hand, conservation law of total angular momentum indi-
Figure 1.5: Illustration of recent devices, utilizing the spin-orbit interaction, that demonstrated the manipulation of a magnetization in an ultra-thin ferromagnetic dot in the configuration of current-in-plane. (a) Schematic of the Hall-cross bar device that showed the switching of a perpendicularly magnetized nanomagnet (b) Schematic of the three-terminal device and the circuit diagram that showed spin-Hall-effect-induced switching for an in-plane magnetized nanomagnet. The observations were interpreted with Rashba effect (in (a)) or spin-Hall-effect (in (b)). From [72, 73]

cates that there should be current-induced mechanical torques on the lattice, as a consequence changes in the local magnetization together with the spin-transfer torque [67, 68, 69, 70, 71]. The spin-orbit-induced mechanical torques or effective magnetic fields (or torques) should be further investigated theoretically and experimentally.

Recently alternative electrical methods utilizing the spin-orbit interaction have attracted considerable interests, and several experiments have demonstrated the manipulation of a magnetization in an ultra-thin (~ a few atomic layers) ferromagnetic dot or layer in a configuration of current-in-plane (CIP) [72, 73, 74]. The multilayers of the CIP structures generally consist of NM/FM/MO$_x$ where NM is a non-magnetic heavy-metal (e.g. Pt, Ta, W,...), FM is an ultra-thin
transition ferromagnet (e.g. Co, CoFeB, NiFe,...) and MOx is a metal-oxide (e.g. AlOx, MgO, GdOx, TaOx,...). This new geometric configuration utilizes large spin-orbit coupling to generate effective fields on the FM or to generate pure spin-currents on the NM. And this suggests a new pathway for nanomagnet controls without a magnetic spin polarizer and/or with the separation of write and read channels. The observations of current-driven magnetization control in NM/FM/MOx structures have been interpreted with two different mechanisms; Rashba effect or spin-Hall-effect. In general recent theories [75] have suggested that the current induced torque has a form of \( \vec{\tau} = -\gamma H_R \hat{m} \times \hat{y} + \gamma H_S \hat{m} \times (\hat{y} \times \hat{m}) \) in both cases, but each magnitude or relative strengths could be strongly dependent on behind physics, structures and materials.

The Rashba effect is based on spin-orbit coupling in a system lacking inversion symmetry [76, 77, 78, 79]. The spin-orbit torques or current-induced torques can be generated on moving electrons by transferring the orbital angular momentum from the lattice system to the spin system due to the combined spin-orbit interaction and exchange coupling. For the simplest case in which an electrical potential (or asymmetric crystal field) is intrinsically built at the interfaces in the FM/MOx or NM/FM and the electric field is normal to the dissimilar interfaces (\( \nabla \phi = E \hat{z} \)), the \( H_R \) is expected \( H_R \approx J \times \nabla \phi = \alpha_R \hat{y} \) when the electrical current is injected along the current channel (\( J = J \hat{x} \)). Then the Rashba torque has a form of the field-like ST, \( \vec{\tau}_R = -\gamma H_R \hat{m} \times \hat{y} \) where \( \hat{m} \) is the normalized magnetic moment, while recent theoretical studies [80, 81, 75] have suggested that the torque has an additional (secondary) Slonczewksi-like ST, \( \vec{\tau}_S = \gamma H_S \hat{m} \times (\hat{y} \times \hat{m}) \), from the spin-precession due to the exchange coupling with the FM magnetization.
Figure 1.6: Illustration of spin-Hall effect (SHE) and inverse SHE in a paramagnetic metal. (a) SHE is a relativistic spin-orbit coupling phenomenon that generates opposite spin accumulation on the opposing lateral surface of current-carrying non-magnetic wire with a large spin-hall angle. Two different contributions for the SHE have been proposed: the extrinsic effect is due to impurities in the presence of spin-orbit-dependent scattering (top) while the intrinsic effect is caused by the spin-orbit splitting in the band structure of the non-magnetic material (below). (b) ISHE is the conversion of spin currents into electric voltage, observed in a FM/NM multi-layer structure where FM is a ferromagnetic (e.g. Py, YIG) and NM is a paramagnetic metal (e.g. Pt, Mo, Pd and Au) with a strong spin-orbit coupling. The spin currents driven by the magnetic precession in the FM are injected into the NM layer (i.e. spin pumping effect), resulting in an electric potential difference between the opposite edges of the NM via ISHE. The ISHE serves as the electrical detection method of spin-currents.
The spin-Hall-effect (SHE) is an electrical transport phenomenon originated from a relativistic spin-orbit interaction that leads a coupling between a charge current and a transverse spin current [82, 83, 84, 85]. This generates opposite spin accumulation on the opposing lateral surface of current-carrying NM wire with a large spin-hall angle ($\theta_{SH}$). The ST can act on the magnetic moment of a FM-layer at the interface by absorbing pure spin currents (with its spin-polarization $\hat{\sigma}// \pm \hat{y}$) generated in the NM. One can consider it equivalently that the spin-polarizer lies underneath of the FM similar in a conventional CPP spin-valves or tunnel junctions. Then the SHE-ST is $\vec{r}_S = \gamma H_S \hat{m} \times (\hat{y} \times \hat{m})$. In the mean time, a recent theory [75] suggests the possibility of an additional torque ($\vec{r}_R = -\gamma H_R \hat{m} \times \hat{y}$), if the thickness of the FM is not longer than its spin-dephasing length, which is similar to the field-like ST in MgO-MTJs or the non-adiabatic ST in FM-nanowires. In Chapter 6, we study the current-induced effective field for the thermally assisted magnetic reversal of a perpendicularly magnetized Co nano-dot in the multilayer structure of Pt/Co/MgO/Ta.

By now we have overviewed the spin-transfer-torque. From recent progress and emergent phenomena on this field, spin-transfer-torque will continue to be an active area of research and development and will be investigated with a new material (especially topological insulators), structure and geometry together with many fundamental questions. The impact will be more extended to our real life and the current-induced torques will keep the mainstream in the field of Spintronics and condensed matter physics if commercial applications are realized in the near future.
1.3 Overview of Magnetic Random Access Memory (MRAM)

MRAM applications have a number of important performance requirements [13, 86]: high areal density (> 1 Tbits/in²), low write current density ($J_c < 10^5 \text{ - } 10^6 \text{ A/cm}^2$), fast operation (< 1 ns), good reliability (below $6\sigma$ error rates), large thermal and mechanical stability, and big signal to noise (TMR or GMR). Among them reducing switching current or lowering power is crucial for the successful realization of practical MRAM, while the high thermal-stability factor ($E_a/k_BT$) is required at least > 40 for sustaining a bit over 10 years, where $E_a$ is the energy barrier between two stable equilibrium states.

Conventional magnetic-field induced switching is much less efficient and scalable than the spin-polarized current driven magnetization switching [13, 17, 41, 86]. In the field-driven writing scheme, the electrical currents through the word and bit lines generate a magnetic stray field enough to switch a magnetization of the free layer (FL) in a targeted MRAM cell (see Fig. 1.7). The required switching magnetic field can be expressed as $H_{SW} = CM_s t/W + H_k$, where $M_s$ is the magnetic moment of FL, $t$ is the free layer thickness, $W$ is the junction size [13, 41, 86] and C is a coefficient. This shows the writing current (field or power consumption) increases with increasing the cell density since $H_{SW} \propto 1/W$. Another problem of this scheme is the crosstalk or half-select problem in which MRAM cells in the same word or bit line with the target cell is influenced by the magnetic field ($\sim 0.7 H_{SW}$), which is a drawback for the scalability due to the possibility of a thermally-assisted magnetization reversal in the cells, as shown in Fig. 1.7.

Spin-transfer-torque induced magnetization switching is much more effi-
Figure 1.7: (a) Schematic of a magnetic memory cell consisting of one transistor and one magnetic tunnel junction (MTJ). In a conventional field-driven switching, a combined magnetic field from the word ($i_1$) and bit ($i_2$) lines induces the reorientation of the FL moment. In a ST-MRAM (spin-torque driven magnetic random access memory), the below word line is un-necessary because the current is directly injected into the MTJ device where spin-transfer-torque effect is used to switch the FL moment. This allows more compact design and less power consumption. (b) The yellow bits experience magnetic fields produced by the word or bit line while only the targeted red bit is exposed to the combined field. This is called half-selection problem in which the yellow bits have a significant thermal agitations, disturbing the 6σ industrial standard. To avoid the half-select problem, toggle MRAM was suggested by controlling the sequence of two fields. Instead, the ST-MRAM does not have such problem. See Ref. [41]

cient and scalable since the switching current density is less dependent on junction area. The switching current density ($J_c$) is on the order of $10^6 \sim 10^7 \text{A/cm}^2$, significantly less than that of magnetic writing scheme ($> 10^8 \text{A/cm}^2$) [13, 41]. However significant reduction of $J_c$ has been required for making MRAM compatible with the standard CMOS technology. One way to reduce $J_c$ is using a MTJ structure incorporating two anti-parallel spin-polarizing layers sandwiching the FL, enhancing spin accumulations on the FL and thereby reducing $J_c$.
significantly [87, 88]. For an in-plane magnetized FL layer, the zero-temperature critical switching current ($I_{c0}$) in the macrospin limit [14, 13, 18] is given by

$$I_{c0} \approx \frac{e}{\hbar/2} \frac{\alpha M_s V}{g(\theta) P} \left( H_k + \frac{H_d}{2} \right)$$  (1.3)

where $\alpha$ is the Gilbert damping, $t$ is the thickness, $P$ is the spin-polarization, $H_k$ is the in-plane anisotropy field, $H_d$ is the effective out-of-plane demagnetization field when an external field is zero. Since $H_d$ is typically an order of magnitude larger than $H_k$, the $I_{c0}$ can be simplified to $I_{c0} \approx \frac{e}{\hbar/2} \frac{\alpha V}{g(\theta) P} \left( \frac{M_s H_d}{2} \right)$. This suggests several strategies to reduce $I_{c0}$ by optimizing the material of the FL: lower $\alpha$, higher $P$, or lower $M_s$ and $H_d$ while maintaining $H_k$ for enough thermal stability ($E_a = M_s H_k V/2$). Braganca et al [89] demonstrated the reduction of $I_{c0}$ down to 0.4 mA (while $E_a \sim 0.8$ eV) by using a FL material with low $M_s$ ($\sim 560$ emu/cm$^3$) while making the nanopillar spin-valve with a high aspect ratio (1:3). Liu et al [90] showed the significant reduction of $J_{c0}$ down to $2 \times 10^6$ A/cm$^2$, by optimizing Co/Ni multilayer on a FL layer with partially cancelling the intrinsic $H_d$ due to the perpendicular magnetic anisotropy (PMA) effect. For a perpendicularly magnetized FL the $I_{c0}$ in the macrospin approximation is given by

$$I_{c0} \propto \frac{e}{\hbar/2} \frac{\alpha M_s V}{g(\theta) P} H_{eff}$$  (1.4)

where $H_{eff} = H_{K\perp} - 4\pi M_s$, $H_{K\perp}$ is the perpendicular magnetic anisotropy and $E_a = M_s H_{eff} V/2$. The $I_{c0}$ ($J_{c0}$) can be further reduced than a structure with an in-plane magnetized FL by tuning the $H_{eff}$ from the surface or volume out-of-plane anisotropy effect while making $V$ smaller. Mangin et al [91, 92] demonstrated low $I_{c0} \sim 0.24$ mA and enough $E_a/k_B T \sim 45$ with a 45 nm diameter nanopillar spin-valve with a FL consisting of Co/Ni multilayer. The H. Ohno group [93] demonstrated very low $I_{c0} \sim 0.05$ mA and enough $E_a/k_B T \sim 43$ in a 40 nm diameter of MgO-based MTJ with multilayers of Ta/CoFeB/MgO/CoFeB/Ta,
and suggested that the PMA was induced in the ultrathin CoFeB due to the interfacial effect at MgO/CoFeB. However IBM group later proposed that both interfaces between Ta/CoFeB and CoFeB/MgO are involved in the formation of the PMA [94].

For practical applications the write operation should be at or below nanoscale time scale and faster than the current technology. In a collinear ST device in which the equilibrium offset angle between the FL and the RL is $\sim 0^\circ$ or $180^\circ$, Sun et al [95, 96] suggested a linear relation between a current pulse amplitude ($I$) and switching time ($\tau$) for the ST-induced magnetic reversal as

$$\tau^{-1} \approx \frac{\eta (\mu_B/e)}{M_s V \ln(\pi/2\theta_o)} (I - I_{c0}), \quad (I > I_{c0}),$$

indicating that a faster operation can be achieved with increased $I$ ($\sim 4 \times I_{c0}$ for 1 ns write speed), while in the thermally activation region, the relation as

$$\tau^{-1} = \tau_0^{-1} \exp \left[ -\left( \frac{E_a}{k_B T} \right) \left( 1 - \frac{H}{H_k} \right)^2 \left( 1 - \frac{I}{I_{c0}} \right) \right], \quad (I \ll I_{c0}).$$

Later several ways have been proposed to improve the switching efficiency and speed. Garzon et al [97] demonstrated coherent control of the switching dynamics by applying two successive short pulses with variable amplitudes and delays. Cui et al [98] carried out the experiment for efficient magnetization reversals by applying a short current pulse with a preceding resonant microwave current pulse.

In order to achieve ultrafast magnetization reversals (switching time $< 200$ ps), Kent et al [99] proposed an orthogonal ST device structure in which a strong out-of-plane spin polarization generates a quick rotation of the FL about the out-of-plane demagnetization field during the pulse current, followed by, after the termination of the pulse, the completion of the reversal ($\pi$-rotation) along with
the relaxation of the FL moment to the equilibrium position. I experimentally demonstrated ST-driven ultrafast switching with a short current pulse down to 50 ps pulse width in Chapter 2 and 3 while Spintec group [100] independently carried out the switching scheme in their device structure. Later the Kent group [101] and the UCLA & UCI groups [102] demonstrated its possibility in the orthogonal ST device with MgO based MTJs.

Recently new mechanisms for manipulating the magnetic FL have been attracted such as via voltage-controlled magnetic anisotropy [103] or through pure spin currents [72, 73, 74] generated by spin-orbit coupling. These may enable better magnetic devices exhibiting a high signal, ultrahigh density, low power consumption, high thermal stability, high speed operation and/or new functionality.

1.4 Overview of Magnetic Tunnel Junctions

A magnetic tunneling junction (MTJ) device consists of two metallic ferromagnets separated by a thin insulator barrier, and has been proposed as next generation of technological applications such as a magnetic field sensor, a random access memory or a spin-torque oscillator because of its high magnetoresistance (TMR) [13]. Of course the insulator barrier, together with the ferromagnetic electrodes, is of significant importance as it affects several electrical properties of a MTJ device such as TMR, spin-transfer-torque and recently interfacial effect. Therefore understanding and controlling the effects of the insulating material and the interface electrodes are imperative in fabricating MTJ devices and maximizing the performance of the electrical properties [22].
Figure 1.8: In a racetrack memory, individual bits are stored as a sequence of magnetic domains, separated by domain walls (DWs), along a ferromagnetic nanowire. The entire DWs can be coherently moved along the wire by a spin-polarized current pulse. The current polarity determines the direction of DW motions and the length of the nanowire should be at least twice as long as the stored DW pattern. The data can be read or stored when the domains move across magnetic read and write units. (a) A vertical configuration of a racetrack memory, offering the highest data density. (b) A horizontal racetrack configuration using a nanowire on a substrate, which is easy to implement in a lab. (c) Reading a data from the racetrack can be accomplished by measuring the TMR of a MTJ unit connected to the racetrack. (d) Writing a data to the racetrack can be achieved by applying an Oersted magnetic field generated by a second nanowire. (e) Arrays of racetracks for high-density storage. From [11]
The most studied insulator barrier was amorphous Al$_2$O$_3$ because an ultra-thin, pin-hole free and smooth Al$_2$O$_3$ barrier (7 Å ~ 16 Å) was relatively easy to grow by depositing aluminum and then oxidizing it to create its oxide. The maximum TMR achieved experimentally for MTJs with Al$_2$O$_3$ was ~ 70 % [86]. The value is very close to what is expected as the maximum limit from theoretical calculations according to Julliere’s model in which the magnitude of the TMR was solely due to the spin polarization of the density of states of the bulk ferromagnets (i.e. the tunneling probability is independent of electron spin). From the model, TMR is given as $2P_1P_2/(1 - P_1P_2)$ where $P_1$ and $P_2$ are spin-polarizations of the two ferromagnetic electrodes: a MTJ with CoFeB ($P = 51$ %) electrodes results in TMR ~ 70 % [86].

Later the community realized that the type of insulating barrier and electrode/insulator interface can significantly affect the spin polarization of the tunneling current and thereby the magnitude of the TMR [62, 63, 22, 23], and has conducted significant research with various oxide barriers and electrodes. In the mean time first principle calculations predicted extremely large TMR, up to 1000 %, in Fe(001)/MgO(001)/Fe(001) as a result of coherent tunneling [62, 63]. Moreover, Co/MgO/Co(001) was theoretically expected to exhibit even higher TMR than that of Fe/MgO/Fe MTJ [62, 63]. In the case of bcc Co or Fe, the majority spin band $\Delta_{1\uparrow}$ only has states at the Fermi energy $E_F$, whereas the minority spin band $\Delta_{1\downarrow}$ has no states at $E_F$, as shown in Fig. 1.9. The other band branches ($\Delta_2$, $\Delta_3$) are located below $E_F$, which does not contribute significantly to electron transport. The studies explained that the state $\Delta_{1\uparrow}$ symmetry is effectively coupled through thin MgO(001) barrier to make conduction electrons whose wave functions are totally symmetric have significant tunneling probability. This results in large TMR between parallel and anti-parallel configura-
Figure 1.9: Illustration of tunneling density of states for the Co(001)/MgO(001)/Co(001) magnetic tunnel junctions for (a) parallel magnetization alignment, (b) anti-parallel magnetization alignment. First-principle calculations predicted a large tunneling magneto-resistance (TMR) of the Co/MgO/Co or Fe/MgO/Fe junctions. There is only a $\Delta_1$ state for the majority spins at $E_F$ whereas there is no state with $\Delta_1$ symmetry for the minority spins. The $\Delta_1$ state decays much more slowly than the other states within the MgO barrier. This makes $R_{AP}$ much larger than $R_P$, resulting a giant TMR. From [104]
tions of electrodes. Since MTJs with MgO barrier were experimentally demonstrated to have 220 % TMR at room temperature in 2004 [105, 106], the MTJs have been extensively studied to improve TMR, and up to now a MgO-MTJ device with 600 % TMR at RT and 1100 % at 4 K were realized by improving texturing of crystal orientation and by minimal disorder at the interfaces [64].

For practical and high-speed operation, the resistance of the device should be lowered [13, 86] because a MTJ device and combined circuits have an effective capacitance (C), forming a low-pass filter. The cutoff frequency of a low-pass filter is given by $f_c = 1/2\pi RC$. For a high speed read sensor or memory cell (for example, $f_c = 1$ GHz), if C is in the pF, the optimum RA should be less than $10 \ \Omega \cdot \mu m^2$, where RA is the product of resistance and junction area. Relatively large RA limits the operating frequency and makes the Johnson and shot noise high. To achieve such a low RA, the thickness of the tunneling barrier ($t_{MgO}$) should be reduced (< 10 Å). However it is difficult to reduce RA of MTJ while maintaining a high TMR because reducing the tunnel barrier thickness will also significantly decrease the TMR and the reliability of the device fabrication. Many research groups in the world are still under work to optimize because the RA of a MJT device is also determined by its ferromagnetic electrodes, under layers, capping layers, structures and fabrications as well as its tunneling barrier.

Recently very interesting results have been reported about the interfacial effects at the MgO/CoFeB or at the MgO/Ta in MgO-MTJs. Several experiments have demonstrated that the application of an electric field through the tunnel barrier can change the magnetic anisotropy of the ferromagnetic electrode (CoFeB, Fe or FeCo) between in-plane and out-of-plane directions (see
Figure 1.10: Illustration of voltage (or electric-field) induced magnetic anisotropy change. (a) Measured hysteresis loop of a ultrathin Fe$_{80}$Co$_{20}$ (0.58 nm) layer under positive (blue) and negative (red) bias voltage. A perpendicular magnetic anisotropy (PMA) was induced when the voltage is changed from +200 V to -200 V. The magnetic easy axis can be electrically manipulated between in-plane and perpendicular directions. This leads to the voltage-controlled magnetic anisotropy and magnetization switching. (b) Schematic illustration of the electric field effect on the electron filling of the 3d orbitals in the ultrathin Fe layer. A negative voltage application may decrease the number of electrons in the $m_z = 0$ states, leading to the increase of the PMA. The microscopic origin of such change in the magnetic anisotropy is attributed to the band-filling effect or the variation of the relative occupation of the electronic orbitals at the interface with an external electric field. However more experimental and theoretical works requires for the further understandings. From Y. Suzuki group [103].

Fig. 1.10), possibly suggesting a new pathway for the efficient switching. This leads to the voltage-controlled magnetic anisotropy and magnetization switching. The microscopic origin of such change in the magnetic anisotropy is attributed to the band-filling effect or the variation of the relative occupation of the electronic orbitals at the interface with an external electric field [103]. However more experimental and theoretical works are required for further under-
standing. In addition perpendicularly magnetized MTJs were demonstrated by controlling the thickness of CoFeB with the utilization of the induced perpendicular magnetic anisotropy of an ultrathin CoFeB (< 1.5 nm) originating from the interfacial effects [93, 94].

1.5 Overview of Spin-Torque Nano-Oscillator (STNO)

In a STNO [17, 44, 45, 107, 33, 108], a spin-polarized dc current \( I \) excites persistent magnetic precession at microwave frequencies about the effective magnetic field when the anti-damping component of spin-torque is enough to balance out the intrinsic magnetic damping of an unpinned magnetic moment, generating a microwave voltage signal via the magnetoresistance (MR) effect: i.e. a STNO is a nanomagnet device that converts a dc electrical current into microwave signals while a spin-torque diode device functions reversely [109]. The STNO promises potential application for low-power, nanoscale, current-tunable RF components that can be easily fabricated on-chip.

The oscillator frequency \( f \) is determined by the magnitude and direction of an external magnetic field \( H \) as well as \( I \), ranging from hundreds MHz to 100 GHz but close to the FMR frequency for a uniform mode oscillation. The \( f \) can be tuned by \( H \) \( (\partial f / \partial H \sim 1 – 10 \text{ MHz/Oe}) \) and generally increases with a magnitude of \( H \) due to a larger torque acting on the precessing magnetic moment with a larger effective magnetic field. The agility of the \( f \) via \( I \) \( (\partial f / \partial I) \) is \( \sim \pm 10 – 1000 \text{ MHz/mA} \) and more complicated, strongly depending on the \( H \), material and device geometry. It turns out that the \( \partial f / \partial I \) is very closely related with the precession stability (coherence) or spectral linewidth of a STNO and
Figure 1.11: Scheme of spin-transfer-torque induced magnetic dynamics, and concept of Spin-Torque Nano-Oscillator (STNO). Spin-transfer-torque (with a proper sign of $I$) can excite persistent magnetic precession around the effective magnetic field ($H_{\text{eff}}$) when the spin-torque is sufficient to compensate for the magnetic damping torque. In ST-devices based on MgO-MTJs there is a considerable field-like torque because a transverse spin current is not perfectly absorbed at the interface of a magnetic free layer, while this torque is very small in metallic spin-valve devices. The field-like torque can change the characteristics of the magnetic dynamics. Modified from [17].

we will discuss about the behind physics in Chapter 4 and 5 for our STNOs.

The first observation of the spin-torque driven magnetic excitations was by Tsoi et al. [31] using a mechanical point contact to a magnetic multilayer. They detected peaks, in the differential resistance ($dV/dI$) as a function of $I$, that occurred for only one polarity of $I$ and that increased linearly with $H$. This was the indirect evidence of spin-torque-induced precessions. Later the microwave
Figure 1.12: (a) Illustration of power spectral density (PSD), showing a narrow spectral linewidth (~ 7 MHz) at room temperature, emitted from a spin-torque nano-oscillator (STNO) based on a nanoscale point contact device. Inset: Cross-sectional sketch of the STNO device. The contact area is ~ 40 nm. Coherent oscillations are observed in such devices when a strong magnetic field $H (> 1 \text{kOe})$ is applied at some angle $\theta$ from the normal to the plane. From [44].

emission was directly observed by Kiselev et al. [107] in a nanopillar spin-valve and by Rippard et al [33, 34, 44] in a nanoscale point contact. Since then, a number of exciting STNOs have been reported, based on a magnetic vortex gyration [110, 111, 112], based on MgO-MTJs [38, 113], based on orthogonal magnetic configurations [114], and based on in-plane magnetized FLs with large offset angles [115, 116]. The STNOs have their own characteristics in oscillation frequency ($f$), spectral linewidth ($\Delta f$), power ($P$), and tunability as functions of the external $H$, $I$ and temperature ($T$). For instance, vortex-based STNOs ex-
hibit low frequencies (< 2 GHz) of microwave emission, weak dependence of $f$ on $H$ ($<< 1 \text{ MHz/Oe}$) and narrow spectral linewidth ($\Delta f \sim \text{ hundreds kHz}$) [110, 44, 111].

There are several practical requirements for the realization of such STNOs: elimination of an external $H$, large output power ($P$) and high coherency (or reduction of the $\Delta f$) of a STNO. (1) The application of large external magnetic field on a STNO can be achieved with integrated hard magnets providing bias fields up to 3 kOe [13]. For some STNOs, an external field is not necessary: a vortex-based STNO works in the absence of an external $H$ and exhibits a very narrow $\Delta f \sim 300 \text{ kHz}$ at room temperature [110, 111], and a STNO excited by an out-of-plane spin-polarizer generates a persistent oscillation of the FL around the out-of-plane demagnetization field which is the internal field [114]. (2) A few microwatts are required for practical GHz communication applications. The output power from an individual STNO can be increased by utilizing a device with a high MR [38, 113] or by generating a large-angle precession in the STNO [117]. The reported output powers (0.1 – 0.3 $\mu$W) from a single STNO based MgO-MTJ [38, 118, 119] are close to the minimum of the required power. Impedance matching of such RF devices is required to maximize power transfer to the waveguide. (3) Significant reduction of $\Delta f$, which is the inverse of the decoherence time, is still required at least one or two orders of magnitude ($\Delta f < 1 – 10 \text{ kHz}$). Up to date the best $\Delta f$ for a highly non-uniform vortex-based STNO is a few hundred kHz at room temperature, but this type of STNO is limited in the operational $f$ (< 2 GHz) and generated $P$ [44, 110]. The best $\Delta f$ for STNOs based on point-contact geometry and spin-valve nanopillar is 1-10 MHz but the former requires a high external $H$ (> 1 kOe). We will present our coherent STNOs based on nanopillar spin-valves in Chapter 4 and 5, exhibit-
ing a minimum $\Delta f \sim 1 - 10$ MHz at low field biases ($< 1$ kOe) and at room temperature.

Several sources of $\Delta f$-broadening in STNOs [44, 45, 46] have been identified such as thermal driven amplitude and phase noise [115, 46], thermally activated hopping between different dynamical modes [115, 120], spatial incoherence (non-uniform modes or chaotic motion) [121, 116], and nonlinearity or intrinsic non-linear coupling between the amplitude and phase noise [46, 122]. The understanding and improvement on the $\Delta f$ for STNOs are still under research and we will discuss about the physical origins of the non-linear coupling for our STNOs in Chapter 4.

Phase-locking is referred to as frequency entrainment or synchronization between oscillators in that the whole system starts to oscillate coherently at the same frequency. Each oscillator has constant phase differences to others when they have their own frequencies and weakly interact with each other, but the interaction is strong enough to overcome the differences in free-running frequencies of the individual oscillators. This phenomenon is a subject of much interest in many research field and proposes a path to significantly enhance the oscillation stability (coherence) as well as the generated power. Synchronization of two or four closely spaced STNOs with similar frequencies has been demonstrated through spin-wave coupling [123, 124, 125], leading to significant improvements in their powers and linewidths. If mutual phase locking is achieved for a collection of $N$ STNOs, the maximum power may grow as much as $N^2$ for the best case as well as the coherency of the whole system. A STNO with oscillation frequency ($f_o$) can start to oscillate at the frequency of a weak external microwave signal ($f_e$) when the frequency difference is less than the
Figure 1.13: Illustration of mutual phase-locking of two spin torque nano-oscillators (STNOs) based on nano-contact device. The phase-locked state is characterized by a sudden narrowing of linewidth and an increase in power due to the coherence of the individual oscillators. The STNOs have two possible interacting means by producing magnetic (dipole) fields or propagating "spin-waves" via magnetic film. The distance between two contacts are important in their relative strengths. (a) Cross-sectional sketch of two STNOs with contact diameter $d \sim 40$ nm and separation $r = 500$ nm. (b) Scanning electron microscope image of actual two-nano-contact device with two independent leads and a measurement circuit diagram at the right. The high-frequency power output is combined in a microwave power combiner and then sent to the spectrum analyzer. (c) Contour plot of power spectral density of interacting oscillators as a function of current through contact B (or as a function of its oscillation frequency). Current through contact A is fixed at 8 mA (i.e. its oscillation frequency is fixed). When two oscillation frequencies are close each other within a certain value (locking bandwidth), two STNOs begins to synchronize through the "spin-wave" interactions. Demonstrated by NIST group [123].
phase-locking bandwidth ($\Delta$), i.e. $|f_o - f_e| < \Delta$ [126, 127, 46]. More interestingly, a STNO can be phased locked to an external signal whose frequency ($f_e$) to the $f_o$ is close to a rational number, i.e. $f_e/f_o > p/q$ where $p$ and $q$ are integers, which is called fractional synchronization [128, 129]. This effect allows us to control the quality of a STNO by a small external signal (even with a different frequency) and can be used to reduce the linewidth and to increase the output power.

Spin-torque nano-oscillators are very new and exciting nanoscale devices because the magnetic auto-oscillation is unique phenomenon that can be occurred only by anti-damping component of the spin-transfer torque, not by an external magnetic field ($H$), not by a circularly polarized laser (at least there is no report by now) and the device concept offers many capabilities. We expect STNOs will become a useful nanoscale RF device for a variety of applications if we understand underlying physics more and overcome many practical barriers.

1.6 Overview of Non-Linear Auto-Oscillator (NL AO) model

In this section we overview the non-linear oscillator model [46, 122, 130, 131] that analyzes microwave generation in an auto-oscillator with a nonlinear frequency shift in the presence of thermal fluctuations. The main point of the model is that the additional nonlinearity of the frequency dependent on power (or oscillation amplitude) renormalizes the thermally driven phase noise, causing more substantial linewidth ($\Delta f$) broadening than a classical linear auto-oscillator. This developed theory when it is applied to a spin-torque oscillator has given a qualitative description on the angular and temperature dependences of the measured $\Delta f$, distortions of the lineshape, and phase locking phe-
nomena for certain devices.

Radio-frequency (RF) auto-oscillators have attracted a great of interest because the oscillators have been used in many electronic systems, by converting a DC input into an AC output, providing the central clock signal that controls the sequential operation. It has been well known in the classical oscillator theory that the auto-generation of constant amplitude oscillations can occur at the resonance frequency when a passive oscillating circuit, consisting of a dissipative resistance \( R \) and a reactive inductance \( L \), is connected to an external source of constant energy (e.g. battery) and an active element (e.g. transistor, vacuum tube, tunnel diode, etc.). The equilibrium amplitude of the auto-oscillations is determined by the dynamic balance between the positive damping of the system and the negative damping introduced into the system by the active element. It was established that the \( \Delta f \) in a classical oscillator is determined, for most cases, by the thermal phase noise: \( \Delta f \propto k_B T / E(p) \) where \( k_B \) is the Boltzmann constant, \( T \) is the absolute temperature, \( E \) is the averaged energy of the oscillator having the power \( p = |a|^2 \) and \( a \) is complex amplitude. This is rather general and applicable to any type of conventional auto-oscillator such as resistor, vacuum tube, tunnel diode, laser, etc. in which the oscillator frequency is almost independent of its \( p \). However, when the oscillation frequency strongly couples with the \( p \), one can expect that small fluctuations in the amplitude at a steady state can give significant contributions to the phase noise.

In magnetic spin-torque nano-oscillators (STNOs), spin-polarized dc currents transfer spin-angular momentum to the magnetic free layer (FL), which competes to the magnetic damping and thus creates an effective negative damping which is analogous to the active element and can lead self-sustained oscil-
lations of the FL. This oscillation frequency is determined by the total effective magnetic field and in general is close to the ferromagnetic resonance frequency, while the oscillation amplitude is determined by the efficiencies of the spin-transfer-torque into the system. In almost all STNOs the oscillation frequency strongly depends on the $p$ of the FL, and the sign and magnitude of the nonlinear frequency shift coefficient ($N = d\omega/dp$) depend on the direction and magnitude of the magnetic field bias. This gives the advantage to STNOs that the frequency is tunable by external dc currents.

The general equation of motion of the complex dimensionless amplitude ($a(t)$) in a non-linear auto-oscillator in the presence of noise can be written in the form

$$\frac{\partial a}{\partial t} + i\omega(p)a + [\Gamma_+(p) - \Gamma_-(I, p)]a = f_n(t)$$

(1.7)

where $\omega(p) = \omega_o + Np$ is the $p$-dependence of the oscillator frequency, $p = |a|^2$, $\Gamma_+(p) = \Gamma_o(1 + Qp)$ is the dissipative positive damping, and $\Gamma_-(I, p) = \sigma I g(p)$ is the negative damping from an active element (or spin-transfer torque). Note that for the case of a collinear STNO oscillator $g(p) = 1 - p$, neglecting corrections due to spin accumulation effects in a spin valve device [46, 122, 130]. The $f_n(t)$ is a random white Gaussian signal from the influence of the thermal noise, and the correlation function of this random noise is $< f_n(t)f_n(t') > = 2\Gamma_+ p_0 \delta(t - t')$ where $P_n \propto k_BT$. For an isotropic FL the phase $\varphi \equiv \arg(a)$ of $a$ is equal to the azimuthal angle of the FL while the $p = |a|^2$ determines the polar precession angle $\theta \equiv \arccos(m_z) = \arccos(1 - 2p)$. The stationary solution of Eq. 1.7 in the absence of noise can be in the form $a(t) = \sqrt{p_o} e^{-i\omega(p_o)t + i\varphi(t)}$ where the equilibrium power $p_o$ is determined by $\Gamma_+(p_o) = \Gamma_-(I_o, p_o)$. With a trial solution, $a(t) = [\sqrt{p_o} + \delta a(t)]e^{-i\omega(p_o)t + i\varphi(t)}$, we have equations for fluctuations of the amplitude

$$\frac{\partial \delta a}{\partial t} + 2\Gamma_{eff} p_o \delta a = \text{Re}(\tilde{f}_n(t)e^{-i\varphi})$$

(1.8)
and phase

$$\frac{\partial \varphi}{\partial t} + 2N \sqrt{\mathbb{p}_0} \delta \alpha = \frac{1}{\sqrt{\mathbb{p}_0}} \operatorname{Im}(f_n(t)e^{-i\varphi})$$

(1.9)

where $\Gamma_{\text{eff}} = \frac{a}{\partial p} (\Gamma_+(p) - \Gamma_-(I, p))$ and $N = \frac{a}{\partial p} \omega(p)$ . In Eq. 1.9, the amplitude noise ($\delta \alpha$) is the additional source of phase fluctuation, and consequently can lead to the $\Delta f$-broadening of the auto-oscillator. If the fluctuations take place inside a narrow frequency region, $\Delta \omega << p_o \Gamma_{\text{eff}} \equiv \Gamma_p \approx |\partial \delta \alpha / \partial t| \sim \Delta \omega |\delta \alpha| << 2 \Gamma_{\text{eff}} p_o |\delta \alpha|$, in which the first term in the left-hand side of Eq. 1.8 can be neglected compared to the second term, and then we obtain $\delta \alpha \approx \frac{1}{2 \Gamma_{\text{eff}} p_o} \operatorname{Re}(f_n e^{-i\varphi})$ . Substituting this in Eq. 1.9, we have a closed-form equation for the phase fluctuation:

$$\frac{\partial \varphi}{\partial t} = \frac{1}{\sqrt{\mathbb{p}_0}} \left[ - \frac{N}{\Gamma_{\text{eff}}} \operatorname{Re}(f_n(t)e^{-i\varphi}) + \operatorname{Im}(f_n(t)e^{-i\varphi}) \right] = \frac{1}{\sqrt{\mathbb{p}_0}} \sqrt{1 + \left( \frac{N}{\Gamma_{\text{eff}}} \right)^2} \operatorname{Im}(f_n(t)e^{-i\alpha-i\varphi})$$

(1.10)

where $\alpha = \arctan(N/\Gamma_{\text{eff}})$.

Eq. 1.10 has the identical form to the equation for the phase fluctuation in a classical system without a nonlinear frequency shift, but with the increased noise level. Therefore, by applying general methodology of the oscillator theory for the Lorentzian linewidth, Eq. 1.10 leads the expression of the $\Delta f$ of an auto-oscillator by

$$\Delta \omega = \frac{\Gamma_+(p_o)}{k_B T} \frac{\mathbb{p}_0}{E(p_o)} (1 + \nu^2)$$

(1.11)

where $\nu = \frac{\partial \delta \alpha / \partial \mathbb{p}}{\partial \delta \alpha / \partial \mathbb{p}_0} = \frac{N}{\Gamma_{\text{eff}}} = \frac{N}{\Gamma_p} p_o$ is the normalized dimensionless nonlinear coupling, $E_o = \langle E(a) \rangle = \beta p_o$ is the average oscillator energy and $\beta$ is the power-energy proportionality. The generalized Eq. 1.11 indicates that in general $\Delta f$ is proportional to the ratio of the noise energy to the averaged oscillator energy, and shows that the nonlinearity ($\nu$) can produce a significant $\Delta f$-broadening when $|\nu| >> 1$ . In addition, the theory proposed that the $\nu$ of a STNO was responsible for the asymmetry, non-Lorentzian shape of power spectral densities
Figure 1.14: Scheme of an out-of-plane magnetization precession under a large bias magnetic field which is directed to the normal ($H_o$) to the plane ($H_o > 4\pi M_z$). The general auto-oscillation equation (Eq. 1.7) was derived for this simplest case where the FL precesses around the normal axis ($z$-direction). From [46] near the threshold current [132]. Another important result is the prediction of low $\Delta f$ at which the sign of $N$ is changed, e.g. from red-shift $N < 0$ to blue-shift $N > 0$. $N$ can pass through zero at a specific angle when the FL is tilted to out-of-plane or on the in-plane that can be achieved by applying an external field to the out-of-plane or to the hard-axis.

Interestingly the factor $(1 + \nu^2)$ is same as the factor describing increase of the bandwidth of phase-locking of a STNO to an external microwave signal [46]. By replacing the thermal noise term, $f_n(t)$, with $F_e e^{-i\omega t}$, it was shown that the locking bandwidth $\Delta = |\omega_e - \omega|$, in which the STNO can be phase-locked to the external source, i.e. oscillating at $\omega_e$ rather than $\omega$, is given by $\Delta = (F_e/\sqrt{P_o}) \sqrt{1 + \nu^2}$. The similar form in both expressions suggests that the $\Delta f$-broadening of an oscillator under the influence of thermal noise can be considered as a phase-locking of the oscillator to the thermally-induced random.
external signal $f_p(t)$.

The NLAO model [130, 46] analytically derived the Eq. 1.7 from the LLGS eq. for the simplest STNO based on a normally magnetized isotropic magnetic nanopillar as shown in Fig. 1.14 where LLGS equation is

$$\frac{\partial \vec{M}}{\partial t} = -\gamma \vec{M} \times \vec{H}_{\text{eff}} + T_G + T_S$$  \hspace{1cm} (1.12)

where $T_G = \gamma \frac{\alpha}{M_o} \vec{M} \times \vec{H}_{\text{eff}} \times \vec{M}$ is the damping torque, $T_S = \frac{\sigma_I}{M_o} \vec{M} \times \vec{p}$ is the spin-transfer-torque and $\vec{H}_{\text{eff}} = (H_o - 4\pi M_z)\hat{z}$ is the effective magnetic field and $H_o$ is the external bias field. For the conservative LL equation, $\partial \vec{M}/\partial t = -\gamma \vec{M} \times \vec{H}_{\text{eff}}$ or $(dM_x/dt)_{\text{cons}} = \mp i\omega_o M_y$ where $\omega_o = \gamma(H_o - 4\pi M_o)$ is the FMR frequency, one can convert the Cartesian coordinate to the normal coordinates of the equation with the dimensionless complex variable $\tilde{c} = (M_x - iM_y)/2M_o$. Then we have one complex equation, $(d\tilde{c}/dt)_{\text{cons}} = -i\omega_o \tilde{c}$, which is the simplest description of the linear magnetization precession. The analytical model achieved the same simplest form by introducing the complex dimensionless spin wave amplitude $c = (M_x - iM_y)/\sqrt{2M_o(M_o + M_z)}$, then the magnetization vector $\vec{M}$ can be equivalently expressed as

$$\vec{M} = M_o(1 - 2|c|^2)\hat{z} + M_o \sqrt{1 - |c|^2}[(\hat{x} + i\hat{y})c + (\hat{x} - i\hat{y})c^*].$$  \hspace{1cm} (1.13)

Using the $\vec{M}$ in the LL eq., we can derive an equation for the complex amplitude $c$,

$$\left(\frac{dc}{dt}\right)_{\text{cons}} = -i\omega(|c|^2)c$$  \hspace{1cm} (1.14)

where $\omega(|c|^2) = \omega_o + N|c|^2$, $N = 2\omega_M$, and $\omega_M = \gamma 4\pi M_o$. Next, using Eq. 1.13 into $\vec{T}_G$, the damping torque is given by

$$\left(\frac{dc}{dt}\right)_{\text{damp}} = -\Gamma_o(|c|^2)c$$  \hspace{1cm} (1.15)
where $\Gamma_+(|c|^2) = \Gamma_G(1 + Q|c|^2 + Q'|c|^4), \Gamma_G = \alpha \omega_o, Q = 2 \omega_M/\omega_o - 1, Q' = -2 \omega_M/\omega_o$. For all physical ranges of $c$, $\Gamma_+(|c|^2) > 0$ leads the reduction of amplitude in $c$ or the positive damping. Lastly, from the $\vec{T}_S$, we have
\[
\left( \frac{dc}{dt} \right)_{\text{spin-torque}} = +\Gamma_-(|c|^2)c
\]
(1.16)
where $\Gamma_-(|c|^2) = \sigma_o I(1 - |c|^2)$. For $I > 0 \Gamma_-(|c|^2)$ is positive, causing the increase of the amplitude in $c$ or leading the effective negative damping for the precession of the FL. Combining all of the contributions in Eq. 1.12 we obtain
\[
\frac{dc}{dt} = \left( \frac{dc}{dt} \right)_{\text{cons}} + \left( \frac{dc}{dt} \right)_{\text{damp}} + \left( \frac{dc}{dt} \right)_{\text{spin-torque}} \quad \text{or} \quad \frac{dc}{dt} + i\omega(|c|^2)c + \Gamma_+(|c|^2)c - \Gamma_-(|c|^2)c = 0
\]
which is exactly coincident with the auto-oscillator equation.

In our STNO exhibiting quasi-linear behaviors in Chapter 4, the magnetic oscillations were excited under an externally applied in-plane hard axis magnetic field, which is beneficial for much lower bias field than the above out-of-plane rotation, causing the in-plane magnetization precession of the FL. For this case one may have a curiosity about their equivalency because the situation is different. Slavin et al. [131, 133] derived the perturbed equation of motion for an in-plane-magnetized anisotropic STNO with an arbitrary applied bias field. In their calculation, they used classical Hamiltonian formalism for spin waves and performed the renormalization of the non-resonant three-wave nonlinear processes. The obtained expression from the LLGS equation was
\[
\frac{\partial c}{\partial t} = -i\frac{\delta H_c}{\delta c^*} + F_d + F_J
\]
where $F_d = -\Gamma_o(1+Q|c|^2)c + \kappa \Delta^2 c$ is the dissipative force, $F_J = \lambda_J + V_J c^* + \Gamma_J(1-|c|^2)c$ is the current induced force. The $\kappa \Delta^2 c$ is the increase of the relaxation rate with the increase of the wave vector of the excited spin wave, but one can assume it to be zero for a single-mode excitation. The reference [131] mentioned that $\lambda_J$ is
Figure 1.15: Inset: scheme of the in-plane magnetization precession of the FL under an externally applied magnetic field ($H_o$) that is directed to a tilt angle ($\phi_o$) from the easy axis of the FL. $H_A$ is the easy-axis anisotropy field. Main panel: calculated non-linear frequency shift $\frac{N}{2\pi} = \frac{df}{dp}$ as functions of $\phi_o$ and $H_o$ (= 600 Oe for #1, 1200 Oe for #2 and 1800 Oe for #3) for $4\pi M_o = 8$ kOe and $H_A = 300$ Oe. From [133]

the direct excitation of magnetization precession by the spin-polarized current and important when the current has the microwave component with the frequency close the $\omega_o$, and $V_f$ at $2\omega_o$. For a dc current-driven excitation these two terms can be neglected. The last term $\Gamma_J \propto \varepsilon J$ describes the effective damping driven by the spin-polarized current. However the ignorance of the extra terms ($\lambda_J, V_J$) was not clear for me in the paper because the terms did not seem to relate with microwave components in their formula. If they were not insignificant the expression of an auto-oscillator equation and the analytical linewidth formula could be different. More theoretical works are required to clarify the spin-torque
induced negative or positive feed-back effect in determining the coherence.
In this chapter we report on spin valve devices that incorporate both an out-of-plane polarizer (OPP) to quickly excite spin torque (ST) switching and an in-plane polarizer/analyzer (IPP). For pulses < 200 ps we observe reliable precessional switching due largely to ST from the OPP. Compared to a conventional spin valve, for a given current amplitude ∼ 2 to 3 times the zero-thermal-fluctuation critical current ($I_{co}$), the addition of the OPP can decrease the pulse width necessary for switching by a factor of 10 or more. The effect of the IPP also has beneficial ST consequences for the short pulse switching behavior.

### 2.1 Introduction

The spin torque (ST) induced in a ferromagnetic element by a spin polarized current may enable the development of ST magnetic random access memory (ST-MRAM) [16, 13]. For many applications, ST memory elements should be capable of fast switching, at or below the ns time scale, as well as having low switching currents and ultimately be implemented with tunnel junctions. Fast pulsed-current reversal experiments have previously been performed [96, 134, 135, 35, 89, 136] on current-perpendicular-to-the-plane (CPP) spin valve devices in which both the polarizing fixed magnetic layer and the switchable free magnetic layer have moments that lie in the sample plane in equilibrium (see Fig. 2.2 and 6.2). In this conventional geometry, generally there is an incubation time prior to reversal during which stochastically-initiated free layer oscillations grow gradually under ST, and the sub-ns switching process is
usually unreliable, with switching probabilities $P_S < 100\%$ at the currents of interest for applications, due to thermal fluctuations in the initial magnetic orientation. Reliable switching with sub-ns pulses has been achieved in the conventional structure by adding a hard axis field [137, 97], to establish an equilibrium offset angle between the reference and free layers that is $\neq 0$ or $\pi$, although this approach adds circuit complexity.

A device modification for achieving fast ST-driven reversal has been suggested by Kent et al [99]. The proposed device has an in-plane polarized free layer (FL) and two fixed magnetic layers: one out-of-plane polarizer (OPP) in addition to one conventional in-plane polarizer/analyzer (IPP) (see Fig. 2.1 and 6.2). The spin current generated by the OPP exerts a torque on the free layer magnetization tilting it out-of-plane, inducing an out-of-plane demagnetization field that when sufficiently large can quickly rotate the free layer moment to the reversed orientation by a process similar to precessional reversal driven by hard axis magnetic field pulses [138].

**Figure 2.1:** Spin-torque device structure (left) and monocycle pulse scheme (right) for the ultrafast switching, proposed by Kent. et al [99].
Figure 2.2: Illustration of typical switching time scales excited by (a) a collinear spin-polarizer, or by (b) an out-of-plane polarizer, obtained from macrospin simulations. In the collinear device there is typically an incubation time prior to the reversal. In the non-collinear device with an out-of-plane spin-torque, the induced out-of-plane demagnetization field can quickly rotate the FL to the reversed direction but a proper control of the pulse amplitude and width is required not to rotate the FL further or back to the original state.

Here we report the fast ST pulse (100 ps - 10 ns) switching performance of devices that incorporate such an OPP layer. These spin valve devices are similar to those previously used to examine thermally activated switching [139] and microwave emission [114, 140, 141], but differ in the choice of materials and in that our IPP layer was not designed to minimize its ST. We find that the OPP enables ST switching of a nanomagnet with simple spin current pulses with pulse width ($t_p$) as short as 100 ps. We demonstrate reliable switching at room temperature provided that $t_p$ is shorter than a critical threshold and the pulse amplitude ($I_p$) is within a relatively broad window (~4 mA). For sub-ns switching, the $I_p$ required for devices with the OPP is much less than for devices with just an IPP fixed layer. We also find that the ST from the IPP, if not designed [99] to be small, can have a significant and positive effect on the short-pulse reversal.
2.2 [Co/Pt]$_n$ Perpendicular Anisotropy film growth

We used a Co-Pt multilayer structure in our OPSV devices in order to obtain a “good” out-of-plane spin-polarizer (OPP), since it has been well known that Pt/[Co/Pt]$_n$ multilayers have a strong perpendicular magnetic anisotropy (PMA). The microscopic origin of the PMA lies on the enhancement of Co orbital moment which changes the direction of the spin moment to normal to the film plane through the strong and localized interfacial d-d hybridization. The PMA strongly depends on the growth conditions (method, power, pressure, tool and sometimes person), respective thickness of 3d Co and Pt, and repetition number ($n$).

We measured hysteresis loops of several Co-Pt multilayers with the Vibrating Sample Magnetometer (VSM) in Van-Dover’s group for searching on optimized multilayers by characterizing its PMA. The thin film samples had the multi-layers of substrate/buffer/Pt10/[Co0.44/Pt0.68]$_n$/Cu/cap (in nm), deposited on the non-magnetic stage with our AJA sputtering system at room temperature. The buffer layer was [Ta/CuN$_x$]$_2$Ta, the cap was Pt(10) and $n =$ 4, 8, 12. The base pressure was $< 2 \times 10^{-8}$ Torr, and low growth rates were used to obtain a better PMA with power $\sim 20$ W and Ar pressure $\sim 2$ mT. At my first trials I deposited the layers on the magnetic stage, but they did not show any PMA. The in-plane magnetic field on the stage might strongly disturb the formation of a PMA during the deposition. Or post-annealing treatment might induce a PMA although I have not checked this except Pt/Co bi-layer (see Chapter 6). Fig. 2.3 shows the measured hysteresis loops of Pt[Co/Pt]$_n$ by sweeping the out-of-plane field. With increased $n$ the coercivity ($H_c$) was decreased, indicating more deterioration of the PMA. The reduction of the PMA with $n$ may
Figure 2.3: Illustration of hysteresis loops of Pt10/[Co0.44/Pt0.68]_n (in nm) multilayers measured by the vibrating sample magnetometer for (a) \( n = 4 \), (b) \( n = 8 \), (c) \( n = 12 \). (d) Pt10/[Co0.55/Pt0.25]_6/Co0.8/Cu0.3/Co0.8. The coercive field \( (H_c) \) slightly decreases with \( n \) and multi-domains start to form when \( n = 12 \).

be associated with an interface roughness or a variation in the crystal structure of the Co layer as a result of the change in strain or grain size with increasing multilayer thickness. The layer with \( n = 4 \) was selected because it exhibited the largest PMA among the tested samples.

The OPP layer should have a high spin-polarization (SP) for producing efficient spin-torque (ST) onto the FL as well as a good PMA. However the Co-Pt multilayer does not allow having a sufficient SP because the incorporation of
Figure 2.4: Calculated polarizations of polarization enhancement layers, based on (Co/Cu/Co)$_n$ and (CoFe/Co/CoFe)$_n$, from Ref. [142]. The introducing Cu in the laminating Co layer might reduce the effective spin-diffusion length of the multilayer and thereby increase the spin-polarization.

the Pt layers within the magnetic layers results high spin-orbit scattering and thereby reduction of the ST efficiencies. Therefore we have to deposit another polarization-enhancement layer (PEL) on top of Pt/[Co/Pt]$_n$, while maintaining the PMA, or at least the OPP layer should not be terminated by the Pt layer.

The terminated Co layer may give a sufficient SP as long as its thickness is comparable with its spin-diffusion length (~38 nm), but it will reduce the
PMA from the bulk effect of the Co-layer. Spintec group suggested a PEL layer composed of [Co/Cu]_n/Co, based on their theoretical work, that laminating the Co layers with Cu’s may introduce strong spin-diffusive interfaces, thus reducing the effective spin diffusion length of the multilayer. Fig. 2.4, excerpted from the Ref. [142], shows their calculated SP’s in [Co/Cu]_n/Co in which the Co/Cu/Co could have very high SP ~45 %. However this value was likely over-estimated at least in our OPSV devices. About 20 % of SP seems to be more reasonable in our Pt/[Co/Pt]_n/Co/Cu/Co layer when we compared the threshold currents from our micromagnetic simulation with this SP value to the measured ones at the STBPS regime. In any case the SP of our OPP layer was sufficient to generate enough ST to achieve the STBPS with short pulsed currents (< 200 ps). Nevertheless we need to perform several different types of experiments to identify the magnitude of SP in the OPP layer and eventually to improve the performance of the devices.

Figure 2.5 shows the measured hysteresis loop of the OPP layer used in our OPSV. The layer had Pt/[Co/Pt]_4 for the strong PMA and Co/Cu/Co for the PEL. The $H_c$ (~750 Oe) was a little reduced compared to the one (~ 800 Oe) without the PEL. The saturation field or the anisotropy field ($H_k$) to the in-plane was ~7 kOe with the VSM measurement.

We could use the OPP layer based on [Co/Ni]_n multilayer because this structure has a strong PMA and a high SP that satisfy the requirements as a good OPP layer. However a larger stray field is expected from the Co/Ni multilayer onto the FL, due to the composition of all magnetic materials (~higher $M_s$), than a [Co/Pt]_n structure. From our micromagnetic studies the non-uniform stray fields from two polarizers generate asymmetric switching behaviors, but we
Figure 2.5: Illustration of hysteresis loops of Pt10/[Co0.44/Pt0.68]₄/Co0.66/Cu0.3/Co0.66 (in nm) multilayer measured by the vibrating sample magnetometer. This multi-layer structure is used as the out-of-plane spin-polarizer in this chapter for demonstrating the spin-torque driven ultrafast switching in this chapter.

desire that this is minimized for better deterministic switching windows (see Chapter 3).

I was a little worried about the possibility of the switching events in the OPP by the ST from the FL because the effective volume of this layer with \( n = 4 \) is relatively small even though it has a strong PMA. However the cited damping (\( \alpha \)) of Co in the [Co/Pt]ₙ multilayer are, up to now, order of magnitude larger than the usual ferromagnetic metal films. The magnetic damping in ultrathin
magnetic films is generally increased with decreasing film thickness ($\alpha \sim 1/d$) due to the enhancement role of spin-orbit coupling, reflecting the general trend of large damping in ultrathin Co layer. The non magnetic layer, Pt, also has strong spin-orbit interaction, contributing to the increase of damping through the spin-pumping interaction. Additional dynamics could exist such as interfacial effect or decoherence that is the out-of-phase precession in different Co layers because the $\alpha$ of Co in the [Co/Pt]$_n$ films strongly depend on the periodic multilayer film structure FM/NM (Co/Pt) and the interfacial effect between the Co and Pt.

2.3 Device structure

We used sputter deposition and e-beam lithography to fabricate CPP spin valve devices with an elliptical cross-section of $\sim 70 \times 180$ nm$^2$ using two different layer structures. The first type had a conventional spin-valve (CSV) configu-
ration consisting of bottom-lead-1/Pt(5)/Cu(12)/Pt(20)/top-lead (thicknesses in nm), where Py is Ni$_{80}$Fe$_{20}$, the bottom-lead-1 is Py(5)/Cu(120) and top-lead is Cu(2)/Pt(30). The second type (OPSV) had the additional OPP layer. The layer configuration was bottom-lead-2/OPP/Cu(6)/Py(5)/Cu(12)/Pt(20)/top-lead, where bottom-lead-2 is [Ta(5)/Cu(N)(20)]$_2$/Ta(25) and the OPP was Pt(10)/[Co(0.44)/Pt(0.68)]$_4$/Co(0.66)/Cu(0.3)/Co(0.66) (see Fig. 6.2).[114, 142] In both device types the 5 nm Py layer served as the magnetic FL and the 20 nm Py layer was the IPP. The out-of-plane anisotropy field required to saturate the moment of an unpatterned OPP layer in plane was $\sim$7 kOe. All of the ST measurements we report were performed at $\sim$ 300 K under an applied field canceling the average in-plane component of the dipole field from the IPP. Four CSV devices and five OPSV devices were studied in detail and similar results were obtained for all devices of each type.

2.4 Device Characterization

The average resistance difference $\Delta R$ between the parallel (P) and anti-parallel (AP) configurations of the CSV devices was 110 ± 15 mΩ, while for the OPSV devices $\Delta R = 85 \pm 5$ mΩ. This difference may be due to spin scattering in the OPP and/or to the effect of the dipole field from the OPP, which acts to cant the FL moment slightly out of plane.

We measured the average currents for thermally-activated switching of the free layer, both from AP to P (AP-P, relative to the IPP) and from P to AP (P-AP) as a function of the current ramp-rate to determine the energy barrier ($E_a$) for
Figure 2.7: Measured average switching currents in the CSV and the OPSV as a function of the current ramp-rate for (a) P to AP and (b) AP to P. The energy barrier ($E_a$) for the magnetic reversal and the zero-temperature critical current ($I_{co}$) were determined by Eq. 2.1

magnetic reversal and $I_{co}$ [143, 144]. In the Kurkijarvi model [143], we have

$$< I_c > = I_{c0} \left[ 1 - \frac{k_B T}{E_a} \ln \left( \frac{k_B T |I_{c0}|}{\tau_0 E_a |R_f|} \right) \right]$$

(2.1)

where $I_{c0}$ is the spin-torque reversal current in the absence of thermal fluctuations, $k_B$ is Boltzmann’s constant, $R_f$ is the ramp-rate for current, $\tau_0$ is the characteristic fluctuation attempt time (we assume typically 1 ns). For a representative pair of devices we obtained $I_{co}^{P-AP} \approx -2.65 \text{ mA}$, $I_{co}^{P-AP} \approx 2.58 \text{ mA}$, $E_a^{P-AP} \approx 1.74 \text{ eV}$, and $E_a^{P-AP} \approx 1.79 \text{ eV}$ for the CSV device, and $I_{co}^{P-AP} \approx -2.42 \text{ mA}$, $I_{co}^{P-AP} \approx 2.50 \text{ mA}$, $E_a^{P-AP} \approx 1.40 \text{ eV}$, $E_a^{P-AP} \approx 1.42 \text{ eV}$ and for the OPSV device. We attribute the somewhat lower values of $E_a$ in the latter case to the effect of the dipole field from the OPP in decreasing the effective in-plane anisotropy field ($H_k^{eff}$).
### Figure 2.8: Comparison of the basic properties between the CSV and OPSV devices at low frequency (< 2 kHz). The $I_{c0}$ and $E_a$ were determined by fitting the ramp-rate data (see Fig. 2.7) to Eq. 2.1.

<table>
<thead>
<tr>
<th>Device Name</th>
<th>Conventional SV</th>
<th>OP-Polarizer SV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area</td>
<td>65 x 180 nm$^2$</td>
<td>70 x 180 nm$^2$</td>
</tr>
<tr>
<td>$R$</td>
<td>4.13 $\Omega$</td>
<td>5.64 $\Omega$</td>
</tr>
<tr>
<td>$\Delta R$</td>
<td>105 m$\Omega$</td>
<td>88 m$\Omega$</td>
</tr>
<tr>
<td>$H_d$</td>
<td>280 Oe</td>
<td>285 Oe</td>
</tr>
<tr>
<td>$H_c$</td>
<td>150 Oe</td>
<td>65 Oe</td>
</tr>
<tr>
<td>$I_c$(P-AP)</td>
<td>2.58 mA</td>
<td>2.50 mA</td>
</tr>
<tr>
<td>$E_a$(P-AP)</td>
<td>1.79 eV</td>
<td>1.42 eV</td>
</tr>
<tr>
<td>$I_c$(AP-P)</td>
<td>2.65 mA</td>
<td>2.42 mA</td>
</tr>
<tr>
<td>$E_a$(AP-P)</td>
<td>1.74 eV</td>
<td>1.40 eV</td>
</tr>
</tbody>
</table>

### 2.5 Results of pulse current switching

Results of pulsed-current ST reversals are shown in Fig. 2.9, which plots the switching probability ($P_s$) for quasi-rectangular ($\sim$ 65 ps rise and 105 ps fall time) pulses as functions of $I_p$ and $t_p$. The CSV devices show reliable switching by the 6 ns (full width at half maximum) pulses, but 100% switching probability is impossible with 100 ps pulses up to $I_p \sim 16$ mA (Fig. 2.9a-b). The OPSV devices exhibit three regimes of behavior in Fig. 2.9c-d: (i) a long pulse regime (e.g., $t_p = 6$ ns), where the switching distributions of the OPSV are very similar to the CSV, up to a certain $|I_p|$; (ii) an intermediate pulse-width regime (e.g., $t_p = 600$ ps), where there is no reliable switching of the OPSV; and (iii) a short pulse regime, $t_p \leq 0.2$ ns, where the OPSV reversal is very reliable (more than 998 reversals in 1000 attempts over a significant range of $I_p$) and efficient, with a much lower $I_p$ required for switching compared to the CSV. For $t_p = 100$ ps,
at very high currents, ~ twice the onset current for first achieving $P_s = 100\%$, $P_s$ begins to decrease, which we attribute to over-rotation in the precessional reversal. For $0.2\,\text{ns} < t_p < 1\,\text{ns}$ this over-rotation due to the OPP ST makes it impossible to obtain reliable OPSV reversal, while for long pulses, $> 1\,\text{ns}$, the additional OPP ST results in only a limited range of pulse amplitude where $100\%$ reversal can be obtained.

**Note on the pulsed switching measurement**

The pulsed current measurement to a ST device is basically for characterizing the response time (or switching speed) of the ST device to the applied pulsed currents. This has been achieved by measuring the switching probabilities as functions of switching directions (P-AP or AP-P), external fields, pulse durations and/or amplitudes. The measurement has been carried out for a long time with various types of ST devices in Buhrman/Ralph group. It will be redundant if I discuss about the technique here again. I comment on the estimation of pulse current amplitude from the applied voltage amplitude generated from a short pulse generator (e.g. 10,070A). Previous dissertations [145, 146] suggested two different methods: (1) calculating the transmission/reflection coefficients by considering the impedance mismatch between the 50 Ω line and the load resistance, (2) comparing the measured $P_s$ with/without a small applied dc current ($I$). In my experience the second method was not reliable in a device with a small $H_c$ (if $< 20 - 30$ Oe or if there is an apparant backhopping with large pulsed currents) in which a small $I$ could generate relatively significant amount of the thermal fluctuation in the FL. This could result in an under-estimation of the pulse amplitude to a given voltage amplitude. In addition there might be
a current-leakage for very short pulsed current to the Si-substrate through the capacitance coupling (see Section 4.10) and we might over-estimate the amplitudes of pulsed current with $t_p < 200$ ps. Instead we have to include the effective capacitance depending on the frequency when we calculate the impedance mismatch between the load and the 50 $\Omega$ transmission line.

### 2.6 Comparison of two devices

In Fig. 2.10 we plot the values of $I_p$ that yielded $P_s = 95\%$ for the OPSV and CSV as a function of $1/t_p$ to compare the ST-induced switching speeds. In the macrospin approximation for $I > I_{co}$ the switching time $\tau$ for a CSV varies linearly with ST current amplitude [96] as $\tau^{-1} = \zeta(I - I_{co})$. Fitting to the CSV data of Fig. 2.10, assuming that $\tau \approx t_p$, we obtain $\zeta^{AP-P} = 0.158 \, ns^{-1}mA^{-1}$, $I_{co}^{AP-P} = -2.55 \, mA$ and $\zeta^{P-AP} = 0.131 \, ns^{-1}mA^{-1}$, $I_{co}^{P-AP} = 2.44 \, mA$. These $I_{co}$ values are in close accord with the values obtained from the ramp-rate measurements for the CSV. The same linear relationship also provides a good fit for the OPSV switching data in the short pulse regime ($1/t_p > 5 \, ns^{-1}$) despite the fact that the assumptions of ref. [96] do not apply. Fits to the OPSV data in Fig. 2.10 yield $\zeta^{AP-P} = 6.117 \, ns^{-1}mA^{-1}$, $I_{co}^{AP-P} = -5.13 \, mA$, and $\zeta^{P-AP} = 11.54 \, ns^{-1}mA^{-1}$, $I_{co}^{P-AP} = 3.54 \, mA$. These $I_{co}$ values are significantly larger than those obtained from the ramp-rate data, suggesting that the OPSV reversal mechanism for short $t_p$ is distinctly different than for long $t_p$. Moreover, the short-pulse ST switching speed efficiency ($\zeta$) is approximately $40\times$ that of the CSV device for the AP-P case, and nearly $90\times$ that for the P-AP case. We ascribe this to the lack of an incubation delay in the OPSV, reflecting that precessional reversal in the OPSV need not be preceded by a slow spiraling of the FL moment away from the equi-
Figure 2.9: Switching probability $P_s$ as a function of pulse amplitude $I_p$ for 100 ps, 600 ps and 6 ns pulse widths ($t_p$). (a,b) Results for the CSV for (a) AP-P and (b) P-AP reversal. (c,d) Results for the OPSV for the signs of current which give switching in conventional ST devices: (c) AP-P and (d) P-AP. (e,f) Results for the OPSV with the signs of current opposite to those needed for switching in conventional ST devices: (e) P-AP and (f) AP-P.
The difference in the mechanisms for fast-pulse switching in the OPSVs and CSVs is also illustrated by $\Delta I_p$, the difference between the pulse amplitudes required for 20% and 80% switching probabilities (see Fig. 2.11). For the CSV, $\Delta I_p$ grows to be as large as 5 mA, while for the OPSVs in the short pulse regime $\Delta I_p$ is always less than 0.7 mA. ($\Delta I_p$ for OPSVs can be larger for longer pulses; see Fig. 2.11) The broad distributions for the CSVs can be explained by thermal fluctuations in the initial offset angle of the free layer about the P and AP configurations. Because the initial orientation of the FL in the OPSV is always close to perpendicular to the OPP, the effects of thermal fluctuations are minimized.
2.7 Discussion

The original proposal of Kent et al. for OPP precessional reversal anticipated that a current pulse of either bias would equally well drive magnetic reversal for either P-AP or AP-P switching [99]. This current symmetry would limit the write operation to toggle mode (or reversible) switching where the final state is always flipped from the initial state. However we observe that the minimum values of $|I_p|$ required for short-pulse reversal are different for AP-P and P-AP switching (Fig. 2.9c-d), and are also different when the current flows are reversed (Fig. 2.9e-f). For the OPSVs, P-AP switching requires lower onset currents than AP-P, and switching is also easier for the sign of $I_p$ that gives ST-switching in the CSVs (Fig. 2.9c-d) than for reversed currents (Fig. 2.9e-f).

Based on micromagnetic simulations, we argue that the differences in onset...
Figure 2.12: Measured switching probability ($P_s$) for AP to P as a function of the pulse width ($t_p$) at a fixed pulse current amplitude ($I_p$). (a) $I_p = -6.8$ mA and -6.0 mA for the OPSV. (b) $I_p = -5.9$ mA for the CSV for the comparison to the OPSV. The lowest $P_s$ is due to the one full rotation ($2\pi$) of the FL by the $I_p$’s with $t_p = 300$ to 400 ps. This time-scale might be approximately the inverse of its natural (or FMR) frequency ($\sim 3$ GHz).

The effect of ST from the IPP can explain the difference in short pulse reversal behavior with current direction for a given type of switching (P-AP or AP-P reversals are due to the combined effect of the dipolar fields from the edges of the IPP and from the OPP, which add on one side of the free layer (see the inset Fig. 2.14) but almost cancel on the other. This non-uniform field causes the effective in-plane anisotropy field $H_{k_{\text{eff}}}$ on the additive side (right) to increase in the AP case and decrease in the P case, giving effectively different onset currents [147] for reversal as a function of the position. The result in simulations is that reversal first occurs at one end of the FL (on the right for P-AP, and the left for AP-P, independent of the sign of $I_p$) and then is completed via the exchange interaction, and that the value of $|I_p|$ needed for reversal is lower in the P-AP case than for AP-P.

The effect of ST from the IPP can explain the difference in short pulse reversal behavior with current direction for a given type of switching (P-AP or AP-P).
Figure 2.13: Measured inverse of pulse widths (1 / $t_p$) for the lowest switching probability ($P_s$) (see Fig. 2.12) as a function of the pulse amplitude ($I_p$) for OPSV (a) for P-AP (b) for AP-P. We can interpret that the switching speed increases with the pulse amplitude due to the larger out-of-plane demagnetization field, if we assume that the switching time is close to the $t_p$.

For AP-P, in that just as in CSV devices the ST from the IPP promotes P-AP switching for $+I_p$ and AP-P switching for $-I_p$. Due to the greater non-uniformity in the starting magnetization in the AP configuration, the effect of the IPP ST is enhanced, giving a larger difference between the two signs of current for AP-P reversal (compare Fig. 2.9f and 2.9c). These differences provide a current window [$\Delta(+I_p) \approx 6 \text{ mA}$] in which a $+I_p$ can reliably drive P-AP switching without AP-P. This can alleviate the need to employ a read-before-write approach in short pulse OPP ST-MRAM devices that would be required if the threshold values of $I_p$ were equal.
Figure 2.14: Micromagnetic configurations for the initial AP state. Color-scale: Out-of-plane component of the normalized magnetization ($M_z$). The non-uniform stray field from the two polarizers causes the effective in-plane anisotropy field $H_{k}^{eff}$ on the additive side (right) to increase in the AP case and decrease in the P case, giving effectively different onset currents for reversal as a function of the position. The details of this effect will be discussed in the next chapter.

2.8 Conclusion

In summary, we show that reliable precessional switching with short ($t_p < 0.2$ ns) rectangular pulses can be achieved in ST devices incorporating both OPP and IPP fixed layers. Due to the effects of the IPP ST and non-uniform local dipole fields, we find different threshold currents for the four cases $+I_p^{AP}$, $-I_p^{AP}$, $+I_p^{P}$, and $-I_p^{AP}$. The results indicate that it is possible to optimize pulse amplitudes and widths within significant parameter windows so that a pulse with a given sign of current produces only the desired state (P or AP). Such devices could lead to a very high-speed non-volatile magnetic memory cell with sub-100 ps write pulses.
CHAPTER 3

SPIN-TORQUE-DRIVEN BALLISTIC PRECESSIONAL SWITCHING
WITH 50 PS IMPULSES

In this chapter I demonstrate reliable spin-torque-driven ballistic precessional switching using 50 ps current impulses in a spin-valve device that includes both in-plane and out-of-plane spin polarizers. Different threshold currents as functions of switching direction and current polarity enable the final orientation of the magnetic free layer to be steered, in accord with a macrospin analysis, by the sign of the pulse, eliminating the need for read-before-write toggle operation. The pulse amplitude windows for this deterministic operation are wider and more symmetric as a function of current polarity for shorter impulses, while inhomogeneous fringe fields from the polarizers lead to asymmetries as a function of current direction.

3.1 Introduction

The fast reversal of a nanomagnet is of active interest because its study can enhance understanding of fundamental magnetic dynamics and because of the technological advantages that a successful high-speed non-volatile magnetic memory could provide. Several schemes [13, 138, 148, 97, 96, 99, 147] have been explored for fast nanomagnet switching, with the perhaps most scalable approach being demonstrated by recent experiments [149, 100, 101, 102] which achieved reliable high-speed reversal of a thin film nanomagnet by using the spin torque (ST) from a spin-polarized current pulse as short as 100 ps. These experiments utilized devices in which a thin film free layer (FL) is located between an out-of-plane (OP) spin polarizer (OPP) and an in-plane (IP) ana-
Figure 3.1: Scheme of spin-torque driven ballistic precessional switching (STBPS). In the case shown, the current polarity and orientations of the fixed layers are such that the OP torque promotes upward (positive z) displacement of $\hat{m}$ and the IP torque retards it.

lyzer/polarizer (IPP). In this configuration the ST ($\tau_{OP}$) generated by a strong OP-polarized current pulse incident upon the FL forces the FL moment out of plane, inducing a demagnetization field ($H_{demag}$) about which the FL begins to precess [99, 147]. If the pulse width and amplitude are properly controlled the result can be a rapid rotation of the moment by 180° to the reversed equilibrium position. The simplest form of this OP-precessional reversal scheme has the potential disadvantage of being a toggle operation, in which both P-to-AP and AP-to-P switching occur for either sign of current. This is in contrast to a deterministic operation in which the final state is controlled by the current polarity, as is the case for ST devices only utilizing IP polarized currents. However, previous OP-ST experiments [150, 100, 101] in which the IPP also exerted a strong ST, $\tau_{IP}$, on the FL obtained differences in the threshold currents for switching as functions of current polarity and switching direction. This indicated that the final state in OP-ST devices may be determinable by pulse-current polarity,
although with pulse widths $\geq 100$ ps only one current polarity showed a sufficiently wide window between the switching currents for P-to-AP and AP-to-P to yield reliable writes [149].

Here we report the achievement of reliable and deterministic spin torque ballistic precessional switching (STBPS) by using 50 ps current impulses, demonstrating that shorter and stronger pulses can enhance the influence of $\tau_{IP}$, providing wider current windows for deterministic switching. Based on micromagnetic simulations, we also conclude that inhomogeneous stray magnetic fields from the two polarizers induce asymmetries in the deterministic switching windows for the two current polarities.

### 3.2 Device Structure and Information

I fabricated nanopillar spin valve devices from thin-film multilayers with the structure: bottom lead/OPP/Cu(6)/Py(5)/Cu(12)/Py(20)/top lead (thicknesses in nm), where Py is Ni$_{80}$Fe$_{20}$. The OPP was Pt(10)/[Co(0.44)/Pt(0.68)]$_4$ /Co(0.66)/Cu(0.3)/Co(0.66). The 5 nm Py layer served as the magnetic FL and
the 20 nm Py layer was the IPP. The devices were fabricated into approximately elliptical cross-sections with dimensions $50 \times 170$ nm$^2$, with the etch producing slightly tapered side walls ($20-30^\circ$ from vertical) [136]. The thickness of the IPP (20 nm) was chosen to be much greater than the spin-diffusion length ($\sim 5$ nm) to ensure a strong $\tau_{IP}$. For pulses longer than 200 ps, these devices exhibited precessional switching characteristics similar to previous measurements [149]. Here we focus on results obtained with 50 and 100 ps impulses.

### 3.3 50 ps impulses generation

For the pulsed switching measurement in our spin-torque (ST) devices, we have used the commercial pulse generator (PPLS 10,070A), a shared equipment in CNS at Cornell, that provides a rectangular shape of voltage pulse with duration from 100 ps to 10 ns and with amplitude from -7.5 to 7.5 V. The shortest pulse width, nominally 100 ps but actually $\sim 130$ ps, was enough to show the ultrafast ST-driven ballistic switching in our orthogonal ST devices. However my desire has been laying on the experimental demonstration of the STBPS with shorter current impulses and ultimately exploring the investigation of the fundamental limit in the switching speed driven by the ST. Then the challenge is the generation of sub 100 ps electrical impulses, eventually sub 10 ps current pulses if possible. In this section I will describe one electrical method for generating 50 ps current impulses used for demonstrating the STBPS in this chapter.
3.3.1 Survey of other techniques

I considered several techniques. First one was by using Picosecond Pulse Labs (PSPL) 3500D that generates a 65 ps impulse from their specification document. Consulting with PSPL, however, the actual FWHM of output impulses was ∼ 75 ps which was not much advanced from the 100 ps pulse generator. Secondly S. Garzon et al [97] demonstrated very exciting experimental technique for generating a short electrical impulse. By utilizing a femto-second mode-locked laser in single-shot mode, a single optical pulse with adjustable amplitudes was gen-
Figure 3.4: Circuit for generating a sub 100 ps impulse by suppressing the negative part of an Impulse Forming Network (IFN) output voltage as an input voltage from a pulse generator (e.g. 10,070A).

Figure 3.4: Circuit for generating a sub 100 ps impulse by suppressing the negative part of an Impulse Forming Network (IFN) output voltage as an input voltage from a pulse generator (e.g. 10,070A).

erated and then was converted to an electrical impulse using a LT-GaAs/Au photoconductive switch. In their paper they said that typical pulse widths were \~30 ps at room-temperature. This is an amazing technique I hope to have a chance to use it. However, from their pre-print posted on the arXiv [0806.2297] and their presentation on the internet (see Fig. 3.3), the proposed waveform had a broad (\~100 ps) and significant (\~ 25 % of peak amplitude) tail that would give a significant ST-impact in their pulsed switching and that could change the dynamics. Lastly, as the advice from PSPL, a single shorter impulse can be obtained if we can suppress the negative part of an Impulse Forming Network (IFN) output as an input voltage from 10,070A. A GaAs Schottky diode (HSCH-9161) could be used to block the negative voltage pulse up to \~ 2 V, which is
enough in our measurement, as the experimental scheme was suggested in Fig. 3.4. However I was not convinced with this technique because I could not find a commercial mounted GaAs diode circuit and the expected pulse widths were still ∼70 or 80 ps if considering the risetime of 10,070A.

### 3.3.2 Basic concept for generating the impulse

For the spin-torque driven ballistic precessional switching (STBPS) experiment in this chapter, a short 50 ps voltage impulse was generated by differentiating a sharply falling step pulse, while pulses with 100 ps widths were generated with the 10,070A. A step pulse has generally a sharp leading edge, a flat line and a much slower (>10 times) trailing edge. The 4015D step pulse generator, we used, produces a negative polarity pulse with ∼12 ps falltime at the leading edge, followed by a fixed 5 ns duration at -5 V. The risetime of the signal at the trailing edge is ∼20 ns. The step pulse is generated in a small external head, 4015D-RPH (Remote Pulse Head), that is attached to the main unit (4015D) via a 50 Ω coaxial cable. This 4015D-RPH eliminates the falltime (or risetime) slowing effects of interconnecting coaxial cables.

The step pulse generator has been designed with very slow trailing edges to optimize the performance when combined with an IFN. The IFN produces an output voltage ($V_{out}$) that is approximately the derivative of the input voltage signal ($V_{in}$), i.e $V_{out} \approx T_c \frac{dV_{in}}{dt}$ where $T_c$ is the derivative time coefficient, while the component also maintains an excellent impedance match on all ports. For instance, the $V_{out}$ will be an impulse if the $V_{in}$ is a step pulse, or the $V_{out}$ will be a monocycle if the $V_{in}$ is an impulse. The trailing edge of the step pulse from the
Figure 3.5: A short impulse voltage (~ 39 ps) was generated with 4015C (or 4016C) step pulse generator, 5210 Impulse Forming Network (IFN), 5100 Inverter. Pico-second Pulse Labs (PPLs) provided the concept of the circuit and the tested pulse shapes in their hardwares.

4015D is more than 100 times slower than the leading edge. When the 5210 IFN is connected to the 4015D, the $V_{out}$ will be a very short impulse created from the leading edge while the trailing impulse will be negligible because its amplitude will have less than 100th of the amplitude of the leading $V_{out}$ impulse.

### 3.3.3 Test of electrical impulse generation

PSPL performed the pre-tests with their 4016C step pulse generator, 5210 IFN and 5100 inverting transformer. Fig. 3.5 shows the measured waveforms after the RPH (a step-pulse), after the IFN (a negative impulse) and after the Inverter (a positive impulse). The pulse width of the impulse after the 5100 was increased a little bit, contributed from the Inverter. I checked the generated pulse shapes after each component with 4015D, 5210 IFN, 5100 Inverter, 5510 attenuators and 5541A bias tee. Typically 1-3 ps pulse widths were increased after each
Figure 3.6: (a) Time-domain measurement of a sharply falling step pulse with 4015D step-pulse generator, 4015D-RPH (Remote Pulse Head) edge compressor, 20 dB attenuator and TDS 8000B sampling oscilloscope, (b) Measured falltime (10 % - 90 %) is < 20 ps and risetime (10 % - 90 %) is ~20 ns. (c) Enlarged waveform of the step pulse at the falltime.

component. Fig. 3.6 shows the measured step pulse while Fig. 3.7 shows the differentiated impulse shape. The pulse width was ~ 43 ps while it was increased to ~ 50 ps after the bias-tee. After 11 ns of the impulse we observed a bundle of waves corresponding to a small perturbation in the middle of the slow trailing edge of the step pulse. From the manual of the 4015D these small garbage pulses are generated from the inside of 4015D, even PSPL had not been able to solve the problem by the time. The maximum amplitude of this garbage pulse was about 12 % of the leading impulse, so we neglected its ST effect in our STBPS experiment. The expected maximum current (~2.2 mA) of the garbage pulses, when the maximum applied impulse currents were ~18 mA, was smaller than the DC reset currents (2.5 to 3.0 mA).
Figure 3.7: (a) Time-domain measurement of an impulse (~ 43 ps) with 4015D step pulse generator, 4015D-RPH edge compressor, IFN5210 Impulse Forming Network, 20 dB attenuator and TDS 8000B oscilloscope. (b) Measured waveform. A negative impulse was generated from the sharply falling step pulse (see Fig. 3.6). After 11 ns a bundle of waves were observed. These originates from the internal 4015D and can be ignored since the maximum pulse amplitude is less than 12 % of the impulse amplitude. The magnetic free layer in this chapter does not switch with such low amplitude and short pulses. (c) Enlarged impulse shape. (d) Enlarged garbage waves.

3.3.4 Experimental setup for impulsel switching

Fig. 3.8 shows the experimental setup used in the pulsed switching measurement in this chapter. The polarity of the generated impulses was controlled with the inverter while the amplitude was adjusted by combination of the attenuators (1, 2, 3, 6, 10 or 12 dB). Since 4015D does not provide any programmable function, the inverter and the attenuators were manually replaced while the high frequency probes were lifted for protecting the devices. The 10,070A was still used for generating an external trigger signal into the 4015D. Except the high frequency part of the bias tee the setup was similar with the previous
Figure 3.8: Scheme of pulsed switching measurement with 50 ps impulses generated from 4015D step pulse generator, 4015D-RPH edge compressor, 5210-IFN Impulse Forming Network, 5100 Inverter, attenuators (5510) and bias-tee (5541A). The bandwidth (< 18 GHz) of the bias-tee and the attenuators limit the pulse width of the current impulses. Measured impulse shape is provided in Fig. 3.9. Reset currents and sense currents are applied through the low frequency part of the bias tee.

Figure 3.9: Measured waveform of the ~ 50 ps (Full width half maximum) voltage impulse injected into the device.
pulsed switching measurements: reset current and sense currents were applied through the low frequency part of the bias tee and the device resistance was measured via the Wheatstone bridge box. The current amplitudes through the device were calculated from the voltage amplitude of the impulses, measured with TDS 8000B oscilloscope, by taking into account the impedance mismatch between the device and 50 Ω transmission line.

3.4 Short-pulsed measurement

We generated 50 ps current impulses (Fig. 3.9) by differentiating a sharply falling step pulse, while pulses with 100 ps widths were generated with a commercial pulse generator. The current through the device was calculated taking into account the impedance mismatch between the load resistance and the 50 Ω transmission line [135, 151]. All measurements were performed at room temperature under an applied magnetic field canceling the average in-plane dipole field from the IPP. Ten devices were studied in detail and similar behavior was obtained in all cases. We define positive current to correspond to electron flow from the OPP to the FL (and to the IPP). Fig. 3.10a-b show switching probabilities ($P_s$) obtained from one device as functions of current amplitude, polarity, and switching direction (P-to-AP or AP-to-P) using both 50 ps and 100 ps current impulses. For the 50 ps case, reliable P-to-AP switching ($P_s \geq 95\%$) was achieved for current pulse amplitudes beyond $I_{r,P\to AP}^+ \sim 11$ mA but AP-to-P switching was not observed up to the highest pulse level employed, from which we conclude that the threshold current ($P_s \geq 5\%$) to initiate switching is $I_{th,AP\to P}^+$ > 17 mA. This yields a deterministic window at positive pulse amplitudes for ST switching to the AP state of $\Delta^+(50ps) \equiv I_{th,AP\to P}^+ - I_{r,P\to AP}^+ > 6$ mA (Fig.
Figure 3.10: Measured switching probabilities ($P_s$) using (a) positive, and (b) negative 50 ps or 100 ps current impulses.

3.10a), while $\Delta^+(100\text{ps}) \sim 4 \text{ mA}$ (Fig. 3.10a). For negative 50 ps impulses the pulse amplitude required for reliable AP-to-P switching was larger in magnitude, $I_{r,AP\to P}^- \sim -15 \text{ mA}$, resulting in a window $\Delta^-(50\text{ps}) \equiv -(I_{th,P\to AP}^- - I_{r,AP\to P}^-) > 3 \text{ mA}$ (Fig. 3.10b), while $\Delta^-(100\text{ps})$ was negligible. The increase in the switching windows $\Delta^+$ and $\Delta^-$ with the reduction of pulse width to 50 ps demonstrates the possibility of implementing ultra-fast deterministic STBPS.

3.5 Macrospin Analysis

Certain aspects of the switching behavior, including the origin of the deterministic switching windows, can be understood with a simple zero-temperature ($T = 0$) macrospin model that utilizes the Landau-Lifshitz-Gilbert (LLG) equation including the effects of ST [152, 17, 153] from the two spin polarizers:

$$\frac{d\hat{m}}{dt} = -\gamma \hat{m} \times \vec{H}_{\text{eff}} + \alpha \hat{m} \times \frac{d\hat{m}}{dt} + \gamma a_{op}(\theta_{op}) \hat{m} \times \hat{p}_{op} \times \hat{m} - \gamma a_{ip}(\theta_{ip}) \hat{m} \times \hat{p}_{ip} \times \hat{m} \quad (3.1)$$
where \( a_{op(ip)}(\theta) = \frac{h}{2e\mu_0 M_s V} P_{op(ip)} \eta_{op(ip)}(\theta) \) and \( \hat{H}_{eff} = (H_k m + H_{dx} + H_a) \hat{x} + (H_{dz} - 4\pi M_o m_z) \hat{z} \). Here \( \gamma \) is the gyromagnetic ratio, \( \hat{m} \) is the unit vector of the FL, \( H_k \) is the anisotropy field of the FL, \( H_{dx} \) and \( H_{dz} \) are the IP and OP components of the effective dipole field \( H_d \) acting on the FL, \( H_a \) is the external applied field along the FL easy axis, \( \hat{p}_{op} \) is the spin polarization axis of the OPP (\( \hat{z} \)) and \( \hat{p}_{ip} \) is of the IPP (\( -\hat{x} \)), \( \eta(\theta) = 2\Lambda^2/[(\Lambda^2 + 1) + (\Lambda^2 - 1)\cos \theta] \), \( \theta_{op(ip)} \) is the angle between the FL and OPP (IPP), \( \Lambda \) is a torque asymmetry parameter due to spin accumulation effects (we assume symmetric electrodes), \( M_o \) is the saturation magnetization of the FL, and \( P_{op(ip)} \) is the spin polarization of the OPP(IPP) \(^1\).

**Details of macrospin analysis on the deterministic window**

We discuss about the origin of the deterministic window with the abbreviated macrospin model. In the STBPS the reversals are mostly governed by the initial out-of-plane rotation angle generated by the OPP-ST because this angle determines the strength of the \( H_{demag} \) that induces the rotation of the magnetic free layer (FL). Let’s assume that an ideal rectangular impulse is immediately applied in order to easily calculate the change of \( \varepsilon \), where \( \varepsilon \) is the out-of-plane offset angle of the FL moment relative to the equilibrium angle \( (\theta_o = H_{dz}/4\pi M_o) \) due to the dipole field \( (H_z) \) from the OPP (it is equivalent to \( m_z \) if \( \theta_o \) is zero in the small angle approximation). For simplicity we ignore the in-plane rotation about the out-of-plane demagnetization field. Suppose that there is a torque \( (a_{op}) \) from the OPP proportional to \( a \cdot I \) and a torque \( (a_{ip}) \) from the IPP proportional to \( b \cdot I \) (where the sign of \( b \) changes when the initial state of the FL is reversed). From Eq. 4.14, in the small angle approximation, we have the ini-

\(^1\)The field-like spin torque (J. C. Slonszewski, Phys. Rev. B 71, 024411 (2005)) is not included here as it is negligible in spin valve devices.
tial equation of motion for the out-of-plane rotation (see Section 5.2.4 for more
details):

\[
\frac{de}{d\tau} = (a_{op} + a_{ip}\theta_o) + (a_{ip} - \alpha 4\pi M_s)\varepsilon \tag{3.2}
\]

where \(\alpha\) is the damping parameter, \(\varepsilon(\tau = 0) = 0\), and assuming that the applied
current is a rectangular pulse, i.e. \(I(\tau) = I_p\) for \(0 < \tau < \tau_p\) but \(I(\tau) = 0\) for
\(\tau > \tau_p = \gamma \tau_p/(1 + \alpha^2) \approx \gamma \tau_p\). Let’s assume \(\theta_o = 0\) (\(H_z = 0\)), then

\[
\frac{de}{d\tau} = a_{op} + (a_{ip} - \alpha 4\pi M_s)\varepsilon \tag{3.3}
\]

In the absence of an IPP \((a_{ip} = 0)\), the current required to achieve a given out-
of-plane rotation angle is independent of both current polarity and switching
direction. However, in the presence of an IPP, as \(\tau_{op}\) forces the FL out of plane
the IPP causes an additional non-zero torque perpendicular to the sample plane,
\(\tau_{ip} \propto a_{ip}\varepsilon\) (see Fig. 3.1), that, assuming the \(a_{op} > 0\) case, either accelerates \((a_{ip} > 0)\)
or retards \((a_{ip} < 0)\) the out-of-plane rotation of the FL moment driven by \(\tau_{op}\). This additional torque \(a_{ip}\varepsilon\) causes a difference between the currents required for
AP-to-P and P-to-AP switching for a given pulse polarity (compare Fig. 3.10).

In the absence of the damping torque (i.e. \(\alpha = 0\)), the final angle \(\varepsilon(\tau_p) =
(a/b)(e^{b I_p \tau_p} - 1)\) depends only on the \(I_p \times \tau_p\). Therefore, in this case, the criti-
cal current (and also the deterministic window) should scale inversely with the
pulse length. However, if the damping torque is considered, the rotation angle
\(\varepsilon(\tau_p)\) when the pulse is terminated is

\[
\varepsilon(\tau_p) = \frac{a_{op}}{a_{ip} - \alpha 4\pi M_s} [e^{(a_{ip} - \alpha 4\pi M_s)\tau_p} - 1] \tag{3.4}
\]

In this case, the result is not a simple function of \(I_p \times \tau_p\). The difference of \(\varepsilon(\tau_p)\)
at the end of pulse between a \(a_{ip} > 0\) and a \(a_{ip} < 0\) is given by

\[
\Delta \varepsilon = \varepsilon(\tau_p, +a_{ip}) - \varepsilon(\tau_p, -a_{ip}) = a_{op} \left[ e^{(a_{ip} - \alpha 4\pi M_s)\tau_p} - 1 \right] \left( \frac{1}{a_{ip} - \alpha 4\pi M_s} + \frac{1}{a_{ip} + \alpha 4\pi M_s} \right) \tag{3.5}
\]
Figure 3.11: (a) Asymptotic plot of $\Delta \varepsilon(I_p)$ as a function of $I_p$ while $I_p \times t_p \sim \text{const}$, Calculated $\varepsilon(t_p)$ as a function of $I_p$ for (b) $t_p = 200$ ps, (c) $t_p = 50$ ps, (d) $t_p = 100$ ps. To achieve a certain tilt angle, the required $I_p$ increases but differently with the sign of $a_{ip}$ relative to the $a_{op}$

For a long pulse but small amplitude (while $I_p \times \tau_p \sim \text{const}$), i.e. $a_{ip} \ll \alpha 4\pi M_s$, $\Delta \varepsilon \rightarrow 0$. For a $a_{ip} \sim \alpha 4\pi M_s$, $\Delta \varepsilon \rightarrow aI_p \tau_p \left[ 1 + \frac{e^{2bI_p \tau_p} - 1}{2bI_p \tau_p} \right]$ that is positive, indicating that there is a small deterministic window. For a short but strong amplitude, i.e. $bI_p \gg \alpha 4\pi M_s$, $\Delta \varepsilon(\tau_p) \rightarrow \left( \frac{c}{b} \right)[cosh(\beta I_p \tau_p) - 1]$ that becomes approximately constant, provided that $I_p \times \tau_p$ is constant.

To obtain more practical insight, we estimate the size of the deterministic window with Eq. 3.4 and 3.5. From the spin-torque term in the LLGS equation, $\frac{a_{op}(p)}{I} = \frac{\hbar}{2e M_s V}$, we have $a_{op}/I = 30 \text{ Oe/mA}$ (if $P_{op} = 0.2$) and $a_{ip}/I = 56 \text{ Oe/mA}$.
(if $P_{ip} = 0.37$) for $M_s = 650 \text{ emu/cm}^3$, $V = (\pi/4) \times 50 \times 170 \times 5 \text{ nm}^3$, and with the assumption that there is no angular dependence of ST-efficiency ($\eta(\theta)$) on the $a_{op}$ and $a_{ip}$. Using Eq. 3.5 we have $\Delta \varepsilon \approx 0.077$ for $I_p = 2.5 \text{ mA}, t_p = 200 \text{ ps}$, $\Delta \varepsilon \approx 0.10$ for $I_p = 5 \text{ mA}, t_p = 100 \text{ ps}$, and $\Delta \varepsilon \approx 0.115$ for $I_p = 10 \text{ mA}, t_p = 50 \text{ ps}$. Lastly we plot $\varepsilon(t_p)$, using Eq. 3.4, with variable $I_p$ and $t_p$ in Fig. 3.11 b-d. The figures suggest the estimated deterministic window for a given pulse width ($t_p$). For achieving a certain tilt angle, the required amplitude of $I_p$ increases with decreasing $t_p$ but differently for $a_{ip} > 0$ or for $a_{ip} < 0$ for a given $a_{op} > 0$. For $\varepsilon(t_p) = 0.2$ the calculated $\Delta I_p \equiv I_p(a_{ip} > 0) - I_p(a_{ip} < 0) \approx 1.6 \text{ mA}, 2.5 \text{ mA}$ and $4.5 \text{ mA}$ for $t_p = 200 \text{ ps}, 100 \text{ ps}$ and $50 \text{ ps}$ respectively.

Of course for shorter impulses, the offset angle should be progressively higher to ensure that the moment completes the $\pi$ rotation before the damping torque relaxes the FL back to equilibrium. That will increase the windows a bit more for the shorter impulses as well as the threshold currents. The stray fields in our STNO structure cause more complications but the measured deterministic windows are of the similar magnitude as the macrospin results.

3.6 Micromagnetic Analysis

Our devices have the interesting features that the P-to-AP switching current at positive bias is always less than the magnitude of the AP-to-P switching current at negative bias ($\tau_{IP}$ is favorable to the switching direction in both cases) and that the deterministic window for the positive current pulses is invariably larger than for the negative. To understand these features and the details of the STBPS, we performed $T = 0 \text{ K}$ micromagnetic simulations that utilized Eq. 4.14, and
employed the following magnetic parameters: $M_o$(IPP) = 850 emu/cm$^3$, $M_o$(FL) = 650 emu/cm$^3$, $M_o$(OPP) = 870 emu/cm$^3$, exchange constants $A$(IPP) = $A$(FL) = $13 \times 10^{-6}$ erg, $A$(OPP) = $26 \times 10^{-6}$ erg, OPP anisotropy $K^\perp$(OPP) = $8 \times 10^6$ erg/cm$^3$, and FL damping $\alpha$ = 0.03 [35]. The simulated nano-pillar had an elliptical cross-section of 50 $\times$ 170 nm$^2$ and the mesh size was 5 $\times$ 5 $\times$ 2.5 nm$^3$. The static magnetic configurations were first calculated by the energy minimization method [154] for an external magnetic field located at the center of the minor loop for the P and AP states. Then a current impulse ($I_p(t)$) was applied at time $t = 0$ taking into account nonzero rise and fall times, with the calculated ST exerted on the interface cells of each magnetic layer.

The micromagnetic ST simulations reveal that STBPS in this device structure is initiated by reversal at one end of the FL ellipse, with the remainder of the FL following (See Fig. 3.14). Fig. 3.13 shows the simulated time-traces of $<m_x>$ (Fig. 3.13a and 3.13b) and $<m_z>$ (Fig. 3.13c and 3.13d) for the left 60 nm and the right 60 nm of the FL for positive (Fig. 3.13a and 3.13c) and negative (Fig. 3.13b and 3.13d) 50 ps impulses. In this simulation $\Lambda$ = 1.5, $P_1$ = 0.20 and $P_2$ = 0.37. For both current polarities, and even for $P_2$ = 0.0, the FL reversal is an
inhomogeneous process in which the right (left) side rotates faster for P-to-AP (AP-to-P) reversal, rather than the uniform rotation of a macrospin [147].

This nonuniform reversal occurs because the reference layers’ dipole fields are inhomogeneous at the position of the FL ($H_{dx}$ is plotted in Fig. 3.12) and the local critical current density $J_c$ for OP ST excited precession depends on this field, $J_c \propto H_{k,x}^{eff} = |\pm H_k/2 + H_a + H_{dx}|$ (ref. [114] ; + corresponds to AP-to-P, − to P-to-AP). For the simulated device in the AP configuration, $H_{k,L}^{eff} \approx 230$ Oe when averaged over the leftmost 60 nm of the FL, while $H_{k,R}^{eff} \approx 460$ Oe for the rightmost 60 nm. For the P configuration the variation in $H_k^{eff}$ is even greater, with
Figure 3.14: (a) Micromagnetic STBPS process of the FL for AP to P using a negative impulse $I_p = -13.6 \, mA, t_p = 50 \, ps$ (FWHM). The left ends start the reversals due to the relatively lower $H_{eff}$. Then the reversed domain is expanding to the right ends. After the impulse is done the reflected spin-wave is damped out and the FL is stabilized to the opposite (P) state. (b) Micromagnetic STBPS process of the FL for P to AP using a positive impulse $I_p = +10.0 \, mA, t_p = 50 \, ps$ (FWHM). The switching direction is opposite with the one for AP to P. These non-uniform switching directions are independent with the pulse polarity and the ST from the IPP. Initial configuration (P or AP) determines this switching directions, originated from the non-uniform dipole stray fields from the two polarizers.
Figure 3.15: (a) Micromagnetic simulation (without the non-uniform fringe fields from the two RL’s) of the time trace of \(< m_x >\) at the two ends (blue, as averaged over the left 60 nm of the FL, and red, averaged over right 60 nm) of the FL for AP \((< m_x > \approx 1)\) and P \((< m_x > \approx -1)\) initial configurations using a positive impulse \(I_p = +16 \text{ mA}, t_p = 50 \text{ ps (FWHM)}\). Dashed lines: initial P configuration, solid lines: initially AP. (b) Simulated time trace of \(< m_x >\) for AP and P initial configurations using a negative impulse \(I_p = -16 \text{ mA}\) and \(t_p = 50 \text{ ps}\). (c, d) Simulated time trace of \(< m_z >\) for the same conditions as (a), (b), respectively; note different time scale for (c) and (d). We observed more uniform and coherent switching between two ends.

\(\overline{H}^{eff}_{k,L} \approx 490 \text{ Oe}\) and \(\overline{H}^{eff}_{k,R} \approx 140 \text{ Oe}\). Furthermore \(H_{dz}\) causes the magnetization of the FL to tilt out of plane, with this effect being stronger (weaker) on the right (left) end of the FL due to the additive (subtractive) combination of the IPP and
Figure 3.16: Simulated switching probabilities $P_s$ at zero temperature. Top figures: $P_1 = 0.2$ and $P_2 = 0.37$, bottom figures: $P_1 = 0.2$ and $P_2 = 0.0$, i.e. no spin-torque from the in-plane polarizer/analyzer. Rectangles: P-to-AP switching, circles: AP-to-P. (a,b) $P_s$ for 50 ps $I_p$ impulses for (a) positive and (b) negative pulses. (c,d) $P_s$ for 100 ps impulses. (e,f) $P_s$ for 50 ps impulses without dipole field from the polarizer layers acting on the FL.

OPP fields. The effect of $H_{dz}$ for $+I$ is to increase the influence of the $\tau_{IP}$ due to the significant equilibrium $<m_z>(\varepsilon_o > 0)$ on the right side of the FL (Fig. 3.13c and Eq. 3.3) for P-to-AP ($\tau_{IP}$ is favorable to this direction) but $\varepsilon_o \approx 0$ on the left side for AP-to-P. For $-I$, the effect of $H_{dz}$ provides a $\varepsilon_o$ that is opposite to the displacement driven by the OP-ST, resulting in a smaller maximum value of $<m_z>$ for a given pulse amplitude, and hence a reduction in the influence of $\tau_{IP}$. The consequences of the influence of the $\tau_{IP}$ within the micromagnetic simulations can be seen in Fig. 3.16 which compares the $P_2 = 0.37$ and $P_2 = 0.0$ cases, and
Figure 3.17: Synthetic Anti-Ferromagnetic reference layers in both spin-polarizers to minimize the stray fields onto the magnetic FL. We expect to achieve nearly symmetric deterministic windows for both impulse current polarities.

the consequences of the nonuniform dipole fields can be seen by comparing Fig. 3.16a-d (w/ $H_d$) to Fig. 3.16e,f (w/o $H_d$). Without $H_d$ we obtain, as in the original macrospin model, more uniform FL reversals and large and symmetric values for $\Delta^-$ and $\Delta^+$, with only a small difference between $|I_{th,P\to AP}^+| \text{ and } |I_{th,AP\to P}^-|$ arising from our use of $\Lambda = 1.5$ (Fig. 3.16e,f). With $H_d$ we find that for 50 ps pulses $|I_{th,P\to AP}^+|$ is reduced while $|I_{th,AP\to P}^-|$ is increased, and $\Delta^+ > \Delta^-$. For 100 ps pulses (Fig. 3.16c, d), the simulations show that both $\Delta^-$ and $\Delta^+$ are reduced further relative to the 50 ps case (the reduction in $\Delta^+$ is not visible in Fig. 3.16 because $I_{th,AP\to P}^+(100 \text{ ps}) > 18 \text{ mA}$). This is consistent with the experiment and Eq. 3.3.

3.7 Conclusion

In summary we have demonstrated reliable and deterministic STBPS with a 50 ps spin polarized impulse current where the shorter current impulse enhances
the deterministic write operation. If the fringe fields can be reduced close to zero (see 3.17) then nearly symmetric deterministic windows should be achievable for both pulse polarities, enabling very fast, energy efficient STBPS.

3.8 Suppression of magnetic ringing after spin-torque driven ballistic precessional switching

In a collinear spin-torque (ST) device it has been demonstrated that the ST driven magnetic reversals take in general three steps [155]: (1) amplifying pre-oscillation during the incubation time (typically > 1 ns), (2) sharp switching event and (3) relaxation of the FL to the reversed equilibrium state, as summarized in Fig. 3.18. Intuitionally the pre-amplifying (#1 in the figure) and post-damped oscillations (#3 in the figure) are unnecessary and should be minimized for the efficient and fast switching while the sharp transition is only essential in the whole reversal process. We have eliminated the incubation time or pre-amplifying oscillation by utilizing the nanopillar spin-valve structure that produced a ST with both strong in-plane and out-of-plane spin polarization components, as we have discussed. The result is a quick $\pi$-rotation of the FL about the out-of-plane demagnetization field during the impulse current, followed by, after the termination of the pulse, the completion of the reversal along with the relaxation of the FL moment to the equilibrium position. However we expect the relaxation time is still long (1 ~ 2 ns) in the ST devices, based on our micromagnetic studies (see Fig. 3.13 and 3.15). Moreover the post-damped oscillations might generate stochastic errors in the write operation because a large oscillation could induce the relaxation of the FL back to the original equilibrium
state with the help of thermal fluctuations. For achieving quicker stabilization without sacrificing the rapid rotation, I propose two schemes to suppress the magnetic ringing after the STBPS: utilization of a quasi-monocycle pulse (consisting of two successive short pulses with opposite polarities and with a time-delay) or introduction of high magnetic damping ($\alpha$) to the FL.

### 3.8.1 Two successive short pulses with opposite polarities and with a time-delay

The first proposed method is the application of a quasi-monocycle pulse to the FL instead of a single unipolar pulse (see Fig. 3.19). The subsequent pulse, that has the opposite polarity to the preceding pulse, applies the torque opposite to the motion of the FL and makes it slow down. Therefore the second pulse can suppress the magnetic ringing if the delay timing is properly set.
Figure 3.19: Illustration of switching scheme by two successive short pulses with opposite polarities and with a time-delay in order to suppress the magnetic ringing. (a) Gerrits et al. [156] demonstrated a rapid rotation and a quick relaxation of a FL moment to the reversed equilibrium position or no back-hopping to the original state with a quasi-monocycle “hard axis magnetic field pulse”. (b) Kent et al. [99] suggested a monocycle pulse scheme for the ballistic switching and rapid relaxation in the proposed non-collinear device structure.

This idea is basically similar to the experimental work by Gerrits et al. [156] that demonstrated a quick relaxation to the reversed equilibrium position or no back-hopping to the original state with a quasi-monocycle hard axis magnetic field pulse. They observed optically the magnetic switching dynamics of Py-based FL and compared it to the one by a single unipolar pulse that easily induced the back-hopping of the FL (see Fig. 3.19a). Kent et al. [99] also suggested a monocycle pulse scheme for the STBPS with the proposed non-collinear device structure (see Fig. 3.19b).

I carried out proof-of-concept experiment with our ST device that did not exhibit a good switching fidelity for AP-to-P. The device had an elliptical cross-section of $\sim 55 \times 165 \, \text{nm}^2$. Fig. 3.20a shows the switching probabilities ($P_s$) as a
Using a single pulse \((t_p=100\text{ps})\)

Using two opposite pulses

\[\text{(55 x165nm}^2)\]

Figure 3.20: Results of switching fidelity test for AP-to-P by two successive opposite pulses (quasi-monocycle pulse). (a) Measured switching probability \((P_s)\), applying a single unipolar pulse to the ST device, as a function of \(-I_p\) with \(t_p = 100\) ps. (b) Measured \(P_s\) as a function of \(-I_p\) (the amplitude of the preceding pulse) applying a quasi-monocycle pulse that was generated by adding an Impulse Forming Network between the bias-Tee and the pulse generator. The improved \(P_s\) indicated that the subsequent pulse can significantly suppress the magnetic ringing with a proper time control.

function of \(-I_p\) with \(t_p = 100\) ps. The achieved maximum \(P_s\) was \(~ 45\%\) with the pulse width. Of course shorter but stronger current pulses will give better switching fidelities as we have discussed in this chapter. On the other hand the device exhibited a good switching behavior for P-to-AP with a \(+I_p\) as it was general in the devices.

We measured the \(P_s\) using a quasi-monocycle pulse that was generated by adding an Impulse Forming Network (5212A IFN) between the bias-Tee and the pulse generator (10,070A) in the pulsed switching measurement circuit with set of \(t_p = 100 – 300\) ps in the pulse generator. This generates \(~ 80\) ps pulse width in the preceding pulse while the subsequent pulse has a longer (depending on
the set of the pulse width in the pulse generator) but $\sim 40\%$ lower in the pulse amplitude. Fig. 3.20b shows the $P_s$ with set of 160 ps as a function of pulse amplitude in the preceding pulse. The switching fidelity was achieved up-to $P_s \sim 95\%$ that was much enhanced compared to the one by the single unipolar pulse. The write fidelity was still not ideal (100\% of $P_s$ in broad ranges of $I_p$) but our results indicates that the subsequent pulse can significantly suppress the magnetic ringing with a proper time-control similar to the work by Gerrits et al [156].

3.8.2 Magnetic damping effect on the spin-torque driven ballistic precessional switching

The second method to suppress the magnetic ringing is by using a FL material with a high magnetic damping ($\alpha$). In our macrospin study (in Section 3.5), the ST ($a_{op}$) from the OPP is much larger than the damping torque at least several times: for example, $a_{op} > H_k/2 = 100$ Oe while the damping torque ($\alpha 4\pi M_s \varepsilon$) is $\sim 10$ Oe if $H_k = 200$ Oe, $\alpha = 0.01$ and $\varepsilon = 0.1$, from Eq. 3.3. This simple estimation suggests that the $\alpha$ may have little effect on the threshold currents in our device structure, but with a higher $\alpha$, after the termination of the impulse, one can expect quicker relaxation of the FL to the equilibrium.

Device Information

In order to study the damping ($\alpha$) effect on the STBPS I fabricated three different types of devices varying $\alpha$ of the FL by doping 0\%, 2\% or 4\% of Ter-
Figure 3.21: Measured linewidth ($\Delta H$) as a function of applied microwave field frequency ($f$) from Py thin films with 0 %, 2 % and 4 % Tb-doping, in the conventional FMR experiment. The obtained damping ($\alpha$) from the fitting directly increases with the Tb-impurity ratio. The measured $\alpha$’s are quite similar to the reported values from NIST [157].

Bismuth (Tb) to the Py-based FL [157]. The devices had a multilayer structure of substrate/bottom-lead/[Co0.44/Pt0.68]$_4$/Co0.66/Cu0.3/Co0.66/Cu20/Tb-doped-Py5/Cu12/Py20/ top-lead (nm) and an elliptical cross-section of $\sim 40 \times 155$ nm$^2$. The Tb-doped-Py was grown by co-sputtering in AJA with the power of Tb = 3 W (for 2 %) and 6 W (for 4 %) while the power of Py = 250 W, with the help of Praveen. This small Tb-doping to Py has been well known to increase the Gilbert damping ($\alpha$) with less change of the magnetic properties such as magnetic anisotropy or saturation magnetization [157]. We checked the enhancement of $\alpha$ with the conventional FMR experiment, using a microwave strip setup by Taka, of the thin films. Fig. 3.21 shows the fitting of a linewidth to
Figure 3.22: Results of dc current induced switching (left column) and pulsed current induced switching (right column) from the representative devices with 0 \%, 2 \% and 4 \% Tb-doped FL. The switching current increased directly with $\alpha$ at the thermally activated switching regime, but not as much as the enhancement in the $\alpha$. In the STBPS regime there was little increase ($\sim 10 \%$) in the current amplitude with a short pulse ($t_p = 100$ ps).
the frequency, and we found that Py thin film with 2 % Tb-doping has $\alpha \sim 0.03$ (3 times increase), 4 % doping has $\alpha \sim 0.054$ (5 – 6 times increase) while pure Py (0 %) has $\alpha \sim 0.01$. The measured $\alpha$'s depending on the doping ratio were quite close to the reported values by NIST [157].

**Experimental results**

Fig. 3.22 compares the dc current induced switching (left column) and the short pulsed current switching (right column) from the devices with 0 %, 2 % and 4 % Tb-doped FL. We selected representative samples from each type that had similar $H_c$ ($\sim 200$ Oe). As expected the switching current increased directly with the increased $\alpha$ at the thermally activated switching regime, but not as much as the enhancement of the damping. In the STBPS regime with a short pulse ($t_p = 100$ ps) there was little increase ($\sim 10 \%$) in the current: for $P_s = 50 \%$, corresponding $I_p \sim 9.5, 10.1$ and $10.8$ mA for each 0 %, 2 % and 4 % device. The result is consistent with above expectation and it characterizes the STBPS in which the magnetic damping of the FL has little influence on the threshold currents due to the strong OPP-ST. For higher pulse currents ($> 14$ mA) the $P_s$ slightly decreased (stochastic back-hopping) as the $\alpha$ decreased. We can interpret that the higher $\alpha$ help suppressing the magnetic ringing or induce quicker relaxation of the FL to the equilibrium state.

**Micromagnetic simulations for the damping effect**

The damping effect to the STBPS was verified with the micromagnetic simulations in which $\alpha$ of the FL was varied from 0.01 to 0.06 under the similar con-
ditions to the experiment: $t_p = 100$ ps and at the center of the minor loop. Fig. 3.23a shows the time-traces of $m_x$ for $\alpha = 0.01, 0.03, \text{and } 0.06$ of the FL with the same current amplitude ($I_p = 10 \text{ mA}$) for P-to-AP. Interestingly the initial motions of the FL are almost identical or independent with the magnitude of $\alpha$. However, after the pulse is terminated, the relaxation process is quite different. As expected, higher $\alpha$ induces quicker relaxation of the FL to the reversed magnetic state. Fig. 3.23b is the summary of $P_s$ as functions of $I_p$ and $\alpha (= 0.01, 0.03 \text{ and } 0.06)$ with $t_p = 100$ ps at zero temperature, obtained with the help of Junbo. The threshold currents are varied within $\sim 10\%$, which is consistent with our experimental observation. However the $I_p$ for the back-hopping exhibits different behavior. With low $\alpha$ (0.01 and 0.03), the threshold $I_p$’s were almost same but the $I_p$ was hugely enhanced with $\alpha = 0.06$. The results suggest that the $I_p$ for $2\pi$ rotation could be more sensitive to the $\alpha$ than the one for $\pi$ rotation as well as to the $t_p$.

For the experimental demonstration of the reduced magnetic ringing with a higher $\alpha$, we need to compare the time-traced magnetic signals. However, as we discuss next section, our time-domain studies couldn’t resolve the oscillatory information due to the lots of average and phase difference between events although we observed the signature of the $\pi, 2\pi \text{ and } 3\pi$ rotations of the FL. Nevertheless we believe that a higher $\alpha$ may improve the fidelity of the STBPS by suppressing the magnetic ringing, based on our understanding and work in this section.
Figure 3.23: Results from the micromagnetic simulations for the magnetic damping effect on the ballistic switching in which $\alpha$ of the FL was varied from 0.01 to 0.06. (a) Initial motions of the FL are almost identical or independent with the magnitude of $\alpha$. (b) Obtained switching probabilities ($P_s$) as functions of $I_p$ and $\alpha$ ($= 0.01, 0.03$ and $0.06$) for $t_p = 100$ ps at zero temperature. The results indicate that the $I_p$ for $2\pi$ rotation could be more sensitive to the $\alpha$ than the one for $\pi$ rotation as well as to the $t_p$.

3.9 Measurement at Low-Temperature ($< 10$ K)

It has been observed that $\alpha$ of the FL significantly increases as the background temperature ($T$) goes down ($< 100$ K) due to native anti-ferromagnetic (AF) surface oxides. Contrarily, the ST devices in this chapter are characterized by the ballistic switching in which the $\alpha$ has a minor influence on the threshold currents for the fast switching. Therefore it is interesting to see how our ST devices work at low temperature or how the devices behave as a function of $T$. 
In addition ST memory devices working at low-$T$ ($\sim 4$ K) has been asked by our funding agent eventually for integration with superconducting logic devices. In this section we study the switching of the FL at room-$T$ ($RT \sim 300$ K) and at low-$T$ ($LT \sim 10$ K) with DC currents and short pulsed currents.

**Antiferromagnetic surface oxide effect**

Previously Nathan [158] and Ozhan [144] from our group experimentally proved the presence of a native AF oxide (NiO, FeO or Fe$_2$O$_3$) layer at the Py surface with a total thickness of $\sim 2$ nm in Py/Cu/Py nanopillar spin-valve devices. This sidewall oxide is created when the patterned nanopillar is exposed to air or during the nano-fabrication process mostly when insulating SiO$_x$ is deposited with the IPE-PECVD at CNF. As a consequence of the surface AF oxide, the ST devices exhibited a huge enhancement of $\alpha$ at lower $T$ ($< 40$ K), a reduction of thermal stability at RT, and a stochastic fluctuation in coercive fields and loop displacement. The magnetic disorder or unstable domain was caused even above the blocking temperature ($\sim 40$ K). Moreover the magnetic dynamics can be significantly different from the case in the absence of the exchange bias effect from the surface because the additional field alters the magnetic potential for the stable states or the non-uniform dynamic modes, especially as the lateral dimension of device gets smaller (then the surface effect is bigger). The passivation treatment, in which a thin Al layer is coated on the sidewalls right after the pattern of the nanopillar without breaking the vacuum, was suggested to avoid the formation of the surface AF oxide [144].
Figure 3.24: Measured data at room temperature (~ 300 K) (a) minor loop (b) dc-current induced switching (c) pulsed current induced switching with $+I_p$ and $t_p = 100$ ps, (d) pulsed current induced switching with $-I_p$ and $t_p = 100$ ps.

Figure 3.25: Measured data at room temperature (~ 10 K) (a) minor loop (b) dc-current induced switching (c) pulsed current induced switching with $+I_p$ and $t_p = 100$ ps, (d) pulsed current induced switching with $-I_p$ and $t_p = 100$ ps.
Device Information

The nanopillar spin-valve devices in this section have a multilayer structure of substrate/bottom-lead/[Co0.44/Pt0.68]₄/Co0.66/Cu0.3/Co0.66/Cu20/Py5/Cu12/Py20/top-lead (nm) and an elliptical cross-section of $\sim 40 \times 155 \text{nm}^2$. We note that the spacer distance between the OPP and the FL was increased to 20 nm from 5 nm which was used in the previous devices in order to reduce the stray field from the OPP layer. Our measurements were performed in Table top probe station at Clark D-10. (Based on my experience this setup requires improvements in the temperature control, noise level, stability of the magnet and connection of high-frequency probe.) Three different devices were measured and similar behaviors were observed.

Experimental results

We present the field-induced minor loop, dc current induced switching, and pulsed current induced switching with $t_\text{p} = 100$ ps, at RT (in Fig. 3.24) and at LT (in Fig. 3.25). We obtained $\Delta R \sim 135 \text{ m}\Omega$, $H_c \sim 190$ Oe, $I_c$(AP to P) $\sim -0.7$ mA and $I_c$(P to AP) $\sim +1.1$ mA at RT while $\Delta R \sim 270 \text{ m}\Omega$, $H_c \sim 320$ Oe, $I_c$(AP to P) $\sim -0.8$ mA and $I_c$(P to AP) $\sim +1.5$ mA at LT. The increases in $\Delta R$ and $H_c$ are expected at LT due to the enhanced spin-polarization (and MR signal) and less thermal fluctuations. However the $I_c$’s did not increase at LT as much as the collinear spin-valve device (Py/Cu/Py) in which at least more than factor of two was enhanced in the $I_c$’s though the enhancement of spin-polarization (see Ozhan et al. [144]). This is probably due to the different switching mechanism with/without the OPP layer even with slowly ramp-rate currents. In collinear devices the ST from the IPP changes the effective $\alpha$ or effective barrier height at the thermally
active switching regime ($I < I_c$). Instead, in the non-collinear device with the OPP layer, the FL takes a quasi-static rotation on the in-plane by the ST from the OPP layer with slowly increasing currents, thereby with a little effect from the $\alpha$, as we discuss in the previous section. However this interpretation is not compatible with our previous results from the devices with Tb-doped FL in which the $I_c$ increased with $\alpha$ at the thermally activated switching.

Another possibility is from one additional treatment during my nanofabrication process. In the standard recipe for the nanopillar fabrication in our group we deposit $\sim 5$ nm of SiO$_x$ (or AlO$_x$) with the old IBD at Clark for protecting the nanopillar, after that thicker SiO$_x$ is deposited with IPE-PECVD. Since I noticed the existence of the surface oxide layer at the Py layer, the nanopillar was cleaned with 20 sec ion-milling before the deposition of SiO$_x$ with the IBD, which was enough to clean the peripheral AF oxide. This possibly made little increase of the $\alpha$ at LT.

We obtained more un-expected results in the pulsed current switching: the current amplitude was lower at LT than at RT: $I_p \sim +8$ mA at LT (see Fig. 3.25c) while $I_p \sim +10$ mA at RT (see Fig. 3.24c) for $P_s \sim 50$ % and for P-to-AP. This might be originated from the huge enhancement of spin-polarization in the OPP layer at LT. Another possible explanation is the capacitance loss at RT as we discuss in Section 4.10. We have used Si/SiO$_x$ substrate and there may be a leakage current through the semi-conducting Si-substrate at microwave frequencies ($> a$ few GHz) at RT while Si-substrate acts as an insulator at LT because the carriers freeze out. This capacitance depends on the geometry of contact pads and thickness of insulating SiO$_x$ on the substrate and it was highly possible we overestimated the amplitude of current if we had current-leakage through the
substrate when very short pulsed currents were applied. Nevertheless our results indicate that the ST device with the OPP layer works well at LT (< 10 K) because it has a little influence from the $T$ or $\alpha$.

### 3.10 Time-domain observations of spin-torque driven ballistic precessional switching

In this section we present our primary results from the time-resolved experiment in the STBPS. The purpose of this experiment was related to the switching experiment with Tb-doped Py: to prove quicker stabilization to the reversed state by comparing the post-damped oscillations after the STBPS with a various $\alpha$. Electric time-resolved measurements have been carried out in different types of ST devices since Ilya [35] and Nathan [158] demonstrated for the first time, recently time-resolved spin-torque ferro-magnetic resonance (ST-FMR) by
Wang [159]. Our devices have several challenges in which the most important and interesting dynamics occur within 1 ~ 2 ns after the application of a short pulse current and small sense currents are required to observe the magnetic oscillation signal.

Discussion about the setup

Fig. 3.26 shows the scheme of the time resolved setup and we comment several important aspects of the measurement in the followings. (1) The short pulses (< 1 ns) from the pulse generator (PSPL 10,070A) and reset pulses (1 µs) from the function generator (Agilent 33250A) are applied through the power divider and high-frequency part of bias Tee (5541A). (2) The attenuators are connected in both side of power-divider for protecting the pulse generators. (3) The small sense currents ($I_s = \pm 0.3 - 0.5$ mA) are applied through the low-frequency part of the bias Tee. (4) The transmitted voltage signals are amplified with linear RF amplifiers (PPLs 5867) and recorded in the sampling oscilloscope (TDS 8000B). (5) The trigger signals generated from the internal source of 10,070A are sent to the oscilloscope and to the function generator, with 10 kHz repetition frequency (or 100 µs time interval between the triggers). (6) The trigger delay is set in the equipment to synchronize the short pulse, reset pulse and the output signal: e.g. 10 µs in the function generator and 60 ns in the oscilloscope. (7) The standard pulse switching measurement is required to find right amplitude of the reset pulse before the time-resolved measurement. (8) The number of data points is set in the sampling oscilloscope by adjusting the measurement time after the trigger pulse: e.g. 2 ns of dynamics can be recorded with 250 points with 8 ps resolution. (9) The transmitted signal is averaged over 20,000 times. We set 200
Figure 3.27: Measured time-traces ($\Delta v(t)$) and reduced pulse voltage ($v_p(t)$) with the ”P” initial state (a) for $I_p = 12.8$ mA and $t_p = 100$ ps and under an external easy axis magnetic field $H = -290$ Oe (at the center of the minor loop) and $H = -1990$ Oe. (b) for $I_p = 12.8$ mA and $t_p = 350$ ps and under $H = -290$ Oe. (c) for $I_p = 12.8$ mA and $t_p = 500$ ps and under $H = -290$ Oe. The $\Delta v(t)$ had additional periodic peaks that were not seen in the $v_p(t)$ as $t_p$ longer, reflecting the nature of precessional motion.

of the soft averages and 100 of the scope averages in the oscilloscope.

The basic idea for obtaining the magnetic signal ($\Delta v(t)$) is the subtraction of two transmitted voltage signals with the opposite polarities of sense currents ($+I_s$ and $-I_s$). We have $\Delta v(t) = v_+(t) - v_-(t) = 2I_s \cdot R(t)$ or $R(t) = \Delta v(t)/2I_s$ from

$$v_+(t) = (I_p(t) + I_s) \cdot (R_p + R(t)) = I_p(t) \cdot R_p + I_p(t) \cdot R(t) + I_s \cdot R(t)$$
\[ v_-(t) = (I_p(t) - I_s) \cdot (R_p + R(t)) = I_p(t) \cdot R_p + I_p(t) \cdot R(t) - I_s \cdot R(t) \]

where \( R_p \) is the initial device resistance. Here we assume that \( R(t) \) is identical in both \( v_+(t) \) and \( v_-(t) \) due to \( 2I_s << I_p(t) \) and drop the DC component of voltage \((I_s \cdot R_p)\) since the RF amplifier filters the low-frequency component (lower 3 dB frequency = 10 kHz). However we cannot exclude the possibility of some other contributions in the measured \( \Delta v(t) \) especially from the short pulse \((I_p(t))\). If there is a small deviation in the base resistance \((R_p)\) due to the different sign of \( I_s \), the measured \( \Delta v(t) \) have two components consisting of the magnetic signal we want to measure and the reduced pulse voltage signal:

\[ R(t) = \left[ \frac{\Delta v(t)}{2I_s} \right] - \left[ \frac{R_p1 - R_p2}{2I_s} \cdot I_p(t) \right] \]

from

\[ v_1(t) = (I_p(t) + I_s) \cdot (R_p1 + R(t)) = I_p(t) \cdot R_p1 + I_p(t) \cdot R(t) + I_s \cdot R(t) \]

\[ v_2(t) = (I_p(t) - I_s) \cdot (R_p2 + R(t)) = I_p(t) \cdot R_p2 + I_p(t) \cdot R(t) - I_s \cdot R(t) \]

and \( v_p(t) = \frac{v_1(t) + v_2(t)}{2} = \left( \frac{R_p1 + R_p2}{2} \right) \cdot I_p(t) + R(t) \cdot I_p(t) \approx \left( \frac{R_p1 + R_p2}{2} \right) \cdot I_p(t) \approx R_p I_p(t) \) because \( R_p >> R(t) \) and \( I_p(t) >> 2I_s \). Then \( \Delta v(t) = 2I_s \cdot R(t) + \eta \cdot v_p(t) \) where \( v_p(t) \approx R_p I_p(t) \) and \( \eta = (R_p1 - R_p2)/R_p \). The later \(( \eta \cdot v_p(t) \) could be comparable to the former \((2I_s \cdot R(t))\) even though \( \eta \) is small. For instance, we have \( \eta \cdot v_p(t) \approx 0.01 \text{ mV} \) if \( v_p(t) = 300 \text{ mV}, \Delta R = 0.1 \Omega, R_p = 30 \Omega \) with assuming \( R_p1 - R_p2 \approx 0.01\Delta R \), while \( 2I_s \cdot R(t) \approx 0.06 \text{ mV} \) if \( I_s = 0.3 \text{ mA} \) and \( R(t) = \Delta R \).

**Results of time-trace measurement for the P initial state**

We present results from a device that had nominally same structure and dimension used in the previous section. Fig. 3.27a shows the example of measured \( \Delta v(t) \) for the “P” initial state with \( I_p = 12.8 \text{ mA} \) and \( t_p = 100 \text{ ps} \), and under \( H = -290 \text{ Oe} \) (at the center of the minor loop) and \( H = -1990 \text{ Oe} \) (at which the
Figure 3.28: (a) Measured switching probabilities \( P_s \) for AP-to-P as a function of \( t_p \) for \( I_p = -9.05 \) mA. The oscillating feature of \( P_s \) implies that the FL takes a half of rotation \( (\pi) \) with \( t_p \sim 140 - 160 \) ps, \( 2\pi \) with \( t_p \sim 260 - 280 \) ps and \( 3\pi \) with \( t_p \sim 500 \) ps. (b) Measured contour map of \( P_s \) as functions of \( t_p \) and \( I_p \). FL is always stable for "P"). The reduced \( v_p(t) \) is also plotted for the comparison with the \( \Delta v(t) \) in which we used arbitrary \( \eta \approx 0.003 \) but giving similar height at the maximum. (Of course we have to find some reliable way to determine the \( \eta \) precisely: possibly from the \( dV/dI \) curve vs \( I \)). The final \( \Delta v(t) \) at \( H = -290 \) Oe approached to 0.6 mV, which was consistent with the pulsed switching probability measurement \( (\sim 100 \%) \), while the \( \Delta v(t) \) at \( H = -1990 \) Oe went to 0 mV, i.e. the FL relaxed back to the original P state. For longer pulse widths, \( t_p = 350 \) ps or \( 500 \) ps, the \( \Delta v(t) \) had additional periodic peaks that were not seen in the \( v_p(t) \). This was from the magnetic signal and the time-interval between peaks was roughly \( \sim 200 \) ps. Of course we have to quantify \( \eta \) precisely and subtract \( \eta \cdot v_p(t) \) for obtaining the pure averaged magnetic signal \((2I_s \cdot R(t))\).
Figure 3.29: Measured time-traced signal ($\Delta v(t)$) for $t_p = 140$ ps and $I_p = -9.05$ mA. The measured $P_s$ as a function of $t_p$ is also shown for the comparison. The $\Delta v(t)$ approached to a different value from the baseline of $v_p(t)$ because the FL took a half of rotation ($\pi$) with $t_p \sim 140 - 160$ ps.

Figure 3.30: Measured time-traced signal ($\Delta v(t)$) for $t_p = 260$ ps and $I_p = -9.05$ mA. The measured $P_s$ as a function of $t_p$ is also shown for the comparison. The $\Delta v(t)$ approached to the baseline of $v_p(t)$ because the FL took a full rotation ($2\pi$) with $t_p \sim 260 - 280$ ps.

Results of time-trace measurement for AP-to-P

The direct signature of precessional dynamics, or $\pi$, $2\pi$ and $3\pi$ rotations, can be verified by comparing the $\Delta v(t)$ to the switching probabilities ($P_s$) as a function
Figure 3.31: Measured time-traced signal ($\Delta v(t)$) for $t_p = 500$ ps and $I_p = -9.05$ mA. The measured $P_s$ as a function of $t_p$ is also shown for the comparison. The $\Delta v(t)$ approached to a different value from the baseline of $v_p(t)$ because the FL took one and half of rotation ($3\pi$) with $t_p \sim 500$ ps.

Fig. 3.28b shows the contour map of the measured $P_s$ for AP-to-P as functions of $I_p$ and $t_p$. Fig. 3.28a shows the $P_s$ as a function of $t_p$ for fixed $I_p = -9.05$ mA, and the oscillating feature of $P_s$ implies that the FL takes a half of rotation ($\pi$) with $t_p \sim 0.14 - 0.16$ ns, $2\pi$ with $t_p \sim 0.26 - 28$ ns and $3\pi$ with $t_p \sim 0.5$ ns. The measured $\Delta v(t)$’s are shown, with $I_s = +0.4$ mA and $-0.2$ mA, in Fig. 3.29, 3.30 and 3.31. With $t_p = 0.14$ ns (see Fig. 3.29) the $\Delta v(t)$ approached to $-0.3$ mV where the $\pi$-rotation or the magnetic switching occurred. With $t_p = 0.26$ ns the $\Delta v(t)$ approached to the baseline of $v_p(t)$ and exhibited two peaks, or quasi sinusoidal shape (see Fig. 3.30). With $t_p = 0.5$ ns the $\Delta v(t)$ deviated from the baseline of the $v_p(t)$ and had three clear peaks with $\sim 0.17$ ns of interval time (see Fig. 3.31). This time was a little bit longer ($\sim 0.03 - 0.04$ ns) but approximately consistent with the pulse width for the highest $P_s$ ($t_p \sim 0.14 - 0.15$ ns) or half of the pulse width for the lowest $P_s$ ($t_p \sim 0.26 - 0.28$ ns). If we assume the validity of this number without further analysis, the result implies the $t_p$ should be a little bit shorter than the half of the natural precessional time ($T_p \sim 2 \times 0.17$ ns).
for the ballistic switching or we obtain empirically $t_p \sim 0.4 T_p$. Of course we need to consider possible side-effects on the measurement to get the conclusion.

We succeeded the observation of the signatures of $\pi$, $2\pi$ and $3\pi$ rotations and the nature of precessional dynamics, but we were not able to detect the post-damping oscillations due to the lots of signal average, different phases in each event and/or signal jittering in the pulses. In addition we cannot exclude the possibility of the other contributions in the measured voltage signal. We believe we can observe improved signals with more precise controls, careful calibration and removal of possible side-effects.
CHAPTER 4

A QUASI-LINEAR SPIN-TORQUE NANO-OSCILLATOR VIA
ENHANCED NEGATIVE FEEDBACK OF POWER FLUCTUATIONS

Spin torque nano-oscillators (STNOs) utilize the spin-transfer effect to produce microwave oscillations in nanoscale ferromagnetic elements. STNOs generally are frequency agile but this agility results in a strong non-linear coupling between fluctuations in the oscillator power and phase. This limits phase stability and broadens the oscillator linewidth ($\Delta f$) by an amount determined by a nonlinear coupling factor $\nu \equiv N/\Gamma_{\text{eff}}$, where $N$ is the change in frequency with oscillator power and $\Gamma_{\text{eff}}$ is the change in effective damping rate with power. Previous research to reduce STNO linewidths has focused primarily on decreasing $N$. Here I show improved results from a device design that provides power – dependent negative feedback that results in a significantly enhanced effective damping $\Gamma_{\text{eff}}$. This, in combination with a small value of $N$, allows us to achieve a quasi–linear STNO, with $|\nu| \leq 1$ over a large range of current and magnetic field. I realize room temperature oscillator linewidths, $\Delta f \approx 5 \text{ MHz}$, much narrower than typically obtained, yet the STNO can still be frequency tuned by current over a range $>> \Delta f$.

4.1 Introduction

In a spin-torque nano-oscillator (STNO) a spin-polarized current ($I$) excites persistent magnetic precession at microwave frequencies in an unpinned magnetic element when the anti-damping spin torque ($\tau_a$) is sufficient to compensate for the magnetic damping torque ($\tau_d$) [17, 46, 107, 33]. A seemingly attractive feature of STNOs is that they have high agility, i.e. a strong variation of oscil-
lation frequency with oscillator power, but this results in a strong non-linear coupling between amplitude and phase fluctuations that limits phase stability (broadens the oscillator linewidth $\Delta f$). Most technological applications will require considerable improvements in STNO phase stability. Here we report on an implementation of a STNO device that results in a quasi-linear oscillator with low field, room temperature linewidths much narrower than typically obtained with a conventional STNO. The device utilizes a magnetic configuration such that there is a strong spatial variation in the spin polarization direction of the excitation current that yields a high effective dynamic damping ($\Gamma_{\text{eff}}/2\pi$) of the oscillation, and also such that the frequency shifts with oscillator amplitude due to the magnetic anisotropy fields can be approximately balanced over a broad range of magnetic field bias. This combination strongly reduces the non-linear coupling between amplitude and phase fluctuations resulting in a STNO with a room temperature $\Delta f \approx 5$ MHz, very close to that predicted for a linear STNO of the same oscillator energy, yet the STNO still can be frequency tuned with current over a range $\gg \Delta f$. These results demonstrate an effective pathway to substantially enhancing the phase stability of STNOs.

4.1.1 Summary of non-linear auto-oscillator theory

The basic behavior of a STNO can be described with the Landau-Lifshitz-Gilbert-Slonczewski (LLGS) equation [153]. On that basis, a recent non-linear auto-oscillator (NLAO) analysis [122, 131, 46] has described how the amplitude fluctuations of a STNO mode additionally renormalizes its thermally generated intrinsic phase noise via a dimensionless nonlinear coupling ($\nu$), and predicts that for a single mode STNO based on an isotropic thin film nanomagnet the
spectral linewidth ($\Delta f$) of a STNO can be described by

$$\Delta f = \frac{\Gamma_o}{2\pi} \left( \frac{k_B T}{E} \right) (1 + \nu^2) = \left( \frac{\gamma^3 \alpha_G M_s k_B T}{2\pi V} \right) \cdot \left( \frac{1 + \nu^2}{f^2 p} \right)$$  \hspace{1cm} (4.1)$$

Here $E = \beta p$ is the time averaged energy of the oscillator where $\beta = \left( \frac{2\pi \nu f^2}{\gamma} \right)$ for the in-plane magnetized precession (see Section 4.1.3 for the derivation), $\Gamma_o = \alpha_G \gamma \cdot 2\pi M_s$ and $M_s$ is the saturation magnetization of the oscillating magnetic free layer (FL), $p \leq 1$ is the normalized oscillator power ($p \equiv \sin^2(\varepsilon/2)$ where $\varepsilon$ is the in-plane maximum excursion angle from the precession axis), $f$ is the frequency, $V$ is the FL volume, $\alpha_G$ is the Gilbert damping parameter, $k_B$ is the Boltzmann constant, $T$ is the temperature, $\gamma$ is the electron gyromagnetic ratio.

In general the nonlinear coupling factor ($\nu$) is given by

$$\nu \equiv \frac{N}{\Gamma_{\text{eff}}} \equiv \frac{2\pi df/dp}{\partial \Gamma(p, I)/\partial p}$$  \hspace{1cm} (4.2)$$

where $N/2\pi \equiv df/dp$ is the agility of the STNO, and where the total damping $\Gamma(p, I) = \Gamma_+(p) - \Gamma_-(p, I)$, which is zero during steady state oscillation, is the difference between the natural positive (dissipative) damping $\Gamma_+(p) = \Gamma_o (1 + \eta(p)) \approx \Gamma_o$ (neglecting any power dependence of the positive damping [160], i.e. assuming $\eta(p) \ll 1$), and the negative damping $\Gamma_-(p, I) = \sigma I$ caused by $\tau_{st}$.

Here $\sigma = \sigma_o g(p)$ is the anti-damping effectiveness of the spin-polarized current with $g(p)$ representing its power dependence ($g(0) = 1$). In general $\sigma_o = \Gamma_o / I_c$, where $I_c$ is the current required for oscillation onset.

The linewidth $\Delta f$, microwave power $P$, and agility of various types of STNOs [161, 162, 163] have been extensively studied, with many results in general accord with the NLAO analysis. In the case of a 4.2 K spin valve study [160] where the precession axis of the FL was collinear w.r.t the orientation of the spin polarization of $I$ quantitative agreement with the NLAO model was obtained over a range of bias conditions and for $p \leq 0.35$, albeit with $\Delta f_{\text{min}} \geq 25$ MHz,
Figure 4.1: Scheme of the internal/external fields and magnetic configuration in the STNO. The externally applied hard axis magnetic field ($H_y$) shifts the precession axis of the magnetic free layer (FL) and the offset angle from the reference layer (RL). These two angles determine the nonlinear coupling between the amplitude noises and the phase noises in the STNO.

Indicative of $|\nu| \gg 1$. Strategies [131, 133, 164] to reduce $|\nu|$ in STNO’s have generally focused on reducing $N/2\pi$ through the application of either in-plane hard axis magnetic field ($H_x$) biases [116, 165, 118, 166, 167, 168, 169], or strong out-of-plane field biases [34], to balance out opposing red and blue shifts with $p$ due to the effect of the different anisotropy fields, and experiments have typically demonstrated that a lower $\Delta f$ is obtained in bias regimes where $N/2\pi$ is low. However since even with a hard axis bias we typically have $|N/2\pi = df/dp| > 1$ GHz, except perhaps in a quite narrow bias range, and since we also usually have $\Gamma_{eff}/2\pi \left(\equiv \frac{1}{2\pi} \frac{\partial \Gamma(p, I)}{\partial p}\right) \sim \Gamma_o/2\pi << 1$ GHz, the STNO remains nonlinear with $|\nu| \gg 1$. 


4.1.2 Idea for achieving a quasi-linear STNO

The most straightforward approach to achieving a quasi-linear STNO is to also increase the dynamic effective damping $\Gamma_{\text{eff}}/2\pi \geq 1$ GHz. This can be obtained by employing a magnetic structure such that the variation of STNO power with $I$ above oscillation onset is much weaker than in a typical STNO. It is straightforward to show (see Section 4.1.4) that in general for a STNO

\[
\Gamma_{\text{eff}}/2\pi = \left(\frac{\Gamma_o}{2\pi}\right)\left(\frac{d\Gamma}{dI}\right)^{-1} \quad \text{and} \quad \nu = \frac{2\pi I}{\Gamma_o} \left(\frac{d\Gamma}{dI}\right) \left(\frac{d\nu}{d\Gamma}\right) = \left(\frac{2\pi}{\Gamma_o}\right) \left(\frac{d\nu}{d\Gamma}\right) = \left(\frac{2\pi}{\Gamma_o}\right) \left(\frac{d\nu}{d\Gamma}\right) \quad (4.3)
\]

In combination with a $H_s$ in the range that provides an approximate balance between the oscillator power dependence of the red-shift due to the out-of-plane demagnetization field and that of the blue-shift due to the in-plane anisotropy field such that $|N/2\pi| < 2$ GHz, a small $I dp/dI$ and hence large $\Gamma_{\text{eff}}/2\pi \sim 1 - 3$ GHz will result in $|\nu| \leq 1$.

4.1.3 Correction of magnetic oscillator energy for the in-plane precession

The oscillation energy is given by $E = \beta p$ where $\beta$ is the power-energy proportionality. The non-linear auto-oscillator model [130, 46, 122] derived the coefficient $\beta = \frac{2\pi M_s V_f}{\gamma}$ for the out-of-plane circular precession of the FL when the oscillator frequency $f$ is proportional to the strong out-of-plane applied field. However the $\beta$ should be different for the in-plane FL precession, because the $f$ is not linear with the applied field and the orbit of the FL is elliptical due to the strong out-of-plane demagnetization field as we have discussed. The energy ($E$) associated with the precessing magnetic moment is
simply given by the excess energy for tilting the moment away from the effective magnetic field direction ($H$) or the precession axis ($\varphi_o$) of the FL. Then, using the magnetic energy in Eq. 4.10, we have $E(\varepsilon) = E(\varphi_o + \varepsilon) - E(\varphi_o) \approx \left[ -H_d \sin \varphi_o - H_y \cos \varphi_o + \frac{1}{2} H_k \sin \phi_o \right] M_s \varepsilon^2 + \frac{1}{2} \left[ -H_d \cos \varphi_o + H_y \sin \varphi_o + H_k \cos 2 \varphi_o \right] M_s \varepsilon^2$

where $m = (-\cos \varphi, \sin \varphi, 0)$ for an in-plane excursion angle $\varepsilon$ ($\varphi = \varphi_o + \varepsilon$). We have $E(\varepsilon) \approx \frac{1}{2} [H - H_k \sin^2 \varphi_o] M_s \varepsilon^2$, assuming that the $\varphi_o$ is not shifted much with the oscillation amplitude ($\varepsilon$), which is approximately valid in the limit of small angle dynamics, and applying Eq. 4.11. Then we obtain $\beta = \frac{2\pi f^2}{\gamma}$ for the in-plane oscillation from the FMR frequency of the FL, $\frac{(2\pi f)^2}{\gamma^2 4\pi M_s} \approx H - H_k \sin^2 \varphi$ (See Eq. 4.12) and the oscillator power $p = \sin^2(\varepsilon/2)$ where $\varepsilon$ is the maximum precession amplitude. This leads the predicted linewidth($\Delta f_{\text{pred}}$) for the in-plane FL precession as

$$\Delta f_{\text{pred}} = \frac{\Gamma_o}{2\pi} \left( \frac{k_B T}{E} \right) (1 + \nu^2) \approx \left( \frac{\gamma^2 \alpha_G M_s k_B T}{2\pi \nu} \right) \left( 1 + \nu^2 \right).$$

Employing the appropriate parameters ($\alpha_G = 0.01, M_s = 560 \text{ emu/cm}^3$) for the Py FL, we have $\Delta f_{\text{pred}} \approx (6.86 \text{ MHz})(1 + \nu^2)/f^2 p$ for the in-plane FL precession at $T = 300 \text{ K}$ where $f$ is the oscillator frequency in GHz.

### 4.1.4 Derivation of nonlinear effective damping ($\Gamma_{\text{eff}}/2\pi$) of a STNO

Starting from the Landau-Lifshitz-Gilbert Slonczewski (LLGS) equation the non-nonlinear auto-oscillation model [46, 122] derives the following governing equation for a single mode STNO:

$$\frac{\partial a}{\partial t} + i \omega(p) a + [\Gamma_+(p) - \Gamma_-(I, p)] = f_a(t)$$

(4.4)
Here \( w(p) = w_o(1 + \xi(p)) \) is the power-dependent oscillation frequency, \( \Gamma_o(p) = \Gamma_o(1 + \eta(p)) \) is the dissipative positive damping, and \( \Gamma_{-}(I, p) \) is the negative damping from the spin-transfer-torque, which can be generally expressed as \( \Gamma_{-}(I, p) = \sigma_o Ig(p) \) where \( g(p = 0) = 1 \) at \( I = I_c (= \Gamma_o/\sigma_o) \). For a stationary (steady-state) auto-oscillation the total, time-averaged damping is zero, or

\[
\Gamma(I, p) \big|_{p=p_o} = [\Gamma_o(p) - \Gamma_{-}(I, p)] \big|_{p=p_o} = 0 = [\Gamma_o(1 + \eta(p)) - \sigma_o Ig(p)] \big|_{p=p_o}
\]

(4.5)

Note that for the case of a collinear STNO oscillator \( g(p) = 1 - p \), neglecting corrections due to spin accumulation effects in a spin valve device [46]. As we discuss later in this chapter, for a non-collinear device \( g(p) \) can be a much weaker and slower function of \( p \). From Eq. 4.5 we have,

\[
\frac{1 + \eta(p)}{I} = \frac{g(p)}{I_c}, \quad \frac{\partial \Gamma(I, p)}{\partial I} = -\Gamma_o \frac{g(p)}{I_c}
\]

(4.6)

Since \( d\Gamma(I, p) = \frac{\partial \Gamma}{\partial I} dI + \frac{\partial \Gamma}{\partial p} dp = 0 \) and using Eq. 4.6, we have

\[
\frac{\Gamma_{eff}}{2\pi} = \frac{1}{2\pi} \frac{\partial \Gamma}{\partial p} = -\frac{1}{2\pi} \frac{\partial \Gamma}{\partial I} \frac{dI}{dp} = \frac{\Gamma_o}{2\pi} \frac{g(p)}{I_c} \left( \frac{dp}{dI} \right)^{-1} = \frac{\Gamma_o}{2\pi} \frac{1 + \eta(p)}{I} \left( \frac{dp}{dI} \right)^{-1}
\]

(4.7)

and

\[
\nu \equiv \frac{N}{\Gamma_{eff}} = \frac{2\pi \frac{df}{dp}}{\Gamma_o \left( \frac{dp}{dI} \right)^{-1}} = \frac{2\pi}{\Gamma_o} \frac{I}{1 + \eta(p)} \left( \frac{df}{dI} \right)
\]

(4.8)

Recent work [160] has found that \( \eta(p) \) is negligible in a collinear spin valve STNO, and given the low normalized power levels in the single mode regime we assume that also to be the case for our STNO, resulting in:

\[
\frac{\Gamma_{eff}}{2\pi} = \frac{\Gamma_o}{2\pi} \left( \frac{I \frac{dp}{dI}}{dI} \right)^{-1} \quad \text{and} \quad \nu = \frac{2\pi}{\Gamma_o} \left( \frac{I \frac{df}{dI}}{dI} \right)
\]

(4.9)

4.2 Device structure and Details

To demonstrate and study this means of implementing a quasi-linear STNO I fabricated (see Methods) a tapered simple Py(5)-Cu(12)-Py(20) (thickness...
in nm and Py = Ni$_{80}$Fe$_{20}$) nanopillar spin-valve STNO consisting of a thin FL located closer to the substrate than the thicker ferromagnetic reference layer (RL). The STNO was fabricated from a thin film multilayer stack of Py(5)/Cu(120)/Py(5)/Cu(12)/Py(20)/Cu(2)/Pt(30) (thickness in nm) deposited on an oxidized Si substrate, where Py = Ni$_{80}$Fe$_{20}$. The device had an elliptical cross-sectional area of $\sim 50 \times 145 \text{ nm}^2$ at the bottom of the nanopillar, as measured by scanning electron microscopy ($\pm 5 \text{ nm}$). In this structure the thinner FL is located closer to the substrate than the thicker ferromagnetic reference layer (RL) and hence the latter has a higher aspect ratio than the former due to the sidewall tapering ($20^\circ - 30^\circ$) during the ion-mill process. Therefore the shape anisotropy field ($H_k$) of the RL is much higher than for the FL, which fairly strongly fixes the unpinned RL, with a measured coercivity $H_c(\text{RL}) \approx 1300 \text{ Oe}$, over the $H_y$ range employed in the experiments, while $H_c(\text{FL}) \approx 170 \text{ Oe}$. This geometry results in a significant out of plane magnetization component in the bottom two end regions of the elliptical RL, which as discussed below modifies the effective of the spin torque across the FL. The dipolar field ($H_d \approx 250 \text{ Oe}$) from the RL acts to orient the FL anti-parallel (AP) to it ($\varphi_o = 180^\circ$), with $H_y$ acting to reduce the offset angle $\varphi_o$ towards $90^\circ$, for $H_y \leq 1000 \text{ Oe}$. Because of this alignment, coherent oscillations in the FL were generated with a current bias ($I < 0$) such that electrons flowed from the RL to the FL. In the following we will report results from one particular device although the general behavior was quite similar for all of the five devices measured, with the moderate variations in optimum bias conditions, minimum $\Delta f$ and $p$ attributed to device geometry variations in the fabrication process.
Figure 4.2: Measured power spectral densities (PSD’s) for \( H_y = 520, 610, 700, 790 \) and \( 880 \) Oe at \( I_{dc} = -4 \) mA. For lower \( H_y < 600 \) Oe the STNO exhibited two modes which we attribute to the relatively wide spatial distribution of the natural oscillation frequency (internal field) across the FL. At and above 650 Oe this distribution is much more uniform and generally a single microwave mode is observed.

4.3 Experimental frequency, power and line width as functions of bias currents and hard axis fields

Fig. 4.2 shows the measured power spectral densities (PSD’s) of a typical device at 520, 610, 700, 820 and 880 Oe for \( I = -4 \) mA. As illustrated in the inset, for lower \( H_y (250 \) Oe < \( H_y < 650 \) Oe) the STNO exhibited two, or more, modes, which we attribute to the relatively wide spatial distribution of the natural oscillation frequency (internal field) across the FL (see Section 4.3.1), and which results in broad \( \Delta f \)'s. At and above 650 Oe this distribution is much more uniform and generally a single microwave mode is observed for the current biases employed, as illustrated in Fig. 4.2, with \( f \) increasing with \( H_y \) as expected for a ST excited in-plane oscillation. In this bias regime the power in the 2nd harmonic was much weaker than the fundamental due to the offset an-
Figure 4.3: Measured oscillator frequency $f$ as a function of $I$ for $H_y = 700$ Oe, 820 Oe and 880 Oe. At 700 Oe $f$ exhibits a weak red-shift with $I$. At 820 Oe there is a current dependent transition from a weak red-shift to a weak blue-shift. At 880 Oe the STNO exhibits a monotonic blue-shift.

The angle ($90^\circ < \varphi_o < 135^\circ$) between the RL and the precession axis of the FL. For the remainder of this paper we will focus on the single mode STNO excitation and its coherent properties for $650$ Oe $\leq H_y \leq 900$ Oe.

In Fig. 4.3, 4.4 and 4.5 we show $f$, the normalized microwave power $p_n$ ($=P/I^2$ yielding the power underlying resistance oscillations), and $\Delta f$, as obtained from Lorentzian fits to the measured PSD’s of the STNO as a function of $I$ for three different $H_y$’s; 700, 820, and 880 Oe, in the single mode regime. At 700 Oe $f$ exhibits a weak red-shift with $I$, $df/d|I| < 20$ MHz/mA, much less than that seen at lower fields, $> 100$ MHz/mA, while $\Delta f$ goes through a broad minimum with the lowest $\Delta f$ ($\approx 5$ MHz) being reached at approximately the current where $p_n$ begins to vary only weakly for $|I| > 3.5$ mA. (For $|I| > 4.25$ mA there
Figure 4.4:Measured oscillator power $p_n (= P/I^2)$ and normalized power $p$ as a function of $I$ for $H_y = 700$ Oe, 820 Oe and 880 Oe. The $p_n$ begins to vary weakly at which the measured $\Delta f$ approaches a broad minimum with the lowest $\Delta f$. (see Fig. 4.5)

Figure 4.5: Measured linewidth ($\Delta f_{\text{meas}}$) as a function of $I$ for $H_y = 700$ Oe, 820 Oe and 880 Oe. The measured $\Delta f$ approaches a broad minimum with the lowest $\Delta f$ (~ 5 MHz) at which the measured $p_n (= P/I^2)$ begins to vary weakly. (see Fig. 4.4)
Figure 4.6: Measured minimum $\Delta f$ and dc current bias ($I_{dc}^{opt}$) (at the minimum $\Delta f$) as a function of $H_y$. For $H_y$ from 650 Oe to 800 Oe, the optimum current $|I_{dc}^{opt}|$ increased from 3.5 mA to 5 mA with the minimum $\Delta f$ varying slightly from 8 MHz to 4.5 MHz. Compare with Fig. 4.5.

is a slight rise in $\Delta f$ which is correlated with the onset of a non-uniform mode (see Section 4.6.1) and thus the onset of weak mode jumping.) The general behavior of a saturating $p_n$, beginning at a steadily increasing optimum current $I_{opt} \approx 2 \sim 2.5 \times I_c$, and a minimum $\Delta f$, was obtained for $H_y$ from 650 Oe to 800 Oe, over which $I_{opt}$ increased from $-3.5$ mA to $-5$ mA, the highest current employed in the experiment, while $\Delta f_{min}$ varied slightly from 8 MHz to 5 MHz. At 820 Oe, there was a current dependent transition from a weak red-shift to a weak blue-shift (Fig. 4.3) while $p_n$ appeared to just begin to saturate at 5 mA with $\Delta f$ approaching 5 MHz at that point. At 880 Oe (Fig. 4.3) the STNO exhibited a monotonic blue-shift ($df/d|I| > 0$) and a monotonically decreasing $\Delta f$ (Fig. 4.5) while $p_n$ was much lower overall but increased through the higher
part of the range of \( I \) (Fig. 4.4). Thus as illustrated in Fig. 4.3, 4.4 and 4.5, this STNO device has a broad range of field bias where \( \Delta f \) can be quite low, in comparison to most previous room temperature spin valve STNO results, and still be frequency tunable \(|d f/dI| >> \Delta f|\).

### 4.3.1 Spatial distribution of STNO internal field at equilibrium

We employed micromagnetic calculations [154] to compute by the energy minimization method the internal field distribution \( \vec{H}_{int}(\vec{r}) \) for our STNO device under an external field \( H_y \). The modeled multilayer structure had a tapered elliptical shape with a sidewall taper of 20° and with cross-sectional dimensions of \( 50 \times 150 \text{ nm}^2 \) at the bottom of the nanopillar stack. The modeling digitized the volume into \( 2.5 \times 2.5 \times 2.5 \text{ nm}^3 \) unit cells. Starting from the bottom the multilayer consisted of Py(5)/Cu(12.5)/Py(20), with the thickness in nm. An exchange parameter \( A = 13 \times 10^{-12} \text{ J/m} \) was assumed for Py (Ni\(_{80}\)Fe\(_{20}\)), and the other material parameters employed in the modeling have been provided in the main text. The contributors to \( \vec{H}_{int}(\vec{r}) \) were \( \vec{H}_y \) , the dipolar field \( \vec{H}_d(\vec{r}) \) from the RL and the demagnetization field \( \vec{H}_{demag}(\vec{r}) \) of the FL itself. The internal field determines the "natural" oscillation frequency of each element of the FL at the onset of oscillation, and hence, given the limited strength of the exchange coupling between the elements, the width and character of this distribution provides a measure of the tendency of the FL to have multiple, spatially distributed, modes of oscillation as opposed to exhibiting a single, more or less spatially uniform oscillation when the distribution is sufficiently narrow.

In general \( \vec{H}_{int}(\vec{r}) \) of the FL of a spin value nanopillar has a spatial non-
Figure 4.7: (a) Local average and dispersion of the internal fields ($|\vec{H}_{\text{int}}(\vec{r})|$), calculated by micromagnetics [154], on the edges (40nm) and the center (70nm) of the FL as a function of $H_y$ for $I = 0$. (b) The calculated correlation function $A(H_y)$, which is a weighted measure of the spatial non-uniformity in $\vec{H}_{\text{int}}(\vec{r})$. Both analyses indicate that the internal field distribution is much more uniform when $H_y$ approaches and exceeds 700 Oe than at lower bias fields, consistent with the view that a relatively uniform internal field distribution is required for single mode behavior.

uniformity, with both its local average and dispersion being strongly dependent on the location and $H_y$. To quantify the topographical inhomogeneity of $\vec{H}_{\text{int}}(\vec{r})$ in our structure we employed two different methods. The first was to compare the local average and dispersion of $|\vec{H}_{\text{int}}(\vec{r})|$ in three different regions of the FL defined as the regions encompassed by the left 40 nm of the long axis of the ellipse, the center 70 nm and the right 40 nm. As Fig. 4.7a shows, there is a significant difference in the averages of $|\vec{H}_{\text{int}}(\vec{r})|$ between the edges and the center region at low $H_y$, but as $H_y$ increases to $\approx 700 – 800$ Oe this difference reduces substantially, indicating a convergence in the average, natural oscillation frequency in the different regions of the FL.

The second method used to characterize the internal field distribution was to calculate the correlation function $A(H_y) = \sqrt{\int dr \ |C(r)| / \int dr N(r)}$ where
\[ C(r) = \int \int_{|\vec{r} - \vec{r}'| < r} dr''dr' (\vec{H}(\vec{r}') - \vec{H}) \cdot (\vec{H}(\vec{r}'') - \vec{H}) \] is the auto-correlation function of the internal field distribution and \[ N(r) = \int \int_{|\vec{r} - \vec{r}'| = r} dr''dr' \] is the normalization function. \( A(H_y) \) provides a quantitative, weighted measure of the spatial non-uniformity in \( \vec{H}_{int}(\vec{r}) \) as a function of the hard axis bias. As shown in Fig. 4.7b, \( A(H_y) \) decreases markedly, by more than a factor of six as \( H_y \) is increased to \( \sim 700 \) Oe, and reaches its minimum value at \( \approx 1000 \) Oe. Thus both approaches indicate that the internal field distribution is much more uniform when \( H_y \) is in the 700 to 1000 Oe than at lower bias fields, consistent with view that a relatively uniform internal field distribution will result in single mode behavior in a STNO.

### 4.4 Comparison with the nonlinear auto-oscillator theory

Approximate values for the normalized oscillator power \( p \) can be obtained within the context of the macrospin model (see Section 4.4.1). This requires as inputs \( p_n = (P/I^2) \) and \( \varphi_o \). We obtain the latter through the use of the predicted dependence of the onset current, \( I_c = I_{c0}/|\cos \varphi_o| \) (see Section 4.6.2). In Fig. 4.8 we plot \( I_c \) vs. \( H_y \), as determined by the point where the oscillator mode is first clearly established, along with the value of \( \varphi_o \) for each \( H_y \) as indicated by the fit of the predicted variation of \( I_c \). In Fig. 4.9 we plot \( \Delta f \times p \) as determined from the measured data of Fig. 4.3, 4.4 and 4.5 for the three different field values. Over a wide range of current and field, we see that while \( p \) varies by a factor of 30, \( \Delta f \times p \) varies by \( \leq 2 \) and is close to the predicted linear oscillator value \( \Delta f_{pred} \times p \approx 0.19 \) MHz (for \( \nu = 0 \) and \( f = 6 \) GHz) within the factor of 2, demonstrating that Eq. 5.1 provides a rather good description of \( \Delta f \) of this STNO, despite the approximations in estimating \( p \), and that the non-linear
Figure 4.8: Measured threshold current \( (I_c) \) for the on-set of the auto-oscillation and fitted offset angle \( (\varphi_o) \) as a function of \( H_y \). We obtain the \( \varphi_o \) through the use of the predicted \( \varphi \) dependence of the onset current, \( I_c = I_{c0}/|\cos\varphi_o| \) (see Section 4.6.2).

coupling constant \( |\nu| \leq 1 \) in this bias regime.

To further demonstrate the agreement with the NLAO analysis Fig. 4.11 shows the measured \( \Delta f \) and estimated normalized power \( p \) as a function of \( H_y \) for a fixed bias current \( I = -4 \) mA. As \( H_y \) increases from 400 Oe \( \Delta f \) decreases rapidly, reaching its minimum \( \approx 5 \) MHz at \( H_y^{opt} \approx 700 \) Oe, and then increases again with higher \( H_y \), while \( p \) decreases monotonically from 400 Oe. Also shown in Fig. 4.11 is \( \Delta f_{pred} \) as determined from Eq. 5.1 and Eq. 4.3 using the estimated \( p \) and the measured \( Idf/dI \) (see Section 4.4.1). Here again there is quite good agreement between experiment and prediction from 675 Oe to 800 Oe.
Figure 4.9: Measured $\Delta f \times p$ at $H_y = 700$ Oe, 820 Oe and 880 Oe. The dotted line corresponds to the predicted $\Delta f \times p$ from Eq. 5.1 for $\nu = 0$ and $f = 6$ GHz. Over a wide range of current and field, we see that while $p$ varies by a factor of 30, $\Delta f \times p$ varies by $\leq 2$ and is close to the predicted linear oscillator value $\Delta f_{pred} \times p \approx 0.19$ MHz (for $\nu = 0$ and $f = 6$ GHz).

4.4.1 Experimental estimation of the STNO’s normalized oscillator power $p$ and nonlinear coupling $\nu$

Employing the appropriate parameters ($\alpha_G = 0.01$, $M_s = 560$ emu/cm$^3$) for the Py free layer we have from Eq. 5.1, $\Delta f_{pred} \approx \left[6.86 \left(\frac{1+\nu^2}{f^2p}\right)\right]$ MHz at $T = 300$ K, where $f$ is the oscillator frequency in GHz. To compare the measured linewidth $\Delta f_{exp}$ with $\Delta f_{pred}$ we obtained appropriate values for $p$ under various field and current biases from the measured power ($P_L$), delivered to the 50 $\Omega$ ($R_L$) transmission line [151], that is $P_L = \frac{1}{2} V^2 \frac{R_L}{(R_L+R_S)^2}$, where $R_S$ is the device resistance ($R_S \approx 25$ $\Omega$)
Figure 4.10: Measured oscillator linewidth ($\Delta f_{\text{meas}}$), as obtained from Lorentzian fits to the output of the spectrum analyzer, as a function of $H_y$ at $I_{dc} = -4$ mA. The predicted linewidth $\Delta f_{\text{pred}}$ from Eq. 5.1 is also compared. We see the quite consistency between $\Delta f_{\text{pred}}$ and $\Delta f_{\text{meas}}$ for $H_y < 800$ Oe.

Figure 4.11: Experimental oscillator dimensionless power ($p$) as a function of $H_y$ at $I_{dc} = -4$ mA. The $p$ decreases monotonically from 400 Oe due to the reduced anti-damping ST efficiency as the offset angle ($\phi_o$) approaches to 90°.
and $V_g$ is the amplitude of the generated microwave signal ($\Delta V(t) = V_g \sin(\omega t)$).

We assumed that the magnetoresistance voltage signal is $\Delta V(t) = I \cdot \varphi(t) \approx I \cdot \left(\frac{\sin^2(\phi(t))}{1 + \chi \cos^2(\varphi_o)}\right)$ and $\varphi(t) = \varphi_o + \varepsilon \sin(\omega t)$. We measured $\Delta R_o = 0.2 \Omega$ and assumed $\chi = 1$ as previously reported [160] for Py.

We converted the measured $P_L$ to $p$ (assuming $p = \sin^2(\varepsilon/2)$) with $\varepsilon \approx \sqrt{\frac{2P_L}{R_L + R_S} \frac{1}{f}}$ and the obtained offset angle ($\varphi_o$) in Fig. 4.8 for $R'(\varphi_o) = \partial R(\varphi_o)/\partial \varphi_o$.

As an example, we obtained $P \approx 225 \text{ pW}$ at $H_y^{opt} = 700 \text{ Oe}$ and $I^{opt} = -4 \text{ mA}$. From the measured onset current of $I_c \sim -1.25 \text{ mA}$ for $H_y = 700 \text{ Oe}$, we estimated $\varphi_o \approx 124^\circ$ (see Fig. 4.8), and thus obtained $\varepsilon \approx 28.9^\circ$. We note however that both macrospin and micromagnetic modeling indicate that the orientation of the precession axis $\varphi_o$ shifts toward $90^\circ$ with bias current (oscillation power) in this field regime due to the non-parabolic nature of the magnetic energy potential, and thus $\varphi_o, -4 \text{ mA}$ could be as low as $\sim 116^\circ$ which would result a negligible difference ($\varepsilon \approx 29.1^\circ$). With the assumed $p = \sin^2(\varepsilon/2)$, although this is also not strictly correct due to the energy potential, we have $p \approx 0.063$. At $I = -4.0 \text{ mA}$ we measured $f \approx 5.854 \text{ GHz}$ and $df/dI \approx -16 \text{ MHz/mA}$, which yields $\nu \approx -0.65$ and thus $\Delta f_{pred} \approx 4.6 \pm 1.3 \text{ MHz}$, quite close to $\Delta f_{exp} \approx 5 \pm 2 \text{ MHz}$.

### 4.5 Quasi-linear behaviors of the STNO device

The quasi-linear ($|\nu| \leq 1$) STNO behavior that is obtained over a rather broad range of field and current in the optimum field bias regime as illustrated by Fig. 4.13, is caused by a combination of a reduced agility, $|N/2\pi| = df/dp| \leq 2 \text{ GHz}$, with a high effective damping $\Gamma_{eff}/2\pi \sim 1 - 3 \text{ GHz}$. The lower $N/2\pi$
Figure 4.12: Experimental $N/2\pi = df/dp$ as a function of $H_y$ at $-4$ mA. $N/2\pi$ as obtained from macrospin simulations for $H_k = 450$ Oe, and for $H_d = 100$ Oe and 250 Oe.

arises from the fact that for an in-plane magnetized FL with a significant $H_k$ such that $145^\circ > \varphi_o > 90^\circ$ the strong red shift with oscillator power due to the out-of-plane demagnetization field can be substantially balanced by a blue shift resulting from $H_k$ (see Section 4.5.1). In Fig. 4.12 we show $N_{\text{meas}}/2\pi$ as obtained experimentally for our device at $I = -4$ mA along with the prediction from a macrospin modeling (& simulation) of the LLGS equation for $N_{\text{macro}}/2\pi$ at the onset of oscillation for $H_k = 450$ Oe and two different values of $H_d$ (100 and 250 Oe). The lower $H_d$ provides the somewhat better match to the data despite being well below the experimentally determined $H_d = 250$ Oe. In general macrospin modeling does not provide a good quantitative description of $N_{\text{meas}}/2\pi$ because of the significant spatial variations in the magnetization orientation across the
Figure 4.13: Experimental non-linearity $\nu$ as determined from measured $I, df/dI$ and Eq. 4.3 as a function of $H_y$ at several $I$’s. In general $|\nu| \leq 1$ for $H_y > 700$ Oe.

FL (see below). (For additional discussion of the macrospin modeling and analysis and their values and limitations in predicting $N/2\pi$, see Section 4.5.1) A key point to note is that $N_{\text{meas}}/2\pi$ ranges between $\pm 2$ GHz for $700$ Oe $< H_y < 900$ Oe, yet in general $|\nu| \leq 1$ in this field range (see Fig. 4.13). This is the result of the high effective damping $\Gamma_{\text{eff}}/2\pi \equiv (2\pi)^{-1}\partial \Gamma(p,I)/\partial p = (\Gamma_0/2\pi I)(dp/dI)^{-1}$ of our STNO device in this field range that arises from its non-uniform magnetic configuration.
4.5.1 Macrospin modeling, and analytical predictions, of STNO agility

To obtain a quasi-linear STNO it is necessary that its agility be no more than comparable to the effective damping of the oscillator $\Gamma_{\text{eff}}/2\pi$; in our case $|N/2\pi = df/dp| \leq 2 \, \text{GHz}$. This is achieved by magnetic biasing the oscillator, by some combination of external and internal effective fields, such that the red and blue frequency shifts as a function of oscillator amplitude that arise from anisotropy field effects are approximately balanced. For an in-plane magnetized spin valve or magnetic tunnel junction STNO the suggested approach [133, 165], is to apply an external field with a substantial hard axis component so that the red shift due to the power dependence of the oscillation frequency from the out-of-plane demagnetization field is balanced by the blue shift arising from the in-plane anisotropy field. Analysis treating the FL as a rigid domain, or alternatively macrospin modeling, can provide understanding of the origin of the reduced agility, and some general guidance as to what field configuration to employ to achieve it.

Within the macrospin approximation the magnetic energy of the FL under the assumption that the RL does not rotate at all with $H_y$, is given by

$$E(\varphi, \theta) = -H_d M_s \cos \theta \cos \varphi - H_y M_s \cos \theta \sin \varphi - (H_k M_s/2) \cos^2 \theta \cos^2 \varphi + 2\pi M_s^2 \sin^2 \theta \quad (4.10)$$

where $\theta$ is the out-of-plane tilt angle of the FL moment. At equilibrium ($\vec{m} \parallel \vec{H}$) the FL lies in-plane and we have

$$(H_k - H) \cos \varphi_o = H_d \quad \text{and} \quad H \sin \varphi_o = H_y \quad (4.11)$$

where $H$ is the effective in-plane internal field. The ferromagnetic resonance
Figure 4.14: (a) Calculated contour map of $N/2\pi(H_d, H_y)$ using Eq. 4.13, for $H_k = 450 \text{ Oe}$ and for the case where the precessing moment maps out an ideal elliptical orbit. $N/2\pi = 0$ occurs at $H_y \sim 600 \text{ Oe}$ for $H_d = 250 \text{ Oe}$ while our experimental STNO exhibits $N/2\pi \approx 0$ at $H_y \sim 750 - 800 \text{ Oe}$. (b) Calculated $N/2\pi(H_y)$ for the ideal elliptical precessional orbit, for a circular precessional orbit ($\xi = 1$), for an arbitrary $\xi = 0.32$, from the analysis of Ref. [133]. (all for $H_k = 450 \text{ Oe}$ and $H_d = 250 \text{ Oe}$), and $N/2\pi(H_y)$ obtained from the macrospin simulation (Section 4.6.2) (for $H_k = 450\text{ Oe}$ and $H_d = 100$ or $250 \text{ Oe}$).

The frequency of the FL, $\omega_0^2 = \left(\frac{\gamma}{M_s \cos \theta}\right)^2 \left[\frac{\partial^2 E}{\partial \varphi^2} \frac{\partial^2 E}{\partial \varphi^2} - \left(\frac{\partial^2 E}{\partial \pi \theta}\right)^2\right]$, is then

$$\omega_0^2 \approx \gamma^2 [H - H_k \sin^2 \varphi_o] [H + 4\pi M_s \cos^2 \theta]_{\theta=0}$$

(4.12)

and thus $\omega_0$ is determined by the effective in-plane anisotropy field ($H_{k, eff} = -H_k \sin^2 \varphi$) and the out-of-plane demagnetization field ($4\pi M_{eff} = 4\pi M_s \cos^2 \theta$). When the FL is ST excited, the mean oscillation frequency varies with amplitude. To examine this we assume a (small angle) in-plane precession of the FL about $H$ ($\varphi = \varphi_o + \epsilon \sin(\omega t)$), although we note that the $\tau_{st}$ also shifts the oscillation’s in-plane ($\varphi_o$). We then have $<H_k \sin^2 \varphi > \approx H_k (\sin^2 \varphi_o + \cos 2\varphi_o \cdot 4p)$ and $4\pi M_{eff} = <4\pi M_k \cdot \xi \cdot \cos^2 (\epsilon)> \approx 4\pi M_s (1 - \xi \cdot 4p)$ where $p \equiv <\sin^2 (\epsilon/2)> \approx <\epsilon^2>/4$ and $\xi$ is the ellipticity factor due to $4\pi M_{eff} \gg H$. The time-averaged $\omega^2$ is
\( \omega^2 \approx \gamma^2 [H - H_k(\sin^2 \varphi_o + \cos 2 \varphi_o \cdot 4p)][H + 4\pi M_s(1 - \xi \cdot 4p)] \) and we have

\[
N/2\pi \equiv \frac{\partial f}{\partial p} \approx -\frac{\gamma^2}{\pi \omega} \left[ (H \xi \cos 2 \varphi_o)(H + 4\pi M_s(1 - 4\xi p)) + 4\pi M_s \xi (H - H_k(\sin^2 \varphi_o + \cos 2 \varphi_o \cdot 4p)) \right]
\]

(4.13)

In Fig. 4.14a we show a contour map of \( N/2\pi \) calculated via Eq. 4.13 as functions of \( H_d \) and \( H_y \) for \( H_k = 450 \text{ Oe} \), \( p = 0.03 \), and for an idealized simple elliptical orbit where \( \xi \approx (H - H_k \sin^2 \varphi_o)/4\pi M_s \) due to the energy balance between the maximum out-of-plane and in-plane excursions. For the case of \( H_d = 250 \text{ Oe} \) this result predicts a transition from a red shift, \( N/2\pi < 0 \), to a blue shift, \( N/2\pi > 0 \), at \( H_y \approx 600 \text{ Oe} \) (Fig. 4.14b), which is somewhat below the experimentally observed transition point, \( H_y \approx 750 \text{ Oe} \), that depends weakly on \( I_{dc} \) (Fig. 4.12). Fig. 4.14b also shows the result for the elliptical case, and also, for comparisons, the \( \xi = 1 \) case (circular precession), the \( \xi = 0.32 \) case (arbitrary but close to the experimental observation), and the result of a previous somewhat different analysis [133], all for the case of \( H_k = 450 \text{ Oe}, H_d = 250 \text{ Oe} \).

We also employed macrospin simulations to estimate \( N/2\pi \), utilizing Eq. 4.14. The result for the case of \( H_k = 450 \text{ Oe}, H_d = 100 \text{ Oe} \) and \( 250 \text{ Oe} \) is also shown in Fig. 4.14b. That result lies between the prediction of the analytical approximation that assumes a pure elliptical orbit and those that assume a circular orbit. This is due to the fact that the non-conservative, \( \varphi \)-dependent ST affects the time-averaged dynamic energy balance of the precessional orbit and somewhat reduces its ellipticity, but does not result in circular precession. This point is illustrated by the inset in Fig. 4.14b that compares the small amplitude precession orbit as determined by full macrospin modeling with the elliptical orbit expected from a simple in-plane and out-of-plane energy balance.

Fig. 4.12 and Fig. 4.14 show that while the macrospin approximation pro-
Figure 4.15: Threshold currents ($I_c$) as determined from the macrospin simulation as a function of $H_y$ for $H_d = 100, 150, 200$ and $250$ Oe and for $H_k = 450$ Oe. The out-of-plane tilt angle of the RL is zero.

Figure 4.16: Threshold currents ($I_c$) for the tilted RL as determined from the tilted RL as determined from the macrospin simulation as functions of $H_y$ for its tilted angle ($\theta_{RL}$) from $-20^\circ$ to $20^\circ$ and for $H_k = 450$ Oe, $H_d = 100$ Oe.
Figure 4.17: Non-linearity ($\nu$) as determined from the macrospin simulation as a function of $H_y$ at $I_c$ for $H_d = 100, 150, 200$ and $250$ Oe and for $H_k = 450$ Oe. In general $\nu$ decreases with increasing $H_y$.

provides a general understanding of the cross-over between red shift and blue shift behavior as $H_y$ is increased, even full macrospin modeling gives only an approximate indication of the variation of the agility as a function of the applied field in the non-collinear case. This is attributable to the non-uniform nature of the magnetization of the FL in this field regime that requires micromagnetics to fully model and, if desired, to provide more precise guidance as the field bias that will minimize $N/2\pi$. 
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4.6 Origin of the largely enhanced $\Gamma_{\text{eff}}/2\pi$

In the bottom of Fig. 4.22 we show the result of $T = 0$ micromagnetic modeling of the (idealized) device structure for the case of $H_y = 800$ Oe, for $I = 0$. There is significant variation $\delta\phi_o \approx 10^\circ$ in the in-plane orientation of the magnetization across the FL relative to that of the RL (see Fig. 4.21a), which results in approximately a factor of two variation in the spin torque efficiency and hence the critical current density $J_c$ for the onset of ST oscillation between the FL ends and center for $H_y > 700$ Oe (see Fig. 4.21). Because of this spatial variation, as $H_y$ is increased it requires lower values of oscillation amplitude to rotate the magnetization of the end regions to an orientation $\phi_o \leq 90^\circ$ relative to that of the RL, at which point the ST at the ends begins to act to damp the oscillation while it continues to provide anti-damping excitation to the middle region. The result, as indicated by snap-shots of the FL at various points during one period of oscillation (Fig. 4.18), is that at sufficiently high $I$, the end regions rotate to or slightly past $\phi_o \sim 90^\circ$ and then stop while the middle regions continue to rotate towards the same orientation. For the opposite part of the oscillation cycle the center is first to begin to back move towards the easy axis orientation while the ends lag (see Section 4.6.1 for more details). This "pinning" and "lagging" of the end regions, which becomes stronger for increasing $H_y$, provides the greatly enhanced dynamic damping ($Idp/dI \rightarrow 0$) that, together with the reduced agility ($\sim$ low $N/2\pi$), lowers or eliminates the non-linearity of the system.
4.6.1 Micromagnetic Simulations

The micromagnetic simulations incorporate the LLGS equation appropriate for a spin valve structure at \( T = 0 \) with the exchange constant \( A = 13 \times 10^{-12} \text{ J/m} \), saturation magnetization \( M_s = 560 \text{ emu/cm}^3 \), Gilbert damping parameter \( \alpha = 0.01 \), spin polarization \( P = 0.37 \) and the volume discretized into 2.5 nm cubes for computational purposes. Static \((I = 0)\) simulations of a spin valve structure are used to determine the initial micromagnetic state of the free and reference layers at the desired hard axis magnetic field. Dynamic \((I \neq 0)\) simulations include effects from magnetic interactions between the two layers and the Oersted field due to \( I \). Spin torque is exerted upon both layers, with the local spin polarization of the current incident upon a layer being dependent on the local magnetization vector of the second ferromagnet, \( i.e. \) the current flow was assumed to be one-dimensional. We treat spins classically and use the simplifying assumption that spins transmit the parallel component and reflect the antiparallel component of the local magnetization perfectly, depending on the direction the electrons traverse.

To gain further understanding of the origins of the enhanced dynamic effective damping and the coherent oscillations in this STNO design, we performed zero \( T \) micromagnetic simulations of the idealized elliptical STNO utilizing Eq. 4.14. The simulations include the non-uniform circumferential Oersted field \((H_{oe})\) generated by the bias current. In general for hard axis biases \( H_y = 700 \text{ – } 1000 \text{ Oe} \), and for current biases from \(-3 \text{ mA} \) to \(-5 \text{ mA} \), we consistently obtained quite coherent oscillations of the FL as illustrated for example by Fig. 4.18 for \( H_y = 800 \text{ Oe}, I = -4 \text{ mA} \). The precession amplitude \( \varepsilon \sim 30^\circ \) is rather close to the estimate obtained from the experimental results (see Section
Figure 4.18: Time varying snapshots of the free layer (FL) and reference layer (RL) magnetization during one cycle of the micromagnetic simulated oscillation for $H_y = 800 \text{ Oe}, I = -4 \text{ mA}$. The ST applied to the center area drives the oscillations while the ST at the edges provides dynamic damping (or lagging) when the local orientation between the FL and RL magnetization is $\leq 90^\circ$.

4.4.1). While coherent the oscillations are not uniform. This is seen by looking at snap-shots of the FL and RL magnetization during one oscillation cycle, Fig. 4.18, for the case of $H_y = 800 \text{ Oe}$ and $I = -4 \text{ mA}$. There we see clear differences between the behavior of the FL center area and its end regions. As discussed in the main text this is due first to the variation across the FL of the offset angle $\varphi$ of the FL magnetization relative to that of the RL above it. In the absence of a ST bias the two FL regions are rotated closer to the hard axis than the center.
Figure 4.19: Schematic illustration of $H_{oe}$ and $H_{ip}$ as seen by ends of the FL for the same bias conditions. The estimated $H_{oe}/I \approx 26 \text{ Oe}/\text{mA}$ is partially cancelled by $H_{ip}/I \approx 15 \text{ Oe}/\text{mA}$ in the end regions of the FL. The modeled value of $\theta_{RL} \approx 12^\circ$ as determined by averaging the result of the static micromagnetic simulation over several unit cells of the end of the RL.

region, which increases the critical current density for ST oscillation onset in the end regions. When the ST is applied the end regions remain more rotated towards the hard axis than the center at the "easy axis" extrema of the oscillation (first panel). As the oscillation proceeds towards the hard axis direction (second panel) the magnetization of the end regions reaches the hard axis direction before the center region. At that point $\varphi \leq 90^\circ$ and the spin torque retards further rotation of the FL magnetization in the end regions while the center region continues to rotate toward the hard axis (panel 2). At this bias level the hard axis extrema of the oscillation occurs when the FL is more or less uniform in the hard axis direction (panel 3). The FL magnetization then moves away from this point in a non-uniform manner with the center region leading and the end regions lagging (panel 4). The simulations also indicate that there is a smaller ST oscillation in the magnetization of the bottom of the RL which is largely concentrated in the end regions and which acts to enhance the ST damping of the FL end regions.
Figure 4.20: (a) Oscillator dimensionless power \( p = \sin^2(\epsilon/2) \), obtained from the micromagnetic simulation (see Fig. 4.18), as a function of \( I \) for \( H_y = 800 \text{Oe} \). (b) The precession axis \(< \phi_{FL} >\) from the negative direction of the easy axis \((-\hat{x})\). The \( \epsilon \) and \( < \phi_{FL} > \) were calculated from the trajectory of \( \hat{m} \) on the in-plane as an example is shown in inset of Fig. 4.23a. The \( p \) begins to vary weakly after \(-3 \text{ mA}\), indicating the enhancement of the dynamic damping \( (\Gamma_{eff}) \). The calculated \( \Gamma_{eff}/2\pi \), using Eq. 4.9, is \( 0.67 \text{ ns}^{-1} \) at \(-2.5 \text{ mA}\) while \( 1.6 \text{ ns}^{-1} \) at \(-4.0 \text{ mA}\). This is consistent with the measured \( p_n \) in Fig. 4.4 due to the negative feedback from the spin-torque especially on the edge parts. After the onset of the precession, the \( \phi_{FL} \) shifts toward 90° at which the anti-damping spin-torque efficiencies are cancelled.
The micromagnetic simulations also serve to demonstrate the beneficial effect of the out-of-plane magnetization in the end regions the RL in promoting a more coherent mode of FL oscillation particularly at the higher bias currents. As discussed the in-plane effective ST field $H_{ip}^{st}$ that arises from the perpendicular spin current component acts to counter-balance the circumferential Oersted field generated by the bias current in the end regions as illustrated in Fig. 4.19. On the FL along the easy axis, $H_{ip}^{st}$ is clockwise, opposite to $H_{oe}$ and the estimated $H_{oe} \approx 26 \text{ Oe/mA}$ for $I = -4 \text{ mA}$ is partially cancelled by $H_{ip}^{st} \approx 15 \text{ Oe/mA}$ assuming $\theta_{RL} \approx 12^\circ$ as determined by averaging the modeled RL magnetization over several end region cells. We established the importance of this counterbalancing by carrying out simulations where the Oersted field was not included. This resulted in the oscillation becoming much less coherent at high current biases due to the substantially different effective fields at the two ends of the FL. Since $H_{ip}^{st}$ depends on the local out-of-plane orientation of the RL magnetization $\theta_{RL}$, the current polarization $P$, and the angular dependence of the spin torque function $g(\varphi)$ an even closer balance of the Oersted and ST fields might be achievable with careful tuning of the device geometry (taper) and choice of material.

There is an additional feature of this particular STNO structure that further aids in the achievement of highly coherent quasi-uniform oscillations. This is the significant out-of-plane magnetization component at the bottom of the RL which results in the spin current incident on the FL having an orthogonal, out-of-plane component that exerts an effective magnetic field, $H_{ip}^{st} \sim \vec{m} \times \vec{p} \sin(\theta_{RL})$ in the end regions (see Section 4.6.2 for details), where $\vec{p}$ is the spin-polarization of the RL and $\theta_{RL}$ is the out-of-plane angle of that polarization (see Fig. 4.22). This $H_{ip}^{st}$ acts to rotate the in-plane FL magnetization in a clock-wise manner, opposite to the counter-clock rotation that the Oersted field ($H_{oe}$) from the bias
current promotes (see Fig. 4.19). The substantial balancing of the non-uniform $H_{Oe}$ by $H_{st}^p$ results in more symmetric behavior at the two ends of the FL and in quasi-uniform oscillations despite the spatially varying ST and non-uniform fields (see Section 4.6.1 for details).

4.6.2 Effect of spin-polarization direction on the critical current ($I_c$) and $p$ in the macrospin approximation

Our STNO has a low non-linearity $\nu (= N/\Gamma_{eff})$ in large part due to a strong enhancement of $\Gamma_{eff}/2\pi$ , or equivalently a substantial reduction of ST efficiency ($\propto Idp/dI$). This is the result of a significant spatial variation in the orientations of the magnetization of both the FL and the RL in the field bias regime where a coherent single mode oscillation is obtained (see Section 4.6.1). To gain insight into how different orientations of the FL magnetization and of the incident spin
polarization, which is determined by the local RL magnetization, affect the local spin torque efficiency we have performed zero temperature \((T = 0)\) macrospin modeling for different rigid domain orientations, in addition to the micromagnetic simulations discussed below in Section 4.6.1. The macrospin modeling utilized the LLGS equation [17, 14, 15, 153]:

\[
\frac{d\hat{m}}{dt} = -\gamma \hat{m} \times \vec{H}_{\text{eff}} + \alpha_G \hat{\dot{m}} \times \frac{d\hat{m}}{dt} + \gamma a_f(\theta)\hat{m} \times \hat{p} \times \hat{m}
\]

\[
(4.14)
\]
where \( a_J(\theta) = \frac{\hbar}{2eM_sV}Pg(\theta) \) and \( \hat{H}_{\text{eff}} = (H_km_x + H_d)x^2 + H_yy^2 - 4\pi M_s m_zz \). Here \( \gamma \) is the gyromagnetic ratio, \( \hat{m} = (m_x, m_y, m_z) \) is the unit vector of the FL, \( H_k \) is the anisotropy field of the FL along the easy axis, \( H_d \) is the dipole field from the RL, \( H_y \) is the externally applied hard axis magnetic field, \( g(\theta) = 1/2 \), and the spin-polarization \( P = 0.37 \). With Eq. 4.14 we obtained \( \hat{m}(t) \) and from this time dependence of the rigid FL moment we determined its precessional axis (\( \varphi_{FL} \) and \( \theta_{FL} \)) and \( p = \sin^2(\varepsilon/2) \) as functions of \( I, H_y \) and \( H_d \) for \( H_k = 450 \text{ Oe} \), where \( \varphi_{FL} \) is the in-plane orientation of the FL as measured from \(-\hat{x}, \theta_{FL} \) is its out-of-plane tilt angle and \( \varepsilon \) is the maximum in-plane precessional excursion angle (see Fig. 4.23a). The simulations were run for different out-of-plane orientations of the incident spin polarized current \( \hat{p} \). The current for the onset of oscillation \( (I_c) \) was extracted from \( p(I) \) for each set of field values \( (H_d \text{ and } H_y) \) (e.g. see Fig. 4.23b for the case \( H_d = 100 \text{ Oe}, \text{ and } \hat{p} = (-1, 0, 0) \)).

In a strongly non-collinear configuration such as our STNO, \( \tau_{st} \) has two significant components; the anti-damping effect from \( \hat{p}_\| \) and a magnetic field effect from \( \hat{p}_\perp \), where \( \hat{p}_\perp (\hat{p}_\|) \) is the orthogonal (parallel) component of \( \hat{p} \) to \( \hat{m} \) (i.e. \( \hat{p} = \hat{p}_\| + \hat{p}_\perp \)). The anti-damping spin torque \( \tau_{st}(\hat{p}_\|) \propto \hat{m} \times \hat{p}_\| \times \hat{m} \) counters the damping torque \( \tau_d \) to excite the FL oscillations once the onset current \( I_c \) is reached. Since \( \tau_{st} \propto \cos\varphi_{FL} \) this results in \( I_c = I_{c0}/|\cos\varphi_{FL}| \) as employed in Fig. 4.8 and as illustrated in Fig. 4.23b an increasing \( I_c \) with increasing \( H_y \).

The spin torque effective field \( \hat{H}_{st} \propto \hat{m} \times \hat{p}_\perp \) becomes an important factor when the incident spin current has a substantial out-of-plane polarization component, \( \hat{p} = (-\cos\theta_{RL}, 0, \sin\theta_{RL}) \). In that case there can be a significant in-plane \( \hat{H}_{st}^{ip} \) that alters \( \varphi_{FL} \) in a manner dependent on the sign of \( \theta_{RL} \). For \( \theta_{RL} < 0^\circ \) \( \hat{H}_{st}^{ip} \) acts to decrease \( \varphi_{FL} \) (rotate the FL moment towards the hard axis). Thus a \( -\hat{z} \)
Figure 4.23: Results of macrospin-simulation for the cases where, (a) and (b), the incident spin polarization direction $\hat{p}$ is along the easy-axis (i.e. $\hat{p} = (-1, 0, 0)$) and (c) and (d) $\hat{p}$ is tilted somewhat out-of-plane (i.e. $\hat{p} = (-\cos \theta_{RL}, 0, \sin \theta_{RL})$): (a) The in-plane $(m_x, m_y)$ trajectory and the out-of-plane $(m_y, m_z)$ trajectory (inset) of the magnetic moment, the precessional axis $(\varphi_{FL}, \theta_{FL})$ and precession amplitude ($\epsilon$) for $H_y = 800$ Oe, $H_d = 100$ Oe, $I = -4.25$ mA. (b) The normalized power ($p = \sin^2(\epsilon/2)$) as a function of $I$ for $H_y = 800$ Oe, $H_d = 100$ Oe, $H_k = 450$ Oe. (c) Free layer moment orientation angle $\varphi_{FL}$ and (d) normalized oscillation power $p$ as functions of $I$ and $\theta_{RL}$ for $H_k = 450$ Oe, $H_d = 100$ Oe and $H_y = 750$ Oe. For $\theta_{RL} = -15^\circ$ the ST cannot induce dynamics at any bias current due to the effect of the current dependent in-plane spin torque field $H_{ip}^{\parallel}$ in shifting $\varphi_{FL}$ towards $90^\circ$. 
Figure 4.24: (a) Effective damping parameter $\Gamma_{\text{eff}}/2\pi$ of the STNO as determined from the experimental data using Eq. 4.3 as a function of $H_y$, for $I = -4$ mA. (b) Dynamic damping or power restoration rate $\Gamma_p/2\pi = p \Gamma_{\text{eff}}/2\pi$ is plotted and compared to $\Delta f_{\text{meas}}$.

Out-of-plane spin polarization acts to increase the onset current $I_c$ and, if sufficiently strong can completely suppress the onset of ST oscillation as in the $-15^\circ$ case illustrated in Fig. 4.23c and d. For a $+\hat{z}$ out-of-plane spin current polarization component the resultant $H_{\text{ip}}^{sl}$ acts to rotate the FL towards its easy axis, decreasing $I_c(+\theta_{RL})$ below the $I_c(\theta_{RL} = 0^\circ)$ case, as also illustrated in Fig. 4.23. Note that in this non-collinear configuration above the onset of oscillation $\varphi_{FL}$ in general increases as the precession axis changes due to the non-parabolic nature of the energy potential in this non-collinear configuration, but with that change modified by the effect of $H_{\text{ip}}^{sl}$.

4.7 Experimental nonlinear effective damping ($\Gamma_{\text{eff}}/2\pi$)

In Fig. 4.24a we plot experimental $\Gamma_{\text{eff}}/2\pi(H_y)$ for $I_{dc} = -4$ mA, using Eq. 4.3. For $600 \text{ Oe} \leq H_y \leq 750 \text{ Oe}$, $I_{dc} = -4$ mA places the STNO in the quasi-saturated power regime and we have $\Gamma_{\text{eff}}/2\pi \approx 1 - 3 \text{ ns}^{-1}$, much higher than $\Gamma_o/2\pi \approx$
For $750 \text{ Oe} \leq H_y \leq 850 \text{ Oe}$, $p_n$ is in the regime where for $I_{dc} = -4 \text{ mA}$ it varies quasi-linearly with $I$ and $dp/dI$ is approximately constant yielding $\Gamma_{\text{eff}}/2\pi \approx 0.8 - 1.5 \text{ ns}^{-1}$, but now the small agility $N/2\pi$ due to the close balance of the red and blue shift effects ($|N/2\pi| < 0.5 \text{ GHz}$) (Fig. 4.12) again result in a small non-linearity ($\nu$). For $H_y > 850 \text{ Oe}$, $\Gamma_{\text{eff}}/2\pi$ grows even larger as $dp/dI$ decreases rapidly due to the rapidly diminishing ST efficiency and enhanced damping of the left end region of the FL, as discussed above.

4.8 Experimental power restoration rate ($\Gamma_p/2\pi$)

Fig. 4.24b also shows the power restoration rate $\Gamma_p \equiv p \Gamma_{\text{eff}}$ that characterizes the dynamic damping of a STNO [122]. For $600 \text{ Oe} < H_y < 850 \text{ Oe}$, $\Gamma_p/2\pi$ ranges from $0.3 \text{ ns}^{-1}$ to $0.02 \text{ ns}^{-1}$. This rapid relaxation of power fluctuations is the result of the very strong $\Gamma_{\text{eff}}/2\pi$ in our device configuration despite its relatively low power $p$. Above $900 \text{ Oe}$, $\Gamma_p/2\pi$ increases still further despite the rapid decrease in $p$ due to the very strong enhancement in $\Gamma_{\text{eff}}/2\pi$ ($dp/dI \to 0$) as $\varphi_o$ approaches $90^\circ$, indicating that here deviations in oscillator amplitude very quickly stabilize to the mean precession orbit, as previously implied with micromagnetic simulations [170]. We also plot the oscillator linewidth $\Delta f_{\text{meas}}$ in Fig. 4.24b for comparison to $\Gamma_p/2\pi$. Note that above $850 \text{ Oe}$ the two are comparable which explains why in this field regime $\Delta f_{\text{meas}}$, while increasing rapidly due to the decreasing $p$, becomes progressively less than predicted by the nonlinear theory [122] (see Fig. 4.10) since the derivation of the renormalization factor $(1 + \nu^2)$ requires $\Delta f \ll \Gamma_p/2\pi$. 
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4.9 Conclusion

These results demonstrate that spin currents if applied in an effective non-uniform manner can be utilized not only to excite magnetic oscillations by an anti-damping effect, but also to provide a non-linear effective damping that restricts power excursions and thus reduce if not fully eliminate the non-linear coupling between amplitude and phase fluctuations that limit the phase stability of conventional STNOs with uniform excitation currents. The STNO is still frequency agile to a useful degree since the ST results in a moderate $Idf/dI$ ($\gg \Delta f$) even where $|\nu| \leq 1$. In the implementation of this basic approach discussed here the maximum normalized power is relatively low, $p \leq 0.08$, in the quasi-linear regime. This helps ensure that the oscillating FL does not have sufficient energy to break up into multiple modes in the presence of the spatially non-uniform anti-damping and damping spin torques, but it also limits the minimum attainable linewidth, $\Delta f \propto 1/p$. If refinements to the design can be made that will result in a quasi-linear STNO that can reach higher normalized power levels, $p > 0.1$, before being saturated by the non-linear damping, room temperature nanoscale oscillators with linewidths $< 1$ MHz should be possible. This would be a considerable advance in the development of STNO’s, particularly if this can be achieved in a higher impedance device that operates successfully without the requirement of an externally applied magnetic field.
4.10 Appendix: Discussion about current shunting to Si-substrate

The capacitance shunting in nanoscale devices has been a problem at high operation frequency due to the leakage current through the surrounding insulator. Without considering this we may underestimate the generated power from the spin-torque oscillator, overestimate the pulsed current amplitude for the ultrafast switching, or miss the phase-shift in the time-domain or ferromangetic resonance measurement. In this section we discuss about the shunting effect in our device geometry and will estimate how much the power was lost for our spin-torque oscillator case. We can think that there are three possible effective capacitance in our device side as shown in Fig. 4.25a.

The first capacitance ($C_1$) results from the overlapping area ($< (20\mu m)^2$) between the top-lead and the bottom-lead. We estimate $C_1 < \varepsilon_r \varepsilon_0 \frac{A}{d} = 4 \times (8.9 \times 10^{-12} F/m) \times \frac{20\mu m \times 20\mu m}{100 \text{nm}} = 1.4 \times 10^{-13} F$ with a typical height of our nanopillar $> 100$ nm and $\varepsilon_r \approx 4$ for SiO$_x$ that has been used for insulating between them. This $C_1$ can be ignored for a spin-valve device because we simply expect the cut-off frequency ($f_c$) $\sim \frac{1}{2\pi RC} = \frac{1}{2\pi \times 25 \Omega \times 1.4 \times 10^{-4} F} = 190 GHz > 45 GHz$ is much higher than an usual device characteristic frequency ($< 10$ GHz) where we assume $R \sim 25 \Omega$. We also expect that leakage current through this channel should be small because the effective impedance from the $C_1$, $X(C_1) > \frac{1}{2\pi \times 6 GHz \times 1.4 \times 10^{-4} F} = 190 \Omega$, is much larger than the device resistance ($25 \Omega$) for example at 6 GHz. However it cannot be neglectable for a magnetic tunnel junction because the $f_c$ could be lower than 1 GHz or the high-device resistance ($R > 1 k\Omega$) is bigger than the estimated $X(C_1)$.

The second capacitance ($C_2$) is from the device itself when the STNO has an
Figure 4.25: Power-loss due to the current-leakage to Si-substrate. (a) Possible effective capacitances in our STNO devices. (b) Device geometry including contact pads and leads. The STNO is located and embedded at the center. (c) and (d) Equivalent circuit of the STNO side with the resistances and capacitances from the leads and contact pads. (e) Equivalent circuit of the load resistance side.

The last capacitance \( C_3 \) is from the area between the bottom/top pads and the semi-conducting Si-substrate. We have used thermally oxidized Si substrate because it is relatively cheap and the nanofabrication process has been quite reliable in our group. However it turned out that there is a considerable leakage current (or signal loss) to this capacitance channel even at sub 10 GHz since the insulating layer between the electrodes. For a typical MgO-MTJ (\( \varepsilon_r = 10 \) for MgO) we expect \( C_2 \approx 10 \times (8.9 \times 10^{-12} F/m) \times \frac{100 \text{ nm}}{1 \text{ nm}} \times \frac{100 \text{ nm}}{1 \text{ nm}} = 9 \times 10^{-16} F \) if we have 1 nm thickness of MgO layer, \((100 \text{ nm})^2\) of junction area and \( \varepsilon_r = 10 \) for MgO. This is much lower than \( C_1 \) so we can ignore it.
Si-substrate is metallic \((\rho = 1 - 10 \ \text{Ω cm})\) at room temperature, our contact pads are relatively large (Area \(\sim 9200 \ \text{µm}^2\) per each contact pad) and the thickness of oxidized-Si is relatively thin \((\sim 500 \ \text{nm})\). Simply we estimate the effective capacitance \((C)\) of each pad is 
\[
C = 4 \times (8.9 \times 10^{-12} \text{F/m}) \times \frac{9200 \ \text{µm}^2}{500 \ \text{nm}} = 6.6 \times 10^{-13} \text{F},
\]
or the effective impedance \((X_c)\) at \(f = 6 \text{ GHz}\) is 
\[
X_c = \frac{1}{2\pi \times 6 \times 6.6 \times 10^{-14} \text{F}} = 40 \ \text{Ω},
\]
which is comparable to the spin-valve device resistance (25 Ω). Hence we cannot ignore the signal loss or current leakage to the substrate through the contact pads at room temperature.

Fig. 4.25c-d shows the equivalent circuit with the resistances and capacitances from the leads and contact pads, taking into account for the multiple paths of the top-lead and the bottom-lead and for the short of the bottom pads to the ground. In the circuit the capacitances are located outside from the center (nanopillar device) because the resistances of the top-lead and bottom lead are mostly contributed from the narrow channel while the capacitances are from the contact pads that have larger area. From the circuit theory we have

\[
\begin{align*}
(1) \quad V_L &= i_2 Z_L \\
(2) \quad i &= i_1 + i_2 \\
(3) \quad i_2(R_T + Z_L) &= i_1(R_T + X_C)/3 \\
(4) \quad V_g &= i_2(R_T + Z_L) + i \left( R_S + \frac{1}{R_B} + \frac{1}{R_B + X_C} \right)
\end{align*}
\]

where \(V_g\) is the voltage generated from the spin-torque oscillator, \(R_s\) is the spin-valve device resistance, \(R_B(R_T)\) is the resistance of each bottom(top) lead, \(X_c\) is the effective capacitance of each lead, \(Z_L\) is the load resistance, \(1/Z_L = 1/Z_o + 1/X_c\), \(V_L\) is the voltage across the load-resistance and \(Z_o\) is the resistance of spectrum analyzer (50 Ω). Solving these equations, we obtain the voltage across the load-resistance, \(V_L = \frac{V_o}{\beta}\) where \(\beta = \left[ (R_T + Z_L) + \left[ 1 + \frac{3(R_T + Z_L)}{R_T + X_C} \right] \left( R_S + \frac{1}{R_B} + \frac{1}{R_B + X_C} \right) \right]\), and the delivered power to the spectrum analyzer \((P_{SA})\) is 
\[
P_{SA} = \frac{1}{2} \text{Re}(V_o i_o^*) = \frac{1}{2} \left| \frac{V_o}{Z_o} \right|^2 Z_L^2 = \frac{1}{2} \left| \frac{V_o}{Z_o} \right|^2 Z_L^2 = \frac{1}{2} \left| V_L \right|^2 \frac{1}{\left| Z_o \right|^2} Z_L^2.
\]
We check the validity of the solution: (1) for \(X_c \rightarrow \infty\), \(Z_L \rightarrow Z_o\),
\( \beta^- > [R_S + \frac{R_B}{2} + R_T + Z_o] \) and \( P_o^- > \frac{\nu^2}{2} \frac{Z_o}{[R_S + \frac{R_B}{2} + R_T + Z_o]^2} \) which is the expression we already used it. (2) for \( X_c^- > 0, Z_L^- > X_c, \beta^- > \text{finite} \), then \( P_o^- > X_c^2/Z_o^- > 0 \) (no delivery to the spectrum analyzer). When applying for our spin-valve device where \( Z_o = 50 \, \Omega, R_S = 10.5 \, \Omega, R_T = 11.5 \, \Omega, 2R_B = 10 \, \Omega, X_C = -i40 \, \Omega \) (at 6 GHz), we have \( \frac{P_{MAX}(X_c = -i40 \Omega)}{P_{MAX}(X_c -> \infty)} \approx 0.4 \). The result indicates that we underestimated \( \sim 60 \% \) of the generated power from our STNO device at \( f = 6 \, \text{GHz} \), and should consider the factor (\( \sim 2.5 \) times) in the measured power.

The current shunttiling through the Si-substrate should be much weaker at Liquid He temperature (\(< 10 \, \text{K} \)) because the carriers in the substrate will be freezed out. This has been implied in our ultrafast switching data. In Section 3.9, we observed that the switching current amplitudes with 100 ps pulse width were lower at \( \sim 10 \, \text{K} \) than the ones at \( \sim 300 \, \text{K} \), possibly due to the less current leakage at lower temperature. At the beginning we guessed that the spin-polarization of the out-of-plane polarizer could be enhanced at lower temperature, but it could be balanced out with the increase of anisotropy field \( (H_k) \). Similar above analysis, we surmised that a facor of 2 or 3 times was over-estimated in the current amplitude in the 50 ps pulsed switching data, and this could explain why Junbo Park observed much lower switching current amplitudes at low temperature (\(< 10 \, \text{K} \)). We should re-design the device geometry for minimizing the capacitance coupling at the high-frequency regime at room tempearture by (1) using an highly insulating substrate, (2) minimizing overlapping area between the top-lead and the bottom-lead, and (3) minimizing un-necessary contact-pads and leads.
CHAPTER 5

A SPIN-TORQUE NANO-OSCILLATOR EXCITED BY A COMBINED OUT-OF-PLANE AND IN-PLANE SPIN POLARIZED CURRENT

5.1 A spin-torque nano-oscillator excited by a combined out-of-plane and in-plane spin polarized current

In this section I present a relatively coherent spin-torque nano-oscillator (STNO) with spectral linewidths $\leq 10$ MHz, based on a nanopillar spin-valve device in which an in-plane magnetic free layer (FL) is excited by a combined out-of-plane and in-plane spin polarized current under external magnetic field biases approximately cancelling the average in-plane dipolar field. The STNO exhibits an enhancement of nonlinear effective damping ($\Gamma_{\text{eff}}$) in the coherent regime, resulted from the torque competition from the two spin polarizers and the spatial variation of the anti-damping effectiveness. This efficiently reduces the nonlinear coupling ($\nu$) between the amplitude and phase fluctuations.

5.1.1 Introduction

Spin transfer torque ($\tau_{st}$) [14, 15, 17] exerted by a spin-polarized dc current ($I$) can excite steady-state magnetic precessions [107, 33] in magnetic nanostructures around the effective magnetic field when the $\tau_{st}$ is strong enough to compensate for dissipative damping torque ($\tau_{d}$), thereby generating electrical microwave signals via magnetoresistance (MR) effect. This auto-oscillation phenomenon is a promising approach for on-chip, current-tunable microwave os-
Figure 5.1: Concept of Spin-Torque Nano-Oscillator (STNO). In a STNO a spin-polarized current ($I$) excites persistent magnetic precession around the effective magnetic field ($H_{\text{eff}}$) at microwave frequencies when the anti-damping spin torque ($\tau_{st}$) is sufficient to compensate for the magnetic damping torque ($\tau_{\text{damp}}$).

circuit in a nano-scale device structure. For practical applications, of course, a STNO must exhibit a considerable microwave output power ($P$), and a narrow spectral linewidth ($\Delta f$), preferably at room temperature, and preferably without requiring an external magnetic field bias.

The spectral linewidth ($\Delta f$) of such auto-oscillations is the reciprocal measure of their precession phase stability. Several intrinsic sources of $\Delta f$-broadening have been extensively investigated in order to identify, eventually for more coherent oscillation in STNOs, such as Langevin fields, mode-mode interactions or inherent chaotic motions. In the meanwhile the nonlinear auto-oscillator (NLAO) model [46, 122] suggested that the $\Delta f$ of a single mode STNO
can be enhanced due to the intrinsic nonlinearity ($\nu$), and described with

$$
\Delta f = \frac{\Gamma_o}{2\pi} \left( \frac{k_B T}{E} \right) (1 + \nu^2) = \left( \frac{\gamma^3 \alpha_G M_s k_B T}{2\pi V} \right) \cdot \left( \frac{1 + \nu^2}{f^2 p} \right) \quad (5.1)
$$

Here $E \approx \frac{2\pi V f^2}{\gamma^2} p$ is the time averaged energy of the oscillator for an in-plane magnetic precession (see Section 4.1.3 for the derivation), $\Gamma_o = \alpha_G \cdot \gamma \cdot 2\pi M_s$, $M_s$ is the saturation magnetization of the FL, $\alpha_G$ is the Gilbert damping parameter, $\gamma$ is the electron gyromagnetic ratio, $k_B$ is the Boltzmann constant, $T$ is the temperature, $V$ is the FL volume, $f$ is the oscillation frequency and $p$ is the dimensionless power that represents the precession amplitude of the FL. The $\Delta f$ decreases as the magnetic energy ($E$ or $p$) increases, as expected from the general oscillator theory, until it breaks a single mode excitation. The parameter $\nu$ of a STNO indicates how the amplitude fluctuations additionally renormalize the thermally-driven phase noise, and is generally given by $\nu \equiv N/\Gamma_{eff}$ where

$$
\frac{\Gamma_{eff}}{2\pi} = \left( \frac{\Gamma_o}{2\pi} \right) \left( \frac{dL}{df} \right)^{-1} \quad \text{and} \quad \frac{N}{2\pi} = \left( \frac{df}{dp} \right) \cdot \left( \frac{2\pi}{\Gamma_o} \right) \left( \frac{dL}{df} \right) \quad (5.2)
$$

In the previous chapter we reported a quasi-linear STNO [171] exhibiting single mode excitations and low agilities of $f$ and $p$ w.r.t. $I$. The STNO was based
Figure 5.3: Minor-loop of the representative device (Device #1). Inset: Device structure of the STNO. The spin-torque onto the FL has two components from the two polarizers: the out-of-plane spin polarizer (OPP) located at the bottom of the FL and the in-plane spin-polarizer (IPP) located above the FL.

on a highly shape anisotropic Py/Cu/Py nanopillar spin-valve under external hard axis magnetic fields \( (H_y)'s \) that changed the precessional axis \( (\varphi_a) \) of the FL and its offset angle \( (\varphi_o) \) from the reference layer (RL). The STNO achieved a \( N/2\pi \sim 0 \) with certain \( H_y \)'s that shifted the \( \varphi_a \) of FL close to a position where the \( p \)-dependent red-shift due to the demagnetization effect is balanced out with the \( p \)-dependent blue-shift from the anisotropy effect. Moreover the nonlinear effective damping \( (\Gamma_{eff}/2\pi) \) was hugely enhanced at the \( H_y \)'s due to the spatial variation of ST efficiencies together with the utilization of the fact that the anti-damping effectiveness of the \( \tau_{st} \) becomes less efficient as the \( \varphi_o \) approaches orthogonal to the RL. The combination of those effects, low \( N/2\pi \) and high \( \Gamma_{eff}/2\pi \),
resulted in effectively reducing $|\nu| < 1$ in broad ranges of biases, and making the measured $\Delta f$ very close to the predicted $\Delta f$ by Eq. 5.1 at the optimum biases.

In this chapter we report a STNO driven by two spin polarizers: an out-of-plane polarizer (OPP) and an in-plane polarizer (IPP), as the device scheme is shown in the inset of Fig. 5.3. In this configuration the $\tau_{st}$ from the IPP ($\tau_{ip}$) accelerates or retards the excitation of the FL by the $\tau_{st}$ from the OPP ($\tau_{op}$) depending on the initial FL state and current polarity while this device structure was demonstrated to have advantages in the switching speeds [99, 149, 100, 101, 102, 172]. The STNO device exhibits coherent oscillations ($\Delta f \leq 10$ MHz) at around field biases that effectively cancel the average in-plane component of the dipolar field (see Fig. 5.3). The device also has a very low $p$ variation ($dp/dI \approx 0$) in the coherent regime while $f$ is still tunable ($df/dI \sim 20$ MHz/mA): i.e. a large $\Gamma_{eff}$ (and $\Gamma_p$) and a finite $\nu$ in the frame of NLAO. The greatly enhanced $\Gamma_{eff}/2\pi$ results from the spatial dependent interaction between the two spin torques in which the $\tau_{ip}$ accelerates or retards the excitation of the FL while the $\tau_{op}$ rotates the FL.

### 5.1.2 Device Information

The all-metallic nanopillar device structure we employed in this chapter has been described elsewhere [149]. The device has an elliptical cross-section area of $\sim 60 \times 140$ nm$^2$ at the bottom of nanopillar. The OPP (based on Co/Pt multilayers) lies beneath the FL (5 nm of Py) and a simple, single-layer IPP (20 nm of Py) lies above, with the latter designed to exert a strong $\tau_{st}$ on the FL, not just to monitor its dynamics via MR. The negative current bias ($I < 0$) is defined when
Figure 5.4: (a) Measured power spectral densities (PSD’s) from the device #1 for $I = -10.8$ mA and $H_x = -262$ Oe (at the center of the minor loop, see Fig. 5.3a). (b) Contour plot of the measured PSD from the device as a function of $I$ for $H = -262$ Oe. The device exhibited very coherent oscillations with $\Delta f \sim 8$ MHz at around the current and field biases.

electrons flow from the IPP to the FL (and to the OPP) in that the parallel (P) between the FL and the IPP is preferable with the current polarity while the $\tau_{op}$ rotates the FL counterclockwise. In this chapter we will report results from two particular devices while general behaviors were quite similar in six devices with some variations in the $f$ and $\Delta f$, due to the variations in the shape anisotropy ($\pm 5$ nm) which is crucial for the dynamics generated by $\tau_{op}$.

5.1.3 Measured Data

We determined $f$ and $\Delta f$ from Lorentzian fits to the measured power spectral densities (PSD’s) of the STNO device under applied in-plane fields ($H_x$’s) around the bias that cancels the average in-plane component of dipolar fields ($\sim 265$ Oe) from the two polarizers, or at around the center of the minor loop (see Fig. 5.3). We observed that, when a strong negative $I$ ($\sim -11$ mA) was ap-
Figure 5.5: (a) Minor-loop of the second representative device (device#2) (b) Measured peak frequency ($f$) as functions of $I$ and $H_x$ (c) Measured power spectral densities (PSD’s) from the device for $I = -8.0$ mA and $H_x = -337$ Oe (at the center of the minor loop, see Fig. 5.3a). We observed relatively very coherent oscillations with $\Delta f \sim 3$ MHz at around the current and field biases. (d) Contour plot of the measured PSD from the device as a function of $I$ for $H_x = -337$ Oe.

plied, relatively coherent oscillations, at bias dependent $f$’s in the 6 to 7 GHz range, with $\Delta f$’s $\leq 10$ MHz. Fig. 5.6 shows the measured peak-$f$ as functions of $H_x$ and $I$, in that the $f$ exhibits a weak red-shift with $|I|$, $df/d|I| \sim 20–60 \text{ MHz/mA}$, but a blue shift with $|H_x|$, $df/d|H_x| \sim 1–4 \text{ MHz/Oe}$. Such $f$-dependence on the $|H_x|$ and $|I|$ indicated that the oscillations had the characteristics of the in-plane precession, different to the previous experiment (see Fig. 5.2) and simulations.
Figure 5.6: Oscillation peak frequency of the device #1 as functions of $I$ and $H_x$. The $f$-dependence on $|H_x|$ and $|I|$ indicates that the oscillation has the characteristics of the in-plane precession: red-shift with $|I|$ and blue-shift with $|H_x|$. This is different to the out-of-plane precession (blue-shift with $|I|$) excited by only $\tau_{op}$ (without $\tau_{ip}$).

[147, 114, 173] reported that by only $\tau_{op}$ (without $\tau_{ip}$) the precession was characterized by the out-of-plane precession in which the $f$ increases with $|I|$.

Fig. 5.7 shows $\Delta f$ and the normalized microwave power $p_n = P/I^2$ as a function of $I$ at the center of minor loop (or $H_x = -265$ Oe). The $\Delta f$ decreases with $|I|$ but approaches to a broad minimum $\Delta f \approx 8$ MHz approximately at the current where $p_n$ starts to saturate for $|I| > 11$ mA. In general, with the external $H_x$ at around the minor loop, $p_n$ begins to saturate with $\Delta f$ approaching the minimum at the high currents as $df/dI$ becomes smaller as shown in the figure.

We checked the nonlinear behaviors in the STNO, by plotting $\Delta f \times p_n$ in Fig. 5.8 as a function of $I$ from the measured data of Fig. 5.7 for the field bias. At low current biases $\Delta f \times p_n$ increased by $\leq 4$ while $p_n$ decreased by a factor of 14,
Figure 5.7: Measured normalized power \( p_n = P/I^2 \) and spectral linewidth \( \Delta f \) of the device #1 as a function of \( I \) for \( H_x = -263 \text{ Oe} \) (at the center of the minor loop). The \( \Delta f \) approaches to a broad minimum (\( \sim 8 \text{ MHz} \)) when the \( p_n \) starts to saturate, indicating the effective nonlinear damping \( (\Gamma_{\text{eff}}) \) is possibly enhanced hugely at these biases.

meaning that the \( |\nu| \) was varied by \( \leq 2 \), while \( \Delta f \times p_n \) approaches to a constant at high current biases, suggesting that there is a source for reducing \( N/2\pi \) or enhancing \( \Gamma_{\text{eff}}/2\pi \) at the coherent regime in the device.

The observed behaviors of \( f \) and \( p_n \) strongly indicated that the STNO had a large \( N/2\pi \) (\( = df/dp \)) at the coherent bias regime as \( f \) was tunable while \( p_n \) (\( \propto p \)) was varied very weakly w.r.t. \( I \). However the STNO could attain a reasonably small \( \nu \) and low \( \Delta f \) from the circumstance that the large \( N/2\pi \) was compensated by a hugely enhanced \( \Gamma_{\text{eff}} \) (\( \propto (d\rho/dI)^{-1} \)), similar observation to our previous quasi-linear STNO. Fig. 5.9a-b plots the estimated \( \nu \) and \( \Gamma_p = \rho_{\text{eff}} \), using Eq. 5.2 with the experimental \( I(df/dI) \) and \( (p_n/I)(dp_n/dI)^{-1} \), as a function of \( H_x \) for \( I = -11 \text{ mA} \). The average \( \nu \) in the STNO was \( \sim -2.2 \pm 0.5 \) and \( \Gamma_p/2\pi \) was
Figure 5.8: Measured $\Delta f \times p_n$ of the device #1 as a function $I$ for $H_x = -263$ Oe (at the center of the minor loop). The $\Delta f \times p_n$ is quasi-constant at the coherent regime ($|I| > 11$ mA), indicating the nonlinear ($\nu$) could be independent with the current-bias. On the other hand the $\nu$ might be the strong function of the current at low current biases.

$0.1 - 0.2 \text{ ns}^{-1}$. (Note that we estimated $\Gamma_p$ first of all instead of $\Gamma_{eff}$ since $p$ was undecided as we discuss below.) The STNO could not accomplish to the thermal limits in the $\Delta f$ since $|\nu| > 1$, but still achieved very low $\Delta f$ ($< 10$ MHz).

5.1.4 Estimation of $p$, $\nu$ and $\Gamma_p/2\pi$

As important parameter we need to estimate $p$, but its direct approximation of $p$ is very tricky in this STNO from the measured parameters ($p_n, R_s = 30.85$ $\Omega$ and $\Delta R = 0.13$ $\Omega$) due to the possibility of the signal mixing from the additional MR with the OPP and to the uncertainty in the $\varphi_o$. In case of ignoring the MR from
Figure 5.9: Experimentally estimated (a) dynamic damping ($\Gamma_p/2\pi = p\Gamma_{\text{eff}}/2\pi$), (b) nonlinear coupling ($\nu$) of the device #1, using Eq. 5.2 with the measured $df/dI, (I/p_n) dp_n/dI$ as a function of $H_x$ for $I = -11$ mA. (c) Measured threshold current ($I_c$) for the on-set of the auto-oscillation as a function of $H_x$. The $|I_c|$ linearly increases with $|H_x|$, which is roughly consistent with the analytical results in Fig. 5.12, because the $\tau_{ip}$ with a negative current bias favors the parallel (relative to the IPP) of the FL while $\tau_{op}$ generates the instability of the FL.
the OPP, however, we can estimate \( p \) from \( \varepsilon = (R_L + R_S)\sqrt{2p_n/R_L/R'(\varphi_o)} \) where \( R(\varphi(t)) \) is the angle dependent MR and \( R_L = 50 \, \Omega \) and \( R'(\varphi_o) = \partial R(\varphi_o)/\partial \varphi_o \). For example, we have \( \varepsilon \approx 17.7^\circ/|\sin(\varphi_o)| \) with the measured \( p_n = 1.55 \, pW/mA^2 \) for \( I = -11 \, mA \) and \( H_x = -265 \, Oe \), if assuming the symmetric \( R(\varphi) = \Delta R_o \sin^2(\varphi/2) \), \( p = \sin^2(\varphi/2) \) and \( \varphi(t) = \varphi_o + \varepsilon \sin(\omega t) \), although this is not exactly correct due to the non-parabolic energy potential (especially when the precession axis is tilted to the out-of-plane). Then \( \varepsilon \approx 18^\circ - 25^\circ \) is expected with the most probable range in \( \varphi_o (45^\circ < \varphi_o < 135^\circ) \), yielding \( 0.024 < p < 0.047 \). However, this range of \( p \) might be under-estimated since the measured \( \Delta f = 8 \pm 2 \, MHz \) is much smaller than the predicted \( \Delta f \approx 16 - 31 \, MHz \), with \( \Delta f \approx [6.1(1 + \nu^2)/f^2 p] \, MHz \) at \( T = 300 \, K \), where \( f \) is the oscillation frequency in GHz, obtained from Eq. 5.1 with the appropriate parameters \( (\alpha_G = 0.01, M_s = 560 \, emu/cm^3 ) \) for the Py FL, with the estimated \( p \), and with the measured \( f = 6.28 \, GHz \) and \( \nu = -1.95 \) for \( I = -11 \, mA \) and \( H_x = -265 \, Oe \).

We can estimate \( p \), from Eq. 5.1 and with the measured \( f \), \( \Delta f \), and \( \nu \) for the same \( I \) and \( H_x \), then we have \( p \approx 0.071 \pm 0.018 \) and \( \varphi \approx 31 \pm 7^\circ \), where the \( p \) is 1.2 – 3.7 times larger than the estimated \( p \) above. The reduction in the microwave output power was very probable from the phase difference in the two MR signals: one from FL and IPP \( (R_{ip}) \) while the other from FL and OPP \( (R_{op}) \). The phase difference between \( R_{ip}(t) \) and \( R_{op}(t) \) should be \( \pi/2 \) or \( 3\pi/2 \) for ideally symmetric cases, or is expected between them for non-ideal trajectories, for a small angle precession of the FL around its precession axis laying somewhere between the principal axes. Adopting the estimated \( p \) we obtain the nonlinear effective damping \( \Gamma_{eff}/2\pi \approx 1.13 \pm 0.28 \, ns^{-1} \), much higher than \( \Gamma_o/2\pi \approx 0.1 \, ns^{-1} \), and the agility \( N/2\pi \approx \nu \Gamma_{eff}/2\pi \approx -2.20 \pm 0.55 \, GHz \), quite comparable to previously estimated values in several STNOs [171, 160]. In any cases the
huge enhancement of $\Gamma_{eff}/2\pi$ was unambiguous in the STNO, implying that the anti-damping efficiency of the ST was greatly reduced at the coherent oscillation regime.

5.1.5 Understanding of spin-torque competition

To understand the origin in the enhancement of $\Gamma_{eff}/2\pi$, we qualitatively examine the motion of the FL in the single domain under the two spin torques. For $I < 0$ the equivalent $\tau_{op}$ field ($H_{op} \propto -\gamma \hat{m} \times \hat{z}$) is toward counterclockwise of the FL moment, inducing the rotation of the FL to this direction, while the in-plane $H_k$ to the one of the easy axis, the effective $\tau_{ip}$ field ($H_{ip} \propto -\gamma \hat{m} \times \hat{x}$) to $z$ competing to $H_{demag} (+z)$, as shown in Fig. 5.10. For the $\tau_{st}$-driven auto-oscillations, there should be anti-damping components in $\tau_{op}$ and $\tau_{ip}$ onto the FL. Before the onset of persistent oscillations, the $\tau_{ip}$ adds to the positive damping as long as $m_x < 0$, in which the initial P-state is already set with a small $I < 0$, that makes the threshold currents ($I_c$) for the dynamics higher than the STNO only by the $\tau_{op}$. However the $\tau_{ip}$ will give an anti-damping torque as the FL passes the hard axis ($-y$) and $m_x > 0$. On the other hand, the $H_{ip}$ is applied to $-z$, the FL toward AP with the OPP, thus the $\tau_{op}$ is also added to the damping torque when $m_z < 0$. Fig. 5.9c plots $I_c$ vs $H_x$, as determined by the point where the oscillator mode is first clearly established. The $I_c$ increases with $|H_x|$ because the direction of the field bias is preferable for the P configuration.

As indicated by our previous micromagnetic analysis [150], the inhomogeneous stray fields from the two polarizers shift the effective anisotropy field ($H_{k}^{eff}$) as a function of position along the easy axis on the FL, and we have
Figure 5.10: (top) Scheme of the field competition in the STNO device with a negative current bias. Here $H_k$ is the in-plane anisotropy ($\sim -\hat{x}$), $H_{\text{demag}}$ is the out-of-plane demagnetization field ($\sim \hat{z}$) induced by the $\tau_{\text{op}}$, $H_{\text{op}}$ is the effective spin-torque field from the $\tau_{\text{op}}$ that rotates the FL counterclockwise, and $H_{\text{ip}}$ ($\sim -\hat{z}$) is the effective spin-torque field from the $\tau_{\text{ip}}$ and opposite to the $H_{\text{demag}}$. The $H_{\text{ip}}$ (and $\tau_{\text{ip}}$) is against to the $\tau_{\text{op}}$, retarding the oscillation or acting as the source of enhanced nonlinear effective damping ($\Gamma_{\text{eff}}/2\pi$) or dynamic damping ($\Gamma_p/2\pi$). (The effective field in the Slonczewski spin-torque term is discussed in Section 4.6.2 when the spin-polarization is strongly non-collinear to the FL.) (bottom) Stable magnetization configuration before the onset of auto-oscillation, obtained by micromagnetics (see Fig. 5.11). The inhomogeneous stray fields from the two polarizers change the local effective anisotropy field and generate different rotation angles along the elongated (easy) axis as the position on the FL.
Figure 5.11: Micromagnetic simulation of the time trace of $< m_x >$ with the application of dc current ($I = -7 \text{ mA}$) (a) without $\tau_{ip}$ (i.e. $P_{ip} = 0$) (b) with strong $\tau_{ip}$ (i.e. $P_{ip} = 0.37$ and $P_{op} = 0.20$). With the strong $\tau_{ip}$, the FL is stabilized to a new equilibrium after 40 ns at which all of the torques are balanced out, implying the $\tau_{ip}$ acts as a dynamic damping or against to the $\tau_{op}$.

$H_{k,\text{right}}^{eff} < H_{k,\text{left}}^{eff}$ for the P configuration. Therefore, during the static rotation with slowly ramped up currents ($I < 0$), the FL rotates differently due to this inhomogeneity in the $H_{k}^{eff}$ as shown in Fig. 5.10, in which the right edge part rotates further than the left part. As the right side passes the orthogonal position, the $\tau_{ip}$ acts as an anti-damping torque that can generate the auto-oscillation in this area while in the other side the $\tau_{ip}$ is still added to the damping for the oscillation. Thus, the $\Gamma_{eff}/2\pi$ can be hugely enhanced due to the spatial variation of the anti-damping effectiveness of the $\tau_{st}$, which is very similar observation to our previous quasi-linear oscillator [171].

5.1.6 Conclusion

In summary we demonstrated a relatively coherent STNO with $\Delta f \leq 10 \text{ MHz}$, based on a nanopillar spin-valve device in which the FL was excited by a com-
combined $\tau_{op}$ and $\tau_{ip}$, at around the minor loop, possibly having the advantage in the operation without an external field bias. The STNO exhibited the enhancement of $\Gamma_{\text{eff}}/2\pi$ ($>1$ ns$^{-1}$) in the coherent regime as consequences of the spin-torque competition between the two spin-polarizers and the spatial variation of the anti-damping efficiencies in the $\tau_{st}$'s, effectively reducing the $|\nu|$ ($\sim2$) while the agility $N/2\pi$ was finite ($>1$ GHz). Significant progress in this effort would substantially enhance both the coherence ($\Delta f < 1$ MHz) and the output power ($p > 0.1$) of STNOs as well as advance our understanding of and ability to control nanomagnetic dynamics.

5.2 Instability analysis of a magnetic free layer excited by a combined out-of-plane and in-plane spin torques

In this section, in order to obtain insight into the underlying physics and the instability condition, I develop the analytical model in the device structure where an in-plane magnetic free layer (FL) is excited by the spin torque from combined out-of-plane (OPP) and in-plane (IPP) spin-polarizers [99, 140, 174, 172, 175, 147]. Within a zero-temperature single domain approximation, the magnetic dynamics of the FL can be described by the Landau-Lifshitz-Gilbert-Slonczewski (LLGS) equation [14, 15, 17] including two spin-torque terms:

$$\frac{d\hat{m}}{dt} = -\gamma\hat{m} \times \vec{H}_{\text{eff}} + \alpha\hat{m} \times \frac{d\hat{m}}{dt} - \gamma a_{op}\hat{m} \times \hat{p}_{op} \times \hat{m} + \gamma a_{ip}\hat{m} \times \hat{p}_{ip} \times \hat{m}$$

(5.3)

where $\vec{H}_{\text{eff}} = (H_km_x + H_z)\hat{x} + (H_z - 4\pi M_s m_z)\hat{z}$, $\hat{p}_{op} = \hat{z}$ and $\hat{p}_{ip} = -\hat{x}$. Here $H_s (= H_a + H_d)$ is the in-plane easy-axis component of the external magnetic field, $H_a$ is the applied field and $H_d$ ($H_z$) is the stray field from the IPP (OPP). The field-like spin-torque ($\sim \hat{m} \times \hat{p}$) is not included as it is very small in metallic spin-valve
devices [51, 52, 55, 56]. The LLGS equation (Eq. 5.3) can be rewritten into the following two equations in a spherical coordinate system:

\[
\frac{1 + \alpha^2}{\gamma} \frac{d\theta}{dt} = f_1(\theta, \phi) + \alpha f_2(\theta, \phi)
\]

\[
\frac{1 + \alpha^2}{\gamma} \cos \theta \frac{d\phi}{dt} = -\alpha f_1(\theta, \phi) + f_2(\theta, \phi)
\]

(5.4)

with

\[
f_1(\theta, \phi) = -a_{op} \cos \theta + a_{ip} \cos \phi \sin \theta + H_e \sin \phi + \frac{H_k}{2} \cos \theta \sin 2\phi
\]

\[
f_2(\theta, \phi) = a_{ip} \sin \phi - H_e \cos \phi \sin \theta + H_z \cos \theta - (4\pi M_o + H_k \cos^2 \phi) \sin \theta \cos \theta
\]

(5.5)

Here \(\hat{m} = (\cos \theta \cos \phi, \cos \theta \sin \phi, \sin \theta)\) is the normalized magnetization vector of the FL where \(\theta\) is the out-of-plane tilt angle and \(\phi\) is the in-plane rotation angle from the x-axis. The equilibrium or the dynamic states of the FL are determined by four major parameters that we can control by engineering materials or structures: \(a_{op}\) (ST from OPP), \(a_{ip}\) (ST from IPP), \(H_e\) (external field along the easy axis), \(H_z\) (external field along the out-of-plane). For a quasi-static state (i.e. \(\dot{\theta} = \dot{\phi} = 0\)), it should be \(f_1(\theta, \phi) = f_2(\theta, \phi) = 0\) because of \(1 + \alpha^2 > 0\) in Eq. 5.4. Significant amount of mathematical tasks are required for obtaining the complete solution with all of these parameters, so we will determine the analytical solutions for several simplified cases that can be experimentally implementable.

### 5.2.1 \(I = 0\) and \(H_e = 0\)

The simplest static case is for \(I = 0\) (\(a_{op} = a_{ip} = 0\)) and \(H_e = 0\) since the magnetic state of the FL is usually measured with a very small sense current at this field bias (i.e. at the center of the minor loop). The trivial solution is \(\phi = 0\) or \(\pi\) and \(\sin \theta = \frac{H_z}{4\pi M_o + H_k} \approx \frac{H_z}{4\pi M_o}\) since \(4\pi M_o >> H_k\) in general.
5.2.2 \( H_e = 0, a_{ip} = 0 \) but \( a_{op} \neq 0, H_z \neq 0 \)

This corresponds to the case that the device has only an OPP layer. Eq. 5.5 becomes

\[
f_1(\theta, \phi) = -a_{op} + \frac{H_k}{2} \sin 2\phi \cos \theta
\]

\[
f_2(\theta, \phi) = [H_z - (4\pi M_o + H_k \cos^2 \phi) \sin \theta] \cos \theta
\]

The solution of \( f_1(\theta, \phi) = f_2(\theta, \phi) = 0 \) is \( \sin 2\phi = \frac{a_{op}}{H_k/2} \) and \( \sin \theta \approx \frac{H_z}{4\pi M_o} \) if \( 4\pi M_o >> H_k \), and the instability condition is \( a_{op} > \frac{H_k}{2} \) from the former.

5.2.3 \( H_z = 0, a_{ip} = 0 \) but \( a_{op} \neq 0, H_e \neq 0 \)

This case has been studied experimentally [114] and analytically [140, 175] in which the spin torque only from an OPP excites the FL but no dipole field is experienced on the FL from the OPP. For the former condition \( (a_{ip} \to 0) \) the straightforward method is the utilization of the device without the IPP. However this has a problem because we need a detector for measuring the magneto-resistance (MR) voltage signal. Instead it has been proposed that an IPP layer can serve only as an analyzer [114] if the thickness of the IPP is much smaller than its spin diffusion length, causing the reduction of its spin-polarization. Eq. 5.5 are simplified to

\[
f_1(\theta, \phi) = -a_{op} \cos \theta + H_e \sin \phi + \frac{H_k}{2} \cos \theta \sin 2\phi
\]

\[
f_2(\theta, \phi) = [-H_e \cos \phi - (4\pi M_o + H_k \cos^2 \phi) \cos \theta] \sin \theta
\]

(5.6)

The solution of \( f_2(\theta, \phi) = 0 \) is \( \theta = 0 \), then \( f_1(0, \phi) = -a_{op} + H_e \sin \phi + \left( \frac{H_k}{2} \right) \sin 2\phi = 0 \) at the static state. From Eq. 5.4, \( \left( \frac{1+\alpha^2}{y} \right) \phi = -\alpha f_1(0, \phi) = -\frac{\partial E_{eff}}{\partial \phi} \), and by integrating
Figure 5.12: Calculated $h_c = \frac{a_{op}}{H_k}$ as a function of $h_e = \frac{H_e}{4H_k}$, using Eq. 5.8, for $H_z = 0$ and $a_{ip} = 0$. The critical current ($I_c$) shifts almost linearly with a small in-plane field ($H_e$).

this, we have one dimensional effective energy function ($E_{eff}(\phi)$) on the in-plane ($\theta = 0$):

$$E_{eff}(\phi) = -\alpha \left[ a_{op}\phi + H_e\cos\phi + \frac{H_k}{4}\cos 2\phi \right]$$

(5.7)

The conditions for the critical equilibrium points, at which the FL begins unstable, are $\frac{\partial E_{eff}}{\partial \phi} = \frac{\partial^2 E_{eff}}{\partial \phi^2} = 0$ where $\frac{\partial^2 E_{eff}}{\partial \phi^2} = \alpha[H_e\cos\phi + H_k\cos 2\phi]$. A critical point ($\phi_c$) should exist for $0 < \phi < \frac{\pi}{2}$ because $\frac{\partial^2 E_{eff}}{\partial \phi^2} \big|_{\phi=0} = \alpha[H_e + H_k] > 0$ but $\frac{\partial^2 E_{eff}}{\partial \phi^2} \big|_{\phi=\frac{\pi}{2}} = \alpha[-H_k] < 0$. The equations for the critical angle ($\phi_c$) are then given by

$$a_{op,c} = H_e \sin \phi_c + \frac{H_k}{2} \sin 2\phi_c$$

$$H_e \cos \phi_c + H_k \cos 2\phi_c = 0$$

and we obtain the solution for the $\phi_c$:

$$\cos \phi_c = -\frac{H_e}{4H_k} \pm \sqrt{\frac{1}{2} + \left(\frac{H_e}{4H_k}\right)^2}$$

For the most symmetric case ($H_e = 0$), we have $\phi_c = \frac{\pi}{4}, \frac{3\pi}{4}$ and $a_{op,c} = \frac{H_k}{2}, -\frac{H_k}{2}$ which is same to the results from the previous studies [147, 140, 175]. Let’s
define \( h_e = \frac{H_k}{4H_k} \) and \( h_c = \frac{a_{op}c}{H_k} \). For \( 0 < \phi < \frac{\pi}{2} \) we have the solution:

\[
\phi_c = \arccos \left( -h_e + \sqrt{\frac{1}{2} + h_e^2} \right)
\]

\[
h_c = \left( \sqrt{\frac{1}{2} + h_e^2 + 3h_c} \right) \left( \sqrt{\frac{1}{2} + h_e^2 + 3h_c} \right) \left( \sqrt{\frac{1}{2} + h_e^2 - h_c} \right)
\]

(5.8)

Fig. 5.12 plots the \( h_c \) as a function of \( h_e \), using Eq. 5.8, where the \( h_c \) decreases for \( h_e < 0 \) because the in-plane field \( (H_e) \) makes the FL energetically favorable to the equilibrium position at \( \phi = \pi \) while the \( h_c \) increases for the other case.

### 5.2.4 \( H_z \neq 0, a_{ip} \neq 0, a_{op} \neq 0 \) and \( H_e \neq 0 \)

This case includes most external parameters, and obtaining the complete analytical solution is desirable but requires huge mathematical works. However Eq. 5.5 can be solved for some specific cases, or we can have further simplified equations of motion at the extremely initial state when a very short but strong impulse current is applied.

Let’s define \( \theta_o \approx \frac{H_k}{4\pi M_o + H_k} \) and \( \theta = \theta_o + \varepsilon \). Assume that \( 4\pi M_o >> H_k, H_z \) and that the out-of-plane tilt angles are very small and i.e. \( \theta, \theta_o, \varepsilon << 1 \). Then within the 1st order approximation in the \( \theta, \theta_o \) and \( \varepsilon \), Eq. 5.5 becomes

\[
f_1(\varepsilon, \phi) \approx -a_{op} + a_{ip}(\theta_o + \varepsilon)\cos \phi + H_e \sin \phi + \frac{H_k}{2} \sin 2\phi
\]

\[
f_2(\varepsilon, \phi) \approx [a_{ip} \sin \phi - H_e \theta_o \cos \phi] - \varepsilon [4\pi M_o]
\]

(5.9)

The solution for \( f_2(\varepsilon, \phi) = 0 \) is \( \varepsilon \approx \frac{a_{ip} \sin \phi - H_e \theta_o \cos \phi}{4\pi M_o} \), and subsequently we have

\[
f_1(\phi) = \left( -a_{op} - \frac{a_{ip} H_k \theta_o}{8\pi M_o} \right) + \left( a_{ip} \theta_o \cos \phi + H_e \sin \phi \right) + \left( \frac{H_k}{2} + \frac{(a_{ip})^2}{8\pi M_o} \right) \sin 2\phi - \left( \frac{a_{ip} H_k \theta_o}{8\pi M_o} \right) \cos 2\phi
\]

(5.10)
In principle one can obtain the critical equilibrium angle ($\phi_c$) from the conditions, $f_1(\phi) |_{\phi=\phi_c} = 0$ and $\frac{\partial f_1(\phi)}{\partial \phi} |_{\phi=\phi_c} = 0$. We will determine the analytical solutions in further simple cases later at which we perform the experiment most of time.

Let’s simplify the equations of motion at the extremely beginning when the motion to the out-of-plane determines the ballistic switching with a short but strong current impulse. Assuming that the angle $\phi$ is small ($\cos \phi \approx 1$), Eq. 5.9 becomes

$$f_1(\varepsilon, \phi) \approx -a_{op} + a_{ip}(\theta_o + \varepsilon) + (H_e + H_k)\sin \phi$$

$$f_2(\varepsilon, \phi) \approx a_{ip}\sin \phi - H_e\theta_o - 4\pi M_o \varepsilon$$

and Eq. 5.4 are transformed to

$$\frac{1 + \alpha^2}{\gamma} \frac{d\varepsilon}{dt} \approx (-a_{op} + a_{ip}\theta_o) + \varepsilon(a_{ip} - \alpha 4\pi M_o) + (H_k + H_e)\sin \phi$$

$$\frac{1 + \alpha^2}{\gamma} \frac{d\phi}{dt} \approx -4\pi M_o \varepsilon + a_{ip}\sin \phi + \alpha a_{op} - H_e(\theta_o + \varepsilon) \quad (5.11)$$

These equations are only applicable for the initial motion of the FL after the current impulse turned on, but can explain the mechanism of the ultrafast switching [150, 149, 100, 101, 102] in the device structure. The strong out-of-plane torque ($-a_{op}$) induces the FL tilted to the out-of-plane, but competes with the torque from the IPP ($a_{ip}(\theta_o + \varepsilon)$) and the damping-torque ($-\alpha 4\pi M_o \varepsilon$) during the process. More importantly the strongly induced out-of-plane demagnetization field ($-4\pi M_o \varepsilon$) is the main force (largest term) in the second equation that drives the rotation of $\phi$. 
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5.2.5 \( H_e = 0 \) but \( H_z \neq 0, a_{ip} \neq 0, a_{op} \neq 0 \)

This is the special case of Section 5.2.4, i.e. the spin torque is exerted to the FL at the center of the minor loop. From the solution in Section 5.2.4, Eq. 5.9 can be simplified to

\[
f_1(\varepsilon, \phi) \approx -a_{op} + a_{ip}(\theta_o + \varepsilon) \cos \phi + \frac{H_k}{2} \sin 2\phi
\]

\[
f_2(\varepsilon, \phi) \approx a_{ip} \sin \phi - \varepsilon 4\pi M_o
\]

The quasi-static solution for \( f_2(\varepsilon, \phi) = 0 \) is \( \varepsilon \approx \frac{a_{ip} \sin \phi}{4\pi M_o} \), then we have \( f_1(\phi) = -a_{op} + a_{ip} \theta_o \cos \phi + \left( \frac{H_k}{2} + \frac{(a_{ip})^2}{8\pi M_o} \right) \sin 2\phi \). By integrating this \( f_1(\phi) \) over \( \phi \), we have \( E_{eff}(\phi) \):

\[
E_{eff}(\phi) = \alpha \left[ -a_{op} \phi + a_{ip} \theta_o \sin \phi - \frac{1}{2} \left( \frac{H_k}{2} + \frac{(a_{ip})^2}{8\pi M_o} \right) \cos 2\phi \right]
\]

The critical equilibrium condition at \( \phi = \phi_c \), satisfying \( \frac{\partial E_{eff}}{\partial \phi} = \frac{\partial^2 E_{eff}}{\partial \phi^2} = 0 \), gives the following equations:

\[
-a_{ip,c} \sin \phi_c + \left( H_k + \frac{(a_{ip,c})^2}{4\pi M_o} \right) \cos 2\phi_c = 0
\]

\[
-a_{op,c} + a_{ip,c} \theta_o \cos \phi_c + \left( \frac{H_k}{2} + \frac{(a_{ip,c})^2}{8\pi M_o} \right) \sin 2\phi_c = 0
\]

We can obtain the exact solution of Eq. 5.12 for the special case, \( \theta_o = 0 \) (or \( H_z = 0 \)), that is the situation in the absence of external fields on the FL. Then we have \( \phi_c = \frac{\pi}{4} \) and

\[
a_{op,c} = \frac{H_k}{2} + \frac{(a_{ip,c})^2}{8\pi M_o}
\]

Interestingly the \( a_{op,c} > \frac{H_k}{2} \), implying that the spin-torque from the IPP retards the instability, and the sign of \( a_{ip,c} \) does not matter for the onset of the instability. Since the spin polarizations of two polarizers are in general dissimilar, the strengths of \( a_{op} \) and \( a_{ip} \) are different. Let’s define \( a_{op,c} = r \ a_{ip,c} \), then

\[
x^2 - sx + s = 0 \text{ where } x = \frac{a_{op,c}}{H_k/2} \text{ and } s = \frac{16\pi M_o}{H_k} \frac{H_z}{H_k}. \]
it should \((sr)^2 - 4s > 0\) or \(r > r_c \equiv \sqrt{\frac{H_k}{4\pi M_o}}\). On the other case \((r < r_c)\) we expect no instability solution.

For a non-zero but small \(H_z (<< 4\pi M_o)\), i.e. \(0 < \theta_o << 1\), the solution of Eq. 5.12 can be obtained using the perturbation technique. With a trial solution \(\phi_c = \frac{\pi}{4} + \delta \) (\(\delta << 1\)), Eq. 5.12 is changed to

\[
-a_{ip,c} \theta_o \frac{1}{\sqrt{2}} (1 + \delta) - 2\delta \left( H_k + \frac{(a_{ip,c})^2}{4\pi M_o} \right) \approx 0
\]

\[
-a_{op,c} + a_{ip,c} \theta_o \frac{1}{2} + \left( \frac{H_k}{2} + \frac{(a_{ip,c})^2}{8\pi M_o} \right) \approx 0
\]

Then we have

\[
\delta \approx \frac{a_{ip,c} \theta_o / \sqrt{2}}{a_{ip,c} \theta_o / \sqrt{2} + 2 \left( H_k + \frac{(a_{ip,c})^2}{4\pi M_o} \right)}
\]

\[
a_{op,c} \approx a_{ip,c} \theta_o \frac{1}{\sqrt{2}} + \frac{1}{2} \left( H_k + \frac{(a_{ip,c})^2}{4\pi M_o} \right)
\]

Similarly we obtain \(x^2 + (r \mp \frac{\theta_o}{\sqrt{2}})x + s \approx 0\) by defining \(a_{op,c} = \pm ra_{ip,c}\). For existing the instability solutions, \((r \mp \frac{\theta_o}{\sqrt{2}})^2 s^2 - 4s > 0\) or \(r > r_c \pm \frac{\theta_o}{\sqrt{2}}\). The equation can have instability solutions when the OPP-ST becomes stronger. For \(r < r_c \pm \frac{\theta_o}{\sqrt{2}}\) the equation has no instability solution, implying that the FL always rotates quasi-statically (no dynamics), because the stabilizing IPP-ST is much stronger than the destabilizing OPP-ST.

### 5.2.6 Conclusion

In summary we obtain the analytical solutions, for several specific cases that can be realizable in the device and/or in the lab, in the device structure where an in-plane magnetic free layer (FL) is excited by spin torque from combined out-of-plane (OPP) and in-plane (IPP) spin-polarizers. The tuning of 4 parameters, \(a_{op},\)
$a_{ip}, H_{e},$ and $H_{z}$ are essential to determine the magnetic dynamics of the FL for different purposes. The ideal and symmetric case is that no external fields are exerted on the FL. Minimized stray field ($H_x = H_z = 0$) from the OPP (IPP) layer can be realized by using a synthetic antiferromagnetic OPP(IPP) polarizer [176]. Based on our analytical analysis, the ST ratio ($r_c = \frac{a_{op}}{a_{ip}} = \frac{P_{op}}{P_{ip}}$) from the two spin-polarizers is especially critical for determining the existence of the instability points. For example, $r_c = 0.17$ if $H_k = 200 \text{ Oe}$ and $r_c = 0.24$ if $H_k = 400 \text{ Oe}$ for a given $4\pi M_o = 7040 \text{ Oe}$. Given material parameters ($4\pi M_o, P_{op}, P_{ip}$), the $r_c$ can be adjusted by the shape anisotropic ratio ($H_k$). For a perfect deterministic (non-toggling) mode switching, it should be $r < r_c$, but for a spin-torque oscillator, $r > r_c$. The $P_{ip}$ (or $r$) can be controlled geometrically by adjusting the thickness of the IPP layer relative to its spin-diffusion length [114].
CHAPTER 6
PERPENDICULAR MAGNETIZATION SWITCHING VIA SPIN-HALL
INDUCED SPIN-CURRENTS IN THERMALLY ACTIVATED SWITCHING
REGIME

I study the switching of a perpendicularly magnetized Co nano-dot in Pt/Co/MgO/Ta via the spin-Hall induced spin currents. In the thermally activated reversals we estimate the current induced equivalent field ($H_s$) that has a strength consistent with the predicted magnitude from the spin Hall effect in Pt when taking into account the Joule heating effect on the ultrathin magnetic system. In the reversal process an excitation/activation of a subvolume drives the entire magnetization switching, thus even a small but heat-assisted $H_s$ can reverse such a Co dot with a strong perpendicular magnetic anisotropy. We investigate the switching currents and the activation energy barriers as functions of the Co-thickness (from 0.8 to 1.0 nm) and the current-channel width (200 nm to 1000 nm), and find consistency with the sub-volume excitation model.

6.1 Introduction

The electrical manipulations of thin nanomagnets have attracted considerable interest for potential technological applications such as magnetic memory and logic, possibly having advantages in low power and in high speed operation. Over the last decade the direct injection of spin-polarized currents has been utilized to induce nanomagnet switching, persistent magnetic oscillation or magnetic domain wall motion via spin-transfer-torque (ST) effect [17] in various device structures including nanopillar spin-valves, magnetic tunnel junctions, nano-constrictions, non-local lateral spin-valves and ferromagnetic nanowires.
Recently alternative electrical methods [74, 72, 73] have demonstrated the manipulation of ultra-thin (~ a few atomic layers) ferromagnetic dot or layer in the configuration of current-in-plane (CIP). The multilayers in the structures generally consist of NM/FM/MO$_x$ where NM is a non-magnetic heavy-metal, FM is an ultra-thin transition ferromagnet and MO$_x$ is a metal-oxide: e.g. Pt/Co/AlO$_x$ or Ta/CoFeB/MgO. This new geometric configuration utilizes materials with a large spin-orbit coupling to generate torques on the FM moment and suggests a new pathway for nanomagnet controls without a magnetic spin polarizer and/or with the separation of write and read channels. The observations of current-driven magnetization control in NM/FM/MO$_x$ structures have been interpreted with two different mechanisms; Rashba effect [177, 178, 179] or spin-Hall effect (SHE) [82, 180, 181]. In general recent theories have suggested that the current induced torque has a form of $\vec{\tau} = -\gamma H_R \hat{m} \times \hat{y} + \gamma H_S \hat{m} \times (\hat{y} \times \hat{m})$ in both cases, but each magnitude or relative strengths might be strongly dependent on the underlying physics, structures and materials.

### 6.2 Rashba effect vs Spin hall effect

In the frame of Rashba effect, the effective Rashba field ($H_R \approx \hat{j} \times \nabla E = \alpha_R \hat{y}$) or the torque ($\tau_R^* = -\gamma H_R \hat{m} \times \hat{y}$) is exerted on moving electrons by spin-orbit coupling if an intrinsic electrical potential ($\nabla E = E \hat{z}$) is built up at the dissimilar interfaces and the electrical current density is $\hat{j} = j \hat{x}$, while recent theoretical studies [75, 81, 80] have suggested that the current-induced torque has an additional (secondary) Slonczewksi-like (SL) ST, $\tau_S^* = \gamma H_S \hat{m} \times (\hat{y} \times \hat{m})$, from the spin-precession due to the exchange coupling with the FM magnetization.
**Three different cases:**

**Figure 6.1:** Illustration of HM/FM/MO\textsubscript{x} and three possible origins of spin-torques on the FM layer, where HM is a heavy normal metal, FM is a ferromagnet and MO\textsubscript{x} is a metal-oxide. (top) spin-Hall-effect (SHE) only. (middle) Rashba effect at the FM/MO\textsubscript{x} interface. (bottom) Rashba effect at the HM/FM interface. The SHE torque is proportional to the current density in the HM while the Rashba torque is proportional to the interfacial current. Manchon suggested that the current induced torques in the bilayer structure might be on the form $\vec{\tau} = -\gamma H_R \hat{m} \times \hat{y} + \gamma H_S \hat{m} \times (\hat{y} \times \hat{m})$ in both Rashba and SHE cases. But the relative strength could strongly depend on the thickness, structures, materials and underlying physics. From [75].
Contrarily the SHE generates opposite spin accumulation on the opposing lateral surface of current-carrying NM wire via a relativistic spin-orbit interaction between a charge current \((\hat{j} = j\hat{x})\) and a transverse spin current \((\hat{\sigma}/\hat{y})\). Then SHE-ST \((\hat{\tau}_S = \gamma H_S \hat{m} \times (\hat{y} \times \hat{m}))\) acts on the magnetic moment on the neighboring FM by absorbing the spin currents at the interface. In the mean time, a recent theory \([75]\) has suggested the possibility of the existence of an additional torque \((\hat{\tau}_R = -\gamma H_R \hat{m} \times \hat{y})\), if the thickness of the FM is not longer than its spin-dephasing length and a diffusive spin-current is not perfectly absorbed at the interface of the FM layer, which is similar to the field-like ST in MgO-MTJs or the non-adiabatic ST in FM-nanowires.

Although the SL-ST \((\hat{\tau}_S)\) has a form of the anti-damping, that acts to the free layer magnetization when the spin-polarization \((\hat{\sigma})\) has a collinear component to the moment \((\hat{m})\), the ST is equivalent to having a longitudinal field \((H_S \hat{m} \times \hat{y})\) added to the total effective fields when \(\hat{\sigma} (//\hat{y})\) is perpendicular to the \(\hat{m}\), that qualitatively explains the observed abnormal switching where the switching direction of a perpendicular magnetic moment is determined by the sign of \(J_c \cdot H_x\) where \(H_x\) is the external in-plane field to \(\pm \hat{x}\) and \(J_c\) is the applied current density. In the case of an in-plane magnetization \((\hat{m}//\pm \hat{y})\), \(\hat{\tau}_S\) acts as an anti-damping torque to change the effective magnetic damping, inducing the magnetization switching. From these observations \([74, 72, 73]\) the SL-ST are more significant than the field-like-ST in the NM/FM/MO\(_x\) structures, strongly suggesting the behind physics for the magnetic excitation is due to the SHE rather than from the Rashba effect. If there exists a field-like ST or corresponding transverse field it does not contribute to the case for a perpendicular magnetization switching as we discuss below.
Figure 6.2: Schematic of Hall-cross bar device structure. A square shape of FM/MO/Cap multilayer dot is patterned at the center of a NM cross-bar, where FM/MO/Cap = Co/MgO/Ta and NM = Pt in this chapter. Spin-Hall effect generates opposite spin accumulation on the opposite lateral surface of current-carrying Pt nanowire. This spin current exerts a torque on the perpendicularly magnetized Co-dot at the interface. The magnetic state can be monitored by measuring the extraordinary Hall voltage across the other channel.

Another unsolved issue is that the magnitude of SHE-induced equivalent field ($H_{SH}$) seems to be small to drive a magnetization switching of a ferromagnetic dot (or layer) with a large perpendicular magnetic anisotropy (PMA): for instance, in Pt/Co, the estimated $H_{S}/J_c = (\hbar/2e)\theta_{SH}/M_S t_{Co} \approx 2.3 \text{ Oe} \cdot \text{cm}^2/\text{MA}$ when $M_s = 10^6 \text{ A/m}$, $t_{Co} = 0.9 \text{ nm}$ and $\theta_{SH}(\text{Pt}) \sim 0.06$ for $d_{Pt} = 4 \text{ nm}$ while the effective field ($H_{k}^{\text{eff}}$) of a PMA layer is typically very large, usually $H_{k}^{\text{eff}} > 1$ kOe. For a coherent rotation magnetic switching, the hard axis switching field should be at least more than $\sim H_{k}^{\text{eff}}/2$ (which would require $J_c > 210 \text{ MA/cm}^2$) in the absence of thermal agitation. (Note that the Oersted field $H_{oe}/J_c = d_{Pt}/2 \approx 0.25 \text{ Oe} \cdot \text{cm}^2/\text{MA}$ is one order of magnitude smaller).

In this paper we study a perpendicular magnetization switching in the
Figure 6.3: Optical images of the fabricated Hall-cross bar devices. (left) whole device including contact pads and Hall-cross bar. (center) zoomed image center area before depositing the electrical contact. (c) zoomed image with e-beam resists before patterning the square dot at the center. Additional four dots were defined in order to check the e-beam alignment and exposure.

multi-layer structure of Pt/Co/MgO/Ta via SHE-induced spin currents, and estimate the current-induced equivalent field or switching field ($H_s$) in the thermally activated switching regime, which is consistent with the predicted magnitude from the SHE. In fact we show that with the assist of Joule heating $H_s$ can readily excite the reversal of a subvolume that drives the whole magnetization switching. We also investigate the switching currents and activation energy barriers as functions of Co-thickness (from 0.8 to 1.0 nm) and the current-channel widths (200 nm to 1000 nm), and obtain results that are fully consistent with thermally assisted $H_s$ switching of subvolume domains that then drive the reversal of the entire nanodot.

6.3 Device Fabrication

We fabricated Hall-cross bar devices (see Fig. 6.2 and 6.3) from the thin film multilayer of, from bottom to top, Pt(4)/Co(0.8-1.0)/MgO(2)/Ta(2) (thickness in nm), deposited on thermally oxidized Si substrate by DC/RF magnetron sput-
tering at room temperature. The base pressure was $< 2 \times 10^{-8}$ Torr and the growth rates were kept low ($< 0.3 \, \text{Å/s}$). We deposited MgO instead AlOx on top of Pt/Co to test the diverse interface effect between the top oxide and the FM layer and to check the generality of the structure (NM/FM/MO$_x$) although the oxide-layer on top of the Co-layer affects the magnetic anisotropy. The Ta capping layer, a good oxygen absorber and compatible with MgO, protects the under-layers well during the fabrication and annealing, and the air-exposed oxidized Ta (or even pure Ta) is expected to have very high resistance so we can neglect the current-shunting effect through the Ta layer. We used e-beam lithography and ion-milling to define the current channel and the detection channel, with variations of the widths from 200 nm to 1000 nm. The square shape of Co-ferromagnetic dots was patterned at the center of the cross bars by subsequent aligned e-beam lithography and ion-milling, where the etching was stopped as close as possible at the Pt/Co interface by the use of mass-spectroscopy monitoring of the sputtering process. We evaporated Ti(5nm)/Au(100nm) for electrical contacts defined by photo-lithograph. After the fabrication the devices were annealed under high vacuum ($< 5 \times 10^{-7}$ Torr) at 320 °C for 1 hour to enhance the out-of-plane anisotropy of the Co and probably to improve the interface at Co/MgO by changing oxygen stoichiometry. (But this requires further analysis and work with different conditions and tools.) For monitoring the $p$erpendicular)-Co magnetic state DC current ($I$) and AC current ($\sim 20 \, \mu$A) were applied through the current-channel and DC ($V_h$) & AC ($dV_h/dI$) extraordinary (or referred to as anomalous) Hall voltages were measured through the detection channel (See Fig. 6.4). We also estimated the Joule heated temperature with the current-channel resistance ($R_c$).
Figure 6.4: Scheme of measurement-setup (in the cage room of F20 at Clark). A DC current ($I$) is applied through the current channel to excite the perpendicular-Co dot while an external magnetic field is applied through the underneath GMW magnet. And a sensing AC current ($\sim 20 \mu A$) is applied together through the Wheatstone bridge box for monitoring the magnetic state. DC ($V_h$) & AC ($dV_h/dI$) components extraordinary-Hall voltages are measured through the detection channel with a voltmeter and a lock-in-amplifier. The current-channel resistance ($dV_c/dI$) is also measured to estimate Joule heated temperature.
6.4 Sub-volume Excitation

First of all we characterize one particular device with \( l \) (detection channel length) = \( w \) (current channel width) \( \approx 300 \) nm and \( t_{Co} \approx 0.9 \) nm while the general behavior was quite similar for all of the devices we measured. The inset of Fig. 6.5 shows the hysteresis loop measuring the \( dV_h/dI \) w.r.t. the out-of-plane field \( (H_z) \) at \( I = 0 \): the device exhibited a good PMA with the out-of-plane switching field \( (H_c) \sim 360 \) Oe while the estimated \( H_k \sim 4 \) kOe by applying the in-plane field. To quantify the effective activation energy barrier \( (E_a) \) and the effective coercive field \( (H_{c0}) \) in the absence of thermal fluctuations of the device, we performed a typical ramp-rate measurement, measuring the average coercive field \( (<H_c>) \) as a function of the measured time \( (t_m) \) at room temperature \( (T_o = 295 \text{ K}) \) (see Fig. 6.5). We obtained the thermal stability factor \( \Delta = E_a/k_B T_o = 40.6 \pm 8 \) \( (E_a = 1.02 \pm 0.2 \text{ eV}) \) and \( H_{c0} = 1440 \pm 190 \) Oe from fitting the data to the Sharrock model:

\[
<H_c> = H_{c0} \left[ 1 - \left( \frac{k_B T_o}{E_a} \ln \left( \frac{f_o t_m}{\ln 2} \right) \right)^{1/2} \right]
\] (6.1)

where \( f_o \) is the characteristic fluctuation frequency (assuming \( f_o = 1 \) GHz).

Within the single domain (or whole-volume excitation) model, the calculated \( E_a(= \mu_o M_s H_{c0} V/2) \sim 37 \text{ eV} \), with \( H_{c0} = 1440 \) Oe and \( V = l w t_{Co} \), is much higher than the measured \( E_{a0} \) as well as \( H_{c0} \ll H_k \sim 4 \) kOe. This large discrepancy in the \( E_a \) and \( H_{c0} \) of the \( p \)-Co-dot can be understood with the presence of subvolume thermal activation and reversal [182, 183]. The sub-volume excitation has been suggested in \( p \)-MTJs based on Ta/CoFeB/MgO to explain that the intrinsic critical current \( (I_{c0}) \) increases with junction area \( (A = l w) \), whereas the \( \Delta \) is almost constant if the junction size > 50 nm. This predicted \( E_a \approx (\pi^3/4)A_{ex} t_{Co} \), when the lateral dimension of the \( p \)-Co dot is larger than
Figure 6.5: Measured average switching field or coercive field ($<|H_c|>$) of the device as a function of the measured time ($t_m$) at room temperature. This is a typical ramp-rate measurement for estimating the effective activation energy barrier ($E_a$) and the effective coercive field ($H_{c0}$) for a magnetic device in the absence of thermal fluctuations, by fitting the data to the Sharrock model. The estimated $E_a/k_B T_o = 40.6 \pm 8$ and $H_{c0} = 1440 \pm 190$ Oe. Inset: An example of hysteresis loop measuring $dV_h/dI$ as a function of out-of-plane magnetic field ($H_z$) at $I = 0$.

the domain-wall with ($\delta_{dw}$), where $A_{ex}$ is the exchange-stiffness, $E_a = K_{eff}V_S$, $K_{eff} = \mu_0 H_{c0} M_s/2$, $V_S = \pi(\delta_{dw}/2)^2 t_{Co}$ and $\delta_{dw} = \pi(A_{ex}/K_{eff})^{1/2}$. With the measured $E_a$ and $H_{c0}$, the diameter of the sub-volume ($V_s$) is estimated $\approx 55$ nm (if it is circular), which is comparable to the experimentally obtained sizes ($40 - 50$ nm) in the Ta/CoFeB/MgO p-MTJs. From our activation energy measurement we suppose that for a patterned p-Co dot that is greater than 50 nm the moment is reversed at the switching field ($H_c$) by a thermally activated sub-volume whose
anisotropy is lower than other that is immediately propagated to the rest of the p-Co dot.

6.5 Current-induced deterministic switching

Fig. 6.6 shows the examples of the current-induced switching under an external $H_z = \pm 200$ Oe. In the measurements the p-Co dot was initially set to $m_z = +1$ (-1) and the opposite direction of field $H_z = -200$ (+200) Oe was applied, then the $I$ was swept back-and-forth with positive or negative initial direction. In the current sweepings, we observed that the p-Co-dot did not swing back to the original magnetic state after it became parallel to the $H_z$ (from 20 Oe to 400 Oe) and that there was no dependence of the $|I_s|$’s on the initial current direction or the initial magnetic states, indicating the reversals were mostly thermally-driven reversals due to the enhanced background $T$ from the Joule heating.

Fig. 6.7 shows the examples of the current-induced deterministic switching of the p-Co dot under an external $H_x = \pm 300$ Oe. The sudden reversals in $dV_H/dI$, at $|I_s| \sim 0.65 \pm 0.02$ mA ($J_c \sim 44$ MA/cm$^2$), correspond to the perpendicular switching of the Co dot, at which $V_H$ exhibits the sharp jumps. (Note that in both $dV_H/dI$ & $V_H$ curves there was a background signal, which was linear with current, probably due to the small deviation of the p-Co dot from the center (the accuracy of the e-beam alignment was ~ ±20 nm), which has been often observed in Hall effect measurements. The p-Co was switched from $m_z \approx +1 > -1$ when $I_s \cdot H_x > 0$ while $-1 > +1$ when $I_s \cdot H_x < 0$, which is consistent with previous observations [74, 72] in Pt/Co/AlOx structures. At higher currents, $|I_p| \sim 0.94 \pm 0.02$ mA ($J_c \sim 64$ MA/cm$^2$), we observed peaks & dips in $dV_H/dI$ above which
Figure 6.6: Examples of the current-induced switching under an out-of-plane external field ($H_z$). (a) The p-Co dot was initially set to "up" ($m_z = +1$), then opposite direction of field $H_z = -200$ Oe was applied. The current ($I$) was swept back-and-forth with two different initial directions: the first direction of current was positive (blue) or negative (red). (b) the other case of (a). In both cases, the p-Co-dot did not swing back to the original magnetic state after it is parallel to the $H_z$. (c) Measured switching current ($I_{SW}$) as functions of $H_z$ and $I$. $H_z$ was varied from 20 Oe to 400 Oe ($\sim H_c$). We observed no dependence of the magnitude of switching currents on the current directions or on the initial magnetic state, indicating the switching was purely (or almost) thermally-driven reversals. Fig. 6.10 plots the average of $|I_{SW}|$ as the function of $H_z$. 
Figure 6.7: Examples of current-induced deterministic switching of p-Co dot under an external $H_x = \pm 300$ Oe where $H_x$ is the in-plane field along the current channel. (a) Measured $dV_H/dI$ (b) Measured $V_H$ as a function of $I$. (c) Measured switching current ($I_{SW}$) as a function of $H_x$. The p-Co dot was switched from $m_z \approx +1 > -1$ when $I \cdot H_x > 0$ while $-1 > +1$ when $I \cdot H_x < 0$, which is consistent with previous observations in Pt/Co/AlO$_x$ multilayer structures [74, 72]. Fig. 6.10 plots the average of $|I_{SW}|$ as the function of $H_x$. 
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the Hall resistance sharply decreases towards the background signal. From the observations that the currents for the peaks & dips were independent of the external field orientation (see Fig. 6.6 and 6.7), we concluded that these resulted from the strong loss of PMA in the p-Co dot due to the Joule heating. Note the $|I_p|$ for the peaks & dips slightly increased with a large $|H_z|$.

6.6 Estimation of device temperature from the Joule heating

To quantify the Joule heating, which is important in understanding, we compared the measured $R_c$ when the substrate was heated to $T$ and the measured $R_c$ when $|I|$ was applied. We empirically obtained the joule heated device temperature ($T$), $T \approx T_o + 227(K/mA^2) \times I^2$. From this the $T$ was estimated $\sim 391$ K at $|I| \sim 0.65\pm0.02$ mA ($J_c \sim 44$ MA/cm$^2$), and $T \sim 496$ K at $|I_p| \sim 0.94\pm0.02$ mA ($J_c \sim 64$ MA/cm$^2$). Furthermore we expected its Curie temperature, $T_c \sim (583 \pm 23)$ K, from the fitting to $R^*_h(T(I)) = R^{*}_{h0}(1 - (T(I)/T_c)^\alpha)^\beta$, as shown in Fig. 6.8, where $R^*_h(I) = \Delta V_h(I)/2I$ is the maximum hall-resistance (or $|m_z| \approx 1$) at $I$ by measuring the difference of $V_h$ at large $H_z = \pm1.5$ kOe, with the assumption of $R^*_h(T(I)) \propto M_s(T)$ [186]. The estimated $T_c$ was very close to the annealing temperature and the reported $T_c (\sim 600$ K) of a few atomic layers of Co thin-film on a NM [184, 185]. At the maximum applied current, $|I_m| \sim 1.1$ mA ($J_c \sim 75$ MA/cm$^2$), the $T \sim 570$ K and both Hall signals were almost similar to the background signal, at which the ferromagnetic Co layer is expected to start a re-orientation of the easy-axis. We observed $\sim 10\%$ of reduction in $dV_H/dI(m_z \approx +1) - dV_H/dI(m_z \approx -1)$ at $I = 0$ after the 1st scan with $I$, possibly due to the diffusion or inter-mixing of atoms at the interfaces. The magnetic signal permanently disappeared after a very high current $|I| > 1.5$ mA ($J_c > 100$
Figure 6.8: Estimated Curie temperature ($T_c$) of the device is $\approx 583 \pm 23$ K, which is obtained from the fitting to $R_h^*(T(I)) = R_{h0}^*(1 - (T(I)/T_c)^\beta)$ where $R_h^*(I) = \Delta V_h(I)/2I$ is the maximum Hall-resistance (or $|m_z| \approx 1$) at $I$ by measuring the difference of $V_h$ at large $H_z = \pm 1.5$ kOe. We assume that $R_h^*(T(I))$ is linearly proportional to $M_s(T)$. The estimated $T_c$ of a few atomic layers of Co thin-film on the NM is very close to the reported values [184, 185] and much lower than the $T_c$ of bulk Co ($\sim 1400$ K).

$MA/cm^2$) was applied in other devices.
Figure 6.9: Illustration of Curie temperature ($T_c$) of ultrathin films of Co grown on Cu surfaces as a function of Co-thickness. The $T_c$ increases with its thickness. The $T_c$ of 3 monolayers (∼ 1 nm) is ∼ 600 K, which is much lower than $T_c$ of the bulk Co ∼ 1400 K. Inset: Variation of hysteresis loop of a 2-monolayer (ML) film with temperature. From [184].

6.7 Estimation of current-induced field for the thermally activated switching

If the p-Co dot follows the Stoner-Wohlfarth switching behavior [187], the switching field ($H_c$) should decrease with a tilt angle ($\theta$) of an applied field from the easy axis until $\theta = 45^o$ and increase with the $\theta$ for $45^o < \theta < 90^o$, i.e.
Figure 6.10: Measured average switching currents (\( <I_{sw}| > \)) as functions of the \(|H_c|\), directed to normal-to-plane (easy-axis of the Co-dot), and the \(|H_x|\) parallel to the current-direction in the Pt nanowire. The latter direction is one of the hard-axis but parallel (or anti-parallel) to the spin-hall-induced equivalent field.

\[
H_c(\theta)/H_c(\theta = 0^\circ) = 1/ \left( \cos^{2/3}\theta + \sin^{2/3}\theta \right)^{3/2}
\]

However the observed \( H_c \) in our devices increased with \( \theta \), roughly (but not exactly) following \( \sim 1/\cos\theta \) as shown in Fig. 6.11, which was already implied in previous experiments [74, 72]. In a magnetization reversal involving a domain nucleation (or sub-volume excitation) and propagation [188, 189], if multiple-domain state is stable and the domain walls are weakly pinned by a pinning potential, the angular dependence of \( H_c \) should follow Kondorsky function \((1/\cos\theta)\) [190, 191] because the pressure on the domain walls is a function of \( 1/\cos\theta \). In the figure, however, the measured angular dependence of \( H_c \) slightly deviates from the Kondorsky function as the \( \theta \) approaches to \( 90^\circ \). This is due to the coherent rotation of the magnetization vectors in the pinned domains with a strong in-plane hard-axis field, leading to
Figure 6.11: (a) Measured switching field \( (H_c) \), normalized by \( H_c(\theta = 0^\circ) \), as a function of a tilt angle \( (\theta) \) from the easy axis \( (\theta = 0^\circ) \). (b) Replot of (a) with \( \cos(\theta) \times H_c(\theta)/H_c(0^\circ) \). If the p-Co dot follows the Stoner-Wohlfarth (SW) switching behavior [187], the angular dependence of the \( H_c \) should be the yellow-dot curve, i.e. \( H_c(\theta)/H_c(\theta = 0^\circ) = 1/(\cos^{2/3}\theta + \sin^{2/3}\theta)^{3/2} \). For a magnetization reversal involving a domain nucleation and propagation, and multiple-domain state is stable and the domain walls are weakly pinned by a pinning potential, the angular dependence of \( H_c \) should follow the blue dot or Kondorsky function \( (1/\cos\theta) \).

Based on our observations, the magnetic reversal is dominated by the effective torque (or field) acting on the pinned DW (probably located at the boundaries of the p-Co dot). Moreover the out-of-plane component of the total external field is the principal factor for the thermally activated reversals by shifting the thermal stability factor \( (\Delta) \) if the p-Co dot system perfectly follows the Kondorsky reversal behavior. For a Bloch DW one of the configurations in Fig. 6.12 is energetically favorable under \( H_x > 0 \) or \( H_x < 0 \), and the average of the out-of-plane field from the spin-Hall field \( (H_{SH}) \) is simply \( (1/\pi) \int_0^\pi d\varphi \ H_{SH} \sin\varphi = (2/\pi)H_{SH} \) on the pinned DW. Thus, as subsequent to Eq.
Figure 6.12: Schematic of spin-Hall field ($H_s$) acting on the Bloch wall and two possible orientations of the Bloch wall along the current direction ($//\hat{x}$). For $H_x < 0$ the orientation in (i) is more energetically favorable than the other in (ii). For $H_x > 0$, the direction in (ii) is preferable.

6.2 within the context of Arrhenius law, the $\Delta$ has a form of

$$\Delta = \left( \frac{E_a(I)}{k_B T_o (1 + \kappa I^2)} \right) \left( 1 - \frac{H_z + H_s(I)}{H_c(0)} \right)^2$$

(6.2)

where $H_z$ is the out-of-plane applied field, $H_s(I)$ is the current-induced equivalent field for the switching, $T_o = 295$ K, $\kappa = 227$ K/mA$^2$ (as we mentioned above), $E_a(I)$ is the energy barrier as a function of $I$ (or enhanced $T$) and $H_c(0)$ is the effective coercive field in the absence of thermal fluctuations as a function of $I$ (or enhanced $T$).

Fig. 6.10 shows the averaged $|I_s|$ of the p-Co dot under an external $H_x$ or $H_z$ at which the $\Delta$ was equal as long as the $t_m$ was similar. (Note that $t_m$ was $\sim 3.47s$ in the current-induced switching, giving $< 1$ % error in Eq. 6.1 so we can neglect the small difference.) The simplest case we can assume is that the magnetic properties are invariant with the environment $T$: i.e. $E_a(I) = E_a(0)$ and $H_c(0) = H_c(0)$. With the measured parameters ($E_a(0)$, $T_o$, $\kappa$, $I$, $h_z \equiv H_z/H_c(0)$),
**Figure 6.13:** Estimation of the current induced effective or switching field ($H_s/J_c$) with the assumption of no joule-heating effect on the magnetic system except the increase of the background temperature: i.e. $E_a(I) = E_a(0)$ and $H_{c0}(I) = H_{c0}(0)$. (a) Plot of measured $h_z = H_z/H_{c0}$ (black) from Fig. 6.10. Calculated $h_z = H_z/H_{c0}$ (red) using Eq. 6.2 and converted $H_s/J_c$ (blue) under $H_z$. (b) Estimated $H_s/J_c$ under $H_x$.

The $h_z (H_z(I)/H_{c0}(0))$ and $H_s/J_c (= h_z H_{c0}(0) (t_{Co} + d_{Pt}) w/I)$ were calculated using Eq. 6.2 (and assuming $\sigma_{Pt} = \sigma_{Co}$) and plotted in Fig. 6.13 under $H_z$ (Fig. 6.13a) and $H_x$ (Fig. 6.13b). The estimated $H_s/J_c$ was $\sim 2 - 3$ Oe cm$^2$/MA under $H_z$, while the $H_s/J_c$ varied from $\sim 3$ to $\sim 6$ Oe cm$^2$/MA under $H_x$, which are quite comparable to previous experiments [74, 72, 192]. The increase of $H_s/J_c$ with $H_x$ is due to the deviation from the Kondorsky function with $H_x$, because the coherent rotation of the magnetization at the pinned domain gives more the average out-of-plane field from the spin-Hall field ($H_{SH}$) or lowers the effective energy barrier, where the latter is consistent with the modified Kondorsky and with measured ($H_c(\theta)/H_c(\theta = 0^\circ)) \cos \theta$ as shown in Fig. 6.11. The estimated magnitudes are at least 1.5 – 4 times larger than the expected one from the SHE (($2/\pi)H_{SH}/J_c \approx 1.5$ Oe cm$^2$/MA). These results were from the assumption that the magnetic device does not have any heating effect on the magnetic system except the elevations of the background temperature ($T$) and of the strength of
Figure 6.14: Estimation of the current induced effective or switching field ($H_s/J_c$) considering heating effect on the magnetic system. (a) Estimated heating effect on the magnetic system. The $\eta(I)$ is the reduction factor in the $E_a$ and the $\xi(I)$ is the reduction factor in the $H_{c0}$ due to the enhanced temperature from Joule heating. (b) Estimated current induced field ($H_s$) for a given current density ($J_c$) that was obtained from Fig. 6.10 under the in-plane field ($H_x$) and using Eq. 6.2.

Now we consider the case for the maximized heating effect on the magnetic system. The SHE induced fields are expected to exert symmetrically on the pinned DWs under $H_z$ (i.e. net $H_{SH}$ is zero) because there is no energetically preference between two Bloch DW configurations in Fig. 6.12. Hence the switching under $H_z$ was mostly from the reduction of $E_a$ ($\sim A_{ex}$) and $H_{c0}$ ($\sim M_s$) because the variation of $T/T_c$ was very significant in the device as discussed above. Assuming that $E_a(I) = \eta(I)E_a(0)$ and $H_{c0}(I) = \xi(I)H_{c0}(0)$ where $\eta(I)$ is the reduction factor in $E_a$ and $\xi(I) = R_n^s(I)/R_n^s(0)$ because $H_{c0} \propto M_s \propto R_n^s(I)$, and that $H_s(I) = 0$ under $H_z$, we calculated $\eta(I)$ using Eq. 6.2 and compared it to the calculated $\xi(I)$ in Fig. 6.14a. Both values similarly decrease with $I$ (or $T$) although they
Figure 6.15: Measured AC extra-ordinary Hall resistances as a function of the current channel width (= detection channel width) for $t_{Co}$ (thickness of Co) = 0.8, 0.9 and 1.0 nm.

are deviated at higher $I$, implying that the $E_a$ and $H_o$ might be a little different functions with $T$. With the estimated $\eta(I)$ we calculated $H_s/J_c$ under $H_x$, using Eq. 6.2, as shown in Fig. 6.14b. The estimated $H_s/J_c$ increases from $\sim$ 1 to $\sim$ 2 $Oe \cdot cm^2/MA$ as $H_x$ ranges, that varies within the predicted magnitude from the SHE ($(2/\pi)H_{SH}/J_c \approx 1.5 Oe \cdot cm^2/MA$).

6.8 Dependence on the thickness of Co and current channel width

Lastly we investigated $R_{H,ac}$, $E_a$ and $I_s$ as functions of $t_{Co}$ (from 0.8 to 1.0 nm) and $w$ (200 nm to 1000 nm), and the results are shown in Fig. 6.15, 6.16 and
Figure 6.16: Estimated Energy barrier ($E_a$) as a function of the current channel width ($w$) for $t_{Co}$ (thickness of Co) = 0.8, 0.9 and 1.0 nm. The $E_a$ and $H_{c0}$ are estimated for each device by the ramp-rate measurement method presented in Fig. 6.5. There is no apparent trend in the $E_a$ w.r.t the $w$, but the average of $E_a$ increases with increasing $t_{Co}$, which is consistent with the subvolume excitation model. A subvolume with a lower anisotropy than other determines the energy barrier of the whole confined Co moment. The dimension of the subvolume was estimated ~ 40-50 nm.

6.17. The measured ac EHE resistance, $R_{H,ac} = V_{H,ac}/I_{ac}$ increased with the $w$, where $I_{ac} = 20 \ \mu$A, while it seemed to saturate at a large $w$ (> 1000 nm) (see Fig. 6.15). The $w$-dependence of $R_{H,ac}$ was unexpected because the predicted $R_{H,ac} = A\rho + B\rho^2$ where A & B are constant values but depending on the underlying mechanism [193] and $\rho$ is the resistivity of the p-Co, and the $\rho$ is expected to be same for a given thickness. We surmised that this might be from the geometry-dependent current distribution in Pt and Co: as the $w$ decreased a smaller $V_{H,ac}$ was measured because the $V_{H,ac}$ is proportional to the current amount through the ferromagnet, but probably less amount in the applied cur-
rent flowed through the p-Co dot with the decreased dimension [194]. Fig. 6.16 shows the measured $E_a$, obtained from the ramp-rate measurement and fit to the Sharrock model for each device. The average of $E_a$ was proportional to the $t_{Co}$ but did not exhibit any trend with the $w$, which is consistent with expectation from the sub-volume excitation model. On the other hand the $<|I_{sw}|>$, the average of $|I_{sw}|$ for $H_x = 150 - 600$ Oe, was directly proportional to the $w$ (see Fig. 6.17) because the current-density ($J_c$) determines the increase of the background temperature (from the Joule heating) and the magnitude of the spin-Hall field ($H_s$). And the $<|I_{sw}|>$ was approximately increased with the $t_{Co}$ (or $E_a$) and overall we obtained $I_{sw} \propto w \cdot E_a$, which is dissimilar to our previous prediction [74] of $I_{sw} \propto E_a/w$ (if $l = w$) for a coherent rotation magnetic switching. The latter should be applicable when the device’s lateral dimensions are below $\sim 50$ nm at which point the perpendicular magnetic system would behave as a

Figure 6.17: Measured switching currents ($<|I_{sw}|>$) as a function of the current channel width (= detection channel width) for $t_{Co}$ (thickness of Co) = 0.8, 0.9 and 1.0 nm, averaged under $H_x$ from 100 Oe to 600 Oe.
single-domain and $E_a \propto l w t_{Co}$.

6.9 Conclusion

In summary, we have studied the thermally assisted reversal via spin-Hall induced spin currents of the perpendicular magnetization in Co/MgO/Ta multilayer nanodots patterned onto a Pt nanostrip. We found that the switching mechanism was consistent with the sub-volume excitation model in that the $E_a$ is independent with the lateral dimensions (when $> 200$ nm and we expect this until the dimension $\sim 50$ nm) but proportional to the Co thickness ($t_{Co}$). We estimated the current-induced equivalent field ($H_s/J_c \approx 1 - 2$ Oe $\cdot$ cm$^2$/MA) on the thermally activated switching regime that was quite consistent with the predicted value ($(2/\pi)H_{SH}/J_c \approx 1.5$ Oe $\cdot$ cm$^2$/MA) from the previous determination of the spin Hall angle (6%) [181] in sputtered Pt films. We conclude that even small field magnitude can drive the deterministic switching with the help of heating effect on the ultrathin perpendicular magnetic system. Understanding the reality in an ultrathin perpendicular magnetic system would help design a spintronic device and suggest a new pathway for a better performance.
This dissertation summarized my experimental works on the non-collinear spin-transfer-torque effects in orthogonal magnetic nanostructures. I have studied (1) the ultrafast nanomagnet switching, (2) the quasi-linear spin-torque nano-oscillator (STNO), and (3) the spin-Hall induced perpendicular nanomagnet switching. The most important and common feature in the device structures I studied is that the spin-polarization is non-collinear to the orientation of the magnetic free layer (FL) at equilibrium in that the Slonczewksi spin-torque has both (anti-)damping and an equivalent field torque effects.

In my first study [Chapter 2 and 3], I have demonstrated experimentally the spin-torque ($\tau_{st}$) driven ultrafast nanomagnet switching. In a conventional spin-torque device structure, where the spin polarizer (SP) is collinear with the FL, there is an incubation time ($>1$ns) that is inevitable to make the FL excited enough to switch. The ballistic switching is defined as a quick half of rotation of the FL from one stable state to the other without any pre-oscillations so it provides a very fast and energy-efficient way of magnetization reversal. To achieve faster switching by $\tau_{st}$ with pulse widths $<200$ ps, I fabricated nanopillar spin-valve devices incorporating both an out-of-plane spin-polarizer (OPP) and an in-plane polarizer/analyzer (IPP), and showed much improvements in the switching speed ($\sim10$ times) comparing to the spin-valve device without the OPP. I also demonstrated a reliable spin-torque driven ballistic precessional switching, with pulse widths down to 50 ps. During the investigation I explained the physical origin of the observed asymmetric threshold currents as functions of the switching direction and the pulse polarity, which is beneficial
for a non-toggle write operation. Based on my macrospin and micromagnetic studies, these strong asymmetric responses are originated from the strong $\tau_{st}$ from the IPP and the inhomogeneous stray fields from the two polarizers. Additionally, by controlling the magnetic damping, I was able to suppress the magnetic ringing that occurs after the fast switching. This made the switching more reliable without sacrificing the switching currents at the ballistic precessional switching time scale.

In my second study [Chapter 4 and 5], I have discovered the quasi-linear behavior of a spin-torque nano-oscillator (STNO). The $\tau_{st}$ can excite the persistent magnetic precession in magnetic nanostructures at microwave frequencies when the $\tau_{st}$ is sufficient to compensate the magnetic damping torque. This opens a technological possibility of the nanoscale microwave generator that can be frequency-tunable by an applied dc current ($I$). For a practical STNO the generated microwave power ($p$) and the spectral linewidth ($\Delta f$) should be improved significantly. I studied $p$, $\Delta f$, $dp/dI$, $df/dI$ and their relations of a STNO in which the precessional axis ($\varphi_0$) of the FL was controlled by an external in-plane hard axis magnetic field ($H_y$). In the course of this investigation I discovered the quasi-linear regime with a small non-linearity over a broad range of field and current bias where the STNO exhibits low $dp/dI$, $df/dI$ and relatively strong coherence ($\Delta f \sim 5$ MHz). I found that the unusual quasi-linear behavior of the STNO, though its small oscillation power, is related with several interesting observations: the transition from multiple (two) modes to a single mode excitation, the change of the red-to-blue shift and the power saturation at high $I$ and the power reduction as $H_y$ increases. From macrospin analysis, the change of the red shift to the blue shift is from the amplitude-dependent red shift effect due to the demagnetization field is closely balanced by the blue shift effect due
to the in-plane anisotropy field. The power decreases (or the threshold current increases) as the $\varphi_o$ approaches to perpendicular to the RL due to the reduced $\tau_{st}$ efficiency for the auto-oscillation. However, the macrospin model does not fully explain our observations. Our micromagnetic studies reveal that the transition from multiple modes to a single mode excitation is from more homogeneous distribution of the internal fields as $H_y$ increases and that the power saturation at high $I_{dc}$, or the strong enhancement of the dynamic damping, results from the increased local region that cannot be excited by the $\tau_{st}$. The combined effects make it possible the STNO behave quasi-linearly with the help of strong enhancement of the effective nonlinear damping (and dynamic damping) at the optimum bias fields. I also studied another type of coherent STNO driven by an OPP and an IPP where the oscillator showed low $\Delta f$ ($< 8$ MHz) and the power saturation at high $I$ when the external field is applied along the easy axis to cancel the dipole field from the IPP. The reduction of the $\tau_{st}$ efficiency at the coherent regime, or the enhancement of the dynamic damping, is originated from the ST competition in which the strong $\tau_{st}$ from the IPP forces the FL to the easy axis while the one from the OPP rotates the FL.

In my third study [Chapter 6], I have investigated the perpendicular magnetization switching via spin Hall induced spin currents. Spin Hall effect (SHE) is the electrical transport phenomena originated from a relativistic spin-orbit interaction that leads to the coupling of a charge current and a transverse spin current. This generates opposite spin accumulation on the opposing lateral surface of a current-carrying wire. Recent experiments have demonstrated the manipulation of a magnetic moment by $\tau_{st}$ from pure spin currents when a ferromagnetic layer is adjacent to a normal metal with a large spin-Hall angle. This suggests a new way of nanomagnet control without a RL and with the sep-
ration of write and read channels. I studied a perpendicularly magnetized Co nanodot switching by the SHE-induced $\tau_{st}$ on the multilayer structure of Pt/Co/MgO/Ta. In the thermally activated reversal regime I estimated the current induced effective field ($H_s$) that has a strength consistent with the predicted magnitude from the spin Hall effect in Pt when taking into account the Joule heating effect on the ultrathin magnetic system. In the reversal process an excitation/activation of a subvolume drives the entire magnetization switching, thus even a small but heat-assisted $H_s$ can reverse such a Co dot with a strong perpendicular magnetic anisotropy. I also investigated the switching currents and the activation energy barriers as function of Co-thickness (from 0.8 to 1.0 nm) and the current-channel width (200 nm to 1000 nm), and found the consistency with the sub-volume excitation model and with the spin-Hall effect.

The investigation of spin-transfer-torque driven magnetic excitations is still full of importance and challenge. I believe the research on the manipulation of nanomagnets via current-induced torques will continue as one of the main topics on the condensed matter physics and spintronics, especially in a system with a strong spin-orbit coupling. In addition, an electric field effect on the ultrathin magnetic layer would provide new functional and energy-efficient magnetic devices.
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