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Atomistic simulations have been widely used to study deformation mechanisms of plasticity in metals and alloys. While being very effective for illuminating the controlling mechanisms in detail, direct atomistic simulations have many limitations such as short timescales and small spatial scales, when used to study large systems. Those limitations emerge when one desires to study materials under conditions more typical of application. My research is aimed to address the short-timescales challenges in atomistic simulations with relevant indirect approaches. I explore dislocation problems in different systems using several approaches and figure out relevant approaches for the chosen problems by comparing their performance. First, I adapt MD to simulate dislocation nucleation in a small 2D fcc Al simulation box with a cylindrical nanovoid inside. This problem serves as a test problem to validate indirect approaches conducted. I show that a variational TST approach, with the support of the finite temperature string (FTS) method, predicts dislocation nucleation rates in accordance with direct MD simulations. The work provides energetics information to illuminate the free energy characteristics of the system that explain the errors of approaches to predicting nucleation expectation time. Second, I build bigger simulation cells to study problems of dislocation nucleation from a faceted surface and from spherical nanovoids of different sizes. The problems are studied at realistic timescales in a variational TST framework, exploiting the FTS meth-
Dislocation nucleation from surface study can be related to the strength of sub-micron Al wires. From the results, I make predictions for maximum attainable strength of Al nanowires, and for the associated strain rate sensitivity. The study of dislocation nucleation from voids is relevant to studying void growth mechanisms. My results contribute to a long-standing debate regarding what are the controlling mechanisms in void growth. Third, I study the interaction between dislocation and nanometer-size coherent metastable precipitates. These precipitates serve as impeders to dislocation mobility and hence help enhance alloy strength. I show here that transition in such systems is so complex that a typical transition tube in FTS cannot be practically defined. However, we can use part of the information from FTS computation to employ another sampling method, the transition interface sampling (TIS), for obtaining reaction rates of events in the systems with errors within an order of magnitude.
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CHAPTER 1
INTRODUCTION

Studying long-timescales events, such as thermally activated processes, with traditional MD simulation is not possible. Thus, other more indirect approaches are needed to efficiently study the controlling deformation mechanisms of plasticity in metals and alloys. This dissertation presents my work, using different approaches and numerical algorithms, on three specific problems, to extend the timescales well beyond those that are accessible to traditional MD. The problems are meaningful to a wide range of engineering applications. All of them are studied in experimental conditions. The dissertation is organized chronologically based on the three projects that I have completed. The second and the third chapters represent published work. The last chapter will be submitted for review very soon. The bibliography for all chapters is included in the Bibliography section.

The second chapter, entitled “Atomistic predictions of dislocation nucleation with transition state theory,” has been published in *Physical Review B*, as indicated in the chapter. This work details how the combined use of atomistic simulations and TST has enabled significant improvements in the prediction of dislocation nucleation from a 2D cylindrical nanovoid in an fcc Al crystal. Five TST versions, varying from the most simplified to more advanced, are investigated. The results obtained from direct MD simulations are used as the standard to judge the performance of the TST approaches. A variational TST approach is utilized using the finite temperature string (FTS) method. With the method, a transition path in configuration space is described by a set of Voronoi cells, the centers of which represent a series, called a string, of intermediate con-
configurations connecting an initial configuration with a final configuration. Sampling procedures in FTS, for a certain class of problems, allow detection of the most probable transition path and provide information about transition flux in and out for each cell along the string, based on which free energy profile of the transition can be calculated. This chapter also reports on the application of variational TST to study dislocation nucleation from a free surface under shear loads. It provides a prediction for the upper bound strength for Al nanowires, and strain rate sensitivities calculated at different rates.

The third chapter, also focused on fcc Al crystals, entitled "Improbability of Void Growth in Aluminum via Dislocation Nucleation under Typical Laboratory Conditions," has been published in Physical Review Letters as indicated in the chapter. This work’s aim was to better illuminate the mechanisms of void growth in metals. It concentrates on dislocation nucleation from spherical nanovoids of different void sizes and at different shear loads, using the same variational TST framework as for the free surface case in the second chapter. By combining TST results with a continuum analytic model, the predictions are generalized for voids of any size. The results indicate that dislocation nucleation is extremely rare at laboratory conditions and, hence, not a controlling mechanism of void growth, regardless of void sizes, unless local stresses reach the gigapascal range. The results from free surface study are also mentioned in this work as a comparison to a limit case of the fitting model when voids are infinitely large. The results show strong agreement.

The fourth chapter, entitled "Computing the Rates of Transition in Precipitate Hardened Al-Cu Alloy," reports my recent work, which focused on the interaction between dislocations and small coherent precipitates. This prob-
lem is relevant for a popular class of hardened alloys used in the aerospace industry. The simulation cell is built small enough to enable studies to be conducted within a reasonable timeframe, yet retains the complex energetic landscape. This works shows that the FTS method with a typical reaction coordinate is not sufficient to study the interaction between a dislocation and a precipitate because of the complexity in the energy landscape. Specifically, the FTS method is unable to provide a free energy barrier of transition. Transition interface sampling (TIS), as an alternative approach, while lacking the ability to directly measure the free energy barrier, can predict expectation time of transitions with errors no larger than an order of magnitude. TIS was also developed to calculate the rate of rare events. But instead of constructing information for the whole transition based on the data obtained for segments of trajectory connecting neighbor cells, TIS calculates the frequency of occurrence of trajectories that start from an initial configuration, pass a certain interface and, finally, reach the next interface. Performing TIS for all of the pairs of interfaces along the set of interfaces allows calculation of the rate of transition from the initial to the final configuration.
CHAPTER 2
ATOMISTIC PREDICTIONS OF DISLOCATION NUCLEATION WITH TRANSITION STATE THEORY

By Linh D. Nguyen, Kristopher Baker and Derek H. Warner

As published in Physical Review B 84 (2011) 024118

2.1 Abstract

The combined use of atomistic simulations and transition state theory (TST) has enabled significant improvements in the prediction of thermally activated processes in a wide range of applications, e.g. conformation changes in molecules, chemical reactions, kinetic phase transitions and solid state diffusion. However, such an approach is still in its infancy with regard to mechanics of materials applications. Focusing here on dislocation nucleation in Al, we examine the utility of five TST-based approaches. Using the finite temperature string method, we interpret the success/failure of each approach in terms of a full energetic analysis of the nucleation processes. After showing that advanced TST approaches such as variational TST can accurately predict nucleation rates, we employ variational TST to study dislocation nucleation from a free surface under ordinary laboratory conditions. The predictions (1) demonstrate that nucleation will only occur under very high stresses at room temperature, (2) provide an upper bound on the shear strength of Al in dislocation starved contexts, and (3) provide a rate sensitivity signature of the nucleation process.
2.2 Introduction

A long-standing challenge associated with direct molecular dynamics (MD) simulations of plasticity is the discrepancy of timescales that exists between simulations and experiments. The brief nanosecond timescale of MD combined with the thermally activated nature of plasticity encourages simulations to be performed at high loads and/or temperatures relative to experiment to ensure that plastic deformation occurs within the simulation time domain. However, this strategy can skew the competition between deformation mechanisms and make interpretation of the simulation results relative to experiment difficult [90, 89].

To circumvent this challenge, the mechanics of materials community has begun to employ transition state theory (TST) approaches that utilize atomistically computed quantities as input. TST provides a framework for computing the rate at which thermally activated events will occur without directly performing the simulation [21]. Notable examples have included dislocation kink pair formation [67, 91, 34], dislocation cross-slip [86], dislocation nucleation from a crack tip [95, 22] and dislocation nucleation from free surfaces [94, 27, 25]. While these atomistic simulations have been pioneering in that they attempt to investigate deformation mechanisms under typical experimental conditions, the validity of the simplifying assumptions has never been analyzed. Here, we investigate dislocation nucleation from a cylindrical nanovoid using five TST-based approaches of varying accuracy, assumptions, and effort, and compare the predictions to direct MD simulation results. Our multipronged investigation not only seeks to identify approaches capable of accurately computing dislocation nucleation rates, it illuminates the energetics associated with thermally activated nucleation. After discovering that only the most advanced TST ap-
proaches can predict the rate of nucleation to within the same order of magni-
tude as direct MD simulation, we use variational TST to predict dislocation nu-
cleation from a faceted surface. Considering that the interatomic potential used
in this work has been shown to accurately predict athermal dislocation nucle-
ation relative to electronic structure calculations [54], the predictions given here
are likely the most accurate predictions of dislocation nucleation at ordinary
experimental temperatures and time-scales to date.

While dislocation nucleation can play an important role in long-studied met-
allurgical processes such as crack growth [63, 64] and ductile fail-
ure [46, 45, 1, 10, 77], it is also relevant to more contemporary topics such as the deforma-
tion and strength of nano-dimensioned metals [14, 39]. Here we discuss our
predictions of dislocation nucleation in the context of the latter. Specifically, our
predictions provide an upper bound for the maximum strength of Al nanowires
and an experimentally observable indicator of dislocation nucleation controlled
deformation, i.e. a strain rate sensitivity.

2.3 Transition State Theory

Non-quantum TST theory is based on the idea that the rate at which an ergodic
system transitions across a dividing surface partitioning configuration space can
be exactly expressed as the average absolute value of the velocity of the system
normal to the dividing surface weighted by the equilibrium probability that the
system resides on the dividing surface [21, 15, 92, 32]. Accordingly, considering
a dividing surface, \( S \), separating two regions \( a \) and \( b \) that partition the config-
uration space of an NVT system, the rate at which the system transitions from \( a \)
to $b$ can be exactly expressed as

$$k_{ab}[\mathcal{S}] = \sqrt{\frac{k_B T}{2m \pi}} Z_a \int_{\mathcal{S}_D} e^{-V(\bar{x})/k_B T} d\bar{s}(\bar{x}), \quad (2.1)$$

with $k_B$ being the Boltzmann constant, $T$ the temperature, $m$ the effective mass, $V(\bar{x})$ the potential energy of the system in configuration $\bar{x}$, $Z_a = \int_a e^{-V(\bar{x})/k_B T} d\bar{x}$ the configurational partition function over $a$, and $\int_{\mathcal{S}_D} d\bar{s}(\bar{x})$ an integral over the dividing surface.

The challenge for TST-based approaches is that one rarely is interested in the transition rate between $a$ and $b$, but rather the rate that the system transitions between metastable regions of phase space (states) within $a$ and $b$. We label two metastable regions of phase space within $a$ and $b$ as $A$ and $B$ with $A \subset a$ and $B \subset b$. Since $A$ and $B$ do not necessarily partition phase space, trajectories leaving $a$ through $\mathcal{S}_D$ do not necessarily constitute trajectories traveling from $A$ to $B$. Thus,

$$k_{AB} \leq k_{ab}[\mathcal{S}_D]. \quad (2.2)$$

While trajectories started in $A$ typically require an unfeasible amount of simulation time before transitioning to $B$, motivating the TST-based approach, trajectories started on $\mathcal{S}_D$ quickly become members of either $A$ or $B$. This motivates a combined TST - direct simulation approach as a route to compute $k_{AB}$ [35, 12, 84]. Assuming that trajectories leaving $\mathcal{S}_D$ reach either $A$ or $B$ in a time ($t'$) that is short compared to $1/(k_{AB} + k_{BA})$, $k_{AB}$ can be expressed as

$$k_{AB} = \kappa k_{ab}[\mathcal{S}_D], \quad (2.3)$$

where $\kappa = \lim_{N_T \to \infty} \frac{2N_B}{N_T}$ and is often referred to as the transmission coefficient. $N_T$ represents the number of MD simulations started from an equilibrium distribution on $\mathcal{S}_D$ and $N_B$ represents the number of simulations that are in $B$ at
For this approach to be effective, $t = t^*$. For this approach to be effective, $\mathscr{S}_D$ must be chosen such that $\kappa$ is close to, but less than one. Specifically, if $\kappa$ is of order much less than one, an unfeasible number of MD trajectories are required to compute $\kappa$ to reasonable accuracy. As written here, equation 2.3 also assumes that no dynamical bottlenecks exist between $A$ and $\mathscr{S}_D$, i.e. $\kappa < 1$. We note that more general formulations exist where the assumptions of $t^* \ll 1/(k_{AB} + k_{BA})$ and the absence of dynamical bottlenecks between $A$ and $\mathscr{S}_D$ are not required [84]. Throughout the remainder of this article we will refer to the use of equation 2.3 to compute $k_{AB}$ as ETST. We refer the interested reader to [59, 60, 4] for examples of previous applications of ETST.

A less demanding approach to computing $k_{AB}$ is to assume $\kappa = 1$ and to choose $\mathscr{S}_D = \mathscr{S}_D^{\text{min}}$ to reduce the error in this assumption,

$$k_{AB} \approx k_{ab}[\mathscr{S}_D^{\text{min}}].$$  \hspace{1cm} (2.4)

This approach is referred to as variational TST (VTST) in the literature [84, 78, 32] and formally consists of choosing $\mathscr{S}_D$ to minimize the total frequency of transitions, $v = 2k_{ab}[\mathscr{S}_D]p_a[\mathscr{S}_D]$ with $p_a[\mathscr{S}_D]$ being the probability that the system resides in $a$ relative to $b$. In practice it is unfeasible to identify $\mathscr{S}_D^{\text{min}}$ exactly, thus it is selected from a subset of dividing surfaces. The VTST approach is widely utilized within the chemistry and biophysics communities [75, 7, 57, 49].

Alternatively, one could assume that a potential energy ridge, $\mathscr{S}^v_D$, exists between $A$ and $B$ and that it provides a reasonable approximation to $\mathscr{S}_D^{\text{min}}$,

$$k_{AB} \approx k_{ab}[\mathscr{S}^v_D].$$  \hspace{1cm} (2.5)

We will refer to this approximation of $k_{AB}$ as PTST [87].
Due to the computational demands of computing $Z_a$ and the surface integral in equation 2.1, all three of the previously mentioned approaches, i.e. ETST, VTST, and PTST, are often avoided. In fact, to our knowledge none of these methods have ever been applied to the study of dislocation-based mechanisms in the current literature. An eloquent means for avoiding the integrals in equation 2.1 is to assume that the potential energy landscape of the system is locally quadratic (HTST) [87], i.e. a local harmonic approximation. Physically the harmonic approximation equates to assuming temperature independent material properties. Using $S_D = S^V_D$, the harmonic approximation in conjunction with the assumption that $\kappa = 1$ gives

$$k_{AB} \approx \left( \prod_{i=1}^{N} \frac{\nu^{\text{initial}}_i}{\nu^{\text{saddle}}_i} \right) e^{-\frac{\Delta V}{k_B T}},$$

(2.6)

where $\nu^{\text{initial}}_i$ represents the $i^{th}$ normal frequency of the system in the configuration of minimum potential energy within $a$ (initial configuration). $\nu^{\text{saddle}}_i$ represents the $i^{th}$ normal frequency of the system in the configuration of minimum potential energy on $S^V_D$ (saddle configuration). $N$ represents the number of degrees of freedom in the system, and $\Delta V$ is the difference in potential energy between the saddle and initial configurations. The product over the saddle configuration frequencies excludes the imaginary frequency in the direction normal to $S^V_D$, with all other frequencies being real.

While the computation of equation 2.6 can be less daunting than equation 2.1, the direct calculation of $N$ normal frequencies can quickly become unfeasible for systems where $N$ is large. Two alternative approaches for computing the prefactor in equation 2.6 exist. One entails the direct analytical computation of the ratio of pairs of corresponding normal frequencies away from the defect [81, 52]. The other approach entails the extraction of the prefactor from atomistic simulations constrained to $S^V_D$ [12, 34].
Many TST-based rate predictions of thermally activated dislocation processes in the literature further simplify the prefactor in equation 2.6 [67, 95, 22, 27]. A straightforward simplification is to assume that it is equal to the frequency in the direction of the reaction coordinate at the initial state

\[ k_{AB} \approx \nu_{initial}^* e^{-\Delta V/k_B T}. \] (2.7)

We will refer to this approach as SHTST. It is important to note that since there are multiple meaningful choices of a reaction coordinate to connect the initial and final states, \( \nu_{initial}^* \) is not an intrinsic property of the system nor \( \mathcal{S}_D \).

Alternatively, a continuum estimate [95], the imaginary frequency of the saddle configuration [67], or the Debye frequency are sometimes used as the prefactor.

Often TST rate predictions are presented in terms of an energy barrier [21, 5, 15]. Following Vineyard [87] \( k_{ab} \) can be written as

\[ k_{ab} = \tilde{\nu} e^{-\Delta F^+/k_BT}, \] (2.8)

where

\[ \tilde{\nu} = \sqrt{\frac{k_BT}{2\pi m\pi}} Z_a^{-1} \int_{\mathcal{S}_0} e^{-V(\bar{x})/k_BT} d\bar{s}(\bar{x}), \] (2.9)

with \( \mathcal{S}_0 \) being a surface that does not intersect \( \mathcal{S}_D \) and contains an initial configuration in \( a \). \( \Delta F^+ \) is often referred to as the free energy barrier and is written as

\[ \Delta F^+ = -k_B T \ln \left( \frac{\int_{\mathcal{S}_D} e^{-V(\bar{x})/k_BT} d\bar{s}(\bar{x})}{\int_{\mathcal{S}_0} e^{-V(\bar{x})/k_BT} d\bar{s}(\bar{x})} \right). \] (2.10)

Physically \( \Delta F^+ \) can be thought of as the potential of mean force required to move the system from \( \mathcal{S}_0 \) to \( \mathcal{S}_D \). Further insight can be gained by decomposing \( \Delta F^+ \) into an internal energy barrier, \( \Delta U^+ \), and entropic energy barrier, \( \Delta S^+ \), i.e. \( \Delta F^+ = \Delta U^+ - T\Delta S^+ \). Under the harmonic approximation \( \Delta U^+ = \Delta V \), but in
general $\Delta U^+$ is a function of the expected values of potential energy on $\mathcal{S}_D$ and $\mathcal{S}_0$: $\Delta U^+ = \langle V(\bar{x}) \rangle_{\mathcal{S}_D} - \langle V(\bar{x}) \rangle_{\mathcal{S}_0}$. It is important to emphasize that $\bar{v}$, $\Delta F^+$, $\Delta U^+$, and $\Delta S^+$ are not intrinsic physical properties with respect to $\mathcal{S}_D$ as they are dependent upon $\mathcal{S}_0$. However, often in practice, and consistent with our findings here, $\bar{v}$, $\Delta F^+$, $\Delta U^+$, and $\Delta S^+$ are not appreciably dependent upon the choice of $\mathcal{S}_0$ so long as it is physically reasonable, e.g. normal to the minimum potential energy or maximum probability reaction paths and containing a minimum energy state in $a$.

It is instructive to note the behavior of the various TST-based approaches in the limit of $T \to 0$. In this limit, the harmonic approximation becomes exact and the local potential energy along the reaction coordinate dominates the process. Thus, $\mathcal{S}_D^{\min} \to \mathcal{S}_D^V$ and VTST, PTST, and HTST predictions coincide. The relative error between the SHTST and HTST predictions will remain constant irrespective of temperature. The ETST prediction will not necessarily coincide with VTST, PTST, and HTST as $T \to 0$ for arbitrary potential energy landscapes.

### 2.4 Numerical Methods

The atomistic simulations were conducted using a modified version of the freely available LAMMPS package [58]. Atomic interactions were modeled using an Al Embedded Atom Potential developed by Mishin et al. [50] that has been shown to predict athermal dislocation nucleation loads in reasonable agreement with Density Functional Theory calculations [54]. All simulations consisted of fully periodic simulation cells filled with an fcc Al lattice. The lattice constant and unloaded cell dimensions corresponded to a zero pressure equilibrium state.
with $a^{0\text{K}}_0 = 4.050$ and $a^{300\text{K}}_0 = 4.065$. Geometric features, i.e. cylindrical void or pyramidal free surface, were created by the removal of atoms. The simulation cells investigated here, and shown in figures 1 and 3, were composed of 1,080 and 191,000 atoms, respectively. Shear loading was applied by adjusting the simulation cell shape. The stress was computed using the Virial Theorem.

NVT Molecular dynamics simulations were performed in a variety of contexts in this work. In all cases the simulations were conducted at 300K using a Langevin thermostat with a damping parameter of 1ps [69]. A time step of 1fs was used within a velocity Verlet integration scheme.

For the TST-based calculations, phase space was sampled within fixed simulation cells using a parallel implementation of the most recent version of the Finite Temperature String (FTS) Method by Vanden-Eijnden and Venturoli [85]. Steps of the algorithm is described in detailed in appendix A. The method consists of dividing configuration space into a set of Voronoi cells, whose centers represent a series of intermediate configurations (images) between a given initial and final configuration. The curve connecting the images in configuration space defines the string.

Atomistic simulations sampling configuration space with a finite temperature Boltzmann distribution are then started from each image and allowed to evolve under the constraint that they remain inside the Voronoi cell in which they were started. The average positions of these simulations in configuration space are then used to define a new string with new Voronoi cell centers equally spaced. Iterating over this process leads to a converged string that represents a temperature dependent principle curve between the initial and final states.
The probability of the system configuration to exist within a specific cell can then be obtained by performing further Boltzmann sampling in each cell of the converged string. By computing the probability, $h_{ij}$, that a configuration within a cell $i$ will attempt to move to cell $j$ during the next time step, the probability, $f_m$, that the configuration of an equilibrated system resides in the cell $m$, relative to all other cells can be obtained by solving

$$\sum_{i=0}^{n} f_i h_{ij} = \sum_{i=0}^{n} f_j h_{ji}, \sum_{i=0}^{n} f_i = 1,$$

with $n$ being the number of cells.

Limiting the selection of dividing surfaces to the set of hyperplanes perpendicular to the string, the ratio of configuration space integrals in equation 2.1 can be approximated as

$$Z_a^{-1} \int_{\mathcal{S}} e^{-V(\bar{x})/k_B T} d\bar{s}(\bar{x}) \approx \frac{f_i}{\sum_{j=0}^{n} f_j w_i}, \quad (2.12)$$

where $i$ represents the cell which straddles the dividing surface and $w_i$ is the spacing between the cell walls of $i$ along the string.

In our application to dislocation nucleation, the initial and final configurations (images) from which the starting string is constructed were obtained from direct MD simulation at a high load where nucleation occurs quickly. The configurations captured from MD were scaled to the desired shear strain for the specific string calculation. The starting intermediate images were created by linear interpolation. The simulations conducted in this work used between 30 and 100 images with a typical spacing of \(\sim 0.5\). The string algorithm was modified so that the position of the initial image and the string length remained fixed during the simulation. This enabled a nonequilibrium final image to be used, which considerably reduced the computational expense. The atomistic simu-
lations used to compute both the string path and $h_{ij}$ over the converged string were conducted in the overdamped limit [85].

For the HTST and SHTST predictions, the potential energy barrier of the reaction is required. We have computed the potential energy barrier using the string method in the limit of $T \rightarrow 0$ using a simulation cell with dimensions corresponding to the 0K equilibrium lattice constant. Subsequently, the string computed at 0K (which we subsequently refer to as the 0K string) follows a different path in configuration space than the string computed at 300K. To investigate the difference between these two strings and the accuracy of key approximations in common TST-based approaches, we compute the values of $\Delta F^+, \Delta U^+$, and $\Delta S^+$ at 300K along each string. For the HTST and SHTST predictions, the normal modes of the minimum energy and saddle configurations were computed by finding the eigenvalues of the stiffness matrix.

2.5 Comparison of TST-based Approaches

The utility of each of the five TST-based approaches described in section 2 was tested by examining the mean or expectation time ($\bar{t} = k_{AB}^{-1}$) for dislocation nucleation from the surface of a cylindrical nanovoid (d=1.2nm) in a small periodic simulation cell loaded in shear (figure 2.1). To avoid the complexities associated with competing nucleation events on different planes, a small irregularity was created on the surface of the void by removing a few atoms. The critical shear load at which dislocation nucleation occurs instantaneously was identified from direct MD simulation at 300K as 1.4GPa for this specimen. A benchmark for assessing the TST-based predictions was then created by performing
100 nominally identical but statistically different MD simulations within a fixed simulation cell corresponding to a shear load of 1.1GPa and zero normal loads at 300K. The expectation time for dislocation nucleation in this set of simulations was found to be 17ns. Assuming a Poisson process, the true expectation time for dislocation nucleation is then between 14 and 21ns using a 95% confidence interval.

As expected, the ETST prediction best corresponds to the direct MD simulations, \( \bar{t}_{ETST} = \frac{1}{k_{AB}^{ETST}} = 14\, ns \). The hyperplane perpendicular to the 300K principle curve that minimized \( Z_a^{-1} \int_{\mathcal{S}_D} e^{-V(\bar{x})/k_BT} d\bar{s}(\bar{x}) \) was used as the dividing surface, i.e. \( \mathcal{S}_D \approx \mathcal{S}_{D_{min}} \). 100 direct MD simulations were performed from the dividing surface to compute the transmission coefficient, \( \kappa = 0.90 \), following [84]. The difference between the ETST and MD predictions highlights that the string method only provides an approximate dividing surface between states as indicated in equation 2.12. While refinement of the string cell spacing (\( w \)) can improve the finite width approximation, the hyperplane approximation of the dividing surface ultimately limits accuracy in cases where the string is curved in configuration space, such as in this work. With \( \kappa \) near unity and \( \mathcal{S}_D \approx \mathcal{S}_{D_{min}} \), the VTST rate approximation is similar to the ETST result (table 1). The consistency between the VTST and ETST predictions is indicative of a well chosen dividing surface and a process governed by a well defined energy barrier between metastable states.

To provide insight into the nucleation processes and set a foundation for better understanding the PTST, HTST, and SHTST approaches, we provide the energetic details of the Voronoi cells whose centers define the 300K principle curve (string) associated with the nucleation process (figure 2.2(a)). All the
Figure 2.1: Image of cylindrical nanovoid simulation geometry used to study dislocation nucleation in Al at 300K. (a) depicts the cell center configuration corresponding to the VTST dividing surface along the 300K string, i.e. $S_{min}^D$. (b) depicts the cell center corresponding to the potential energy barrier along the 0K string, i.e. $S_{V}^D$. In both cases the configurations do not involve trailing partial dislocations. The atoms in perfect fcc stacking are not shown [41]. Accordingly, the atoms shown depict the surface of the nanovoid and the stacking fault associated with the nucleating partial dislocation.
measured energies are referenced with respect to the first cell of the string, \( i = 0 \), corresponding to an un-nucleated configuration. The free energy of cell \( i \) relative to cell \( i = 0 \) is given as
\[
F_i = -k_B T \ln(f_i/f_0),
\]
the internal energy as
\[
U_i = \langle V(\bar{x})_i \rangle_i - \langle V(\bar{x})_0 \rangle_0,
\]
the entropy as
\[
S_i = (U_i - F_i)/T,
\]
and the potential energy as
\[
V_i = V(\bar{x}_i) - V(\bar{x}_0).
\]
\( \langle V(\bar{x})_i \rangle_i \) represents the ensemble average of the potential energy in cell \( i \) and \( x_i \) represents the minimum potential energy configuration in cell \( i \) near the string. As \( T \to 0 \), \( U_i \to V_i \). Connecting with the activation energy barriers defined in section 2, one can approximate
\[
\Delta F^+ \approx F_j
\]
with \( j \) representing the cell that straddles the corresponding dividing surface.

Three characteristics of energy curves deserve comment. First, \( U_i \) and \( V_i \) are not equivalent as assumed with a harmonic approximation, yet they do exhibit maximums at nearly the same location along the string. Second, \( F_i \) exhibits a maximum significantly earlier than \( V_i \) and \( U_i \), indicating that \( J_D^V \neq J_D^{\min} \). Third, \( S_i \) is of significant magnitude and it increases with distance along the string, consistent with the second comment.

In general, the significant change in entropy during the nucleation process...
Figure 2.2: Cell energies along the 300K (a) and 0K string (b) corresponding to the dislocation nucleation process associated with the simulation setup shown in figure 2.1. $U$, $F$, and $TS$ were obtained by 300K sampling along the respective strings.
(figure 2.2(a)) is consistent with other studies of dislocation nucleation [25] and the nucleation of other solid state defects [81]. The role of entropy can be understood by considering that, to leading order, entropy is a measure of how strongly the free energy of the system depends on temperature. Since the free energy of the partial dislocation and the associated stacking fault are linked to the elastic constants and stacking fault energies of the crystal, which are temperature dependent [89], it follows that the temperature dependence of the systems free energy increases as the dislocation forms and the stacking fault area grows. Thus, the entropy should be expected to increase as the dislocation nucleates. At later stages in the nucleation processes successive configurations primarily differ by the position of the partial dislocation and thus the total area of stacking fault. This is consistent with the nearly linear increase in entropy observed during the later stages of nucleation (figure 2.2(a)). Finally we note that this explanation is consistent with previous studies of thermally activated dislocation processes that consist of a dislocation in both the initial and saddle states where entropy was found to play a much less significant role [34, 86].

The PTST, HTST, and SHTST approaches are explicitly based on the potential energy landscape of the system. Thus, we have also computed the minimum energy path, i.e. a 0K principle curve (string), connecting the minimum potential energy un-nucleated configuration with a nucleated configuration. The configuration of maximum potential energy along this curve represents the potential energy saddle configuration and the hyperplane perpendicular to the principle curve at this point locally approximates $\mathcal{S}_D^V$. The potential energy analysis cannot be conducted at both the same volume/strain and pressure/load as the direct MD analysis due to the temperature dependent properties of the system. Furthermore, whether volume/strain or pressure/load are chosen to
correspond to the direct MD analysis can significantly influence the resulting rate prediction. Performing the 0K analysis at the same cell volume/strain as a 300K MD analysis is not straightforward as geometric stress risers and material heterogeneities can lead to the disappearance of the potential energy dividing surface. Accordingly, here we perform the 0K potential energy analysis in a fixed simulation cell corresponding to an initial configuration of zero hydrostatic pressure and 1.1GPa shear stress, consistent with the 300K MD simulations.

The energetics of the 0K string are given in figure 2.2(b). The most significant difference relative to the 300K string is that the potential energy of the cell centers increases to a much higher maximum. Thus the potential energy barrier for dislocation nucleation is significantly greater at 0K relative to 300K for the same stress field. Our computation of $F_i$, $U_i$, and $S_i$ with 300K sampling along the 0K string yielded only meaningful values at cells with centers less than 10 from the initial image of the string. Specifically, for cells associated with distances greater than 10 along the string, the Markov sampling within the cell transitioned outside of the local reaction tube to configurations of significantly lower energy [85]. Accordingly the values of $F_i$, $U_i$, and $S_i$ associated with cells having centers greater than 10 are not indicative of the nucleation process and are not displayed in figure 2.2(b). Nonetheless, insight can still be drawn from the values of $F_i$, $U_i$, and $S_i$ that are available. First, $F_i$ and $U_i$ decrease below zero energy during the initial stages of nucleation. This indicates that the initial string image which was fixed at the minimum potential energy configuration in the un-nucleated state is different from the average configuration (minimum free energy configuration) in the un-nucleated state, consistent with thermal expansion from the anharmonicity of the system. Second, the difference between
the maxima of \( U_i \) and \( V_i \) is much greater for the 0K string compared to the 300K string, something which will lead to significant error when using the harmonic approximation. Third, the maxima of \( F_i \) and \( U_i \) associated with the nucleation process are similar between the 300K and 0K strings. These later two points combined with the differences in \( V_i \) between the 0K and 300K strings are telling of the performance of the PTST, HTST, and SHTST approaches.

Considering that \( S_{VD} \) intersects the string at 10.5, an approximate PTST prediction can be computed using the cell centered around 9.5 to estimate the PTST dividing surface statistics (figure 2.2(b)). Using this approach, the PTST prediction is consistent with the theory developed in section 2 in that it over predicts the rate relative to the VTST result (table 1). This result can be mostly attributed to the difference in position between \( S_{VD} \) and \( S_{min} \). Physically the difference in the dividing surfaces equates to different leading partial dislocation saddle state positions (figure 2.1). This can be largely attributed to the temperature dependence of stacking fault energies and elastic constants, as these properties influence the forces experienced by the dislocation [89] which determine its saddle state configuration. Thus, while PTST incorporates temperature dependent phenomenon, its reliance on \( S_{VD} \), a temperature independent quantity leads to increased error relative to VTST. Congruously, we note that if VTST is performed using the 0K principle curve, an expectation time of 6ns is predicted.

The HTST approach explicitly utilizes an assumption of material property temperature independence, i.e. a harmonic approximation. The error associated with this approximation leads to a severe under prediction of the nucleation rate (table 1). Energetically, errors in both \( U_i \) and \( S_i \) act in opposition to each other. However the error in \( U_i \) dominates as it is almost 40% greater than cor-
responding PTST value, thus resulting in an underprediction of the nucleation rate. Accordingly, we find the most significant error of the HTST approach to be due to the approximation $U_i = V_i$, which is consistent with the anharmonicity of the system.

The SHTST approach assumes a zero entropy barrier. Therefore, its predictive ability is very poor, with an expectation time prediction seven orders of magnitude too large. Thus, the precise choice of the SHTST prefactor is irrelevant, e.g. the imaginary frequency of the saddle state ($0.62 ps^{-1}$), a continuum estimate of a fluctuating dislocation line ($0.60 ps^{-1}$) [63], the value from equation 2.9 with $\mathcal{H}_0$ being the first hyperplane of the string ($0.62 ps^{-1}$), or even the Debye frequency ($12 ps^{-1}$).

Overall, we find that the accuracy of TST-based approaches for predicting dislocation nucleation rates generally scales with computational expense when using the string method (table 1). If it is necessary to avoid the algorithmic complexity and large number of interatomic force calculations associated with sampling configuration space, as with PTST, VTST, and ETST approaches, then the harmonic approximation must be utilized. An example of such situation would be an application that requires accurate interatomic forces to be computed using a method such as density functional theory. In this case sufficient sampling of configuration space is currently unfeasible for all but the smallest systems, motivating the use of the harmonic approximation. However, the error associated with the standard HTST approach, as proposed by Vineyard [87] and utilized here, is particularly problematic in that it can also lead to the incorrect prediction of relative rates between deformation mechanisms. An relevant example is the competition between vacancy diffusion and dislocation nucleation in a
stressed material. In this case, HTST would likely be much more accurate for the latter and thus skew the relative rates. Perhaps the most effective approach for mitigating the errors associated with HTST would be to apply the harmonic approximation about the finite temperature state (i.e. use a quasi-harmonic approximation). Beyond this, further improvement could be obtained by using quasi-HTST in a variational context along the reaction coordinate such that the rate prediction is minimized (as done here with VTST).
2.6 Application: Dislocation Nucleation from a Surface

As an initial application of our findings, we have investigated dislocation nucleation from a surface. While this topic has been continually studied for over 50 years [20] a renewed excitement currently surrounds it due to expanding interest in nano-dimensioned materials. Specifically, in many crystalline materials a decrease in specimen dimensions or internal microstructural dimensions to submicron length-scales brings about a significant increase in strength [14, 39, 66]. This strengthening trend, due to the length-scale effects associated with traditional deformation mechanisms, is then limited by the stress at which other nontraditional deformation mechanisms begin to be activated. Thus, the stress required for dislocation nucleation from a surface represents an upper bound for strength of many materials.

Here we have investigated dislocation nucleation from a faceted Al surface at 300K loaded in shear (figure 2.3). As with the cylindrical nanovoid studied in section 4, care was taken to construct an irregular geometry that favored dislocation nucleation from a specific site on a single plane, i.e. the intersection point of 4 facets. We note that due to the periodicity of the simulation cell, two surfaces exist. One was made more favorable for nucleation by removing a few atoms near the intersection point of the facets. While this atomic-scale defect made a particular surface more favorable to nucleation than the other, it did not have a noticeable effect on the load at which instantaneous nucleation occurred (to within 5%).

We performed two VTST and several direct MD simulations. Strain controlled direct MD simulations were used to identify the critical load at which
Figure 2.4: The expectation time for dislocation nucleation from a faceted surface versus applied shear stress in Al at 300K. The picosecond data point was computed using direct MD while the points corresponding to longer times were computed using variational TST. The model curve was generated by fitting the atomistic simulation data points to equation 2.13.

dislocation nucleation occurs instantaneously (less than a few picoseconds), $\tau = 1.9 GPa$. The VTST calculations were then used to compute the expectation time at two subcritical loads. The discrete simulation data points were then interpreted with regard to a continuous range of loadings using equation 2.8 and a standard expression for the energy barrier [38],

$$\Delta F^+ = \Delta F_0^+ \left(1 - \frac{\tau}{\tau_0}\right)^{3/2},$$

(2.13)

where $\tilde{\nu} = 0.62 ps^{-1}$, $\tau$ is the applied shear stress, and $\tau_0$ the critical applied stress. $\Delta F_0^+ = 1.9 eV$ was identified as the best fit to the data. The most striking feature of our predictions is the rate at which $\bar{t}$ increases with decreasing load (figure 2.4). Thus, at loads below 80% of the critical load dislocation nucleation would not be expected to occur at a rate sufficient to contribute to material deformation at typical experimental time scales.
To provide context for these values, we note recent measurements of the tensile strength of Al nanowires by Legros et al. [40]. The authors report tensile strengths of 1GPa for 200nm diameter Al wires. Considering that our simulations were conducted under pure shear loading, the experimental strengths are significantly below the stresses at which we predict dislocation nucleation to occur. Nonetheless, there are significant differences between our predictions and the experiments that need to be noted, e.g. surface geometry [94], normal stresses acting on the nucleation plane [8], and surface oxide effects.

An additional connection to mechanical testing can be drawn from the dependence of $\dot{i}$ on load. In a material where plastic flow is controlled by dislocation nucleation, the plastic strain rate, $\dot{\gamma}$, can be considered proportional to $1/i$ which is a function of applied load, $\tau$. Accordingly, our VTST modeling predictions combined with equation 2.13 forecast the strain rate sensitivity of Al deformed at 300K to be $m = \partial \ln \tau / \partial \ln \dot{\gamma} = 0.005$ if deformation is controlled by dislocation nucleation. We note this value is not very sensitive to specimen geometry for a given nucleation rate, based on our own preliminary studies that we will publish separately. However, $m$ is dependent upon nucleation rate, with $m = 0.005$ corresponding to millisecond nucleation rates while $m = 0.007$ corresponds to nanosecond nucleation rates. This emphasizes the fact that strain rate sensitivities measured from direct MD simulations will typically be larger than those associated with the same deformation mechanism at experimental timescales.

Experimentally the rate sensitivity of Al at room temperature has been measured for both coarse grained, $m \approx 0.004$ [48], and nanocrystalline forms, $m \approx 0.08$, [19]. Interestingly, our predictions correspond more closely with
coarse grained Al, where dislocation nucleation is known to not be a controlling process, as opposed to nanocrystalline Al where dislocation nucleation has been considered as a candidate deformation mechanism [39, 19, 42]. Thus, we reach two conclusions. First, the strain rate sensitivity signature of dislocation nucleation is not significantly different than that of coarse grained deformation mechanisms. Second, it is unlikely that dislocation nucleation is a controlling deformation mechanism in nanocrystalline metals, a conclusion that is consistent with other recent work in this area [8].

2.7 Conclusions

This work has examined the utility of five TST-based approaches for predicting dislocation nucleation. Using a parallel implementation of the finite temperature string method and focusing on Al at 300K, we have demonstrated that two TST-based approaches can accurately predict nucleation rates. The multi-method investigation and complete energetic analysis of the nucleation process illuminated key sources of error in more approximate and commonly used TST-based approaches, e.g. a large entropy barrier associated with the nucleation process. Thus, this work provides guidance for future TST-based studies of dislocation processes and motivates further investigation into the utility of other TST-based approaches not considered here.

As an initial application of these findings, we have performed a variational TST study of dislocation nucleation from a free surface in Al under ordinary laboratory conditions. The predicted nucleation stresses are significantly above the highest strengths that have been observed for pure Al, indicating the possibility
of even higher experimental strength observations in the future. Furthermore, the predictions provide a strain rate sensitivity signature that can be associated with dislocation nucleation controlled deformation. While the rate sensitivity associated with dislocation nucleation does not differ from the value associated with traditional dislocation processes occurring in coarse grained Al, it does differ from values associated with nanocrystalline Al. This suggests that while dislocation nucleation may occur at internal stress concentrations and grain boundaries in nanocrystalline Al, it is not the rate limiting process.
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3.1 Abstract

The rate at which dislocations nucleate from spherical voids subjected to shear loading is predicted from atomistic simulation. By employing the latest version of the Finite Temperature String Method, a Variational Transition State Theory approach can be utilized, enabling atomistic predictions at ordinary laboratory timescales, loads, and temperatures. The simulation results, in conjunction with a continuum model, show that the deformation and growth of voids in Al is not likely to occur via dislocation nucleation under typical loadings regardless of void size.

3.2 Introduction

The failure of many modern engineering alloys is controlled by the growth and coalescence of internal voids. At high temperatures void growth is thought to occur via diffusion, while at lower temperatures, shorter times, and/or higher loads, void growth is often attributed to dislocation plasticity. The plastic
growth of large voids (10s of microns) is scale independent and can accurately be described by traditional continuum plasticity theory, with the void size being sufficiently larger than the length-scales of dislocation plasticity. Popular engineering fracture models are formulated upon this foundation [24, 65]. The plastic growth of smaller voids is dependent upon their size, with the length-scale of the stress/strain perturbation created by the void being on the order of the mobile dislocation and dislocation source spacing. Accordingly, the plastic growth of smaller voids must be described using scale dependent plasticity theories [17, 11] (or discrete dislocation simulations [33, 70]) to capture the smaller→stronger trend observed in experiment [76, 2]. The smallest voids, having nanometer dimensions, produce stress perturbations that interact with at most a few mobile dislocations and dislocation sources. Consequently, the growth of nanovoids is thought to depend upon the nucleation of dislocations from their surface. A large literature investigating this process has developed in the past decade.

Continuum analyses of dislocation nucleation from voids have been conducted by several independent research groups, e.g. [2, 1, 79, 80, 16, 44, 88]. The athermal analyses unanimously suggest that dislocation nucleation from the surface of a void is viable under very high loads. However, the qualitative insight offered by such analyses is limited in that significant geometric and parametric assumptions are often employed to make the analyses analytically tractable. Considering the nanoscale dimensions of the problem, atomistic simulations can provide a powerful investigative tool. In accordance with the continuum analyses, the simulations suggest that dislocation nucleation from voids is possible at very high loads and short timescales [79, 71, 72, 46, 47, 61, 77, 93, 9]. This is consistent with post-testing microscopy in laser shocked Cu (∼5GPa for
However, the plausibility of dislocation nucleation from voids under ordinary laboratory loads and longer time scales, where thermal activation can play a significant role, remains unclear. Here, we explore this question using a newly developed atomistic simulation technique that enables the accurate calculation of finite temperature nucleation rates at timescales well beyond those accessible to standard molecular dynamics (MD) simulations.

### 3.3 Approach and Simulation Setups

In this work, dislocation nucleation under ordinary experimental conditions is investigated with atomistic resolution in a Variational Transition State Theory (V-TST) framework using the latest version of the Finite Temperature String (FTS) Method [85]. Both the V-TST approach and the Al interatomic potential [50] used here have recently been shown to accurately predict dislocation nucleation relative to direct MD and electronic structure simulations [56, 54]. Nucleation from several nanovoid sizes and a free surface is examined at several loads. The results are then used as fitting data for a continuum model to provide predictions of dislocation nucleation rates across a range of meaningful void sizes and loads.

The V-TST framework provides a means to predict the rate at which a thermally activated event, such as dislocation nucleation, will occur [56, 84, 32],

$$ k = \sqrt{\frac{k_B T}{2\pi m}} Z_a^{-1} \int_{\tilde{\mathcal{D}}} e^{-V(\tilde{x})/k_B T} d\tilde{s}(\tilde{x}), $$

(3.1)

with $k_B$ being the Boltzmann constant, $T$ the temperature, $m$ the effective mass, $V(\tilde{x})$ the potential energy of the system in configuration $\tilde{x}$, and $Z_a = \int_a e^{-V(\tilde{x})/k_B T} d\tilde{x}$ the configurational partition function over $a$. $\int_{\tilde{\mathcal{D}}} d\tilde{s}(\tilde{x})$ represents an integral
Figure 3.1: Images of simulation cell geometries and loadings. (a) and (b) represent the $D = 4 \text{nm}$ spherical void and faceted surface specimens at applied loads of 1.7GPa and 1.6GPa, respectively. In both cases the configurations represent the activated states, which only involve leading partial dislocations. The atoms in perfect fcc stacking are not shown [41]. Accordingly, the atoms shown in (a) depict the surface of the void and the stacking fault associated with the nucleating partial dislocation loop, and in (b) depict the pair of Al surfaces and the stacking fault associated with the nucleating partial dislocation loop [41].
over a surface in configuration space, which in this case separates the set of un-
nucleated configurations from nucleated configurations. The term “variational”
denotes the fact that $S_D$ is chosen to minimize the total frequency of transitions
between the unnucleated and nucleated states, $v_{tot}^{freq} = 2kp_{un}$ with $p_{un}$ being the
probability that the system exists in an unnucleated configuration.

The primary challenge in obtaining a V-TST rate prediction is the computa-
tion of the integrals in equation 3.1. For this we use a parallel implementation of
the FTS method [85]. The method is built upon a set of points in configuration
space, which define a curve connecting an unnucleated and nucleated configura-
tion. Voronoi cells are defined about each point in configuration space and the
configuration space within each cell is sampled via independent simulations at
300K. The cell centers are iteratively adjusted until they represent the average
configuration associated with the sampling within each cell subject to an equal
cell center spacing constraint. After the position of the cell centers converge, the
relative probability for the system to exist in each cell can be obtained by tabu-
ulating the frequency at which the simulations attempt to sample configurations
in neighboring cells. Limiting the selection of the dividing surface, $S_D$, to the
set of hyperplanes perpendicular to the string, the ratio of configuration space
integrals in equation 3.1 can then be approximated as

$$Z_a^{-1} \int_{S_D} e^{-V(x)/k_BT} d\bar{s}(\bar{x}) \approx \frac{f_i}{\sum_{j=0}^{j=i} f_j w_i},$$

where $i$ represents the cell that straddles a particular choice of $S_D$, $w_i$ the spacing
between the cell walls of $i$ along the string, and $f_i$ the probability that the system
is in cell $i$. The sampling of the atomistic configuration space was performed in
the overdamped limit [85] using a modified version of the LAMMPS package
[58] and an Al Embedded Atom Potential [50]. Between 30 and 100 cells were
used in the calculations with a typical cell width of $\sim 0.5$. The overall string
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length was held fixed enabling a nonequilibrium nucleated configuration to be used for the end cell.

Three nanovoids of diameters $D = 4\text{nm}$, $D = 6\text{nm}$, $D = 8\text{nm}$ and a faceted Al surface were examined. The specimens were strained in shear by adjusting the shape of the fully periodic cell (figure 3.1). The fcc lattice constant and unloaded cell dimensions corresponded to a zero pressure equilibrium state with $a_0^{300K} = 4.065$. The crystallography and loading direction were chosen to provide the limiting case, i.e. most favorable for nucleation. The cells were composed of between 191,000 and 325,000 atoms such that the distance between free surfaces remained constant. To break the symmetry of the cell and provide a single preferred nucleation site a few surface atoms were removed at one of the two peak shear stress locations. This did not have a significant ($< 7\%$) effect on the critical shear load at which instantaneous (less than a few picoseconds) nucleation occurred. The influence of the facets in the free surface simulation was examined at 0K, where the athermal nucleation stress was found to be 3% lower than the critical stress in an analogous simulation with no facets, i.e. a flat [112] surface.

Standard NVT MD simulations were performed to determine the critical loads and to acquire the configurations needed to initialize the string. The simulations were conducted with a 1fs time step at 300K using a Langevin thermostat with a damping parameter of 1ps [69]. The critical shear loads were found to be 2.16GPa, 1.89GPa, 1.70GPa and 1.90GPa for the voids of diameter $D = 4\text{nm}$, $D = 6\text{nm}$, $D = 8\text{nm}$ and the faceted surface, respectively. Nucleation from the faceted surface can be interpreted as nucleation from a spherical void with $D \to \infty$ by dividing the applied loading, $\tau$, by the shear stress concentration factor of 1.87 [26], giving $\tau_{crit} = 1.02\text{GPa}$ for $D \to \infty$. The smaller $\to$ stronger
size effect observed here can be understood by considering that the finite size of the emerging dislocation core is acted upon by a force \((\text{stress} \times \text{area})\) that is dependent upon the size of the void \([1, 44, 88]\).

### 3.4 Results and Discussion

In figure 3.2(a) the direct MD critical load predictions are given with the V-TST predictions at subcritical loads for two void sizes and the faceted surface. The nucleation rate is found to quickly go to zero as the load is decreased from the critical load. The strong dependence on load is indicative of the process having a relatively large activation volume, and is in accordance with the expected dividing surface configurations (activated state) shown in figure 3.1. The presence of a significantly sized dislocation loop and stacking fault area in the activated state (but not in the initial state) is the key feature that necessitates the use of advanced TST approaches, e.g. V-TST, as opposed to more approximate TST approaches, e.g. Harmonic TST. Specifically, the presence of a large temperature dependent defect only in the activated state can create a significant difference between the free energy and potential energy profiles along the reaction coordinate (figure 3.3). Differences in both the energy barrier height and position become more significant with decreasing load, as the dislocation loop in the activated state becomes larger. This finding is consistent with two recently published works that have highlighted the importance of considering the free energy profile when predicting dislocation nucleation \([56, 68]\).

To obtain predictions of dislocation nucleation rates across a range of meaningful void sizes and applied loads, the simulation data points were interpo-
Figure 3.2: (a) The expectation time for dislocation nucleation from a spherical void versus applied shear stress. The picoseconds data points were computed using direct MD while the points corresponding to longer times were computed using V-TST. The vertical bars on the MD data points correspond to the standard deviation of nucleation times collected from 50 independent simulations. (b) The applied shear stress required to achieve the specified nucleation rate as a function of spherical void size.
lated/extrapolated using an isotropic elastic continuum model that provided physical guidance. For our purpose, the specific details of the model have little consequence on the final conclusions. The model was constructed from an Arrhenius perspective of nucleation rates, where the expectation time for nucleation is written as \( \bar{t} = v_0 \text{freq}^{-1} \exp(\Delta E_{\text{total}}/k_B T) \). \( \Delta E_{\text{total}} \) represents the change in energy associated with the nucleating partial dislocation growing from its small equilibrium configuration to the nearby saddle configuration.

For simplicity, the nucleating dislocation segment was assumed to have a constant radius of curvature, \( r \), and consist of three distinct energy components, \( E_{\text{total}} = E_{\text{ssf}} + E_{\text{disl}} - W_{\text{stress}} \). \( E_{\text{ssf}} \) represents the energy of the stable stacking fault created by the partial dislocation segment, \( E_{\text{ssf}} = \gamma_{\text{ssf}} A \), where \( A \) is the area swept by the nucleating dislocation segment. \( W_{\text{stress}} \) represents the interaction of the dislocation with the stress field created by the applied load, \( W_{\text{stress}} = \int_A b_p^s \tau_{xy} ds \), where \( \tau_{xy} \) corresponds to the \( xy \) shear stress field on the slip plane due to the applied load. The expression for \( \tau_{xy} \) in an infinite elastic body containing a void is lengthy; thus, we refer the interested readers to [26] for brevity. \( b_p^s \) corresponds to the magnitude of the partial burgers vector in the [1 ¯10] direction. \( E_{\text{disl}} \) represents the self energy of the nucleating dislocation segment and was taken to be

\[
E_{\text{disl}} = \mu b_p^2 r \frac{2 - \nu}{8} \frac{4gr}{1 - \nu} \ln(\frac{4gr}{e^2 r_0}),
\]

with \( \mu \) being the shear modulus, \( b_p \) the magnitude of the partial dislocation burgers vector, \( \nu \) the Poisson’s ratio and \( r_0 \) the dislocation core cut-off radius. The function \( g \) captures the influence of void diameter, \( D \), on the dislocation self energy,

\[
g = 0.55 + \frac{4r}{\pi^2 r_0} - 0.55 \frac{4r}{1 + \alpha(D)/r}.
\]
The form of $g$ was chosen such that $E_{\text{disl}}$ corresponds to the available analytic solutions for the two limiting cases of $r/D \rightarrow \infty$ (a full dislocation loop in an infinite elastic material [31]) and $r/D \rightarrow 0$ (a half dislocation loop at a free surface [6]) (see appendix B for more details). $\alpha(D)$ controls the rate at which $E_{\text{disl}}$ transitions between these two solutions and was taken to be $\alpha(D) = c_2 D^2 + c_1 D$. Using $\mu = 69\text{GPa}$, $\nu = 0.33$, $r_0 = 1.1$, $b_p = 1.65$, $\gamma_{ssf} = 0.118\text{J/m}^2$, and $v_{0freq} = 0.62\text{ps}^{-1}$, the continuum model was fit to the atomistic results for the $D = 4\text{nm}$ and $D = 6\text{nm}$ voids by setting $c_1 = 0.217$ and $c_2 = 0.079\text{nm}^{-1}$. The performance of the fit is demonstrated by its closeness with the atomistic simulation data for the $D \rightarrow \infty$ and $D = 8\text{nm}$ data in figure 3.2.

Together the atomistic simulations and analytic model suggest that dislocation nucleation will occur from spherical voids at far-field shear loadings of 0.9 to 2.0GPa at 300K depending upon the void size ($D > 4\text{nm}$) and the timescale...
($t < 1$yr), as shown in figure 3.2(b). For large voids, with diameters greater than 100nm, the nucleation load can be considered independent of size. For any particular void size, nucleation is highly unlikely at loads below $\sim 75\%$ of the critical load. Considering that all technologically relevant Al alloys have ultimate tensile strengths below 1GPa, the nucleation of dislocations from voids is predicted to be highly unlikely, unless the material is subjected to extreme shock loading [45] or voids are subjected to nanoscale stress concentrations such as other nearby dislocations.

With regard to mechanical testing, if dislocation nucleation from voids were to occur, the predictions suggest that the response would be considered relatively strain rate insensitive. Specifically, the strain rate sensitivity, $m = \partial \ln \tau_f / \partial \ln \dot{\gamma}$, associated with a material whose deformation is completely controlled by the nucleation of dislocations from voids, $\dot{\gamma} \propto \dot{k}$, is predicted to be 0.004 at typical experimental timescales, with $\dot{\gamma}$ representing the shear strain rate and $\tau_f$ the shear flow strength. While this value is relatively independent of void size, it does depend upon the load/timescale at high ($>\text{ms}^{-1}$) nucleation rates, e.g. $m \approx 0.012$ at typical molecular dynamics rates ($\text{ns}^{-1}$). As a point of reference, mechanical testing of coarse grained polycrystalline Al, where deformation is controlled by dislocation-dislocation interactions, exhibits $m \approx 0.004$ [48].

3.5 Conclusions

In summary, we have combined atomistic modeling, variational TST, and a simple analytic model to predict dislocation nucleation rates from a spheri-
cal void in Al. Our findings suggest that nucleation is unlikely to occur under ordinary experimental conditions. This not only contributes to the ongoing debate regarding the mechanisms of nano-void growth and ductile failure [33, 70, 76, 2, 1, 44, 88, 79, 71, 72, 46, 47, 61, 77, 45], but also provides a prediction of the maximum attainable strength of Al alloys.
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4.1 Abstract

Precipitate hardening is known to be a process that contributes to yield strength of precipitate-strengthened alloys. Mechanisms controlling strength of interaction of dislocations and precipitates include cutting, looping, leading partial cutting with trailing partial looping, and diffusionless climb. This overlap makes the transition characteristics in precipitate hardened alloys at finite temperature so complex that transition flux concept with a linear distance reaction coordinate is not sufficient to capture the free energy profile. This work presents our attempts to study the complexity of transition in a precipitate problem through exploration of free energy information and transition rates. I show here that transition interface sampling (TIS) is a potential approach for the problem, that can predict transition rates with errors being in an order of magnitude.

4.2 Introduction

Introducing submicron precipitates into engineering alloys to hinder dislocation mobility has long been a popular technique to enhance the strength of underaged alloys. For many alloys, the precipitation is formed by nanometer-
size coherent metastable precipitates known as GP zones [62, 23]. Strengths of precipitation-hardened modern Al alloys can even reach the order of gigapascal [43, 82]. Understanding the controlling mechanisms associated with the interactions between dislocations and precipitates is crucial in predicting and improving the performance of such alloys. Several studies aimed to provide insights into the mechanisms [53, 18, 37, 55, 30, 36]. It is widely known that dislocations overcome precipitates via cutting and Orowan looping and, hypothetically, via formation of prismatic loops involving cross-slip and climb [28, 29]. Due to the submicron-scale dimension of the problem, atomistic simulation is a promising approach to help enrich our understanding of the dominant mechanisms of dislocation-precipitate interactions. Via some recent studies using atomistic simulation [74, 73], complexity of dislocation-precipitate interactions has been partially unveiled. However, investigations into the dynamics of transition in such systems at laboratory loads and temperatures, where thermal activation plays a significant role, is still lacking. At finite temperatures, variation in mechanisms becomes very important.

Here, interaction between a discrete dislocation and a single precipitate a simulation cell is studied via atomistic simulations, using different approaches to show the complexity in free energy landscape.

### 4.3 Transition Interface Sampling

In the second chapter, the study approach utilizing chain of states, with the FTS method for sampling, shows its value when probing the set of transition pathways, also called transition tube or reactive flux, and calculating the free energy
along the flux for dislocation nucleation problems. Those computations are performed on a simple reaction coordinate. In principle, for any system, the results given by a chain-of-state study should be independent of the choice of reaction coordinate. However, efficiency of sampling is very sensitive to definition of reaction coordinate. A bad choice of reaction coordinate can result in very large error when calculating free energy barrier. For very high dimensional systems in which multiple mechanisms are simultaneously operative, it is not feasible to find a suitable single reaction coordinate that can capture all characteristics of reactive transition. A simple 2D scenario for this possibility is schemed in figure 4.1. Transition in such a system can be rather split into two localized most probable paths represented by two wide arrows. Definition of a transition tube in this case becomes challenging or even inappropriate.

A different approach for overcoming the timescale problem without being sensitive to the choice of reaction coordinate is needed. Common sense tells us that a simulation method performing an importance sampling of true dynamical trajectories is relevant. The transition interface sampling (TIS) method [83] developed by Van Erp et al. is a potential candidate. With TIS, a reaction coordinate is also used to define a set of interfaces \( \lambda_0, \lambda_1, \lambda_2, \ldots, \lambda_n \) between initial and final states. An interface in the configuration space \( \lambda_i \) is a multidimensional surface satisfying the condition that the value of chosen reaction coordinate be equal to a certain value, also denoted as \( \lambda_i \). The set of values \( \lambda_i \) defining the set of interfaces must satisfy \( \lambda_i < \lambda_{i+1} \). Configuration of the initial state \( A \) and final state \( B \) can be defined by the condition \( \lambda \leq \lambda_0 = \lambda_A \) and \( \lambda \geq \lambda_n = \lambda_B \), respectively. The transition rate is then expressed as

\[
k_{AB} = f_A P_A(\lambda_B | \lambda_A),
\]

(4.1)

with \( f_A \) being the rate at which the system escapes from the first interface \( \lambda_A \).
Figure 4.1: Illustration of a simple 2D scheme in which system trans ition from A to B tends to split to two separate fluxes represented by two wide arrows. Definition of a transition tube for the system by FTS method becomes unclear. Computation of transition rates using FTS methods is then unfeasible. TIS algorithm overcomes this challenge by performing statistics for blue-like and red-like trajectories for all pairs of interfaces \( \lambda_i, \lambda_{i+1} \) in order to calculate \( P_A(\lambda_{i+1}|\lambda_i) \) used in equation 4.2.

toward the higher ones, and \( P_A(\lambda_B|\lambda_A) \) the overall crossing probability. The flux \( f_A \) can be calculated via direct MD simulations. The later term is the probability that whenever the system crosses \( \lambda_A \), it will cross \( \lambda_B \) before it crosses \( \lambda_A \) again. As \( \lambda_B \) is a surface at the other side of the barrier, this probability will be very small and cannot be calculated directly. This probability can, however, be determined by a series of path sampling simulations using the following factorization [83]:

\[
P_A(\lambda_B|\lambda_A) = P_A(\lambda_B|\lambda_0) = \prod_{i=0}^{n-1} P_A(\lambda_{i+1}|\lambda_i)
\]  

(4.2)

Here, \( P_A(\lambda_{i+1}|\lambda_i) \) is a probability quantity defined as follows: Given that a system just crossed \( \lambda_A \) more recently than \( \lambda_i \), and it is going to cross \( \lambda_i \) in one time
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step, $P_A(\lambda_{i+1}|\lambda_i)$ is the probability that the system will later on cross $\lambda_{i+1}$ before getting back to $\lambda_i$ (if that happens). $P_A(\lambda_{i+1}|\lambda_i)$ is visualized in figure 4.1 to be the ratio of the number of blue trajectories to the number of trajectories of both types, blue and red. It can be calculated reliably if we generate a large number of appropriate trajectories with correct statistical weight. Van Erp et al. proposed a Monte Carlo algorithm to perform this task. The detailed algorithm is shown in appendix C for reference. A trajectory that starts at $\lambda_A$ and crosses $\lambda_i$ at least once before ending at either $\lambda_{i+1}$ or $\lambda_A$ is required to start the algorithm. The starting point of a new trial trajectory for the next TIS step is picked from a random time slice of the previous full trajectory. The reaction rate $k_{AB}$ calculated with TIS is often less sensitive to positions of the intermediate interfaces compared to other methods, such as FTS. The number of total interfaces and their positions only influence the efficiency of the method [83].

4.4 Simulation Setups

The atomistic simulations were conducted using a modified version LAMMPS package [58] and a recently developed AlCu empirical potential developed by Apostle and Mishin [3]. The potential is an angular dependent extension of the embedded atom method (EAM) [13, 51]. Based on a perfect fcc Al lattice, a monolayer precipitate was created by changing the atom type of selected Al atoms to Cu type. The simulation box (figure 4.2) contains approximately 13,000 atoms in total, with 13 Cu atoms in the precipitate. The box was bounded by $(1\bar{1}0)$, $(111)$, and $(\bar{1}\bar{1}2)$ faces in the X, Y, and Z directions, respectively. The precipitate lies on the (100) plane. Periodic boundary conditions were applied in the X and Z directions. The Y surfaces were free and used to apply the load.
6.4nm
6.0nm
6.0nm

Figure 4.2: Simulation cell with an edge dislocation and a precipitate. (a) Lattice orientation and direction of shear load [74]; (b) The simulation cell configuration at 0K under zero load.

An edge dislocation was created with a line direction parallel to the Z-axis and \( \vec{b} = 1/2[\bar{1}10] \). The Burgers vector of the edge dislocation lies in the (001) precipitate plane.

Direct MD simulations are performed with NPT dynamics. The system was
loaded by shearing two groups of atoms near the top and bottom Y surfaces. The constant traction in the X direction applied on each atom, either in the top or bottom group, is given by

\[
f_{\text{top}} = \frac{\tau_{xy} A_{xz}}{N_{\text{top}}}, \quad f_{\text{bottom}} = -\frac{\tau_{xy} A_{xz}}{N_{\text{bottom}}},
\]

where \(\tau_{xy}\) is the applied shear stress, \(A_{xz}\) is the surface area, and \(N_{\text{top}}, N_{\text{bottom}}\) are the number of atoms on the top and bottom surfaces, respectively.

FTS computations are initialized from snapshots captured in direct MD simulations. Shear forces were adjusted accordingly in order to obtain desired loads at which FTS and TIS sampling are performed. The strings computed in FTS were employed to define sets of interfaces based on which TIS simulations are performed. The string computed by the FTS method for a simulation cell is used as a successful path to start the corresponding TIS simulation.

The reaction coordinate for all cases of study presented in this dissertation is chosen to be Cartesian distance in high-dimension configurational space. With this choice, the distance between two states \(i\) and \(j\) is given

\[
d^{ij} = \sqrt{\sum_{k=1}^{3N} (x_i^k - x_j^k)^2},
\]

with \(x^k\) being the Cartesian coordinates \(x, y,\) or \(z\) of atoms and \(N\) the total number of atoms. The sum is taken over all degrees of freedom.

The set of interfaces for TIS is simply defined as the boundaries between Voronoi cells of convergent strings, given by the FTS method. Simulations to compute \(P_A(\lambda_{i+1}|\lambda_i)\) for each \(\lambda_i\) are performed independently. For each \(\lambda_i\), we perform five simulations, in parallel, and with different random seeds, in 1ns. Then, the total simulation time for computing each of \(P_A(\lambda_{i+1}|\lambda_i)\) is 5ns. For
each TIS rate computation, transition flux through the first interface is calculated from 50 independent direct MD simulations at 300K, with different random seeds.

4.5 Results and Discussion

4.5.1 Chain of States Study

With the same choice of reaction coordinate, the FTS method shows its performance in the second and third chapters when studying dislocation nucleation problems. For the dislocation-precipitate interaction problem, however, FTS method holds all the drawbacks of the reaction coordinate definition. FTS method based on the chosen reaction coordinate shows a disability to capture free energy profile of system transition. Table 4.1 shows the results given by different TST approaches that are already introduced in the second chapter.

<table>
<thead>
<tr>
<th>Method</th>
<th>expectation time(ns)</th>
<th>energy barrier(eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct MD</td>
<td>2.5</td>
<td>-</td>
</tr>
<tr>
<td>0K harmonic TST</td>
<td>$3.5 \times 10^{19}$</td>
<td>1.23</td>
</tr>
<tr>
<td>expanded lattice hTST</td>
<td>$1.4 \times 10^{17}$</td>
<td>1.28</td>
</tr>
<tr>
<td>PMF (string computation)</td>
<td>$2.8 \times 10^{7}$</td>
<td>0.60</td>
</tr>
<tr>
<td>FTS flux (fixed string)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table 4.1: Expectation time predictions and energetics associated with transition in the precipitate hardening simulation cell at 300K, under shear load of 200MPa, using MD vs. TST-based approaches.

Complexity of transition in the system is showed clearly in the table 4.1 with huge errors in predictions by chain-of-state approaches. Compared to their performance for the 2D nucleation problem, the errors for this precipitate problem
magnifies by several orders of magnitude. Our efforts to estimate a free energy barrier profile at finite temperature is frustrated. The FTS sampling, although in its first stage can result in a convergent string, is unable to obtain a stable flux matrix of transition when running simulation with the string fixed. There are two possibilities that could explain the observed poor performance. First, uniqueness for the convergent string representing the most probable path is not certain. Second, even if it is possible to obtain a convergent string that is independent of the starting string, convergence for flux matrix is not guaranteed.

Procedures of the FTS method deserve comment in this case. In the first stage of FTS when string is being computed, whenever the system associated with a certain Voronoi cell escapes from that cell, the FTS algorithm brings it back to the current position of the cell center. In our opinion, this can be a biased treatment in some cases. Following are two possible scenarios. First, the resulting convergent string in this case is dependent of the starting string. The string may eventually convert toward different paths depending on where it starts from (similar to scheme in figure 4.1). In dislocation nucleation problems, we neglect this possibility because when a string is fixed to run sampling for flux we observe convergence of free energy profile which is in accordance with the string. Second, given that an independent convergent string is obtainable, flux matrix obtained in the next stage may not physically reflect most of the possible transition path in the system. It is possible that once a system is trapped into a certain zone apart from the fixed string, the system will spend most of its time in that zone which is far from system’s cell center, as well as centers of neighbor cells. Confining the systems in their associate Voronoi cells to compute for free energy profile is reliable only if average sampling positions of neighbor systems can be connected smoothly and without any unphysical discontinuity.
4.5.2 Transition Interface Sampling Study

<table>
<thead>
<tr>
<th>Method</th>
<th>2D nucleation</th>
<th>Precipitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct MD</td>
<td>17ns</td>
<td>2.5ns</td>
</tr>
<tr>
<td>FTS</td>
<td>13ns</td>
<td>N/A</td>
</tr>
<tr>
<td>TIS</td>
<td>8ns</td>
<td>0.4ns</td>
</tr>
</tbody>
</table>

Table 4.2: Expectation time (inverse of rate) predictions by FTS vs. TIS for 2D dislocation nucleation problem at 1.1 GPa (chapter 2) and precipitate problem at 200MPa. $P_A(\lambda_{i+1}|\lambda_i)$ for each $\lambda_i$ is computed based on 5ns simulations.

Table 4.2 shows the expectation times of transition predicted by TIS, in comparison to the results by FTS method, for 2D dislocation nucleation and precipitate problem. With respect to the expectation times given by direct MD simulations, the FTS prediction shows higher accuracy than the TIS prediction for 2D nucleation problem. For the precipitate problem, however, FTS method fails to measure free energy barriers, although convergent strings are observed after the first stage of the FTS sampling. With TIS, the rate of transition is overestimated by approximately an order of magnitude.

Figure 4.3 presents the TIS results for the precipitate problem at three different loads of 150MPa, 180MPa, and 200MPa. In contradiction to the case of 200MPa, the TIS, at 180MPa, underestimates the transition rate, compared to the MD result (figure 4.3(a)). The error is still in an order of magnitude. The difference in the signs of errors observed for the two loads, and the consistency in their magnitude, suggest that the error in TIS is potentially random error. The predictions, hence, can be improved with enhanced randomness in simulation.

For such complex transition as in the precipitate problem, the choice of the last cell, $n - 1$, to calculate the rate $k_{AB}$ with equation 4.2 is unclear. Fortunately, we observe here that each calculated expectation time reaches its maximum
Figure 4.3: (a) Comparison of MD simulation times and TIS predicted times at high loads. (b) The expectation times predicted by TIS for the precipitate system at different loads. \( \bar{t} \) shows convergence when additional interfaces on the side of reactive direction are taken into account. Interfaces are marked via Voronoi cells.
value at a certain interface, \( n - 1 \), and will not change significantly when more interfaces are included in the computation. This means \( P_A(\lambda_{i+1}|\lambda_i) \to 1 \) when \( \lambda_i \) surpasses a certain interface. Intuitively, the interface (we mark interfaces via Voronoi cells) where we start to see saturation should already pass the saddle interface, assuming that such saddle interface can be defined. Unreasonable choice for set of interfaces may not result in sharp saturation.

### 4.6 Conclusions

For a simulation cell that balances between computation expense and complexity representation, we conduct a case study for interaction between dislocation and precipitate in Al-Cu alloys, in the context of transition rates computation. Variation of the results given by different approaches reveal the complexity in the system’s free energy landscape. The FTS method, with a typical reaction co-ordinate, is inadequate to provide variational TST rate prediction for the problem. However, information given by FTS sampling can be used as a reasonable choice for set of interfaces needed to perform TIS. TIS algorithm, while short of tool to obtain free energy profile of transition, can compute the rates of transition with an error approximately in an order of magnitude, in reasonable simulation time. This work serves to contribute information for future atomistic simulation studies on more realistic precipitate hardened problems.
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APPENDIX A

ALGORITHM OF THE MOST RECENT VERSION OF THE FTS METHOD

Following is the algorithm for the newest version of the FTS method, developed by Vanden-Eijnden and Venturoli [85]. Let us consider a system whose dynamics is governed by the following overdamped Langevin equation:

\[
\dot{x}(t) = -\nabla V(x(t)) + \sqrt{2\beta^{-1}} \eta(t), \tag{A.1}
\]

with \(V(x)\) being the potential energy, \(\beta = 1/(k_B T)\) the inverse temperature, \(\eta(t)\) a Gaussian white noise with mean zero and covariance \(\langle \eta_i(t)\eta_j(t') \rangle = \delta_{ij}\delta(t-t')\). We have used units of time such that the friction coefficient is 1 in these units. The procedures basically include five steps:

1. Update \(x^n_\alpha\) via a time-discretized version of overdamped Langevin equation A.1 with a reflecting boundary condition at the boundary of the Voronoi cell associated with the image \(\varphi^n_\alpha\). For example, calculate

\[
x^\ast_\alpha = x^n_\alpha - \Delta t \nabla V(x^n_\alpha) + \sqrt{2\beta^{-1}\Delta t} \xi^n_\alpha, \tag{A.2}
\]

and set \(x^{n+1}_\alpha = x^\ast_\alpha\), if \(x^\ast_\alpha \in B^n_\alpha\), and \(x^{n+1}_\alpha = x^n_\alpha\), otherwise, where \(B^n_\alpha = \{x\}\) such that \(|x - \varphi^n_\alpha| < |x - \varphi^n_{\alpha'}|\) for all \(\alpha' \neq \alpha\).

In equation A.2, \(\Delta t\) denotes the time step used for numerical integration of equation A.1 and \(\xi^n_\alpha\) are independent Gaussian variables with mean 0 and variance 1.

2. Compute the running average of each \(x^n_\alpha\),

\[
\bar{x}^n_\alpha = \frac{1}{n} \sum_{n'=0}^{n} x^{n'}_\alpha, \tag{A.3}
\]

54
3. Update each image along the string toward the running average $\bar{x}_a^n$ while keeping the string smooth. To do so use

$$\varphi_a^* = \varphi_a^n - \Delta \tau (\varphi_a^n - \bar{x}_a^n) + r_a^*,$$  
(A.4)

where $\Delta \tau > 0$, $r_0^* = r_N^* = 0$, and for $a = 1, 2, ..., N - 1$,

$$r_a^* = \kappa^n(\varphi_{a+1}^* + \varphi_{a-1}^* - 2\varphi_a^*).$$  
(A.5)

Here $\kappa^n > 0$ is an adjustable parameter that controls how aggressive the smoothing is.

4. Enforce the equal arc-length parametrization by interpolating a piecewise linear curve through $\{\varphi_a^*\}_{a=0,...,N}$ and redistributing points at equal distance along this curve to obtain $\{\varphi_a^{n+1}\}_{a=0,...,N}$.

5. If $x_a^{n+1} \in B_a^{n+1}$ go to step 1, otherwise set $x_a^{n+1} = \varphi_a^{n+1}$ and go to step 1. Repeat until convergence of $\{\varphi_a^{n+1}\}_{a=0,...,N}$.
APPENDIX B

ELASTIC SELF-ENERGY MODEL FOR A DISLOCATION LOOP
NUCLEATING FROM A SPHERICAL VOID

In the Beltz-Freund model [6], a constant geometry correction factor \( g \) independent of loop size is introduced into Hirth-Lothe’s elastic self-energy analytical solution for a full circular dislocation loop [31] (equation B.1) to obtain a solution for the energy of a half loop (equation B.2) nucleating from a free surface. Following are the expressions for those two cases:

\[
U_{\text{full}} = \frac{\mu b^2 r}{4} \frac{2 - \nu}{1 - \nu} \ln \left( \frac{4r}{e^2 r_0} \right) \quad (B.1)
\]

\[
U_{\text{half}} = \frac{\mu b^2 r}{8} \frac{2 - \nu}{1 - \nu} \ln \left( \frac{4gr}{e^2 r_0} \right) \quad (B.2)
\]

with \( r \) being the loop/half loop radius, \( \mu \) the shear modulus, \( b \) the Burgers vector, \( \nu \) Poisson’s ratio and \( r_0 \) the core cut-off radius.

It should be noticed that a loop nucleating from a void has similar geometry to a loop nucleating from a flat surface when loop size is significantly smaller than void size, and that the geometry changes when the loop grows and eventually has the form of a circular full loop. From that observation, we make correction by introducing a varying geometry factor \( g \) to the Beltz-Freund model. Apparently, \( g \) must be a function of void size and loop size. For any void size, the bound values of \( g \) when \( D \approx 0 \) and \( D \to \infty \) must be the value for half loop, \( g_{\text{half}} = 0.55 \), and the value to match equation B.2 with equation B.1, \( g_{\text{full}} = \frac{4R}{e^2 r_0} \), respectively. Analytic form of \( g \) is then constructed as follows:

\[
g = g_{\text{half}} + \frac{1}{1 + \alpha(a)/D} (g_{\text{full}} - g_{\text{half}}), \quad (B.3)
\]
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with $\alpha(a)$ being a positive function of void radius $a$. The form of $\alpha(a)$ determines how quick a loop changes its behavior from “half-loop” to “full-loop” when it grows. We observed that $\alpha(a)$ can be well described via a quadratic function of void radius, $\alpha(a) = c_2 D^2 + c_1 D + c_0$, to match the model with our V-TST results once the core cut-off radius $r_0$ is chosen appropriately. Our problems here prefer $r_0 = 1.1$. The parameter $c_0$ must be 0 since $\alpha(a)$ should in principle be 0 for the limit case of very small voids. Fitting for the V-TST results from voids of diameters $D = 4\text{nm}$ and $D = 6\text{nm}$ gives us $c_1 = 0.217$ and $c_2 = 0.079\text{nm}^{-1}$. 
APPENDIX C

TIS SHOOTING ALGORITHM

The following scheme (figure C.1) illustrates the shooting algorithm in TIS developed by Van Erp et al. [83]. The panels (a) through (l) depict trajectories/trajectory-segments on a free energy surface. The dashed horizontal lines are the TIS interfaces ($n = 4$ and $i = 2$ in this case). The algorithm requires an initial path (a) to start the loop. The length of this particular path $L^{(o)}$ is eighteen time slices (end points are not included). At step I, a random point is picked from this old path and some small randomized changes are applied to the velocities of all the particles (II), followed by a Metropolis acceptance/rejection step (III). In (c), the new velocities have resulted in a much larger kinetic energy $E^{(n)}$ and therefore this trial move is most likely rejected. Step IV is required to maintain detailed balance between pathways of different lengths. For example, if the random number generator assigns $\alpha = 0.59$ then $L^{\text{max}} = 30$, and we can reject when the path is unfinished but already contains 31 time slices as in panel (f) and (i). At (V), the equations of motion are integrated backwards in time by a MD algorithm using the shooting point with reverse velocities as starting point. At (VI) the equations of motion are integrated forward in time, starting from the same shooting point (without reversed velocities). After a rejection the old path is kept and counted again. If accepted, the new path will automatically start at $\lambda_A$ and cross $\lambda_i$. The path can end at either $\lambda_A$ as in (j) or at $\lambda_{i+1}$ as in (k). The fraction of sampled pathways that end at $\lambda_{i+1}$ determines $P_A(\lambda_{i+1}|\lambda_i)$. 
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Figure C.1: Illustration of the TIS algorithm steps [83].
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