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Downstream passage of outmigrating juvenile salmon (migrants) at
hydropower dams on the Columbia and Snake Rivers has, generally, not been
entirely successful. To date, research in the region has generated considerable, but
often inconclusive, results as to the factors influencing observed migrant guidance
and passage. This dissertation synthesizes existing fisheries and sensory biology
literature together with fundamentals of fluid mechanics and river
hydrogeomorphology to develop a theoretically rigorous hypothesis of observed
migrant movement behavior at Lower Granite Dam on the Snake River, Washington
USA (chapter 1). The hypothesis, the Strain-Velocity-Pressure (SVP) Hypothesis, is
supported by existing 3-D acoustic-tag telemetry data, multi-beam hydroacoustic
passage data, 3-D computational fluid dynamics (CFD) modeling, and 3-D spatially-
explicit, time-varying virtual fish simulation that outputs model results in similar
form to data collected by field instrumentation.

The virtual fish model, a coupled Eulerian-Lagrangian agent- and individual-
based model (CEL Agent IBM), is a simple, yet theoretically- and computationally-
robust, means for simulating individual fish movement behavior. The CEL Agent
IBM framework (chapter 2) is based on well-established principles in computer
science, foraging theory, and CFD modeling. Virtual fish behavioral rules are
biological tractable and mechanistic (i.e., rule-based) in nature. Therefore, one can
“plug-and-play” a rule-based hypothesis of fish movement behavior for objective
evaluation. In addition, coefficients can be further calibrated or validated in
laboratory experiments and rule structures emerging from back-casting simulation analyses are amendable to forecast simulation.

The CEL Agent IBM for migrants at Lower Granite Dam, i.e., the Numerical Fish Surrogate (NFS), is developed from four independent CFD model and biological data sets from year 2000 studies. The NFS was then ‘blindly’ validated using seven independent CFD modeled flow conditions from year 2002 studies, i.e., with no prior knowledge of 2002 biological results. NFS predictions from the ‘blind’ validation runs were first compared to 2002 biological data by an independent entity. The NFS and embodied SVP Hypothesis capture 80% ($r^2 = 0.80$) of the observed variation in 2000 and 2002 migrant passage and 85% ($r^2 = 0.85$) of the observed variation in dawn, dusk, and nighttime passage, i.e., when migrant visual acuity is limited.
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Hydrodynamics and Juvenile Salmon: Hypothesis Explaining Patterns of Forebay Movement Related to Surface Bypass at Lower Granite Dam

Abstract

Downstream passage of outmigrating juvenile salmon (migrants) at hydropower dams on the Columbia and Snake Rivers has, generally, not been entirely successful. To date, research in the region has generated considerable, but often inconclusive, results as to the factors influencing observed fish guidance and passage. The inherent mathematical complexity of fluid flows in rivers, especially turbulence, and the random and synergistic characteristics of animal behavior complicate research efforts. In this paper, we synthesize existing fisheries and sensory biology literature together with fundamentals of fluid mechanics and river hydrogeomorphology to develop a mathematically- and theoretically-rigorous hypothesis of migrant behavior at Lower Granite Dam on the Snake River, Washington, USA. The hypothesis, the Strain-Velocity-Pressure (SVP) Hypothesis, is supported by existing 3-D acoustic-tag data, computational fluid dynamics (CFD) modeling, and new 3-D spatially-explicit, time-varying “plug-and-play” virtual fish simulation that outputs virtual fish data in the same form as field collected data. Using “plug-and-play” simulation, the SVP Hypothesis explains 80% of variation in migrant passage ($r^2 = 0.80$) as observed by existing multi-beam hydroacoustic data. The SVP Hypothesis explains 85% of observed variation in dawn, dusk, and nighttime passage ($r^2 = 0.85$) when migrant visual acuity is limited. The SVP Hypothesis was developed from literature and calibrated using data from 2000 studies at Lower Granite Dam. The implemented SVP Hypothesis then ‘blindly’ validated on data collected in 2002, i.e., with no prior knowledge of 2002 biological results, at a different hydraulically-based bypass structure. “Plug-and-play”
simulation provides a new, innovative means for objectively interpreting the observed patterns of fish movement as well as a means for objectively implementing hypotheses of fish movement behavior to support engineering decisions.

**Introduction**

Passage of downstream-migrating juvenile salmon (migrants) around dams in the Pacific Northwest has been difficult to manage and has, generally, not been entirely successful (Coutant and Whitney, 2000). At the same time, relatively consistent patterns have been observed in forebays of several Columbia and Snake River dams and used in an attempt to improve bypass methods. Migrants, for instance, tend to be surface-oriented (Johnson, 1996). At Lower Granite Dam, for instance, 92% of smolts were observed in the upper 11 meters of the water column (Coutant and Whitney, 2000), and at The Dalles Dam powerhouse Steig and Johnson (1986) found 90% of tracked spring smolts were within 7.5 m of the water surface during the day and 70% at night. Coutant and Whitney (2000) suggest that migrants descend towards the turbine intakes for passage through the dam, especially at night, but generally do not descend to the lower two-thirds of the water column in dam forebays, and only enter deep turbines as a last resort when no other passage route is available. Summer migrants tend to be distributed about 2-5 m deeper than spring migrants, but are still surface-oriented (Johnson et al., 1987).

These and other findings led researchers to focus on surface-oriented bypass systems, which would attract migrants into collectors and then pass them into sluices or conduits for passage around the dam. In general, it was determined that surface-oriented routes are safer than routes through more deeply submerged outlets or through turbines (Popper and Carlson, 1998). Migrants passing through turbines are exposed to extreme pressure changes and mechanical injuries (Bickford and Skalski,
2000; Budy et al., 2002). Initial Surface Bypass Collector (SBC) designs and operations focused on finding an optimum entrance plume velocity that would entice migrants into the collector. However, after more than five years of research and mixed performance of SBCs, it has become increasingly apparent that understanding migrant responses to conditions close (< 10 m) to collector entrances is critical to improving SBC performance (Johnson et al., 2000a).

The poor performance of SBCs most commonly results from uncertainty about the characteristics of the intake plume necessary to attract migrants to the vicinity of the collector and entice them to enter. Although some guidelines have been developed, the response of fish to flow remains poorly understood (Popper and Carlson, 1998). With no apparent velocity criterion having been established, attention is gradually shifting to other flow attributes as the responsible stimuli for observed migrant movements and SBC performance. We introduce the hydraulic rate-of-strain as a hydrodynamic constituent that works in juxtaposition with velocity magnitude and hydrostatic pressure in a manner that explains a majority of observed 3-D migrant behavior approaching and passing Lower Granite Dam in 2000 and 2002 with respect to two different bypass structures. The Strain-Velocity-Pressure (SVP) Hypothesis is developed from a synthesis of fisheries and sensory biology literature integrated with fundamentals of fluid mechanics, including turbulence, and concepts in river hydrogeomorphology. The SVP Hypothesis is then substantiated using existing 3-D acoustic-tag data collected at Lower Granite, 3-D computational fluid dynamics (CFD) modeling, and a new form of 3-D spatially-explicit, time-varying “plug-and-play” virtual fish simulation (chapter 2) that outputs virtual fish data in the same form as field collected data. The SVP Hypothesis is developed from a synthesis of literature and data collected in 2000. The hypothesis then ‘blindly’ validated using CFD modeled flow data from 2002 studies and “plug-and-
play” simulation, i.e., with no prior knowledge of 2002 biological results, which were collected with respect to a different hydraulically-based fish bypass structure at Lower Granite Dam.

**Prior Research**

Recently, water acceleration has become an attribute of increasing interest, although research into its influence on migrants is relatively scant. Haro et al. (1998) studied the response of Atlantic salmon (*Salmo salar*) to accelerating flow fields and results suggest that migrants may be reluctant to enter bypass collectors because of unnatural transition conditions of accelerating water velocity. Haro et al. (1998) suggest expanding the flow transition zone, which they found to result in greater numbers of fish passing as well as fish passing in larger groups. Also suggested are entrances that would allow schools of fish to pass together since Atlantic salmon studied often tried to maintain group cohesion in accelerating flow fields. Other studies on acceleration pointed out by Haro et al. (1998) include Travade and Larinier (1992), who recommend using uniform, low-turbulence water accelerations at bypass entrances. Brett and Alderdice (1958) found that uniform acceleration of water velocities and minimal visual and turbulence cues at bypass entrances improved bypass efficiency. Ruggles and Ryan (1964) also found the transition of water velocity influenced efficiency.

Another flow attribute of increasing interest is turbulence and its various constituents. Coutant (1998, 2001a) introduced the idea that turbulence could serve as a guide to migrants in hydropower forebays. Coutant (1998, 2001a), however, also states that neither the biology of salmonid outmigration nor the potential for inducing conditions is well enough known to help with bypass design improvements. Recent research efforts by Crowder and Diplas (2002), Hotchkiss (2002), and Smith
(2003) have attempted to decipher the relevant hydrodynamic and turbulence constituents using laboratory and in-situ analyses. To date, however, considerable uncertainty remains as to the appropriate turbulence constituents and the transportability of scaling and applying highlighted constituents at other locations. In short, the lack of theoretically robust turbulence quantities relevant to fish is limiting the ability to distill information from various studies on how turbulence may influence the behavior of migrants (Johnson et al., 2000a).

**Hydraulic Strain**

Tennekes and Lumley (1972) indicate that turbulent flows may be generally viewed as shear flows since shearing flows are precursors to turbulent flows. In fluid environments, shear is a subcomponent of the hydraulic rate-of-strain. The hydraulic rate-of-strain, or strain, is commonly referred to as a spatial velocity gradient, spatial acceleration, or convective acceleration. In essence, strain is a quantity measuring the degree of twisting, stretching, compression, and other forms of deformation on an element of water. Mathematically, there are three component (Cartesian) directions in 3-D space (x, y, and z). Subsequently, there are three component velocities, one in each direction: u, v, and w. Consequently, there are nine variables in (components to) the calculation of total strain in water (Figure 1.1):

\[
\begin{align*}
\frac{\partial u}{\partial x} & \frac{\partial u}{\partial y} \frac{\partial u}{\partial z} & \frac{\partial v}{\partial x} & \frac{\partial v}{\partial y} \frac{\partial v}{\partial z} & \frac{\partial w}{\partial x} & \frac{\partial w}{\partial y} & \frac{\partial w}{\partial z}
\end{align*}
\]

If these components were to act individually and independently on a 3-D element (cube) of water, three would result in elongation or compression of the cube:
The remaining six components would result in angular deformation of the cube. These later six components (of strain) are commonly referred to as the hydraulic rates-of-shearing strain, rate-of-shear, or shear:

\[
\frac{\partial u}{\partial x} \frac{\partial v}{\partial y} \frac{\partial w}{\partial z}
\]

\[
\frac{\partial u}{\partial y} \frac{\partial v}{\partial z} \frac{\partial w}{\partial x}
\]

Figure 1.1. Simplified illustration of one of the nine hydraulic rate-of-strain components, i.e., \( \frac{\partial u}{\partial z} \), in a river. Total strain is the sum of the absolute values of all nine components of strain.
Hydraulic strain is a mathematical principal that links the observations of Coutant (1998, 2001a), Haro et al. (1998), Travade and Larinier (1992), Ruggles and Ryan (1964), and Brett and Alderdice (1958). In other words, strain mathematically relates to accelerating water velocity, turbulence, and the potential for turbulence. Furthermore, strain is one of the primary flow attributes detected by the mechanosensory system of fishes, which has been implicated in fish exploratory, orientation (rheotaxis), prey detection, station holding, spawning, and schooling behaviors (Coombs and Montgomery, 1999; Coombs et al., 2001; Kanter and Coombs, 2003).

**Fish Mechanosensory System**

The sensory system used by fish to sense hydrodynamics is often referred to as the mechanosensory system and it is composed of two subsystems: the lateral line and the inner ear. The lateral line is divided into two modalities: superficial neuromasts on the skin surface and canal neuromasts in fluid-filled canals just below the skin surface with pores connecting the canal to the surface (Montgomery et al., 1995). Both superficial and canal neuromasts are distributed spatially on the head and body of the fish. Neuromasts are apical ciliary bundles of mechanoreceptive hair cells that are usually embedded in a gelatinous cupula that is viscously coupled to surrounding water motions. A lateral line system that responds to the relative motion between the individual and the surrounding water is found in all fishes and in larval and permanently aquatic amphibians (Coombs et al., 2001). An inner ear consisting of acceleration-sensitive otolithic organs is present in all fishes (Braun and Coombs, 2000).
Lateral Line - Canal Neuromasts

The bundles of hair cell cilia that make up the canal neuromasts block the subcutaneous canal between pore openings that link water in the canal to the surface (Figure 1.2). Neuromasts are subject to flows within the canal caused by pressure differences between pore openings on the skin surface (Montgomery et al., 1995; Kalmijn, 1989). At the system level, the lateral line canal system usually functions as an acceleration detector because the velocity of the water in the subcutaneous canals is more nearly proportional to the first full derivative of the velocity of the water outside the boundary layer (Kalmijn, 1989). This has led some (e.g., Hudspeth, 1989) to characterize the hair cell arrays of the subcutaneous canal as strain sensors or “biological” strain gages.

Figure 1.2. Diagram of the canal lateral line system. Adult salmon pictured.
Lateral Line - Superficial Neuromasts

Superficial neuromasts are spatially distributed on the skin surface over the head and body of a fish, giving it access to information on the instantaneous relative velocities over their body as well as a second source of information on flow gradients or areas of current shear (Montgomery et al., 2000). Although the otolith organ of the inner ear can detect accelerations due to unsteady flows and turbulence, rheotaxis has traditionally been thought of as a function of sensory information on movement relative to some external reference (Montgomery et al., 2000). However, superficial neuromasts have the appropriate anatomical distribution and physiological properties to signal the strength and direction of flow (Montgomery et al., 1997). These properties contribute to the detection of regional differences in flow over parts of the body and provide the integration of information needed to decode flow direction (Voigt et al., 2000). While orientation to current requires a fixed external reference in the absence of vision, intermittent or continuous contact with substrate can provide a tactile reference frame against which current can be detected. In addition, superficial neuromasts have a preferred axis of sensitivity, or directional tuning, which would provide the fish with an ability to detect current strength and direction at various positions on the body, thus enabling the fish to detect flow gradients or areas of current shear along its body (Montgomery et al., 2000).

Inner Ear – Otolith Organ

The inner ear is made up of otolithic endorgans that are greater in density than the fish and, thus, lag behind motions of the fish. This provides the fish with a perception of the three-dimensional motions of its body (Braun and Coombs, 2000), a perception of gravity (Paxton, 2000), and a perception of sound (Fay and Edds-
Walton, 2000). Hair cells of the inner ear, upon which the otolith organs sit, are inherently directional receivers and transduce the motion of the very dense otoliths relative to the surrounding tissue providing information on whole body acceleration of the fish and, with regard to imposed flows, information on the acceleration of the water averaged over the volume of the fish (Kalmijn, 1989). Otolith organs are unaffected by nonuniformity of the flow along the length of the lateral line sensory arrays (Kalmijn, 1989), are capable of picking up flow attributes not detected by, or that are beyond the reach of, the lateral line (Kalmijn, 1989), and typically respond to moving objects at greater distances where the higher-order moments detected by the lateral line are negligibly weak (Kalmijn, 1989). With regard to hydrodynamics, otolith organs of the inner ear detect accelerations due to unsteady flow features (Montgomery et al., 2000).

**Self-induced Stimulation**

Mechanics of the fish mechanosensory system bring up the inevitable question of whether the most significant ‘source’ a fish encounters is its own movement. The dominance of canal organs in fish that swim continuously suggests that superficial neuromasts are likely compromised by self-induced flow and that a greater proportion of canal neuromasts may dampen, or lessen, the sensitivity of the overall lateral line system to self-imposed low-frequency noise. While self-imposed movement may camouflage, at least to some degree, the hydrodynamic image of the local flow field acquired by the lateral line system (Montgomery et al., 1995), strategies that can potentially overcome this include sit-and-wait, move-stop, and slow glide movements (Montgomery et al., 1995).
Swim Bladder

Some fish, including salmonids, have a fourth sensory modality: the swim bladder. Salmonids have a swim bladder that is sensitive to hydrostatic pressure (Coutant, 2001b), adjusts in volume, and contributes to maintaining near-neutral buoyancy (Lucas and Baras, 2000). Salmonids can adjust the number of moles of gas in their swim bladder, but only relatively slowly. The Ideal Gas Law, PV=nRT (R = constant), stipulates that for a constant number of moles of gas within the bladder, n, in an environment of relatively constant temperature, T, the volume of the bladder, V, expands and contracts due to pressure, P. Outside the near-field influence of hydropower turbines, hydrostatic pressure is generally the dominant pressure constituent. Hydrostatic pressure, furthermore, is directly proportional to depth. This suggests that salmonids could be expected to mitigate their depth at a rate equivalent to that at which they can adjust the number of moles of gas in their bladder. To descend to increasing depths while maintaining a near constant bladder size, salmonids must adjust the number of moles of gas in their swim bladder. This process, however, involves an exchange of dissolved gas by way of the blood stream and is a relatively slow process. This may explain the observation by Coutant and Whitney (2000) that surface-oriented migrants, generally, do not descend to the lower two-thirds of the water column in dam forebays.

The sensitivity of migrants to hydrostatic pressure is frequently observed at gatewell slots (Coutant, 2001b). The behavior with respect to gatewells involves migrants entrained with the flow of the turbine being taken into the turbine’s deep intake. This results in abnormal increases in hydrostatic pressure from the perspective of the migrant (Coutant, 2001b). Migrants then attempt to resist the change in hydrostatic pressure by swimming upwards (Johnson et al., 2000b) and often tend to stay close to the ceiling of the intake in an attempt to return to the
surface (Coutant, 2001b). As migrants reach the gatewell slot, the repulsion from abnormal increases in hydrostatic pressure causes many migrants to then swim up (rise) into the gatewell where they can frequently return to near-atmospheric pressures (Coutant, 2001b). Coutant (2001b) points out that Skorobogatov et al. (1993) even used the response of fish to hydrostatic pressure to design a new type of passive fish separator.

Swim bladders may also enhance the sensitivity of the canal lateral line to hydrodynamic stimuli in some fishes. Whereas the lateral line system is sensitive to local incompressible flow (near-field stimuli), it is generally not sensitive to pressure waves, i.e., sound (far-field stimuli). For the canal lateral line to be sensitive to pressure waves, a swim bladder must bring the near-field component of the stimulus to the canal, i.e., water movement must be caused to happen in the canals. Various suggestions have been proposed as to how such a connection might exist (Webb and Smith, 2000).

**Resultant Capability**

The lateral line is a spatially distributed system allowing the fish to detect water movements produced by both biotic and abiotic forces, as long as there is relative movement between the fish and the surrounding water (Kanter and Coombs, 2003). The lateral line is a hydrodynamic detector attending to the local flow field in the vicinity of the source where fluid accelerations are nonuniform and vary in strength and direction (Kalmijn, 1989). Farther from the hydrodynamic source, fluid accelerations and other moments of the flow field due to the disturbance are more nearly uniform giving little differential information for the lateral line to detect. The degree to which fish can “image” their surroundings in a hydrodynamic environment
depends on fish size, orientation to the disturbance source, and size of the disturbance source.

Research on the lateral line of mottled sculpin, *Cottus bairdi*, (Coombs et al., 2000) found that responses to laterally-located sources were better than to frontal sources, indicating information is better acquired from laterally-oriented sources than from frontally-oriented sources. This may be explained by the greater spatial coverage of the lateral line system on the side of the fish compared with the head of the fish, i.e., length as opposed to width of the fish. The operating range of the lateral-line system is, thus, considered to be a function of fish length (Coombs, 1999). The longer the fish, the further away a given source can be detected (Denton and Gray, 1983, 1988, 1989; Kalmijn, 1988, 1989; Coombs, 1996, 1999). With respect to prey items, the operating range of the lateral line system falls within one to two body lengths (Coombs, 1999). However, the distance range or ‘active space’ of the lateral line system is likely dependent on a number of factors including the size of the disturbance source (Coombs, 1999). Popper and Carlson (1998) indicate that studies by Suckling and Suckling (1964) and Anderson and Enger (1968) found water particle movement of less than 0.5 μm can stimulate nerve response. Popper and Carlson (1998) also indicate that Schwartz (1974) found net water currents relative to fish motion as low as 0.025 mm/s caused sufficient displacement for hair cell nerves to fire. It is plausible, therefore, to suggest that disturbances generated by large natural or structural features, e.g., river bottom or the dam superstructure, produce signals available to the lateral line sensory system over much larger distances than those generated by spatially punctuate sources, e.g., individual prey.

Evidence for many stream fishes indicates they are familiar with their surroundings over substantial distances and are able to find good habitat quickly (Railsback et al., 1999). With respect to the lateral line, the superficial system serves
behaviors dependent on large-scale stimuli, such as abiotic currents, and the canal-based system serves behaviors needing to locate spatially punctuate sources (Coombs et al., 2001). Indeed, the lateral line system can be used to detect inanimate and stationary objects by detecting distortions in the flow field as the fish passes by (Montgomery et al., 1995). Braun and Coombs (2000) suggest that both behavioral experiments (Dijkgraaf, 1963) and theoretical treatments (Kalmijn, 1988; 1989) effectively identify spatial gradients of water motion as the stimulus for the auditory and hydrodynamic senses. While they caution little relevant experimental data has been collected, anecdotal evidence exists. In addition to Haro et al. (1998), Fletcher (1994) found in the testing of large double-entry screen systems that fish tended to respond to the velocity gradients as opposed to responding directly to the stationary obstacles, or solid surfaces, that actually induced the gradients. Faler et al. (1988) found that Northern Pikeminnow seem to concentrate at well-developed shear zones along the turbine outflow and fishway entrances. Crowder and Diplas (2002) indicate that both the works of Fausch and White (1981) and Hayes and Jowett (1994) suggest velocity gradients are important habitat features of salmonids, i.e., brown trout (Salmo trutta) and brook trout (Salvelinus fontinalis). Lastly, Kanter and Coombs (2003) observed in laboratory rheotactic behavioral studies of mottled sculpin that the fish tended to spend more time near the sides of the flow tank than in the center indicating that they may use the orientation of the tank walls as a stimulus in orienting their body. In general, laboratory and field experiments suggest that stream fishes exploit boundary layers created by objects in the water column (Fausch, 1993; McLaughlin and Noakes, 1998), although, to date, we know of no study that attempts to link sensory system capability, river hydrogeomorphology, and observed migrant movement behavior.
River Hydrogeomorphology

Management of migrant dam passage must work within the constraints of evolved sensory abilities to make managed waterways more compatible with salmonid life histories (Meffe, 1992). Kalmijn (2000) states, "the more salient features of the flow field are the variable explanations behind predation and movement, and that in seeking regularity and focusing on the most salient features in their environment, in order to endure and thrive, animals have empirically discovered the laws of nature". With regard to migrant passage on the Columbia and Snake Rivers, however, relatively few attempts have been made to link evolved fish mechanosensory system capabilities, fluid dynamics, and river hydrogeomorphology. The most fundamental, salient feature of free-flowing natural river reaches is the inherent hydrodynamic pattern resulting from geometry and friction forces that, in turn, result from fluvial geomorphological processes (Leopold et al., 1964).

Without flow resistance, there is no force to alter the pattern of bulk flow once it is set in motion (Ojha and Singh, 2002). Flow resistance imposes pattern on the flow field by creating gradients in velocity and other variables. The predominant flow pattern in deep, free-flowing, natural rivers is wall-bounded flow (Figure 1.3). In general, wall-bounded flow is a pattern in which the direction of maximum decreasing water speed is associated with maximum increasing strain (Figure 1.4). Wall-bounded flow originates from bed friction that causes the speed of water to be zero at all solid-water interfaces (e.g., river bank, river bottom, etc.). The resulting pattern in deep, free-flowing river channels is one in which the speed of water decreases at an increasing rate of change as one nears the river’s edge. In contrast, the velocity increases at a diminishing rate of change as one nears the centroid of the river cross-sectional area. In theory, the centroid of the river cross-sectional area is
the location of greatest water speed, although the exact location varies and is dependent on the frictional characteristics of the solid-water (Figure 1.3A) and air-water (Figure 1.3B) interfaces. This rate of change in velocity constitutes hydraulic strain.

Figure 1.3. The lateral (Plot A) and vertical (Plot B) velocity vector patterns of wall-bounded flow in a simplified river cross-section.
Figure 1.4. Wall-bounded and free-shear flow pattern locations in the forebay of Lower Granite Dam. In general, wall-bounded flow is a pattern in which the direction of maximum decreasing water speed is associated with maximum increasing strain. In contrast, free-shear flow is a pattern in which the direction of maximum increasing strain is associated with maximum increasing water speed. Near the Behavioral Guidance Structure (BGS) floating steel wall, wall-bounded flow is exhibited in the upper portion of the water column where frictional effects of the wall predominate ($3_A, 3_B$). Free-shear flow is exhibited in the lower portion of the water column where flow constriction effects predominate ($5_A, 5_B$). Note: location of maximum water speed in Plot A upstream of the dam does not correspond with the centroid of the river cross-sectional area because of likely hydraulic influences created by the dam.

A second hydrodynamic pattern is relatively rare, if non-existent, in natural deep, free-flowing rivers with a constant cross-sectional area, but is relatively abundant in shallower channels, such as tributaries where wild salmon are reared. Free-shear flow, like wall-bounded flow, is a hydrodynamic pattern imposed on flow
by friction forces. However, unlike wall-bounded flow, free-shear flow emanates predominantly from changes in the channel geometry. In places where the flow cross-sectional area is constricted, i.e., reduced compared to the upstream geometry, the speed of water must increase to maintain a constant flow rate. This increase in velocity is associated with a coincident increase in hydraulic strain. However, unlike the strain-velocity relationship with wall-bounded flow, the strain-velocity relationship with free-shear flow is such that the direction of maximum increasing strain is associated with the direction of maximum increasing water speed (Figure 1.4). These strain-velocity relationships provide the starting point from which to develop a conceptual model, i.e., hypothesis, of how migrants may be responding to stimuli in the forebay of Lower Granite Dam.

**Strain-Velocity-Pressure (SVP) Hypothesis**

Interpreting the movement behavior of individuals is important because while individual movement can be translated into an understanding of population dynamics, the converse is generally not possible (Turchin, 1997). Juvenile salmon outmigration is known to be a response to currents, with a mix of passive and oriented movements (Arnold, 1974) and not mediated solely by passive mechanisms (Dauble et al., 1989). However, deciphering the proportion of passive and oriented movements and the stimuli eliciting the orientation and speed of ‘oriented’ movements is difficult.

In a dense, fluid environment, such as water, disturbances are generated by anything and everything that moves (Montgomery et al., 1995). Aquatic environments are, thus, often very rich in acoustic and hydrodynamic signals (Schilt and Nestler, 1997; Rogers and Cox, 1988). Additional sensory facilities such as vision, smell, tactile, chemical, electrical, pressure, temperature, and sometimes
magnetic senses (Schilt and Nestler, 1997; Popper and Carlson, 1998) result in a near-limitless number of motivational forces that could potentially influence the movement decisions of an individual fish (Farnsworth and Beecham, 1999). In the full spectrum of prevailing physical, chemical, and biotic conditions, individual behavior is likely mediated by a synergy of diverse sensory inputs with various stimuli evoking conflicts in habitat preference. An individual, therefore, is unlikely to find a location that matches its preference on all environmental gradients, resulting in a potential hierarchy of responses to different cues which take varying precedence during the changing phases of a behavioral sequence (New et al., 2001; Sogard and Olla, 1993).

Therefore, to create a conceptual behavioral program, i.e., a hypothesis of movement behavior, it is necessary to develop a series of behaviors, stimuli, and a process by which behaviors and stimuli interrelate to yield movement. The integration of information from various sensory modalities within a behavioral program is a fundamental issue in attempts to understand sensorimotor integration and the functional relationship between brain and behavior (New et al., 2001). An ‘event’ is an encounter between an animal and a stimulus in an increment of time (Anderson, 2002), and the interaction between an individual and its environment usually takes place in two stages (Bian, 2003). First, the individual evaluates the stimuli at its location and in the surrounding vicinity. Second, the individual executes a response, i.e., moves (Bian, 2003). We now refine our definition of an ‘event’ as a change in the attributes of an environmental stimulus (Bian, 2003). The manner in which a stimulus variable is derived from various measured or modeled numerical quantities is not uniform (Anderson, 2002). An appropriate stimulus may be derived from additive, multiplicative, or some other combination (McFarland and Houston, 1981; Anderson, 2002) of biotic and abiotic variables.
To select the proper stimulus variables for migrants, we first begin by assuming that migrants have evolved a downstream navigation strategy in which the predominant hydrodynamic pattern of free-flowing reaches of the Snake and Columbia Rivers, i.e., wall-bounded flow, is a predominant feature in the overall behavioral program of individual migrants. Second, we scale hydraulic strain according to an abbreviated form of the Decibel equation, which is frequently used to characterize stimuli that vary in intensity by orders of magnitude (e.g., sound and light):

\[ s = \log_{10}\left( \frac{I}{I_0} \right) \]  

where \( s \) is strain in scaled form, \( I \) is the level of strain at the fish's location, and \( I_0 \) is the reference level of strain, i.e., a constant. Equation [1] is applied with the assumption that it results in a value proportionally related to the subjective sensation of 'loudness' as perceived by a fish. This transformation is frequently used to translate the energy output associated with, for instance, sound and light, into a linear scale of perception.

Strain, \( s \), is subsequently translated according to the Weber-Fechner Law (Rapoport, 1983), a well-studied mathematical equation for describing how animals distinguish intensities of stimuli and respond to psychological phenomena. The Weber-Fechner Law relates the physical intensity of a stimulus to its psychologically perceived intensity through calculation of a "just noticeable difference" (JND) in the change of the stimulus with regard to the background, or acclimated, level of the stimulus:

\[ \Delta s/s = (s_t - s_{ambient}) / s_{ambient} \]  

[2]
where \( s_t \) is the scaled level of strain at time \( t \) from equation [1] and \( s_{ambient} \) is the ambient level of strain to which the fish is acclimatized. According to equation [2], a larger change in strain is required at higher ambient strain intensities, to which the fish is already acclimated, in order to elicit the same psychological behavioral response. This treatment of strain is supported by observations of juvenile chum salmon, whose tolerance and resistance to another physiochemical variable, i.e., temperature, is intimately influenced by prior thermal history (Birtwell et al., 2003; Brett, 1952).

The strain stimulus variable value resulting from the Weber-Fechner translation, equation [2], is compared to two thresholds, \( k_1 \) and \( k_2 \), used to identify the presence of wall-bounded and free-shear flow, respectively. Environmental thresholds can be thought of as cues that trigger fish movement (Workman et al., 2002). More sophisticated treatments, tests, and threshold criterion may be appropriate for evaluating the presence of wall-bounded and free-shear flow features in the future, but the present focus is limited to the forebay of Lower Granite Dam, and simplicity is a goal of the current treatment. The use of thresholds is supported by prior studies, e.g., Workman et al. (2002) and references therein, evaluating the response of salmonids to other physicochemical stimuli, i.e., temperature, in other aquatic systems. The probability of migrant movement in response to a stimulus increases as the stimulus intensity increasingly exceeds the associated threshold value (Workman et al., 2002).

When the strain stimulus variable value, \( \Delta s/s \), exceeds the threshold value used to identify wall-bounded flow, \( k_1 \), (i.e., \( \Delta s/s > k_1 \)), the probability increases that the migrant will move in the direction of increasing flow speed, or flow velocity magnitude. Reasoning for this hypothesis is that in deep, free-flowing river channels exhibiting wall-bounded flow, this response would result in the migrant moving
towards decreasing strain. It is an underlying assumption that migrants prefer to avoid entering high strain areas because of possible impending turbulence, which may result in decreased swimming efficiency and a loss in ability to effectively locate predators and prey. This, however, does not necessarily mean that migrants may not guide along, or trace, contours of strain and, therefore, turbulence (e.g., Coutant 1998, 2001a). Nonetheless, movement mathematically consists of an orientation and a speed and, therefore, a speed response must also be hypothesized. Workman et al. (2002) indicate that behavioral responses usually begin at, or near, the threshold of a stimulus and increase in intensity (i.e., speed) until a maximum rate is reached. Thus, the hypothesis stipulates that migrant speed increases incrementally with time if insufficient progress is made in reducing the level of strain, Δs/s, below threshold k₁. Conversely, speed is decremented incrementally if sufficient progress is made. Speed is bounded above by the burst speed of migrants, i.e., approximately 10 body lengths per second (Beamish, 1978), and bounded below by the nominal cruising speed of migrants, i.e., approximately 2 body lengths per second (Beamish, 1978).

When the strain stimulus variable value, Δs/s, exceeds a second, higher threshold used to identify free-shear flow, k₂, (i.e., Δs/s > k₂ > k₁), the probability increases that the migrant will disassociate the direction of increasing flow velocity magnitude with decreasing strain, which would generally hold true in wall-bounded flow areas. More specifically, it is hypothesized that the associated response is generally random in nature, but biased in favor of orienting against the direction of flow. This would endow a migrant with a behavioral program to, generally, maintain its relative position and/or mill in the high-energy areas near the dam without unwanted capture into high-velocity plumes. This behavior is analogous to that observed by Steig and Johnson (1986), who noticed transmitter-equipped migrants
moving laterally back and forth along the dam or just upstream, apparently searching for surface outlets.

The conceptual embodiment of this behavior is that migrants no longer associate the direction of increasing flow velocity with decreasing strain in free-shear flow areas. In a free-flowing stream, this behavior could be expected at locations where, for instance, two boulders bracket and constrict flow in the channel and where juveniles may hesitate, or hold, before acclimating and familiarizing themselves with the elevated strain and velocity signatures before passing. At least with respect to adult upmigration, Standen et al. (2002) suggest that migrating salmonids cross the river and backtrack more frequently at constrictions, possibly, looking for small-scale low velocity fields for continued migration. Acclimatization, familiarization, and seeking a low strain conduit may also be involved behaviors at these constrictions. It is hypothesized that migrant speed increases if the migrant is oriented in the direction opposite the direction of flow, experiences a strain stimulus in excess of \( k_2 \), and is positioned in flow that is greater in speed than the existing migrant speed.

With hypothesized behaviors developed for responses to wall-bounded and free-shear flow hydrodynamic stimuli, a behavior or behaviors must be developed for null event periods, that is, when strain stimuli are absent. Coutant and Whitney (2000) observed that migrants approaching a dam in the forebay, e.g., where strain levels are likely relatively low, tend to follow the flow. Therefore, it is assumed that migrant behavior in relatively low strain environments consists of swimming in the direction of flow, seeking prey, avoiding predators, and other periodic deviations, generally, random in form. Unless a priori information on the 3-D positions of relevant predators and prey can be obtained, however, the evolving hypothesis must limit the ‘default’ behavior to swimming in the direction of flow with periodic,
random deviations. This treatment is supported by Popper and Carlson (1998), who suggest that the response of fish to hydrodynamics near dams frequently overrides or supercedes the responses to other stimuli. Lastly, speed is hypothesized to be, on average, equal to the cruising speed of migrants.

Above stimuli responses do not provide an explanation for the observed behavior at gatewell slots, that is, in response to changes in hydrostatic pressure. Coutant (2001b) observed that migrants entrained with the flow (into turbine intakes) attempt to resist the change in hydrostatic pressure by swimming up into the gatewell slot. Therefore, an appropriate behavioral response might be the avoidance of large changes in hydrostatic pressure and mitigating changes when they do occur. Since hydrostatic pressure is a 1-D phenomenon, it only requires a 1-D response. Therefore, migrants must employ one of the prior behavioral responses, simultaneously, for horizontal orientation. Hypothesized speed increases in similar form as prior behaviors, that is, incrementally if insufficient progress is made towards mitigating the change in hydrostatic pressure and decremented if sufficient progress is made. Final, resultant speed would then be the largest necessary to respond adequately to horizontal or vertical stimuli.

A vertical response to hydrostatic pressure would be expected when the change in hydrostatic pressure exceeds a threshold value. The variable of hydrostatic pressure, however, can be simplified by substituting the variable depth since depth is directly proportional to hydrostatic pressure. Therefore, the probability of a vertical behavioral response to hydrostatic pressure increases when the hydrostatic pressure stimulus variable value, $\Delta d$, exceeds a threshold value, $d^\ast$. The hydrostatic pressure stimulus variable value is the change in depth and calculated using the following equation:
\[ \Delta d = (depth_t - depth_{ambient}) \]  \[3\]

where \( depth_{ambient} \) is the ambient depth, i.e., hydrostatic pressure to which the migrant has acclimated.

In summary, the SVP Hypothesis provides a conceptual explanation of observed migrant behavior that links hydraulics, the fish mechanosensory system, river hydrogeomorphology, and mathematical biology (Figure 1.5). The SVP Hypothesis is conducive to analysis with existing 3-D telemetry data and validation using "plug-and-play" simulation.

![Fish mechanosensory system](image)

Figure 1.5. Relationship between strain, velocity, and pressure to the fish mechanosensory system of fishes, turbulence and hydraulics, river hydrogeomorphology, and mathematical behavior.
Field Data Analysis

Site Description

Lower Granite Dam (Figure 1.6) is located on the Snake River at river kilometer 173 (mile 107.5). It is a run-of-river project with an effective height of 47 m and a normal operating range of 1.5 m. Moving from south to north, the dam consists of the following structures: a powerhouse, spillway, navigation lock, and an earthen dam located between the lock and northern shore. The 200 m long powerhouse consists of six turbines with a total generating capacity of 810 MW. The total hydraulic capacity of the powerhouse is about 3,680 m sec⁻¹. The forebay is maintained near the minimum operating pool elevation of 223 m (733 ft) above mean sea level during the spring and summer juvenile salmon outmigration. The 156 m long spillway consists of eight spill bays with tainter gates. An angled trashboom deflects debris away from the powerhouse and towards the spillway. The reservoir is about 610 m wide at the dam with maximum forebay depths of about 45 m. The thalweg intersects the dam, approximately, at the intersection of the powerhouse and spillway.

Structural fish bypass features at Lower Granite Dam include a Behavioral Guidance Structure (BGS), a Surface Bypass Collector (SBC) in 2000, and a Removable Spillway Weir (RSW) in 2002. In 2002, the SBC was not used although the dormant SBC structure remained in place, with the exception of the conduit connecting the main SBC gallery to spillbay 1. The BGS consists of two parallel lines of floats suspending a steel curtain originally designed to guide migrants away from the powerhouse and towards the SBC. In 2000 studies, the SBC was configured with two entrances, a BGS entrance located near the intersection of the BGS and SBC and a middle entrance located near the center of the SBC gallery. The SBC was operated in two configurations in 2000. In the single gate configuration,
the BGS entrance was closed and only the middle entrance was open. In the double gate configuration, both entrances were open. Details of project operation during the 2000 evaluation period can be found in Table 1.1 and in HDR Engineering, Inc. and ENSR, Inc (2000). Discharge and velocity measurements for the Surface Bypass Collector (SBC) can be found in Anonymous (2000). Changes from one gate configuration to another in 2000 occurred at 0800 hours on days scheduled for gate changes and generally took about 15 minutes. Detailed information on project operation during the 2002 evaluation period can be found in Anglea et al. (2003), Cash et al. (2003), and Plumb et al. (2003).

Figure 1.6. Lower Granite Dam structural configurations for 2000 and 2002 analyses. The Behavioral Guidance Structure (BGS) is approximately 24.4m deep at its intersection with the powerhouse and tapers in step-wise manner to a minimum of 16.8m at its upstream end. The trash boom is approximately a constant 1.2m deep. The BGS and trash boom were present for both 2000 and 2002 analyses. Both the SBC (in 2000) and the RSW (in 2002) occupied spillbay 1, i.e., the spillbay nearest the powerhouse.
Table 1.1. General Schedule of Project Operation at Lower Granite Dam during Year 2000 Evaluation.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Day</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gate</td>
<td>Double</td>
<td></td>
<td>Single</td>
<td>Single</td>
<td>Double</td>
<td>Single</td>
<td>Single</td>
</tr>
<tr>
<td>Load</td>
<td>High</td>
<td></td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td><strong>April</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td>21</td>
<td>22</td>
</tr>
<tr>
<td>Double</td>
<td>Double</td>
<td></td>
<td>Double</td>
<td>Single</td>
<td>Single</td>
<td>Double</td>
<td>Single</td>
</tr>
<tr>
<td>Low</td>
<td>High</td>
<td></td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>23</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>28</td>
<td>29</td>
</tr>
<tr>
<td>Single</td>
<td>Double</td>
<td></td>
<td>Double</td>
<td>Single</td>
<td>Double</td>
<td>Single</td>
<td>Double</td>
</tr>
<tr>
<td>High</td>
<td>Low</td>
<td></td>
<td>High</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Single</td>
<td>Double</td>
<td></td>
<td>Double</td>
<td>Single</td>
<td>Double</td>
<td>Single</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>High</td>
<td></td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>Single</td>
<td>Double</td>
<td></td>
<td>Double</td>
<td>Single</td>
<td>Single</td>
<td>Double</td>
<td>Double</td>
</tr>
<tr>
<td>High</td>
<td>Low</td>
<td></td>
<td>High</td>
<td>High</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
</tr>
<tr>
<td>Single</td>
<td>Single</td>
<td></td>
<td>Double</td>
<td>Single</td>
<td>Double</td>
<td>Single</td>
<td>Double</td>
</tr>
<tr>
<td>Low</td>
<td>High</td>
<td></td>
<td>High</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>27</td>
</tr>
<tr>
<td>Single</td>
<td>Single</td>
<td></td>
<td>Double</td>
<td>Double</td>
<td>Double</td>
<td>Single</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>Low</td>
<td></td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>High</td>
<td>High</td>
</tr>
</tbody>
</table>
In 2000, turbines 1-3 were operated to produce power as specified by the Bonneville Power Administration. Turbine units 1-3 were always operated within but not necessarily near the 1.0-percent limits as prescribed by the Fish Passage Plan. Turbine unit 6 was operated only to meet power and flow demands. Units 4 and 5 were operated during the 2000 evaluation at the power output that approximately corresponds to the lower (100 MW, approximately 13 kcfs) and upper (125 MW, approximately 17 kcfs) percent efficiency settings. A general description of the structural configurations and hydraulic loadings for both 2000 SBC and 2002 Removable Spillway Weir (RSW) evaluations can be found in Table 1.2.

**Biological Data**

Three-dimensional acoustic-tag (AT) telemetry and multi-beam hydroacoustic (HA) passage data were collected for both 2000 and 2002 studies. Acoustic-tag data collected at Lower Granite Dam (Cash et al., 2002; Cash et al., 2003) describe the 3-D movements of individual hatchery steelhead approaching the powerhouse and spillway. Multi-beam hydroacoustic data collected (Anglea et al., 2001; Anglea et al., 2003) describe the run-at-large passage proportions with which targets (usually fish) used each of the various passage options (i.e., turbines, spillbays, or bypass structure) at Lower Granite Dam. Additional information on acoustic-tag and hydroacoustic technologies may be found in Lucas and Baras (2000), Steig and Timko (2000), Steig (1999), Johnson et al. (1999), and Gerolotto et al. (1999). Acoustic-tag data was categorized by scenario (Table 1.1) and time of day: dawn (0600-0659), day (0700-1659), dusk (1900-1959), and night (2000-0559).
Table 1.2. Hydraulic Scenarios Evaluated at Lower Granite Dam in 2000 and 2002.

<table>
<thead>
<tr>
<th>Year / Structure</th>
<th>Case ID</th>
<th># SBC Gates Open</th>
<th>SBC or RSW Loading (m³/s)</th>
<th>Powerhouse Loading (m³/s)</th>
<th>Spillway Loading (m³/s)</th>
<th>Day / Night Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000 / SBC</td>
<td>DH8</td>
<td>2</td>
<td>99.1</td>
<td>2055.5</td>
<td>450.2</td>
<td>Composite</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DL5</td>
<td>2</td>
<td>99.1</td>
<td>1497.7</td>
<td>351.1</td>
<td>Composite</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SH4</td>
<td>1</td>
<td>96.3</td>
<td>1755.4</td>
<td>450.2</td>
<td>Composite</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SL2</td>
<td>1</td>
<td>96.3</td>
<td>1860.1</td>
<td>450.2</td>
<td>Composite</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>2002 / RSW</td>
<td>A2</td>
<td>0</td>
<td>198.2</td>
<td>1698.8</td>
<td>240.7</td>
<td>Composite</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>195.3</td>
<td>1449.5</td>
<td>280.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B2</td>
<td>0</td>
<td>198.2</td>
<td>1274.1</td>
<td>438.8</td>
<td>Composite</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>196.5</td>
<td>1401.3</td>
<td>504.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C2</td>
<td>0</td>
<td>0.0</td>
<td>1812.0</td>
<td>0.0</td>
<td>Day</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.9</td>
<td>1778.0</td>
<td>6.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>D2</td>
<td>0</td>
<td>0.0</td>
<td>1443.9</td>
<td>1223.1</td>
<td>Night</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.6</td>
<td>646.8</td>
<td>1166.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>E2</td>
<td>0</td>
<td>198.2</td>
<td>1670.5</td>
<td>1427.0</td>
<td>Composite</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>193.7</td>
<td>1653.5</td>
<td>1381.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>F2</td>
<td>0</td>
<td>0.0</td>
<td>1953.6</td>
<td>693.7</td>
<td>Day</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.6</td>
<td>2039.3</td>
<td>730.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>G2</td>
<td>0</td>
<td>0.0</td>
<td>1528.9</td>
<td>1483.6</td>
<td>Night</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.2</td>
<td>1371.4</td>
<td>1530.0</td>
<td></td>
</tr>
</tbody>
</table>
Flow-field Data

Computational fluid dynamics (CFD) modeling is used to replicate the 3-D steady-state hydraulic patterns and attributes of the Lower Granite Dam forebay associated with 2000 and 2002 studies. When applied appropriately, state-of-the-art CFD models provide accurate depictions of the flow field beyond that available in either physical models or field instrumentation. Forebay hydraulics are simulated using the Unsteady, Unstructured Reynolds-Averaged Navier Stokes (U²RANS) 3-D CFD model developed by the Iowa Institute of Hydraulic Research (IIHR) at the University of Iowa (Lai et al., 2003a; Lai et al., 2003b; Lai, 2000).

Analysis of Integrated 3-D Data

Graphical Analysis

Cash et al. (2002) note that most AT telemetry tracks can be classified according to a simple binary scheme: milling- and direct-path migrants. In general, milling-path migrants (e.g., Figure 1.7A) are observed during the day and direct-path migrants (e.g., Figure 1.7B) at night. Cash et al. (2002) indicate that 83% of milling-path migrants were first detected during the day and 70% of these migrants are located in the upper 4m of the water column. In contrast, Cash et al. (2002) found that 66% of direct-path migrants were first detected at night and 90% of these migrants are located deeper than 4m. Interestingly, nighttime milling-path migrants have a small sample size (Cash et al., 2002). Cash et al. (2002) also note migrants along the trash boom often locate themselves at an elevation just below the structure, Figure 1.7A, which may indicate that migrants are cueing on some hydrodynamic attribute induced by the trash boom rather than the trash boom itself.
Figure 1.7. Representative milling-path (Plot A) and direct-path (Plot B) individual migrant AT telemetry tracks (Cash et al., 2002) for case DH8. Acoustic-tag (AT) telemetry and CFD modeled flow data are integrated using the NFS-VGI module. Total strain (sec\(^{-1}\)) and velocity magnitude (i.e., flow speed, m/sec) flow conditions are displayed for the centroid depths of the two tracks. Total strain plotted is the sum of the absolute values of all nine components of strain (Figure 1.1). Plot A illustrates a typical daytime milling-path migrant, i.e., milling and volitional response to the trash boom. Note the elevated strain and velocity signatures near where the migrant mills at the trash boom. Plot B illustrates a typical nighttime direct-path migrant, i.e., no obvious volitional response to the trash boom. In Plot B, note the lack of a strain signature at the depth of the migrant. Water surface elevation is 44.7m. AT data provided by Cash et al. (2002).
To assess this and other plausible hydrodynamic stimuli, acoustic-tag (AT) telemetry data is converted from the original Washington State NAD 1927 grid coordinates to the metric coordinate system of the CFD model. The AT data is then integrated into the CFD modeled data using one of three computer programs that make up the Numerical Fish Surrogate (NFS), discussed in detail later. Integration of AT and CFD modeled data is handled by the NFS Vector Generation & Integration module (NFS-VGI). The NFS-VGI integrates AT-CFD modeled data for both graphical and vector analyses.

Graphical analysis of integrated AT-CFD data for two selected, but representative, AT telemetry tracks are depicted in Figure 1.7. Interesting observations relevant to the wall-bounded flow portion of the SVP Hypothesis can be noted in both the individual milling-path (Figure 1.7A) and direct-path (Figure 1.7B) migrants. First, a high strain and increasing velocity region exists on the powerhouse-side of the trash boom in Figure 1.7A, where the migrant is observed to mill. In contrast, the direct-path migrant in Figure 1.7B appears to be below the hydrodynamic influence of the trash boom. The migrant in Figure 1.7B experiences no apparent strain stimulus associated with the trash boom and, therefore, passes underneath with no apparent response, i.e., a wall-bounded flow response in which the migrant would seek increasing flow speed (as in Figure 1.7A).

Vector Analysis

The NFS-VGI generates vector trajectories for each acoustic-tagged (AT) migrant and interpolates CFD modeled flow information to each observed location (ping) of the migrant. The NFS-VGI dispenses with the arbitrary x-y-z Eulerian grid and orientation of the CFD model and generates a unique ping-to-ping (Lagrangian) reference frame for each migrant (Figure 1.8). The NFS-VGI subtracts the influence
Figure 1.8. Integrating 3-D AT trajectory (Lagrangian) and 3-D CFD modeled (Eulerian grid) data. The NFS-VGI generates ping-to-ping vector trajectories, i.e., from point A to point B, for each individual AT migrant track and interpolates CFD modeled flow information to each location. Passive transport is subtracted from overall movement to yield the volitional swimming component. Movement is then decomposed into xy-plane and vertical components. This treatment is justified since fish have a perception of gravity (Paxton, 2000). Each trajectory is then referenced to four different xy-plane orientations for maximum analytical flexibility. XY-plane trajectory information is referenced to: CFD model grid axes orientation, xy-plane flow vector at the first ping location, prior xy-plane volitional swimming (orientation) vector, and physicochemical gradient directions for all variables available in the CFD model.

of water movement, or passive transport, from each ping-to-ping trajectory to yield the component of volitional movement. The NFS-VGI then decomposes each volitional ping-to-ping trajectory into xy-plane and vertical components. This treatment is justified since fish have a perception of gravity (Paxton, 2000). Analysis then shifts to proper xy-plane trajectory orientation. Considerable ambiguity and
little guidance exists, however, as to the proper reference orientation for migrants. Complicating analysis is the likely fact that perceived xy-plane orientation depends on unique stimulus attributes that vary with each movement (i.e., with time and space). Therefore, the NFS-VGI outputs integrated AT-CFD data in four different xy-oriented reference frames to maximize analytical flexibility. First, each ping-to-ping trajectory is referenced to the CFD model grid axes. While this has little, or no, biological significance in most applications, it may provide a ‘control’, or null hypothesis, for statistical testing. Second, ping-to-ping volitional trajectories are referenced to the direction of flow (i.e., flow vector orientation) at the first ping location in each trajectory. Third, volitional trajectories are referenced to the direction of volitional swimming in the prior movement (i.e., prior volitional vector orientation). Lastly, each ping-to-ping volitional trajectory is referenced to the gradient directions of each physicochemical variable available in the CFD model.

Integrated trajectory data referenced to multiple reference frames provides the means to generate orientation plots (circular histograms) and partition the histograms according to prevailing physicochemical conditions. Figure 1.9 represents a series of circular histograms for 2000 studies (cases DH8, DL5, SH4, and SL2) of nighttime AT migrants. Each ping-to-ping trajectory (xy-plane component) in the data set is referenced to the direction of flow at the first ping in the trajectory. Each trajectory is then grouped into one of three circular histograms, depending on the level of strain at the first ping in the trajectory. An interesting observation relevant to the free-shear flow portion of the SVP Hypothesis can be noted in Figure 1.9. That is, as the level of strain increases (C plots), ping-to-ping trajectories appear to be increasingly oriented in the direction opposite of flow. This trend in Figure 1.9 for all 2000 acoustic-tag (AT) telemetry ping-to-ping trajectories supports the hypothesized response to free-shear flow patterns, i.e., that the
Figure 1.9. Circular histograms for 2000 studies (cases DH8, DL5, SH4, and SL2) of nighttime AT migrant xy-plane swimming orientations (i.e., volitional trajectory directions) with respect to the direction of flow at the first ping in each ping-to-ping trajectory, partitioned by the level of strain. 0° indicates the direction of flow at the first ping location in each ping-to-ping trajectory, and 180° indicates the direction opposite the direction of flow at the first ping in each ping-to-ping trajectory. These trajectories are then grouped statistically as circular histograms and partitioned according to a log transformation of strain, i.e., $\log_{10}(|\text{strain}|/1\text{e}^{-6})$. Individual ping-to-ping trajectories for each AT migrant are grouped into circular histograms according to the following partitions: (A) 0 to 4.0, (B) 4.0 to 4.4771, and (C) 4.4771 to infinity. Note: few AT locations exist in areas where $\Delta s/s < k_i$, thus, the relative absence of significant flow orientation in (A). AT data was sifted to include only those ping-to-ping trajectories with a duration less than 1.5 sec so as to exclude observations where AT migrants most likely exited and then re-entered the hydrophone array. AT data provided by Cash et al. (2002).
associated response is generally random in nature but biased in favor of orienting against the direction of flow.

**Shortcomings in Statistical Approaches**

While graphical analyses provide support for the wall-bounded and free-shear flow portions of the SVP Hypothesis, statistical analysis of such trajectory data is very difficult and often inconclusive. Methods for analyzing 3-D fish telemetry information are not readily available in the fisheries literature (Steel et al., 2001). This may have to do with several problems associated with traditional statistical approaches. First, traditional statistical methods are burdened by considerable imprecision errors in 3-D locations gathered by field instrumentation. These errors can frequently result in subtle behavioral trends, already often cloaked in the inherent random nature of animal movement, becoming virtually intractable, especially with any level of statistical validity. Second, the biosphere is structured by forces that lead to a lack of independence in the abiotic variables frequently used in statistical analyses (Carroll and Pearson, 2000), e.g., variables interrelated through the Navier-Stokes equation of fluid flow. Similarly, biotic information such as 3-D movement data often exhibits patterns of spatial and temporal dependence. This lack of independence has a variety of damaging effects on statistical analyses (Carroll and Pearson, 2000).

Multivariate techniques are popular because they can incorporate many variables in explaining the variation in data (Wright and Li, 2002). However, for any multivariate analysis there may be numerous possible interpretations and formal testing of a priori hypotheses is difficult (Wright and Li, 2002 and references therein). Associated correlation coefficients do not necessarily imply causation (Harte, 2002). Legendre (1993) and Carroll and Pearson (2000), however, suggest
that analyses continue to frequently rely on statistical methods developed for independent data even though independence is often an unrealistic assumption. Furthermore, interpretation of individual regression coefficients is difficult in multiple regression that includes collinearity of predictors (Smith et al., 2002). This may be one of the primary causes behind the observation by Popper and Carlson (1998) that what may appear to be a positive response by one statistical analysis may appear to be insignificant in another analysis.

Further complicating the task of decoding movement behavior is that observed behavior is likely composed of a series of multiple underlying stimulus responses (Figure 1.10A) organized in hierarchical fashion that dynamically change with time (New et al., 2001; Sogard and Olla, 1993). Outside the laboratory, however, partitioning movement behavior into valid ‘treatments’ is difficult and, at times, may be impractical or intractable. Statistical and empirical methods, therefore, must be used that are designed to handle such data (e.g., Underwood and Chapman, 1985; Legendre, 1993; Roxburgh and Matsuki, 1999; Epperson, 2000; references in Carroll and Pearson, 2000; Bäckman and Alerstam, 2002; Prior et al., 2002). These and other relevant statistical approaches can provide insight into the building blocks of behavior. However, statistics alone cannot translate observed behavior into a mechanistic, rule-based mathematical description of the underlying mechanisms (Holland, 2003). Identifying patterns and the mechanisms that generate them, however, are needed to improve our ability to predict (Harte, 2002). Therefore, a new paradigm of analysis is needed that incorporates spatial autocorrelation and other dependencies as the common state (Legendre, 1993; Carroll and Pearson, 2000) so that behavioral studies can be evaluated generically enough to transcend site specificity (Popper and Carlson, 1998). Harte (2002) suggests using simple, mechanistic models.
Figure 1.10. Observed movement behavior is likely composed of a series of multiple underlying stimulus responses (SR) organized in hierarchical fashion that dynamically change with time (New et al., 2001; Sogard and Olla, 1993) (Plot A). Partitioning each stimulus response and each behavior transition into a statistically-valid treatment is often impractical, or intractable, in field studies. The utility of rule-based, mechanistic “plug-and-play” simulation is the ability to replicate movement behavior in the same form as field collected data using a numerical embodiment of the proposed hypothesis. This provides a means to evaluate the relative success and failure points of a hypothesis without being burdened with limitations on statistical analyses introduced by autocorrelation.

The development of mechanistic models involves developing and implementing mathematical, rule-based hypotheses of behavior. Since laws in ecology do not have the exactness and universality of physical laws (Harte, 2002), it should be expected that there will be approximations and exceptions in their formulation and application (Harte, 2002). Nonetheless, mathematical, rule-based
hypotheses provide the greatest potential for establishing hypotheses that are portable between operations, structural configurations, meteorological events, and hydropower projects. A rule-based approach involves mathematically defining and delineating key states of hypothesized behavior and transition processes. A hypothesis can then be implemented objectively and numerically using “plug-and-play” simulation and evaluated using data of the same form as that collected in the field (Figure 1.10B). This provides a means to assess the relative success and failure points in a hypothesis in a manner that circumvents autocorrelation problems limiting direct application of traditional statistical approaches.

**Plug-and-Play Simulation**

Anderson (1988) first proposed integrating system hydraulics with information about the behavior and biology of fish into a mathematical model to better understand the influence of fish diversion and bypass structures. Anderson (1991) subsequently introduced a model for fish diversion and bypass systems based on fish behavior in conjunction with system structural and hydraulic properties. Until recently, however, a robust, integrated modeling scheme did not exist that would permit “plug-and-play” behavior simulation in a theoretically- and computationally-robust manner. Traditionally, the analysis and simulation of biological population dynamics has used one of three major theoretical approaches: Eulerian, Lagrangian, or discrete rules (agent-based) simulation (Parrish and Edelstein-Keshet, 1999). Eulerian approaches use partial differential equations to describe movement in terms of density or mass fluxes of individuals. Lagrangian approaches use equations of motion, detailed forces, and velocities attributed to individuals. Agent-based approaches use discrete individual behavioral rules and dispense with other equations of motion. Robust “plug-and-play” behavior
simulation requires, however, a theoretical approach for handling the interplay between deterministic and stochastic components of movement behavior in 3-D space-time, includes local and long-range effects, and provides the ability to link model output with real-world phenomena and data.

A coupled Eulerian-Lagrangian agent- and individual-based model (CEL Agent IBM) integrates the theoretical and computational advantages of the theoretical approaches described in Parrish and Edelstein-Keshet (1999) into a robust modeling scheme for “plug-and-play” behavior simulation. The “plug-and-play” tool is one of three tools comprising the Numerical Fish Surrogate (NFS) analysis protocol (Figure 1.11). CEL Agent IBMs are described in detail in chapter 2. In short, CEL Agent IBMs consist of a 3-D Lagrangian particle-tracking algorithm that is supplemented with behavioral rules (Schilt and Norris, 1997) from an agent-based, event-driven foraging model (Anderson, 2002). Three-dimensional movement behavior is then implemented within a 3-D CFD model, U²RANS, to take advantage of state-of-the-art numerical modeling of physicochemical fields in aquatic systems (Goodwin et al., 2001; Nestler et al., 2002; Nestler and Goodwin, in review). Theoretically, the movement decisions of aquatic species (i.e., whether an individual, school, or some aggregate of the population) are viewed as a balance of attractions to and repulsions from various sources or foci (Okubo, 1980, Parrish and Turchin, 1997). The calculations of decision probabilities are based on concepts and mathematical techniques derived from game theory, neuroscience, psychology, computer science, and foraging theory (chapter 2; Anderson, 2002).
Evaluating the SVP Hypothesis

Using "plug-and-play" simulation, the SVP Hypothesis (Figure 1.12) is numerically implemented to objectively evaluate overall effectiveness in capturing observed migrant behavior and passage patterns at Lower Granite Dam. A detailed description of the modeling protocol, theory, and results may be found in chapter 2.
An abbreviated comparison of field collected and virtual fish movement and passage patterns is provided here to substantiate the validity of the SVP Hypothesis.

![Flowchart of Strain-Velocity-Pressure (SVP) Hypothesis](image)

**Figure 1.12.** Flowchart of Strain-Velocity-Pressure (SVP) Hypothesis.

**Movement Patterns**

The most intuitive means to compare field collected and simulated fish movement is direct, visual comparison. Figure 1.13 is a multi-angle view of five virtual migrants embodying the SVP Hypothesis, which are released near the dam under case DH8 flow patterns. Figure 1.14A shows the path of five neutrally-buoyant particles (i.e., passive transport) released from the same locations as those in Figure 1.13 under case DH8 flow conditions. The difference, however, is that in Figure 1.14A virtual migrant rules are turned off, i.e., virtual migrants exhibit no volitional swimming. Figures 1.13 and 1.14B indicate that the SVP Hypothesis, when implemented numerically, appears to capture the observed movement pattern of daytime acoustic-tagged (AT) migrants (often milling-path migrants). That is,
Figure 1.13. Plan, 3-D, and side views of the movement patterns of five virtual fish for case DH8.

both AT (Figure 1.14B) and virtual (Figure 1.13) migrants near the water surface move back and forth between the middle gate opening to the Surface Bypass Collector (SBC) and the powerhouse side of the trash boom. Figures 1.13 and 1.14C indicate that the SVP Hypothesis appears to capture the observed movement pattern of nighttime AT migrants (often direct-path migrants). That is, both AT (Figure 1.14C) and virtual (Figure 1.13) migrants lower in the water column pass underneath the trash boom with little-to-no response and, subsequently, approach the Behavioral
Figure 1.14. Comparison of the movements of five neutrally-buoyant passive particles (Plot A) and the movement patterns of selected, representative AT migrants for case DH8 (Plots B, C, D). Plot B illustrates the typical movement of migrants observed during the day (milling-path) when migrants are nearer the water surface. Plots C and D both illustrate typical movements of migrants observed at night (direct-path) when migrants are distributed deeper in the water column. AT data provided by Cash et al. (2002).

Guidance Structure (BGS) at approximately the same angle as the flow. Upon nearing the BGS, both the AT and virtual migrants shadow the BGS. This behavior is noteworthy as a migrant must exhibit a significant oriented volitional response while near the BGS, otherwise, the migrant will be swept against and then under the BGS. Acoustic-tagged (AT) migrants in Figures 1.14C and 1.14D are unlikely to be
responding to the BGS using visual acuity since these AT tracks were collected at night. Figures 1.13 and 1.14D indicate that the SVP Hypothesis appears to capture the observed milling location of nighttime AT migrants near the dam. Virtual migrants lower in the water column that approach the dam appear to mill, similarly, below the entrance to the middle gate opening to the SBC, yet above the turbine intake. Strain and velocity magnitude (speed) flow conditions may be viewed in Figure 1.15.

Figure 1.15. Resultant 3-D velocity magnitude (i.e., flow speed, m/sec, A plots on left half) and hydraulic strain (sec^{-1}, B plots on right half) for case DH8 flow conditions. Vertical and horizontal slices taken through the middle gate opening of the SBC. Note the pattern of free-shear flow (i.e., high strain, high velocity) enveloping all passage routes at the dam. The reference distance, D', is the same distance as D' in Figure 1.17.
Fish Passage

Figure 1.16 indicates that the SVP Hypothesis, when implemented numerically, appears to capture the percentages with which the run-at-large fish population, i.e., all multi-beam hydroacoustic (HA) targets thought to be fish, used the various passage routes available at Lower Granite Dam in both 2000 and 2002 studies. This is noteworthy as only 2000 acoustic-tag (AT) telemetry and HA passage data were used to calibrate the coefficients of the numerically implemented version of the SVP Hypothesis in the “plug-and-play” simulation model. 2002 data were used strictly for blind validation. In other words, the SVP Hypothesis was refined and calibrated, numerically, with 2000 AT and HA data and then implemented for both 2000 and 2002 flow conditions using a priori CFD modeled data, but with no prior knowledge of 2002 AT or multi-beam hydroacoustic (HA) passage data. Initial comparison of 2002 actual and virtual results was performed by an independent entity.

The 45° line in Figure 1.16 indicates where points would reside if the implemented SVP Hypothesis resulted in a perfect match between HA and virtual migrant passage percentages. Bart (1995) indicates that a concurrence between observed and virtual distributions may be regarded as a strong test of the model, i.e., the implemented hypothesis. Statistical evaluation of the variance about the 45° line results in an $r^2$ equal to 0.80, when all cases are considered. That is, 80% of the variation in HA passage estimates may be explained by the SVP Hypothesis. However, if only composite and nighttime cases are evaluated, $r^2$ improves to 0.85. During the day, the visual acuity of migrants likely reduces the role hydrodynamics play in eliciting overall movement behavior. Therefore, it is not surprising that by leaving out cases C2 and F2 (i.e., the day-only studies, Table 1.2) results in an
improved r-squared value. Prairie (1996) indicates that a model (i.e., an implemented hypothesis) has rapidly increasing utility as \( r^2 \) exceeds 0.65.

![Graph showing the relationship between HA (%) and Virtual (%) with points plotted for SBC/RSW, Gallery + In-turbine, and Spillway cases.](image)

**Figure 1.16.** Comparison of multi-beam hydroacoustic (i.e., run-at-large) and virtual fish passage estimates at Lower Granite Dam. The three routes of passage available to migrants are: the SBC (in 2000) or RSW (in 2002) surface bypass structure, the spillway, or the turbine (includes both gallery and in-turbine passage). Of eleven total cases, only case C2 and F2 are day-only studies (Table 1.2). The 45° line indicates where all points would lie if “plug-and-play” predictions perfectly matched HA passage estimates. With respect to the 45° line, \( r^2 = 0.80 \) if all cases are used, and \( r^2 = 0.85 \) if day-only cases are not considered. Prairie (1996) indicates that predictive models have rapidly increasing utility as \( r^2 \) exceeds 0.65. HA passage data provided by Anglea et al. (2001, 2003).
**Discussion**

**Utility of SVP Hypothesis**

Complex problems in ecology sometimes have simple explanations (Côté and Reynolds, 2002). Many individuals following a few simple rules can result in complex and powerful behavior (Whitfield, 2001). In other words, complex properties often emerge from simple interactions (Whitfield, 2001). The SVP Hypothesis provides a tractable explanation of migrant movement behavior and passage observed at Lower Granite Dam that incorporates sensory biology, river hydrogeomorphology, turbulence, and other fundamentals of fluid dynamics. Furthermore, by graphically comparing the relative size in strain and velocity magnitude signatures associated with the Surface Bypass Collector (SBC, Figure 1.15) and Removable Spillway Weir (RSW, Figure 1.17), it is apparent why the RSW is associated with greater passage than the SBC. By the time the strain stimulus variable value, $\Delta s/s$, of an individual migrant approaching the RSW exceeds the strain threshold $k_3$, the migrant is most likely already located in an area where the flow velocity exceeds its maximum burst speed. While the projection of elevated strain into the forebay is relatively similar for the SBC and RSW, the RSW projects a much larger velocity. In other words, for an equivalent location of $k_2$, the speed of flow into the bypass structure is likely much larger at the location of $k_2$ for the RSW than the SBC. This would result in an increased probability that the migrant will be captured in the velocity plume of the RSW.

The distribution of forebay residence times (Cash et al., 2002; chapter 2) may be explained by considering the unique, individual experiences of each migrant. The ambient condition variables in the SVP Hypothesis, i.e., $s_{ambient}$ and $depth_{ambient}$, directly impact the values of the stimulus variable values, $\Delta s/s$ and $\Delta d$. Therefore, a migrant milling in relatively low-energy areas, i.e., low strain, will not acclimate to
Figure 1.17. Resultant 3-D velocity magnitude (i.e., flow speed, m/sec, A plots on left half) and hydraulic strain (sec$^{-1}$, B plots on right half) for case A2 flow conditions. Vertical and horizontal slices taken through the middle of the RSW. Note the pattern of free-shear flow (i.e., high strain, high velocity) enveloping all passage routes at the dam. The reference distance, D', is the same distance as D' in Figure 1.15. While the size of the strain signature associated with the RSW (B plots) and the SBC (Figure 1.15B) are approximately equal, the velocity plume associated with the RSW (A plots) is much larger than for the middle gate opening of the SBC (Figure 1.15A).

strain as quickly as migrants milling in relatively high-energy areas. Migrants milling in high-energy areas are likely to acclimate to higher levels of strain more quickly, thereby, reducing the stimulus variable value, $\Delta s/s$, below thresholds $k_1$ and $k_2$ more quickly. This would likely result in migrants milling in high-energy areas passing sooner, on average, than migrants milling in low-energy areas. Also, since
size influences the hydrodynamic picture available to migrants (Denton and Gray, 1983, 1988, 1989; Kalmijn, 1988, 1989; Coombs, 1996, 1999), it is plausible that \( k_1 \) and \( k_2 \) are slightly different for different sized migrants. This, together with possible species differences in \( k_1 \) and \( k_2 \), provide additional explanation for the observed variation in forebay residence times. Size and differences in prior location experience may, possibly, explain the observation in Haro et al. (1998) that when Atlantic salmon smolts reached a point where water velocity was 2.25 m/s, some passed while others bursted upstream in an apparent escape response.

The SVP Hypothesis provides a foundation upon which to begin evaluating observed differences in wild and hatchery migrant behavior. Haro et al. (1998) suggest that bypass efficiencies may have a significant probabilistic component determined, in part, by whether the juvenile is a wild or hatchery fish. It is plausible that migrants raised in hatcheries would respond more adversely to (i.e., either not enter or take longer to enter into) designed surface bypass structures associated with elevated levels of strain that are foreign in hatchery environments. Although the hydrodynamic feature of free-shear flow is relatively rare in hatcheries and in deep free-flowing rivers, free-shear flow is a frequent feature in small streams where wild migrants are reared. Manga and Kirchner (2000), in fact, found in central Oregon streams that large woody debris covering less than 2% of the streambed can produce significant (approximately 50%) of the flow resistance. Since large woody debris reduces conveyance area, this form of flow resistance translates into free-shear flow patterns. In contrast, hatcheries are almost exclusively wall-bounded flow environments. This suggests that wild migrants may inherently develop an improved ability to respond to free-shear flow patterns in a manner conducive to entry into designed bypass structures, i.e., that are enveloped in free-shear flow. Interestingly, Plumb et al. (2002, 2003) found that hatchery migrants exhibit longer residence
times than wild steelhead in 2000 studies and in 2002 cases when the Removable Spillway Weir (RSW) was not operated (Table 1.2). Plumb et al. (2002, 2003) also indicate that hatchery migrants entered the Surface Bypass Collector (SBC, in year 2000) less frequently than wild migrants, although trends in both passage and forebay residence times are not statistically significant because of small sample sizes. In 2002, Plumb et al. (2003) indicate that hatchery and wild migrants passed in approximately the same proportions and with no appreciable difference in forebay residence times. It is plausible, however, that the larger velocity capture zone associated with the RSW (in 2002) results in a reduction of observed differences in wild and hatchery migrant passage since, even if wild and hatchery migrants respond to different threshold levels, both threshold levels may still be associated with velocities greater than maximum burst speed. Nonetheless, evidence exists to suggest that wild and hatchery migrants may respond differently to the same stimulus.

Knudsen et al. (1992) found in lab experiments that wild juvenile Atlantic salmon would respond to noise disturbances by swimming to the deepest part of the pool. In contrast, hatchery fish would simply swim away from the source with no favored, discernable orientation. Knudsen et al. (1992) suggest that the explanation for the discrepancy may be found by considering that hatchery fish are reared in tanks with uniform flow and deprived of the conditioning of seeking deep parts of the river for refuge.

**Discrepancies**

Although the SVP Hypothesis appears to capture significant portions of observed behavior, discrepancies exist. Nonetheless, many of the discrepancies are associated with reasonable explanations. First, the primary outliers in passage
comparisons (Figure 1.16) are associated with case F2. Interestingly, cases F2 and C2 are the two cases for which the model (i.e., the SVP Hypothesis) performed relatively poorly (chapter 2). Interestingly, they are also the only daytime studies (Table 1.2). This is not altogether surprising. During the day, vision can dominate other sensory modalities relegating the mechanosensory system to a secondary contributor in determining overall movement behavior (New and Kang, 2000; Montgomery et al., 1995). This may explain why Pavlov (1994) found that when light was low, juvenile river fish were more likely to drift with the current rather than maintain position. Haro et al. (1998) found that under very low light and dark conditions Atlantic salmon smolts tended to orient upstream more frequently, and Larinier and Boyer-Bernard (1991) (as summarized in Haro et al., 1998) found that Atlantic salmon smolt passage rates increased when lights at bypass entrances were turned off. Therefore, it is plausible that shadows cast by Lower Granite Dam, the Behavioral Guidance Structure (BGS), and the trash boom as well as other visual stimuli influence migrant behavior during the day in a manner that reduces hydrodynamic stimuli to a secondary contributor in overall movement behavior.

Second, the use of strain thresholds, \( k_1 \) and \( k_2 \), to identify wall-bounded and free-shear flow patterns is a simplification of actual phenomenon. More thorough, i.e., mathematically complex, descriptions of these patterns could be used and may, possibly, improve results. Third, the presence of wall-bounded and free-shear flow patterns as perceived by an actual migrant is influenced by several attributes of the river environment nearly impossible to capture in a model. Fourth, factors influencing behavior decisions of an actual migrant likely depend, to some degree, on the species, health, size, anxiety, and exhaustion of the fish as well as background noise. In fact, the influence of these attributes on the preference, tolerance, resistance, and overall response of fish to another physicochemical stimulus has been
observed. Birtwell et al. (2003) found that level of starvation, physiological activities, prior history, age, and infections influence the thermal preferendum of fish.

**Improving the SVP Hypothesis**

Inevitably, the manner in which a migrant responds to its fluid environment depends inherently on the stability (i.e., transient nature) of associated hydrodynamic features. The ability to capture the transient nature of fluid flow and, therefore, the contribution of the inner ear sensory organ is not possible with steady-state simulations of fluid flow. Steady-state simulations eliminate the temporal components of fluid acceleration to which the inner ear is responsive. Hydraulic strain is equivalent to spatial acceleration. However, canal neuromast responses are, themselves, more nearly proportional to the net acceleration (temporal and spatial components of acceleration) between the fish and the surrounding water (Coombs et al., 2001; Kroese and Schellart, 1992). Thus, it is likely that with time-variant flow simulations, the influence of the inner ear and flow acceleration (both temporal and spatial components) can be more appropriately factored into the SVP Hypothesis.

**Conclusion**

While more sophisticated treatments of flow are likely to provide additional facility for decoding migrant movement behavior, the existing manifestation of the SVP Hypothesis provides a theoretically robust explanation of behaviors observed at Lower Granite Dam. Together, the SVP Hypothesis and “plug-and-play” simulation provide the means to evaluate plausible responses of migrants to future designs of bypass structures at Lower Granite Dam before they are built. Additional validation
of the SVP Hypothesis at other dams in the region would provide the foundation for region-wide improvements in the bypass methods needed for migrants.
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Decoding Movement Patterns of Fish for Forecast Simulation Using CEL Agent
Individual-based Modeling

Abstract

A theoretically- and computationally-robust mathematical approach for decoding the movement patterns of individual fish in 3-D space-time with respect to prevailing 3-D biotic and abiotic (physicochemical) stimuli is described. The modeling scheme, coupled Eulerian-Lagrangian agent- and individual-based modeling (CEL Agent IBM) unifies the three primary theoretical frameworks for mathematically describing the movement behavior of aquatic species in 3-D space-time. The CEL Agent IBM method is intuitive and based on well-established principles in computer science, fluid and water quality dynamics, computational fluid dynamics (CFD) modeling, and foraging theory. In short, the CEL Agent IBM method couples a 3-D Lagrangian particle-tracker supplemented with behavioral rules into a 3-D Eulerian CFD model. The mathematical structure of the behavioral rules is derived from an agent-based, event-driven foraging model. Stimuli are queried from the physicochemical information provided by the CFD model and other a priori field data. CEL Agent IBM coefficients are biologically tractable and may be evaluated in a laboratory, at proper scales, for further validation. Back-casting simulation analysis results in mathematical behavior formulations amendable to forecast simulation. In this paper, we demonstrate how a CEL Agent IBM was used to mathematically and theoretically decode the mechanics eliciting 3-D movement patterns of downstream migrating juvenile salmon observed approaching and passing Lower Granite Dam on the Snake River, Washington, USA. The CEL Agent IBM calibrated and, subsequently, validated on multiple independent data sets collected in two different years and at two different hydraulically-based fish bypass structures.
The CEL Agent IBM discussed herein, the Numerical Fish Surrogate, is presently being used by the US Army Corps of Engineers to quantitatively evaluate virtual designs of future fish bypass systems at federal hydropower dams before they are built and installed. CEL Agent IBMs are applicable to many aquatic systems and provide the theoretical and computational facility for improving the simulation of population dynamics. The methodology is collapsible to 2-D and 1-D, if necessary.

**Introduction**

The movement dynamics of mobile populations is central to many studies of aquatic ecosystem health. Therefore, understanding the spatial dynamics of aquatic populations and identifying factors contributing to movement behavior dynamics is critical to assessing and managing fisheries (Schmalz et al., 2002; Pelletier and Parma, 1994) and for improving water resource management strategies (Van Winkle et al., 1993), e.g., for hydropower generation, sport fisheries, and even landscape development. In many systems, the distribution of organisms is driven by environmental factors (Pientka and Parrish, 2002). Consequently, the influence of the physicochemical regime on movement patterns should be evaluated prior to the evaluation of hypothetical biological interactions (Husko et al., 1996; Pientka and Parrish, 2002). Identifying patterns and the underlying mechanisms that generate them improve the ability of decision-makers to forecast (Harte, 2002) potential impacts of alternative management strategies.

Understanding the movement of individuals is important because while individual movement can be translated into an understanding of population dynamics, the converse is generally not possible (Turchin, 1997). Advances in telemetry technologies (e.g., Steig, 1999; Gerolotto et al., 1999; Johnson et al., 1999) have led to a proliferation of high-resolution 3-D tracking data and laboratory
research is rapidly expanding our understanding of fish sensory capabilities (e.g., Coombs et al., 2001; Kröther et al., 2002). However, methods for analyzing, decoding, and interpreting integrated tracking and physicochemical information are not readily available (Steel et al., 2001), particularly with regard to the purview of forecasting.

We introduce a mathematical method for decoding the movement patterns of individuals in 3-D space-time with respect to prevailing biotic and abiotic (physicochemical) stimuli. The method is intuitive and based on well-established principles in computer science, fluid dynamics, computational fluid dynamics (CFD) modeling, and foraging theory. Mathematical formulations resulting from backcasting simulation analysis are theoretically-robust and, therefore, amendable to forecast simulation. The method uses coefficients that are biologically tractable and may be evaluated in a laboratory, at the appropriate scales, for additional validation and analysis. In this paper, we briefly discuss several modeling approaches used to capture fish movement, introduce an intuitive integrated, or intermediate, modeling approach, and demonstrate how the methodology was successfully applied to mathematically and theoretically decode the mechanics eliciting 3-D movement patterns of downstream outmigrating juvenile salmon (migrants) observed approaching and passing Lower Granite Dam on the Snake River, Washington, USA. The model was calibrated and, subsequently, validated on multiple independent data sets collected in two different years and for two different hydraulically-based fish bypass structures. The modeling approach is generally applicable to many aquatic systems and is collapsible to 2-D and 1-D, if necessary.
Modeling Approaches

Deciphering and interpreting the hierarchical organization of responses to various stimulus cues and the integration of information from various sensory modalities within a behavioral program are fundamental issues in attempts to understand sensorimotor integration and the functional relationship between brain and behavior (New et al., 2001). Kalmijn (2000) suggests that at the most fundamental, scientific level, "the more salient features of the flow field are the variable explanations behind predation and movement, and that in seeking regularity and focusing on the most salient features in their environment, in order to endure and thrive, animals have empirically discovered the laws of nature". Methods for decoding, interpreting, and forecasting the relationship between individual and the physicochemical regime may be generally classified according to the scale at which processes are evaluated: physical, empirical, and intermediate.

Physical Approaches

Physical approaches may be generally described as attempts to capture indisputable physical relationships and, thus, rely to a minimum degree on an accumulating chain of assumptions. With respect to fluid dynamics, the behavior of water in nature obeys known laws of fluid mechanics and thermodynamics, but its movement cannot be described either simply or completely as one cannot possibly account for the effects of each small perturbation on the flow or phase changes in the hydrodynamic environment (Brutsaert, 1986). State-of-the-art methods continue to improve the spatiotemporal scale at which fluid dynamics can be resolved (e.g., Sotiropoulos, in press). However, the physical approach is likely to remain intangible with respect to fluid dynamics because properties of fluid systems can never be measured accurately enough and solutions based on internal physical
relationships can only be obtained for grossly idealized conditions that are coarse approximations of any real situation (Brutsaert, 1986).

With respect to functional relationships between sensory acuity, brain, and behavior, biologists can now selectively deactivate certain specific sensory modalities of the fish mechanosensory system, which permits in-depth analysis of the function and interrelationships between modalities. While some models of the fish sensory system exist (e.g., Coombs et al., 2000), functional subdivision of the lateral line periphery and other modalities continue to be refined (Kröther et al., 2002). Haefner and Bowen (2002) indicate that Terzopoulos et al. (1995) and Ijspeert and Kodjabachian (1999) developed models of fish swimming from the perspective of muscle and neuron interactions and produced a repertoire of behaviors including schooling, feeding, courtship, and predator avoidance. While not attempting to simulate volitional behavior, Jones et al. (2002) describe preliminary attempts at capturing and simulating unsteady fluid dynamics and forces at the surface of a flexible fish body in turbine environments using large-eddy simulation (LES). In short, physical approaches provide valuable insight into the small-scale phenomenon fundamental to observed behavior, although in the near future they are likely to remain the purview of relatively focused, small-scale analyses and impractical for larger-scale, in-situ analysis.

**Empirical Approaches**

Empirical, or “black box”, methods may be generally described as focusing on the discovery of mathematical relationships between external input and external output without respect to the underlying physical relationships (Brutsaert, 1986). As Harte (2002) points out, however, correlation does not necessarily imply causation. Presently, methods are being developed to better interpret the relative influence of
input variables in artificial neural networks (e.g., Olden and Jackson, 2002; Gevrey et al., 2003), and some neural nets with feedback loops have demonstrated the capacity for learning intricate concepts (Holland, 2003). To date, however, neural networks cannot translate observed behavior into a mechanistic, rule-based mathematical description of the underlying mechanisms eliciting behavior (Holland, 2003). In the future this may change, but identifying patterns and the underlying mechanisms that generate them are necessary to improve the ability to predict (Harte, 2002).

Expanding existing models, which often involves adding complexity, requires the facility to assess the present model structure to determine if additional complexity is really necessary (Ginot et al., 2002). Ginot et al. (2002) extend one of Grimm’s (1999) primary criticisms of the use of IBMs to suggest that black box approaches do not provide the facility needed in biological simulations to sufficiently explore model structure and its relationship with the output. Harte (2002) suggests that what is needed are simple, mechanistic models (the intermediate approach).

**Intermediate Approach**

An intermediate approach may be generally described as structuring input-output response functions using tractable and suitably simplified equations of the physical processes perceived to be relevant (Brutsaert, 1986). In essence, while physical and empirical approaches appear incompatible in their detail, they can still be used to deal with different aspects of the same phenomenon. The problem is not deciding on which modeling approach is most appropriate, but rather one of proper parameterization. That is, replacing complicated interactions at smaller scales than those handled explicitly in the model and describing the subresolution or microscale processes of the phenomenon in terms of resolvable scale variables, which can be
treated explicitly in the analysis and/or model (Brutsaert, 1986). Laws in ecology do not have the exactness and universality of physical laws and, therefore, there will be approximations and exceptions in their formulation and application (Harte, 2002). Even if all the laws of nature were known, it is still likely the utility of computer models would be limited, without simplification of the equations, because of the computational time and parameterization required (Alewell and Manderscheid, 1998).

Complex simulation models are not new in ecology and have been criticized for three primary reasons: complex models are hard to develop, hard to communicate, and hard to understand (Grimm et al., 1999). Critical to the development of simple, mechanistic models (the intermediate approach) is the identification of appropriately lumped system variables that can substitute for subsets of the detailed variables in traditional complex models (Grimm, 1999; Harte, 2002). This, in turn, depends on the spatiotemporal scale, or scales, of the analysis. To find the appropriate scale, Grimm (1999) suggests the ‘scaling-down’ approach, which entails starting with a very coarse resolution model and increasing resolution until some general pattern of interest is reproduced. The best model, then, is the one that best captures features of interest with the fewest details (Haw, 2001). This maximizes dexterity and the interpretative value of the model. Furthermore, the model is easier to use, modify, and transport to other applications. Presently, however, this process is confounded by different theoretical approaches used in the analysis of animal movement and aggregation. In general, theoretical approaches may be classified as: Eulerian, Lagrangian, or discrete rules (agent-based) simulation (Parrish and Edelstein-Keshet, 1999).

Eulerian approaches use partial differential equations to describe movement in terms of density or mass fluxes of individuals. Individuals, however, are not
handled as discrete singular entities. The Lagrangian approach avoids this liability by using equations of motion, detailed forces, and velocities attributed to individuals. The Lagrangian approach, however, is computationally impractical for solving mass- and energy-fluxes critical to simulating 3-D fluid environments using establish, fundamental equations of physiochemical dynamics. Discrete-rules (agent-based) simulation dispenses with equations of motion in Newtonian space and focuses solely on behavioral rules for discrete entities. An example of this third approach is the multi-agent simulation system SWARM (e.g., Minar et al., 1996; Luna and Perrone, 2001). None of the three predominant theoretical frameworks, however, provides robust facility for handling the interplay between deterministic and stochastic components of discrete individual movement behavior in a 3-D space-time physicochemical environment. Furthermore, none of the frameworks provide the computational means for linking local and long-range model output in a manner compatible with field collected data of the real-world phenomena.

Progress in understanding biological problems depends on mathematical advances in spatial dynamics and finding ways to compare model output to field collected data (Hastings and Palmer, 2003). At the same time, simplicity is a criterion of good models because all-inclusive models can be too complicated to be understood, reducing their use by managers (Fagerström, 1987; Hanna et al., 1999) and researchers alike. Hanna et al. (1999) and DeAngelis and Cushman (1990) advocate using combined, or coupled, models to examine causal linkages between system processes. An appealing aspect of linking models is that it simplifies the modeling of aquatic processes (Hanna et al., 1999). Model power and simplicity are achieved, simultaneously, by coupling the models in a manner that maximizes the utility and minimizes the liability of each (Nestler and Goodwin, in review). In this paper, we describe, demonstrate, and evaluate the utility of a linked, or coupled,
modeling approach. Coupled Eulerian-Lagrangian agent- and individual-based modeling (CEL Agent IBM) provides a conceptually simple integrated modeling approach that unites the theoretical frameworks in Parrish and Edelstein-Keshet (1999). In a CEL Agent IBM, a 3-D Lagrangian particle-tracking algorithm is supplemented with behavioral rules (Schilt and Norris, 1997) from an agent-based, event-driven foraging model (Anderson, 2002). Theoretically, the movement decisions of aquatic species (i.e., whether an individual, school, or some aggregate of the population) are viewed as a balance of attractions to and repulsions from various sources or foci (Okubo, 1980; Parrish and Turchin, 1997) using concepts and mathematics derived from game theory, neuroscience, psychology, computer science, and foraging theory (Anderson, 2002). Three-dimensional movement behavior is then implemented within a 3-D CFD model, U²RANS (Lai et al., 2003a; Lai et al., 2003b; Lai, 2000), to take advantage of state-of-the-art numerical modeling of physicochemical fields in aquatic systems (Goodwin et al., 2001; Nestler et al., 2002; Nestler and Goodwin, in review).

Three-dimensional CEL Agent individual-based modeling is derived, primarily, from two works: Goodwin et al. (2001) and Anderson (2002). However, 3-D CEL Agent modeling is, more broadly, developed from and embodies a synthesis of attributes from many prior works. These include: Eulerian-Lagrangian methods used in the study and simulation of hydrodynamics (e.g., Costa and Ferreira, 2000), CEL hybrid modeling theory (Nestler and Goodwin, in review), foraging theory, grid-, agent-, and object-oriented concepts for describing the environment (e.g., Lai et al., 2003a; Bian, 2003), event-based concepts (e.g., Ewing et al., 2002), existing spatially-explicit IBMs (e.g., Dunning et al., 1995; Roney, 1996; Clark and Rose, 1997; Van Winkle et al., 1998; Railsback et al., 1999a; Dagorn et al., 2000; Gaff et al., 2000; Petersen and DeAngelis, 2000; Xiao, 2000),
linked models of physicochemical dynamics and individual fish behavior (e.g., Hinckley et al., 1996; Bourque et al., 1999; Railsback et al., 1999b; Anderson, 2000a; Haefner and Bowen, 2002; Hinrichsen et al., 2002; Nestler et al., 2002; Karim et al., 2003), and other particle-based applications (e.g., Haefner and Bowen, 2002; Scheibe and Richmond, 2002). The resulting CEL Agent individual-based modeling construct provides the theoretical and computational basis to elicit vector-based virtual movement in response to both physicochemical stimuli from CFD models (Tischendorf, 1997) as well as other abiotic and biotic sources for which data exists. This enhances the compatibility with tracking data and analytical treatments of movement processes (Tischendorf, 1997).

Virtual Sampling

A primary benefit of CEL Agent individual-based modeling is that it facilitates the use of virtual sampling (Goodwin et al., 2001; Nestler and Goodwin, in review). Virtual sampling is an intuitive description of the sampling protocol introduced by Halle and Halle (1999). Halle and Halle (1999) discuss the use of a virtual observer who samples data from the model population in accordance with the same protocol applied in the field experiment. The virtue of this approach is that it takes into account the possible limitations and biases of the sampling protocol applied (Grimm et al., 1999). Virtual sampling is an extremely powerful tool with high potential for critically assessing model results when used in combination with statistics (Grimm et al., 1999).

Formulating a CEL Agent IBM

With the theoretical and computational framework established for mechanically describing movement, the focal point of analysis then shifts to the
individual where one can explore hypothetical swim path selection behaviors using the virtual organism as a surrogate for the real organism. The specific goal is to uncover the behavior rules that embody the primary components of the strategy an individual of a target species, size, age, and life-stage uses to make movement decisions. To be consistent with the philosophy of the intermediate approach, behavior rules must be structured consistent with existing knowledge of the movement behavior of the organism, but must also lend themselves to parameterization with resolvable variables. The CEL Agent IBM application discussed herein, i.e., the Numerical Fish Surrogate (NFS), pertains to the movement dynamics of downstream outmigrating juvenile salmon (migrants) observed approaching and passing Lower Granite Dam on the Snake River in Washington, USA. The protocol for structuring and calibrating the model is generally applicable, however, to other species that actively move in 3-D space (e.g., other species of fish, geese migration, etc.).

Integrating system hydraulics and information about the behavior and biology of fishes in a mathematical model to better understand and forecast the influence of fish diversion and bypass structures on the Snake and Columbia Rivers was first proposed by Anderson (1988). Anderson (1991) subsequently introduced the first such mathematical model for decision-support. However, model success and applicability was limited due to the inadequacy of 3-D biological and fluid dynamics information available at the time. To date, the relationship between migrant and hydrodynamics remains a mystery, in large part, at hydropower dams on the Snake and Columbia Rivers and, more importantly, near the fish bypass structures designed to entice migrants into the collector and then pass them around the dam.
Potential Stimuli

In a dense, fluid environment, such as water, disturbances are generated by anything and everything that moves (Montgomery et al., 1995). Aquatic environments are, thus, often very rich in acoustic and hydrodynamic signals (Schilt and Nestler, 1997; Rogers and Cox, 1988). Many species of fish have excellent vision, taste, smell, tactile, chemical, electrical, pressure, temperature, and sometimes magnetic senses (Schilt and Nestler, 1997; Popper and Carlson, 1998). These and other, e.g., biotic, stimuli result in a near-limitless number of motivational forces that could potentially be influencing the movement decisions of individual fish (Farnsworth and Beecham, 1999).

In the full spectrum of prevailing physical, chemical, and biotic conditions, individual behavior is likely mediated by a synergy of diverse sensory inputs with various stimuli evoking conflicts in habitat preference. An individual, therefore, is unlikely to find a location that matches its preference on all environmental gradients, resulting in a potential hierarchy of responses to different cues which take varying precedence during the changing phases of a behavioral sequence (New et al., 2001; Sogard and Olla, 1993). The organization of such hierarchies and the integration of information from various sensory modalities within a behavioral program are, therefore, critical to robust simulations of individual movement behaviors. Game theory has been used extensively to describe behavior mathematically and foraging theory has been used to decipher the relationships between biotic stimuli (i.e., predators and prey) and emergent behavior. Not surprisingly, Hirvonen et al. (1999) suggest that combining individual-based modeling and foraging theory would be productive, although research in this area has been, to date, relatively scant.

Development and application of the Numerical Fish Surrogate (NFS) at Lower Granite Dam is described in the following manner. First, general concepts
relating to agent-based modeling are reviewed in the context of structuring the agents and other necessary metrics. Second, the computational issues regarding movement behavior implementation in a coupled Eulerian-Lagrangian construct are described. Lastly, calibration and verification results are evaluated.

**Behavioral Rules**

Behavioral rules governing the orientation and speed of individual movement are typically based on some measure of how an individual's fitness is expected to vary among alternative locations, under the assumption that animals make movement decisions at least in part to increase their fitness (Railsback et al., 1999a). The formulation and measure of fitness are critical components in the development of movement rules (Railsback et al., 1999a). Furthermore, the advantages of the IBM approach can best be realized using simple, direct measures of an animal’s fitness as the basis for movement (Railsback et al., 1999a) given that many individuals following a few simple rules can result in complex and robust behavior (Whitfield, 2001). In other words, complex properties often emerge from simple interactions (Whitfield, 2001). However, formulations and measures of fitness at relevant spatial and temporal scales are a critical research need (Railsback et al., 1999a).

Optimal foraging theory states that animals forage in ways that maximize energy input and minimize energy loss, which in turn influences movement patterns (Nowak and Quinn, 2002). Efficient foraging in a spatially and temporally heterogeneous environment requires that individuals be capable of acquiring and integrating different sources of information from within their environment (Hirvonen et al., 1999). However, incompatibility issues associated with information sources that differ in their metrics and dimensionality require a novel scheme so information can be handled in common form. The field of computer science developed such a
novel scheme called object-orientation. Object-orientation provides a means of representation and formalism (Bian, 2003) for explicitly representing individuals and the interactions between individuals in a manner that is both conceptually and technically advantageous (Bian, 2003 and references therein). The main representational strength of object-orientation is that the world is represented in a manner that closely corresponds to animal perceptions (Bian, 2003 and references therein). More specifically, a phenomenon can be perceived as either an object or a field depending on several considerations such as the purpose of the study, scale of observation, and the convention employed to perceive a phenomenon (Bian, 2003).

The notion of an “object” can often be described interchangeably with the computer term “agent”. Multi-agent systems (MAS) are powerful and flexible because the computer script is no longer centralized, but distributed in a multitude of autonomous agents (Ginot et al., 2002). One can, therefore, add, eliminate or modify agents without affecting the rest of the model (Ginot et al., 2002). This results in a computer programming scheme that is both theoretically advantageous and one that is more efficient to create, evaluate, and modify compared to conventional techniques (Ginot et al., 2002).

The utility of agent concepts lays the foundation for behavioral rules. Rules are derived from the agent-based, event-driven foraging model developed by Anderson (2002). Anderson’s (2002) foraging model melds classical approaches of game theory with precepts from neurobiology and bioenergetics. The model assumes that animals are rational operators that assess the opportunities and conditions of the environment and select behaviors that optimize their fitness. The animal’s environment is described in terms of agents representing prey, predators, and features of the physicochemical regime. Two modes of behavior are associated with each agent. Tactical behaviors alter the outcomes of events (i.e., encounters
with an agent) and strategic behaviors alter the probability of future events. Depending on the agent, one or both of these behaviors may be relevant. The possibilities of event outcomes are represented as utilities that have both benefit and cost components. Switches in behavior occur when the expected utility of one behavior, i.e., associated with a unique agent, exceeds that of the others. For instance, a fish initially following temperature gradients to find cooler water may switch behaviors and, instead, follow gradients of increasing dissolved oxygen if dissolved oxygen levels drop below some threshold value. At the switch point, the expected utilities of the various behaviors are equivalent, which provides the means for evaluating model coefficients in a laboratory. The Numerical Fish Surrogate (NFS), however, was successfully calibrated outside the laboratory using straightforward trial-and-error.

Selection of Agents

Building behavioral rules begins with the identification of physical, chemical, and biological entities believed to contribute to observed movement behavior. The entities are defined as ‘agents’ and make-up the stimulus field that will be queried to evaluate spatial alternatives in fitness level. Agents may include various hydrodynamic, water quality, and biotic attributes (Figure 2.1). Agents in the NFS (Figure 2.2) were identified by synthesizing information from peer-reviewed fisheries literature (chapter 1), preliminary analyses of integrated CFD-telemetry data, and trial-and-error calibration. Agents identified for the NFS are: (1) food and predators, (2) wall-bounded flow hydraulic patterns, (3) free-shear flow hydraulic patterns, and (4) hydrostatic pressure (Figure 2.2).
Figure 2.1. Relationship between agents, events, and behaviors in a CEL Agent IBM. To facilitate trial-and-error calibration, use as few agents, events, and behaviors as possible.

Figure 2.2. Agents, events, and behaviors used in the Numerical Fish Surrogate (NFS) application at Lower Granite Dam. $k_1 = 0.12$, $k_2 = 0.30$, $d^* = 2.0$. 
Events

An event is an encounter between the animal and an agent in an increment of time (Anderson, 2002). This interaction between individual and its environment usually occurs in a small area and is implemented in two stages (Bian, 2003). First, the individual evaluates the attribute values at its location and in the surrounding vicinity. Second, the individual then executes a response to the interaction, i.e., moving, (Bian, 2003). An event usually refers to a change in the attributes of an agent (Bian, 2003) and, therefore, the nebulous concept of an agent must be translated into a numerical product, i.e., agent variable or variables, for evaluation. How biotic and abiotic variables are combined to constitute an agent variable is not uniform (Anderson, 2002). Agent variables may be derived from an additive, multiplicative, or some other combination (McFarland and Houston, 1981; Anderson, 2002) of biotic and abiotic variables. Agent variables then provide the numerical means to quantitatively evaluate the relative presence, absence, or change in an agent.

Agent variables used in the Numerical Fish Surrogate (NFS) were identified using a variety of different means, including the review of pertinent literature on hydrodynamics, turbulence, river hydrogeomorphology, fisheries, mathematical biology, and fish mechanosensory system biology (chapter 1). Initial review of the literature highlighted many potential agent variables available from the CFD model including hydraulic strain, velocity, acceleration, vorticity, turbulent kinetic energy, turbulent length scales, and hydrostatic pressure. Using trial-and-error calibration, the many potential agent variables and numerous event formulations were reduced to two agent variables and four events (Figure 2.2). In the future, optimization techniques such as genetic algorithms (e.g., D’heygere et al., 2003) may facilitate the selection of agent variables.
The agent variables in the Numerical Fish Surrogate (NFS) are hydraulic strain and depth (chapter 1). Strain relates to agents (2) wall-bounded and (3) free-shear flow patterns. Depth is directly proportional to agent (4) hydrostatic pressure. Agent (1) was selected as the default agent, that is, the stimulus of interest in the absence of all other agents. The treatment of agent (1) is discussed later. Structuring event evaluations begins with the notion that environmental thresholds exist that may be thought of as cues that trigger fish movement (Workman et al., 2002). In the NFS, event evaluations formulated for agents (2) and (3) were structured such that a wall-bounded flow event (agent 2) occurs when the change in strain exceeds a threshold, $k_1$ (Figure 2.3). A free-shear flow event occurs when the change in strain exceeds a second, higher threshold, $k_2$. The probability of movement in response to the agent increases as the agent variable increasingly exceeds the threshold value (Workman et al., 2002). Event thresholds are not necessarily fixed, however. In some cases, event thresholds could be modified by experience (Anderson, 2002). Also, with respect to the NFS event formulations, more sophisticated treatments may be appropriate for evaluating the presence of wall-bounded and free-shear flow features in future studies, but the interest in simplicity and the apparent success of the existing formulation encouraged the present treatment. Nonetheless, the use of thresholds is consistent with the approach used in other studies evaluating the response of salmonids to physicochemical stimuli, e.g., temperature, in other systems (Workman et al., 2002 and references therein).
Figure 2.3. Flowchart of event evaluations, order of primary computations, and a time-series output of resultant agent utility values for a simulated virtual fish (case DH8).

Before wall-bounded and free-shear flow event evaluations, strain is scaled according to an abbreviated form of the Decibel equation frequently used to assess stimuli that vary in intensity by orders of magnitude (e.g., sound and light):

$$s = \log_{10}\left( \frac{I}{I_0} \right)$$ \hspace{1cm} [1]

where $s$ is strain in scaled form, $I$ is the level of strain interpolated to the centroid of the fish's exact 3-D position, and $I_0$ is the reference level of strain, i.e., an input value arbitrarily set to $1 \times 10^{-6}$ ($I_0 = 1 \times 10^{-6}$). The level of strain, $I$, is calculated by summing the
absolute values of all nine components of strain (Figure 2.2). Equation [1] is applied
with the assumption that it results in a value proportionally related to the subjective
sensation of ‘loudness’ as perceived by fish. This transformation is frequently used
to translate the energy output associated with, for instance, sound and light, into a
linear scale of perception.

Strain, $s$, is subsequently translated according to the Weber-Fechner Law
(Rapoport, 1983), a well-studied mathematical equation for describing how animals
distinguish intensities of stimuli and respond to psychological phenomena. The
Weber-Fechner Law relates the physical intensity of a stimulus to its psychologically
perceived intensity through calculation of a “just noticeable difference” (JND) in the
change of the stimulus with regard to the background, or acclimated, level of the
stimulus (Rapoport, 1983):

$$\frac{\Delta s}{s} \equiv \frac{(s_t - s_{\text{ambient}})}{s_{\text{ambient}}}$$

[2]

where $s_t$ is the scaled level of strain at time step $t$ from equation [1] and $s_{\text{ambient}}$ is the
ambient level of strain to which the fish is acclimatized. The strain value resulting
from the Weber-Fechner translation, equation [2], is the agent variable value used in
comparison with thresholds $k_1$ and $k_2$ (Figure 2.3). In the NFS, therefore, a larger
change in strain is required at higher ambient strain intensities, to which the fish is
already acclimated, in order to elicit the same psychological behavioral response.
The ambient level of strain, $s_{\text{ambient}}$, to which the fish is acclimated is updated
according to the following equation:

$$s_{\text{ambient}} = (1 - m_{\text{strain}}) \cdot s_t + m_{\text{strain}} \cdot s_{\text{ambient}}$$

[3]
The memory coefficient, $m_{\text{strain}}$, relates to a fundamental question in the behavioral ecology of foraging, that is, how much information from the immediate past is combined with information from the more distant past (Hirvonen et al., 1999). Hirvonen et al. (1999) advocate the use of memory properties as critical in the examinations of prey choice and suggest using a form of exponentially devaluing weights for past events to emulate individual memory behavior. $m_{\text{strain}}$ in equation [3] ranges from zero to one and updates the ambient level of strain, to which the virtual fish is acclimated, in a manner that embodies attributes of the approach suggested by Hirvonen et al. (1999). Values near one weight past conditions more than current conditions and values near zero weight the current conditions more highly (Anderson, 2002). The memory coefficient, however, is inherently linked to the time step of the model. The calibrated NFS value for $m_{\text{strain}}$ is 0.99981 with a 2-second time step. Hirvonen et al. (1999) indicate that both Kacelnik et al. (1987) and Devenport and Devenport (1994) also use the approach of devaluing outdated information with a relative weighting of past and present experience. These concepts are simply extended to physicochemical stimulus conditions. This treatment of physicochemical stimuli is supported by observations of juvenile chum salmon, whose thermal tolerance and resistance is intimately influenced by prior thermal history (Birtwell et al., 2003; Brett, 1952).

The use of memory coefficients is extended to hydrostatic pressure, or depth, event evaluations. An event occurs for the hydrostatic pressure agent when the change in depth, which is directly proportional to hydrostatic pressure, exceeds a threshold, $d^*$ (Figure 2.3). The change in depth is calculated using the following equation:

$$\Delta d = (\text{depth}_t - \text{depth}_{\text{ambient}})$$ [4]
where $depth_{ambient}$ is the ambient depth and updated similarly to ambient strain using the following equation:

$$depth_{ambient} = (1 - m_{depth}) \cdot depth_t + m_{depth} \cdot depth_{ambient} \quad [5]$$

$m_{depth}$ is the memory coefficient specifying the rate at which virtual fish will acclimate and deacclimate to new depths, i.e., hydrostatic pressure, and is analogous to the coefficient used to update ambient strain. The calibrated NFS value for $m_{depth}$ is 0.9970.

**Numerically Defining Behavior**

Explicit behaviors consisting of an orientation and speed response must be defined for all event outcomes for all agents. At a minimum, each agent must be associated with either a tactical or a strategic behavior. Some agents may lend themselves to both tactical and strategic behaviors, and in some cases even more complex arrangements may be pertinent (described in detail in Anderson, 2002). While agents may be associated with multiple behaviors, for simplicity, it is advocated that a minimum number be used.

In the Numerical Fish Surrogate (NFS), the behavioral response to agent (2) is tactical in nature and relates to the avoidance of undesired hydrodynamic features associated with wall-bounded flow (chapter 1). The response to agent (2) involves orienting in the direction of increasing water velocity magnitude. In a deep, free-flowing river such as free-flowing sections of the Snake River, this has the implied effect of moving the virtual fish from near the river’s edge (i.e., where wall-bounded flow is most prevalent) towards the center of the channel and, subsequently, in the direction of decreasing strain (chapter 1).
Typically, movements begin at the threshold and increase until a maximum movement rate is reached (Workman et al., 2002). The speed response for all agents was calibrated using trail-and-error and resulted in a formulation by which virtual migrants increase their speed incrementally, by a user-defined amount, each time step insufficient progress is made in decreasing the strain stimulus variable value, $\Delta s/s$, at the fish's centroid position. Conversely, speed is decreased incrementally each time step as long as $\Delta s/s$ continues to decrease in subsequent time steps. Speed is bounded above by the burst speed of migrants, i.e., approximately 10 body lengths per second (Beamish, 1978), and below by the nominal cruising speed of migrants, i.e., approximately 2 body lengths per second (Beamish, 1978).

The behavioral response to agent (3) is tactical in nature and relates to the avoidance of undesired hydrodynamic features associated with free-shear flow (chapter 1). The response to agent (3) involves random, but persistent oriented movements in which the probability of a new orientation increases as the time spent at the present orientation continues. Orientations, while random, are biased in favor of orienting against the direction of flow. The resultant behavior is one in which virtual fish maintain their relative position and/or mill in the high-energy areas near the dam superstructure without unwanted capture in high-velocity plumes. The resultant behavior is analogous to that observed by Steig and Johnson (1986), who noticed transmitter-equipped migrants moving laterally back and forth along the dam or just upstream, apparently searching for surface outlets. Conceptually, this numerical embodiment of behavior equates to the notion that the fish no longer associates the direction of increasing flow velocity with decreasing strain. In a free-flowing stream, this behavior could be expected at locations where, for instance, two boulders bracket and constrict flow in the channel and where wild-reared juvenile migrants may hesitate, or hold, until they have acclimated to the elevated strain
associated with the flow constriction before passing. Additional evidence may be found by consulting literature on adult upmigration. Standen et al. (2002) suggest that upmigrating adult salmonids cross the river and backtrack more frequently at constrictions possibly looking for small-scale low velocity fields for continued upmigration. These low velocity fields may also be associated with decreased strain levels. Lastly, virtual fish speed increases incrementally each subsequent time step the fish is oriented in the direction opposite the direction of flow and experiences a free-shear flow event and water speed is greater than the existing fish speed. Speed is bounded above and below in the same manner as for agent (2).

The behavioral response to agent (1), food and predators, is strategic in nature and the default behavioral response. As the default, the behavioral response to agent (1) is related to null event periods, that is, when events for other agents are absent for significant periods of time. For purposes of this study, it was assumed the downstream migratory movement behavior of migrants, in free-flowing sections of the Snake River, consist of the following behaviors: swimming in the direction of flow, seeking prey, avoiding predators, and other periodic deviations that may be described as inherently random in form. The lack of a priori 3-D position data for both relevant predators and prey limited the response behaviors associated with agent (1) to swimming in the direction of flow and periodic, random deviations. However, this treatment of migrant behavior is consistent with the observation of Coutant and Whitney (2000), who indicate that migrants tend to follow the flow as they approach dams in the forebay. Also, Popper and Carlson (1998) suggest the response of fish to hydrodynamics near dams frequently overrides, or supersedes, the responses to many, other stimuli. Virtual fish speed is set, on average, to the cruising speed of migrants.
The behavioral response to agent (4) is tactical in nature and relates to the avoidance of undesired changes in hydrostatic pressure (chapter 1). The response to agent (4) involves moving in the vertical direction necessary to mediate the change in pressure (depth) just experienced, i.e., swim towards ambient depth. This behavior is consistent with the observation of Coutant (2001) that migrants entrained with the flow (into turbine intakes) attempt to resist the change in pressure by swimming up into the gatewell slot. Hydrostatic pressure is a 1-D phenomenon and, therefore, only requires a 1-D response. By definition, then, fish must employ another behavioral response for horizontal orientation. Therefore, when a behavioral response to agent (4) is elicited another behavioral response associated with one of the prior agents, (1) - (3), will be elicited for horizontal orientation. Virtual fish speed, with respect to agent (4), increases incrementally each time step insufficient progress is made towards mitigating the pressure change. Speed is reduced if sufficient progress is made. The speed elicited is, then, the largest one of the following: response to agent (4) and response to the agent selected for horizontal movement. Similarly, speed is bounded above and below by burst and cruising speeds, respectively.

**Selecting Behavior**

The behavioral response implemented is the one associated with maximum utility. Utility is a measure of the nebulous concept of fitness. That is, utility is a measure of the relative benefit in fitness an individual could expect from executing a specific behavior. A utility value is associated with each behavioral response at each time step. Utility has both benefit and cost components and is related to event outcomes through the following equations:
\[ P_{agent, behavior, timestep} = (1-m_{agent, behavior}) \cdot e_{agent, timestep} + e_{agent, timestep} \cdot P_{agent, behavior, timestep-1} \]  

\[ U_{agent, behavior, timestep} = P_{agent, behavior, timestep} \cdot IU_{agent, behavior} - C_{agent, behavior, timestep} \]  

\text{U}_{agent, behavior, timestep} \text{ is the utility associated with a specific agent behavior for a given fish at a given time step and ranges from zero to one. IU}_{agent, behavior} \text{ is the intrinsic utility, or value, associated with a particular agent behavior. Intrinsic utility is a calibrated coefficient that can range from zero to one and may be viewed, conceptually, as the relative worth of a specific agent behavior if, theoretically, all agent stimuli could be set equal. In other words, intrinsic utility is a numerical value that could be used to rank the various agent behaviors according to the inherent preferences of the animal, if all stimuli could be set equal. The NFS intrinsic utility values are tabulated in Table 2.1. C}_{agent, behavior, timestep} \text{ is the bioenergetic cost associated with a specific agent behavior for a given fish at a given time step and is a scaled value that also ranges from zero to one. The NFS does not, presently, require a bioenergetics model at Lower Granite Dam, but uses the Wisconsin Fish Bioenergetic model (Hanson et al., 1997), as detailed in Anderson (2002), when needed. P}_{agent, behavior, timestep} \text{ is the perceived probability of obtaining a unit of utility as a result of executing the associated agent behavior and ranges in value from zero to one. m}_{agent, behavior} \text{ is the memory coefficient specifying the degree to which the current event, or lack of an event, impacts the evaluation of anticipated utility relative to past events. This memory coefficient is similar in concept, form, and function to the memory coefficients used to update ambient strain and depth conditions. The NFS memory coefficients are tabulated in Table 2.1. Finally, e}_{agent,}
time\_step is the binary result, 0 or 1, of the agent event evaluation, i.e., e_{agent, time\_step} = 1 if the agent is present and e_{agent, time\_step} = 0 if the agent is absent.

Table 2.1. Intrinsic Utility and Memory Coefficient Values in Numerical Fish Surrogate.

<table>
<thead>
<tr>
<th>Agent</th>
<th>Tactical or Strategic</th>
<th>Agent Behavior</th>
<th>Intrinsic Utility</th>
<th>Memory Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Food / Predators</td>
<td>Tactical</td>
<td>Not Needed</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>Strategic</td>
<td>Follow Flow (default)</td>
<td>0.35</td>
<td>1.00</td>
</tr>
<tr>
<td>Wall-Bounded Flow</td>
<td>Tactical</td>
<td>Seek Increasing Velocity</td>
<td>0.55</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>Strategic</td>
<td>Not needed</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Free-Shear Flow</td>
<td>Tactical</td>
<td>Biased Random Walk</td>
<td>0.99</td>
<td>0.982</td>
</tr>
<tr>
<td></td>
<td>Strategic</td>
<td>Not needed</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Hydrostatic Pressure</td>
<td>Tactical</td>
<td>Swim toward Ambient Depth</td>
<td>0.99</td>
<td>0.935</td>
</tr>
<tr>
<td></td>
<td>Strategic</td>
<td>Not needed</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>

The resultant structure of the utility formulation has several emergent properties of significant value, two of which are discussed here. First, behavior implementation is related to fitness, or utility, which in turn is dynamically organized in hierarchical fashion with time (Figure 2.4). When the utility associated with one agent behavior exceeds that of another, the behavior changes. This embodies the attribute of behavior described in both Sogard and Olla (1993) and New et al. (2001). That is, an individual is unlikely to find a location that matches its preference on all stimulus gradients, resulting in a hierarchy of responses to different cues that take varying precedence during the changing phases of a behavioral sequence. The
probability of movement in response to an agent, therefore, increases as the
associated agent variable increasingly exceeds the physicochemical threshold value
(Workman et al., 2002).

Figure 2.4. Agent utility values for a simulated virtual fish (case DH8). Virtual fish
behavior implementation is related to fitness, or utility, which in turn is dynamically
organized in hierarchical fashion with time. When the utility associated with one
agent behavior exceeds that of another, the behavior changes. This scheme is
consistent with the hierarchical attribute of behavior described in Sogard and Olla
(1993) and New et al. (2001). Also, the exponential decay property of utilities is
consistent with the suggestion in Hirvonen et al. (1999) that past events should be
devaluated exponentially in emulating individual memory behavior.

Second, implicit in the utility formulation are components of the event space
concept. In the current utility formulation, events drive probability, which then
drives utility calculations and finally the selection of behavior. In event-structured


simulations, however, the concept of time is driven by the occurrence of events (Ewing et al., 2002). There is some evidence to suggest that animals are unable to measure temporal events objectively and that time perception is influenced by factors external to the animal (Hills and Adler, 2002 and references therein). In other words, animals may view time according to the rate of events and not according to the fixed time increment convention most frequently used in computer programming. This paradox may be at least partially resolved in the following manner. For fixed time increments, i.e., length of time between \( t \) and \( t+1 \), in which no events occur for a particular agent, \( e_{agent, timestep} \) is simply set to zero for that agent. For fixed time increments in which one or more events occur for a particular agent, e.g., \( \Delta s/s > 2 \cdot k_l \), the probability equation, equation [6], is applied (calculated) recursively multiple times within the fixed time step for that particular agent. In other words, if \( 2 \cdot k_l < \Delta s/s < 3 \cdot k_l \), then equation [6] would be applied two times, recursively, for the wall-bounded flow agent. When equation [6] is applied recursively, \( e_{agent, timestep} \) is set to 1 for all calculations. The result is that probabilities are linked to event-structured time and, therefore, virtual individuals experience time in pseudo event-structured time. This treatment subsequently embodies some of the attributes of the event-structured method in Ewing et al. (2002).

**Behavior Implementation**

The interaction between an individual and its environment usually occurs in a small area and is implemented in two stages (Bian, 2003). First, the individual evaluates the attribute values at its location and in the surrounding vicinity. Second, the individual then executes a decision, i.e., moves (Bian, 2003).
Computational Sensory Environment

Evidence from many stream fishes indicates they are familiar with their surroundings over substantial distances and are able to find good habitat quickly (Railsback et al., 1999a). IBM models should assume fish are familiar with their surroundings over an area greater than their current location (Railsback et al., 1999a). To provide virtual fish with a ‘sense’ of their local environment, a computational sensory ovoid is created that is consistent with the dimensional scale of the CFD model used. For instance, a 2-D sensory ovoid is used in 2-D laterally- or depth-averaged CFD models and a 3-D sensory ovoid is used in 3-D CFD models. In some cases, it may be appropriate to use asymmetrical, or distorted, sensory ovoids, i.e., ovoids with aspect ratios other than 1:1:1 (Figure 2.5). For instance, Goodwin et al. (2001) use asymmetrical sensory ovoids in the simulation of pelagic blueback herring movement. In such circumstances, the minimum query distance (MQD = the minimum distance between the centroid of the virtual fish and any of the cardinal positions, or sensory points, along the sensory ovoid) and ‘size’ of the sensory ovoid represent different quantities. However, many modeling applications will likely use symmetrical sensory ovoids, i.e., where the distance between the centroid of the virtual fish and all locations along the periphery of the sensory ovoid are equal. In such circumstances, MQD and ‘size’ of the sensory ovoid may be used interchangeably.

Generally, the sensory ovoid may be partitioned into horizontal and vertical components for easier analysis and construction. All fishes possess an inner ear consisting of acceleration-sensitive otolithic organs (Braun and Coombs, 2000). These otolithic endorgans are greater in density than the fish itself and, therefore, lag behind the motions of the fish providing it with three-dimensional information on the motions of its body (Braun and Coombs, 2000) and a perception of gravity (Paxton,
2000). The operating range of the lateral-line mechanosensory system is considered to be a function of fish length (Coombs, 1999). The longer the fish, the further away a given hydrodynamic stimulus source can be detected (Denton and Gray, 1983, 1988, 1989; Kalmijn, 1988, 1989; Coombs, 1996, 1999). With respect to prey items, the operating range of the lateral line system falls within one to two body lengths (Coombs, 1999). However, the distance range or 'active space' of the lateral line system is likely dependent on a number of factors including the size of the disturbance source (Coombs, 1999).
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Figure 2.5. Two-dimensional view (longitudinal and vertical) of a virtual fish computational sensory ovoid. Note the sensory ovoid is not affected or dependent on the gridding of the CFD model, i.e., the Eulerian grid. Sensory points that initially exceed the system boundary, i.e., when the fish is near the system boundary, are placed at the boundary.

Each virtual fish is endowed with a computational sensory ovoid of given scale (MQD) so as to equal the sensory acquisition capabilities of the associated, real
target species (MQDₜ) or meet the minimum query distance required to extract accurate gradient information from the CFD model (MQD_CFD), whichever is greater. The minimum query distance using biological means (MQDₜ) is calculated as follows:

\[
MQDₜ = TS_{NFS} \cdot FS \cdot DFSA
\]  \hspace{1cm} [8]

MQDₜ = minimum query distance (meters) using biological means, TS_{NFS} = time step (seconds) of the fish simulation module, FS = fish size (meters), DFSA = distance (body lengths) of the fish’s sensory acuity to the physicochemical stimuli of interest. MQDₜ represents, from a biological perspective, the volume that would likely be sampled by an individual of the target fish species in a given time step.

Modelers must be keenly aware of accuracy resolution afforded by the CFD model, however. Often the numerical resolution of the CFD model will dictate the value of MQD required such that the value used is greater than that suggested by peer-reviewed literature on the sensory acuity of the target species of interest (i.e., MQDₜ). MQD is selected using the following logic:

\[
MQD = \text{maximum}\{\text{MQD}_t, \text{MQD}_{\text{CFD}}\}
\]  \hspace{1cm} [9]

MQD_{\text{CFD}} = minimum query distance (meters) due to numerical resolution afforded by gradient calculations. Gradient values are calculated by computing the difference between CFD modeled values at the centroid of the fish location and at the sensory points located at cardinal positions on the periphery of the sensory ovoid, oriented with the fish (Figure 2.5). Using a MQD that is too small results in behavior computations ultimately based on gradient values with no significant digits. Conceptually, this means the virtual fish is unable to distinguish between legitimate
trends in environmental gradients. The number of significant digits left after
gradient value calculations is impacted by the resolution of the CFD model, order of
the interpolation scheme used, and variable precision used, or afforded, by the
programming language and computing platform. In most cases, a single set of
sensory points at the periphery (e.g., Figure 2.5) is sufficient. However, there may
exist cases where CFD model data is of such high resolution that nested sensory
points may allow even higher-order gradient values in local physicochemical stimuli
to be computed.

Third, MQD may be modified in simulation according to factors such as
physiological condition of the individual fish, time of day, water quality conditions,
and whether the individual fish is swimming alone or as part of a school.
Nonetheless, MQD is adjusted upward, e.g., increased, randomly at each time step as
suggested by Railsback et al. (1999) and Goodwin et al. (2001). The use of random
query distances equal to or greater than that of MQD from equation [9] enhances the
ability to capture environmental gradients of multiple spatial scales.

In short, the use of sensory ovoids inherently translates the quantities of the
CFD model to the virtual fish reference frame uniquely oriented in time, thereby
allowing the modeler to conceptually dispense with the arbitrary axes orientation of
the Eulerian grid. This allows virtual fish to make movement decisions based on
various physical, chemical, and/or biological stimuli queried from the CFD model
(Tischendorf, 1997) or Lagrangian-based quantities (e.g., nearest-neighbor distance)
that have been scaled and oriented appropriately for each individual virtual fish at
every time step.

The Numerical Fish Surrogate (NFS) uses a symmetrical 3-D sensory ovoid.
Size of the sensory ovoid was based on several factors. First, the NFS uses a 2.0-
second time step and virtual juvenile salmon are sized at 0.2 meters. The inner ear
detects accelerations due to unsteady flow features (Montgomery et al., 2000) and is capable of picking up flow attributes beyond the reach of the lateral line (Kalmijn, 1989) where the higher-order moments detected by the lateral line are negligibly weak (Kalmijn, 1989). However, the NFS at Lower Granite Dam is confined to steady-state hydraulics where unsteady flows do not exist and, therefore, the sensory acuity afforded by a virtual inner ear otolith is compromised. For this reason, the sensory acuity biologically appropriate for NFS virtual fish, or MQDₜ, focused on the sensory acuity afforded by the lateral line. A juvenile salmon sampling the flow along its and one additional body length (two body lengths total) during a 2.0-second time step could be expected to sample a volume with a maximum radius of approximately 0.8 meters (MQDₜ = 0.8 meters). However, gradient values calculated with a MQD of 0.8 meters had insufficient significant digits. Using trial-and-error, MQDₘₐₗ and, thus, MQD was set to 1.25 meters. The query distance, or sensory ovoid size, at any given time step was selected from a uniform distribution of random numbers that varied between a MQD of 1.25 meters and 150% of MQD, or 1.5MQD. The value of 1.5MQD was also selected using trial-and-error.

**Movement in Computational Space**

CEL Agent IBMs implement 3-D movement embodying attributes discussed in Wu et al. (2000). That is, movements exhibit persistence, i.e., the direction of travel during time step \( t \) is dependent on the direction traveled in time step \( t-1 \). This attribute inherently derives from the hierarchical structure of agent utilities and associated agent behaviors. Wu et al. (2000) indicate that Marsh and Jones (1988) classify simulated movement depending on whether step length (speed) and direction are interdependent or independent. Individual movement parameters in the Numerical Fish Surrogate (NFS) are interdependent. Marsh and Jones (1988) further
subdivide each class into subclasses: 'oriented models' chose direction relative to a fixed compass direction (e.g., Eulerian CFD model grid axis orientation) and 'unoriented models' where direction at each time step is relative to the preceding step. In the NFS, a time-varying Lagrangian reference frame is developed for each virtual fish at every time step and oriented in the direction the fish is pointed (Figure 2.6). This results in 'unoriented' movement, i.e., elicited movement orientation depends on the direction the fish is pointed in the preceding step.

Figure 2.6. Eulerian discretization of the Lower Granite Dam forebay near the powerhouse structure, and conceptually dispensing with the arbitrary Eulerian grid orientation by defining a supplemental Lagrangian reference frame (for the virtual fish) that is uniquely oriented in time and space.

Once the resultant 3-D fish movement vector (i.e., movement orientation and speed) is computed for each virtual fish for the time step, movement is decomposed
into Cartesian vector form and then further into contravariant vector form for final implementation. Cartesian-based volitional swimming vectors, $U_{fish}$, $V_{fish}$, and $W_{fish}$, are the end-product of the NFS behavioral rules. These vectors are then added to Cartesian flow vectors, $U$, $V$, and $W$, using the following equations:

\[
X_t = X_{t-1} + (U + U_{fish}) \cdot \Delta t \tag{10}
\]

\[
Y_t = Y_{t-1} + (V + V_{fish}) \cdot \Delta t \tag{11}
\]

\[
Z_t = Z_{t-1} + (W + W_{fish}) \cdot \Delta t \tag{12}
\]

where $X_t$ is the Cartesian x-position (meters) of the centroid of the virtual fish at time $t$, $X_{t-1}$ is the x-position at time $t-1$, $U$ is the Cartesian flow velocity vector (meters per second) in the x-direction at time $t-1$ at the centroid of the virtual fish, and $\Delta t$ is the time step of the NFS, which can be different from the time step of the CFD model in a transient (time-varying) application. $Y_t$, $Y_{t-1}$, and $V$ are defined similarly for the Cartesian y-direction and $Z_t$, $Z_{t-1}$, and $W$ for the Cartesian z-, or vertical, direction.

Simulation of movement is difficult in computational constructs where individuals are represented as point data and space is represented as a series of arbitrarily shaped cells (Bian, 2003). This difficulty has significantly limited the use of integrated Eulerian-Lagrangian approaches in individual-based modeling and the modeling of individual movements in general (Bian, 2003). Computationally, the most difficult task in implementing virtual fish behavior is adding volitional swimming vectors to a particle-tracking algorithm capable of providing the interpolation and particle bookkeeping schemes necessary to implement equations [10] thru [12], rigorously, for the grid structure used in the CFD model. In general, most existing finite-difference and finite-volume 3-D models use structured grids with hexahedral cells, while finite-element models use unstructured grids with fixed
mesh shapes (Lai et al., 2003a). State-of-the-art 3-D CFD models can now provide equally accurate hydraulic simulations using either multi-block, near-orthogonal structured grids or other grid topologies using arbitrarily shaped cells (e.g., Lai et al., 2003a; Lai et al., 2003b; Lai, 2000). While the relative advantages and disadvantages of different grid topologies continue to be a subject of debate (Lai et al., 2003a), the later are easier to generate for complex natural geometries. However, advances in CFD modeling have outpaced advances in 3-D particle-tracking algorithms. Three-dimensional particle-tracking algorithms exist for multi-block, near-orthogonal structured grids (Figure 2.6) and require significantly less computational resources (i.e., memory and processor time). In contrast, unstructured particle-tracking algorithms provide the means to work with grids that are easier to generate for highly complex natural geometries, but often require significant computational resources compared to that of structured grid particle-tracking algorithms. Presently, structured particle-tracking algorithms may be efficiently run on state-of-the-art PowerPCs, while unstructured particle-tracking algorithms often require the use of supercomputers and parallel processing when simulating many thousands of virtual fish, which inherently limits the practical utility of the tool. However, as PowerPCs improve, it is expected these practical limitations will be resolved in the near future.

The particle-tracking algorithm in the NFS works within multi-block, near-orthogonal structured grids by converting 3-D space from Cartesian to contravariant space (Figure 2.7) in which all 3-D cells are translated to unit size, i.e., 1x1x1. Vector quantities are appropriately scaled. Once 3-D space and vector quantities have been converted to contravariant space, 2nd order interpolation schemes are relatively straightforward and bookkeeping schemes are intuitive. Bookkeeping the position of a virtual fish in contravariant space requires tracking the virtual fish’s
displacement within the cell (i.e., the unit cube) and the Cartesian position of the reference node for the cell in which the fish resides (Figure 2.8). Position of the virtual fish in contravariant space guides the nodes used in the interpolation of CFD modeled values to the fish position and its associated sensory points.

![Diagram of original and contravariant spaces]

Figure 2.7. Comparison of a multi-block, near-orthogonal structured grid (2-D) in original Cartesian space (Plot A) and then in (conceptual) contravariant space (Plot B). All vector quantities are appropriately scaled in contravariant space to maintain conservation principles.

Results from movement calculations, equations [10] through [12], are converted into contravariant space displacements and used to update the position of the virtual fish within the modeled system. As the virtual fish moves across various cell faces in a given time step to its new position, the inherent bookkeeping afforded by contravariant space facilitates computationally efficient boundary checks. A virtual fish only crosses a cell face if the displacement (in contravariant space) in a given direction either exceeds unity or falls below zero. This provides an intuitive opportunity to ensure the virtual fish does not pass through an impermeable
boundary, for instance, a wall modeled as a series of adjoining, impermeable, and infinitely thin cell faces. This bookkeeping scheme highlights the primary difference with, and difficulty in, particle-tracking in unstructured grids. Unstructured grids cannot use the contravariant space transformation technique and, therefore, must depend on 3-D equations to mathematically define the face of each cell for every element in the grid in order to conduct the necessary boundary checks.

![Diagram of bookkeeping virtual fish movement in contravariant space](image)

Parameters Used to Update Fish Position:
- $\Delta x_{c,i-1 \rightarrow i} = 1.90$
- $\Delta y_{c,i-1 \rightarrow i} = 0.27$
- $\Delta z_{c,i-1 \rightarrow i} = -0.25$

Conversion to Cartesian Space:
- $X_t = X_{Node(i,j,k)} + f_{c}^{-1}(\Delta X_c)$
- $Y_t = Y_{Node(i,j,k)} + f_{c}^{-1}(\Delta Y_c)$
- $Z_t = Z_{Node(i,j,k)} + f_{c}^{-1}(\Delta Z_c)$

Figure 2.8. Bookkeeping virtual fish movement in contravariant space. $f_{c}^{-1}$ is the inverse function for converting contravariant displacements within a unit cube into Cartesian space displacements for graphical output and analysis.

**Behavior Calibration**

Once computational facility exists for implementing behavior in robust fashion, the decoding process moves to the behavior calibration phase. Primarily, calibration of virtual behavior involves appropriate selection of agents, behaviors,
and event evaluations, which requires knowledge of the associated biology. However, the intuitive nature of the game-theoretic and agent-based rule construct facilitates the process by which a trial-and-error process may be used to evaluate uncertain hypotheses. This is a primary benefit of CEL Agent IBMs. This facility is frequently needed, as comprehensive hypotheses rarely exist. Once a hypothesized set of agents, behaviors, and event evaluations have been identified, the process of trial-and-error calibration then proceeds to the selection of event thresholds (e.g., $k_1$, $k_2$, and $d'$), intrinsic utility values ($U_{agent, behavior}$), and memory coefficients ($m_{agent, behavior}$). Coefficients are biologically tractable and, therefore, lend themselves to evaluation, or further validation, in laboratory experiments. Alternatively, the coefficients can be calibrated using trial-and-error using resultant agent utilities, e.g., Figure 2.4, as a guide to evaluate success and failure points in the implemented hypothesis.

**Lower Granite Dam Application**

The CEL Agent IBM developed for decoding the observed movement of migrants at Lower Granite Dam in 2000 and 2002, i.e., the NFS, actually consists of several integrated modules (Figure 2.9). The Numerical Fish Surrogate simulation module (NFS-SIM) consists of, approximately, 20,000 lines of original FORTRAN90 source code. This code handles conversion to and from contravariant space, 2nd order interpolation of CFD modeled values, and harbors the behavioral rules and the associated input deck. The low computational overhead afforded by dynamic memory allocation in FORTRAN90 allows the simulation of 1000 virtual fish per 35 minutes in a 1.5 million-node CFD model grid using a dual 3.2 GHz Pentium 4 Xeon processor PC with 4Gb of RAM. NFS-SIM outputs 3-D virtual fish trajectories and interpolated flow information to each fish position in the same
format as that provided for actual 3-D telemetry data integrated into the CFD grid using the Vector Generation and Integration module (NFS-VGI). Tecplot is used to graphically display and animate virtual fish behavior from multiple, simultaneous angles so the implemented hypothesis and associated behaviors can be evaluated in a dynamic context.

Figure 2.9. Integrated modules of the Numerical Fish Surrogate, the CEL Agent IBM developed and applied for decoding the movement of outmigrating juvenile salmon observed approaching and passing Lower Granite Dam in 2000 and 2002.
Objective

The primary objective of the Numerical Fish Surrogate (NFS) is to decode and replicate, in a simulative context, the 3-D movement patterns of migrants at Lower Granite Dam and the percentages with which run-at-large fish were observed to use each of the available passage routes at the dam. Three-dimensional information on the movement of individual fish (hatchery steelhead) was obtained through the use of acoustic-tags (Cash et al., 2002; Cash et al., 2003; Lucas and Baras, 2000). Run-at-large (i.e., non-species-specific) fish passage data was collected through the use of multi-beam hydroacoustics placed at each passage route (Angla et al., 2001; Angla et al., 2003), i.e., each turbine intake, spillbay, and the surface bypass structure. Acoustic-tag (AT) telemetry and hydroacoustic (HA) passage data collected during 2000 studies were available and used to calibrate the 3-D movement and passage of virtual fish for the NFS.

Acoustic-tag (AT) telemetry and HA passage data were collected during 2002 studies at Lower Granite Dam as well. However, processing of AT and HA data was not completed until after calibration of the NFS (to 2000 data) was complete in mid-February 2003. CFD model data for 2002 flow conditions were provided in early April 2003 using the target operating conditions (Appendix A). CFD model runs were completed before actual flow rates were available from the deployed multi-beam hydroacoustic (HA) instrumentation. CFD modeled 2002 flow data and the Numerical Fish Surrogate (NFS) were then used to ‘blindly’ predict 2002 fish passage results, i.e., prior to 2002 HA fish passage results being available. Lastly, HA and NFS fish passage estimates were then compared by an independent entity in late April 2003.

Acoustic-tag (AT) telemetry, multi-beam hydroacoustic (HA) passage, and CFD modeled flow data for 2000 and 2002 studies were divided into independent
data sets for simulation analyses (Table 2.2). Data in 2000 were collected to evaluate and decode behavior with respect to a Surface Bypass Collector (SBC, Figure 2.10), installed in the spillbay nearest the Lower Granite Dam powerhouse, to collect surface-oriented migrants in front of the powerhouse. Data in 2002 were collected to evaluate the behavior of surface-oriented migrants with respect to a Removable Spillway Weir (RSW, Figure 2.10) and to validate the hypothesis developed using the NFS and 2000 data. During 2002 RSW data collection, the SBC was not active, although the dormant SBC structure remained in place, with the exception of the conduit connecting the main SBC gallery to spillbay 1.

Figure 2.10. Lower Granite Dam structural configurations for 2000 and 2002 analyses. The Behavioral Guidance Structure (BGS) is approximately 24.4m (80') deep at its intersection with the powerhouse and tapers in step-wise manner to a minimum of 16.8m (55') at its upstream end. The trash boom is approximately a constant 1.2m (4') deep. The BGS and trash boom were present for both 2000 and 2002 analyses. Both the SBC (in 2000) and the RSW (in 2002) occupied spillbay 1, i.e., the spillbay nearest the powerhouse.
### Table 2.2. Hydraulic Scenarios Evaluated at Lower Granite Dam in 2000 and 2002.

<table>
<thead>
<tr>
<th>Year / Structure</th>
<th>Case ID</th>
<th># SBC Gates Open</th>
<th>Operating Target / CFD Model Value</th>
<th>Mean HA Instrumentation Value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SBC or RSW Loading (m³/s)</td>
<td>Powerhouse Loading (m³/s)</td>
<td>Spillway Loading (m³/s)</td>
</tr>
<tr>
<td>2000 / SBC</td>
<td>DH8</td>
<td>2</td>
<td>99.1</td>
<td>2055.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>DL5</td>
<td>2</td>
<td>99.1</td>
<td>1497.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>SH4</td>
<td>1</td>
<td>96.3</td>
<td>1755.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>SL2</td>
<td>1</td>
<td>96.3</td>
<td>1860.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>2002 / RSW</td>
<td>A2</td>
<td>0</td>
<td>198.2</td>
<td>1698.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>195.3</td>
<td>1449.5</td>
</tr>
<tr>
<td></td>
<td>B2</td>
<td>0</td>
<td>198.2</td>
<td>1274.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>196.5</td>
<td>1401.3</td>
</tr>
<tr>
<td></td>
<td>C2</td>
<td>0</td>
<td>0.0</td>
<td>1812.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.9</td>
<td>1778.0</td>
</tr>
<tr>
<td></td>
<td>D2</td>
<td>0</td>
<td>0.0</td>
<td>1443.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.6</td>
<td>646.8</td>
</tr>
<tr>
<td></td>
<td>E2</td>
<td>0</td>
<td>198.2</td>
<td>1670.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>193.7</td>
<td>1653.5</td>
</tr>
<tr>
<td></td>
<td>F2</td>
<td>0</td>
<td>0.0</td>
<td>1953.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.6</td>
<td>2039.3</td>
</tr>
<tr>
<td></td>
<td>G2</td>
<td>0</td>
<td>0.0</td>
<td>1528.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.2</td>
<td>1371.4</td>
</tr>
</tbody>
</table>

Composite

Day

Night
Virtual Fish Release Locations

Diel period appears to be the most influential variable governing how migrants approach Lower Granite Dam (Cash et al., 2002). Coutant and Whitney (2000) found that 92% of migrants were in the upper 11 meters of the 30m water column. These observations are consistent with the observation of Steig and Johnson (1986), who observed migrants at the powerhouse of The Dalles Dam, downstream of Lower Granite Dam. Steig and Johnson (1986) found that 90% of tracked migrants were within 7.5 m of the water surface during the day and 70% at night. Acoustic-tag (AT) telemetry data collected at Lower Granite Dam in 2000 (i.e., Cash et al., 2001) suggests that migrants approaching the dam during daylight hours are, on average, relatively close (i.e., within 4 meters) to the water surface while nighttime migrants, on average, were below 4 meters and located over a wider range of depths. However, the acoustic-tag (AT) telemetry hydrophone array did not extend far enough upstream to determine the lateral distribution of migrants entering the Lower Granite Dam forebay. Other data are inconclusive. Therefore, 1000 virtual fish were released approximately 800 meters upstream of the dam for each hydraulic scenario (Table 2.2) according to a relatively uniform lateral distribution in the middle 80% of the river (Figure 2.11). Virtual fish were released higher or lower in the water column depending on whether the hydraulic scenario evaluated is associated with a daytime, nighttime, or composite (night and day) data set. Upstream release locations, i.e., approximately 1500 meters upstream of the dam, were evaluated as part of a sensitivity analysis of the NFS.
Figure 2.11. Approximate virtual fish release locations for both 2000 and 2002 analyses.

Results

Movement Patterns

The most intuitive means to compare simulated and field observed fish movement is direct visual comparison. Figure 2.12 illustrates the movement patterns of five virtual fish released near the dam under case DH8 flow conditions. Figure 2.13 illustrates the trajectories of neutrally-buoyant particles (i.e., virtual fish with behavioral rules turned off) and three different acoustic-tagged migrants observed under case DH8 flow conditions. Figures 2.12 and 2.13B indicate both virtual and acoustic-tag daytime fish (i.e., usually relatively close to the water surface) appear to
move back and forth between the middle gate opening to the Surface Bypass Collector (SBC) and the trash boom slightly upstream from where the trash boom connects to the spillway. The similarity is noteworthy because both virtual and actual migrants must exhibit oriented volitional swimming to approach and maintain position near the trash boom since the direction of flow (Figure 2.13A) leads away from the trash boom at approximately 45° toward the powerhouse.

Figure 2.12. Plan, 3-D, and side views of the movement patterns of five virtual fish for case DH8.
Figure 2.13. Comparison of the movements of five neutrally-buoyant passive particles (Plot A) and the movement patterns of selected, representative AT migrants for case DH8 (Plots B, C, D). Plot B illustrates the typical movement of migrants observed during the day (milling-path) when migrants are nearer the water surface. Plots C and D both illustrate typical movements of migrants observed at night (direct-path) when migrants are distributed deeper in the water column. AT data provided by Cash et al. (2002).

Figures 2.12 and 2.13C indicate both virtual and acoustic-tag nighttime fish (i.e., usually relatively low in the water column) approach the Behavioral Guidance Structure (BGS, Figure 2.10) at approximately the same angle as the direction of flow, but then swim parallel to the BGS once in the local vicinity of the structure. The similarity is noteworthy because both virtual and actual migrants must exhibit
oriented volitional swimming to maintain a position so close to the BGS since the flow intersects and dives under the BGS at approximately 45°. The same pattern is observed in Figure 2.13D. Transmitter-equipped migrants in both Figures 2.13C and 2.13D were observed at night where visual acuity is impaired and movement is, therefore, likely stimulated primarily by hydrodynamics.

Figures 2.12 and 2.13D indicate that both virtual and acoustic-tag nighttime fish mill below the entrance to the middle gate opening to the SBC, but above the turbine intakes. The similarity is noteworthy because both virtual and actual migrants must exhibit oriented volitional swimming to maintain such a milling location in the relatively high-energy environment where the resultant direction of velocity exceeds 45° in the downward direction. Also, it is unlikely observed migrants are seeking a low-energy refugia as the milling location in Figure 2.13D is neither a low-velocity nor a low-strain environment compared to just several meters upstream of the observed milling location.

Fish Passage

Figure 2.14 plots multi-beam hydroacoustic (HA) versus virtual fish passage estimates. Passage estimates are grouped according to the type of passage route used, i.e., the SBC (in 2000) or RSW (in 2002), gallery or in-turbine, and the spillway. The predictive capability of the Numerical Fish Surrogate (NFS) is readily apparent both graphically and statistically. In Figure 2.14, the solid line at 45° indicates where points would reside if the NFS passage results perfectly matched HA estimates. Bart (1995) indicates that concurrence between observed and virtual distributions may be regarded as a strong test of the model. A statistical evaluation of the variance about the 45° line results in an $r^2$ equal to 0.80, when all cases are considered. In brief, $r^2$ indicates the proportion of variation in HA fish passage
Figure 2.14. Comparison of multi-beam hydroacoustic (i.e., run-at-large) and virtual fish passage estimates at Lower Granite Dam. The three routes of passage available to migrants are: the SBC (in 2000) or RSW (in 2002) surface bypass structure, the spillway, or the turbine (includes both gallery and in-turbine passage). Of eleven total cases, only case C2 and F2 are day-only studies (Table 2.2). The 45° line indicates where all points would lie if NFS predictions perfectly matched HA passage estimates. With respect to the 45° line, $r^2 = 0.80$ if all cases are used, and $r^2 = 0.85$ if day-only cases are not considered. Prairie (1996) indicates that predictive models have rapidly increasing utility as $r^2$ exceeds 0.65. HA passage data provided by Anglea et al. (2001, 2003).

estimates that can be explained by the NFS. During the day, the visual acuity of migrants likely reduces the role hydrodynamics play in eliciting overall movement behavior. Therefore, it is not surprising that leaving out cases C2 and F2 (i.e., the
day-only studies, Table 2.2) results in an improved $r^2$ of 0.85. Since both multi-beam hydroacoustic (HA) and NFS fish passage estimates have error (i.e., process error for NFS estimates and experimental error for HA estimates), the variance about the 45° line is actually a maximum error estimate of the entire modeling process. Nonetheless, Prairie (1996) indicates that predictive models have rapidly increasing utility as $r^2$ exceeds 0.65.

The primary outliers in Figure 2.14 are both associated with case F2. Case F2 and C2 are the only daytime studies. Interestingly, virtual fish passage estimates for cases F2 and C2 were relatively poor compared to other cases, although much of the discrepancy in case C2 (Appendix A, Figure A.20A) may be attributed to discrepancies in CFD modeled flow conditions and actual dam operations (Appendix A, Figure A.20B). Regardless, shortcomings in the ability to accurately simulate daytime passage are expected. During the day, when vision can dominate other sensory modalities, the mechanosensory system may be a secondary contributor to overall movement behavior (New and Kang, 2000; Montgomery et al., 1995).

Differences in day and night behavior have been observed in many fish species, including salmonids. Haro et al. (1998) found that under very low light and dark conditions Atlantic salmon smolts tended to orient upstream more frequently. Nowak and Quinn (2002) found that salmonids in Lake Washington, in the Pacific Northwest, demonstrated a decrease in activity in the middle of the night. Furthermore, Pavlov (1994) found that when light was low, juvenile river fish were more likely to drift with the current rather than maintain position. This, in turn, may partly explain the observation by Larinier and Boyer-Bernard (1991) (summarized in Haro et al., 1998) that Atlantic salmon smolt passage rates increased when lights at bypass entrances were turned off. Furthermore, Nowak and Quinn (2002) found that trout are likely to be closer to the surface during the day to maximize the ambient
light levels that facilitate visual feeding of insects and larval fishes. Although a lake setting, Nowak and Quinn (2002) found that trout in Lake Washington foraged in littoral areas exclusively during daylight hours. Ample evidence exists to suggest that migrants at Lower Granite Dam may be responding to visual cues not available at night, e.g., shadows cast by the dam, Behavioral Guidance Structure (BGS), and trash boom, and, thus, possibly explains the relatively poor performance of the NFS to capture daytime HA passage estimates.

Residence Times

Figure 2.15 shows the forebay detection residence times of milling- and direct-path acoustic-tagged (AT) migrants for 2000 studies. Figure 2.16 shows the forebay residence times of 400 virtual fish, i.e., 100 fish for each 2000 case, released 800 meters upstream at a composite depth. The milling- and direct-path classification (Cash et al., 2002) is a binary scheme based on the predominate movement pattern detected in the forebay (e.g., Figure 2.13B, C, and D). Milling-path fish are, generally, observed during the day and direct-path fish are, generally, observed at night. AT migrants are only observed in the vicinity of the deployed hydrophone array (Cash et al., 2002), but could be sampled for long periods of time. In contrast, virtual fish are tracked from their release location far upstream of the hydrophone array, but are simulated for only five hours due to computational resources. Nonetheless, a fundamental attribute exists in both real and virtual data sets. Both real and virtual residence times exhibit a bimodal distribution in which many fish appear to pass with relatively little time spent at the dam followed by a later, more distributed, wave of fish that are, presumably, delayed due to milling near and around structures such as the trash boom. Longer simulations are needed to determine whether the tail of the distribution of virtual milling fish residence times is
Figure 2.15. Detected forebay residence times of acoustic-tagged migrants, divided into milling- and direct-path classifications (Cash et al., 2002). Residence time is the sum of detection hours inside the hydrophone array. Cash et al. (2002) indicate that 83% of milling-path migrants were first detected during the day and 70% of these migrants are located in the upper 4m of the water column. In contrast, 66% of direct-path migrants were first detected at night and 90% of these migrants are located deeper than 4m. Milling-path fish at night had a small sample size. Most migrants passed within 16 hours of first detection; migrants with residence times in excess of 16 hours are not displayed.
of similar form to the distribution of AT milling-path fish residence times. However, even very long simulations, e.g., greater than 48 hours, are unlikely to capture all the nuances observed with regard to residence times. For instance, Beeman and Maule (2001) indicate that Venditti et al. (2000) found migrants milling in the forebay for days and some even traveling back upstream for as much as 14 km before returning to the dam.
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Figure 2.16. Forebay residence times of 400 virtual fish, i.e., 100 virtual fish for each 2000 case (released at a composite depth 800m upstream of the dam). In contrast to Figure 2.15, virtual fish are tracked from their release location several hundred meters upstream of the extent of the AT hydrophone. However, unlike the AT hydrophone array that can track AT migrants for long periods of time, virtual fish simulations are presently limited to 5 hours due to computational resources.

Speed Distributions

Figure 2.17 shows the distribution of volitional swimming speeds for nighttime AT migrants and 100 virtual fish for case DH8. The central tendencies
(modes) of both distributions are approximately equal although discrepancies exist in the tails.

Figure 2.17. Volitional swimming speed distributions of nighttime AT migrant and 100 virtual fish for case DH8 (i.e., composite 800m upstream release). AT data was sifted to include only those AT migrant movements with a duration less than 1.5 sec so as to exclude observations where AT migrants most likely exited and then re-entered the hydrophone array. AT data provided by Cash et al. (2002).
Sensitivity Analysis

A sensitivity analysis of virtual fish release locations on NFS passage estimates was performed to evaluate the influence of this initial condition. Sensitivity analysis is important because the spatial distribution of real fish entering the forebay of Lower Granite Dam is largely unknown. Several patterns emerge from the sensitivity analyses of release locations (Appendix A, Figures A.3-A.13 and A25-A35). First, daytime releases for 2000 cases result in increased Surface Bypass Collector (SBC) passage compared to nighttime releases, which is expected since a greater proportion of fish are surface-oriented during the day. Anglea et al. (2001) point out that the rate of passage of daytime fish (i.e., the number of fish observed compared to the number of fish that actually entered) into the SBC was significantly lower (p<0.1) than for nighttime fish. This conundrum may be explained by considering the influence of vision and the observation of Pavlov (1994), who found that juvenile river fish were more likely to drift with the current when light was low. Interestingly, Larinier and Boyer-Bernard (1991) found that Atlantic salmon smolt passage rates also increased when lights at bypass entrances were turned off. Second, NFS spillway passage for both 2000 and 2002 cases was generally higher for daytime releases.

Sensitivity analyses highlight interesting patterns. First, upstream releases (1500m, Figure 2.11) are, predictably, associated with greater proportions of virtual fish remaining in the forebay prior to termination of the simulation. Second, in general, the percent of fish observed by HA instrumentation using each of the available passage routes appears to be more pronounced in 2002 studies. Interestingly, sensitivity analyses of these cases also exhibit more pronounced patterning than in 2000 cases, the notable exception being case A2. While the underlying cause may be related to improved study design or a greater influence of
the Removable Spillway Weir (RSW) on fish passage, regardless, the Numerical Fish Surrogate (NFS) appears to be more reliable (stable) when multi-beam hydroacoustic (HA) passage estimates, themselves, are more pronounced, i.e., exhibit strong patterning. Year 2000 cases and case A2 raise the interesting prospect that some configurations may inherently be associated with better conditioned (stable) flow patterns that are more amenable to steady-state CFD modeling and, therefore, HA passage estimates that are more conducive to existing NFS prediction.

With the exception of daytime studies (i.e., cases C2 and F2), case SH4, SL2, and A2 are associated with NFS predictions of greatest discrepancy. Interestingly, however, HA and NFS fish passage estimates are nearly identical in cases SH4 and SL2 if a nighttime release is used instead of a composite release at 800m upstream (Figure 2.18). Similarly, HA and NFS fish passage estimates are nearly identical in case A2 if a daytime release is used instead of a composite release at 800m upstream.

Lastly, all random computations in the NFS are based on a user-defined random number seed. A sensitivity analysis was, therefore, performed to assess the impact of seed choice on NFS fish passage estimates. Results tabulated in Table 2.3 clearly indicate that NFS passage estimates are not heavily influenced by the choice of the random number seed, a desired quality in a model.

**Discussion**

Other syntheses and techniques for simulating individual-based movement in spatially-explicit fashion have been discussed, e.g., Berec (2002). However, the CEL Agent IBM framework clearly demonstrates the ability to provide robust mathematical decoding of observed movement patterns at appropriate spatiotemporal scales that is amendable to forecast simulation using only trial-and-error calibration. Also, the Numerical Fish Surrogate (NFS) clearly substantiates the observation by
Figure 2.18. Sensitivity analyses of different virtual fish release locations on passage estimates for cases SH4, SL2, and A2. Note that a nighttime release of virtual fish from the same location upstream used to generate Figure 2.14 results (i.e., ~800m upstream of the dam) results in HA and NFS fish passage estimates that are nearly identical for cases SH4 and SL2. A daytime release of virtual fish from the same location results in nearly identical HA and NFS fish passage estimates for case A2. HA passage data provided by Anglea et al. (2001, 2003).
Table 2.3. Random Number Seed Sensitivity Analysis for Case DH8.

<table>
<thead>
<tr>
<th>Passage Route</th>
<th>Seed$^1$</th>
<th>Mean$^2$</th>
<th>95% CI$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turbine 1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Turbine 2</td>
<td>0.3</td>
<td>0.5</td>
<td>0.0</td>
</tr>
<tr>
<td>Turbine 3</td>
<td>7.5</td>
<td>7.8</td>
<td>0.1</td>
</tr>
<tr>
<td>Turbine 4</td>
<td>16.4</td>
<td>17.6</td>
<td>0.5</td>
</tr>
<tr>
<td>Turbine 5</td>
<td>16.6</td>
<td>15.5</td>
<td>0.4</td>
</tr>
<tr>
<td>Turbine 6</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>SBC</td>
<td>28.8</td>
<td>28.8</td>
<td>0.4</td>
</tr>
<tr>
<td>Spillbay 2</td>
<td>2.8</td>
<td>2.6</td>
<td>0.1</td>
</tr>
<tr>
<td>Spillbay 3</td>
<td>12.3</td>
<td>14.9</td>
<td>0.6</td>
</tr>
<tr>
<td>Spillbay 4</td>
<td>0.8</td>
<td>0.6</td>
<td>0.0</td>
</tr>
<tr>
<td>Spillbay 5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Spillbay 6</td>
<td>0.0</td>
<td>0.3</td>
<td>0.0</td>
</tr>
<tr>
<td>Spillbay 7</td>
<td>9.2</td>
<td>6.4</td>
<td>0.3</td>
</tr>
<tr>
<td>Spillbay 8</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
</tr>
</tbody>
</table>

$^1$ Random number seed used in NFS simulations for generating fish passage estimates.

$^2$ Results based on 30 runs with different random number seeds.

Whitfield (2001) that many individuals following a few simple rules can result in complex and powerful behavior. A complex set of rules is not necessary for patterns to emerge as ecosystems show complex 'emergent' properties from simple
interactions (Whitfield, 2001). CEL Agent IBMs facilitate implementation of this modeling philosophy using theoretically- and computationally-robust means.

**Reasons for Discrepancies**

Although actual and virtual fish movements are similar in many regards, discrepancies exist. Several factors may be contributing to this phenomenon. First, the spatial extent of the lateral line depends on the size of the fish and, therefore, hydrodynamic sources can be detected further away by larger fish (Denton and Gray, 1983, 1988, 1989; Kalmijn, 1988, 1989; Coombs, 1996, 1999). While fish passing Lower Granite Dam are composed of many sizes and species, virtual fish are presently simulated as a single virtual size. Second, the position of the trash boom in the CFD model for 2002 flow simulations is a gross approximation, as CFD model results were completed prior to acoustic-tag (AT) telemetry data being available, which shows the exact position of the trash boom during data collection efforts.

Third, by purposeful design, strain thresholds, $k_1$ and $k_2$, are a simplified mathematical description of wall-bounded and free-shear flow patterns. These thresholds, for a given individual fish, are likely dependent on a number of factors including the species, health, and size of the fish as well as the stability (i.e., transient nature) of the hydrodynamic features, background noise and turbulence, and the fish’s level of anxiety and exhaustion. In fact, the preference, tolerance, resistance, and overall response to strain are likely influenced by the same factors known to influence thermal preferendum, e.g., level of starvation, physiological activities, prior history, age, and infections (Birtwell et al., 2003).
Model Utility

The purpose of a model is not just to evaluate alternative projects, but to also provide understanding of the dynamics of systems and the opportunities for cost-effective intervention that will improve the system operation (Stedinger, 2000). Researchers have often failed to take behavior into consideration when developing bypass systems (Popper and Carlson, 1998). If behavioral stimuli are ever to be widely used for fish protection, they must eventually be integrated into common engineering practice (Popper and Carlson, 1998). Despite inevitable model discrepancies, the Numerical Fish Surrogate (NFS) and other CEL Agent IBM provide the means necessary to translate field data into an understanding of behavior and, further, an understanding of behavior into engineering decision-support. Presently, the mathematical hypothesis developed from the NFS, i.e., the Strain-Velocity-Pressure (SVP) Hypothesis, as well as the NFS, itself, are being used to redesign fish bypass structures at three federal hydropower dams on the Snake and Columbia Rivers in the Pacific Northwest.

Virtual System Concept

CEL Agent IBM provide the facility for improving the evaluation of developed hypotheses beyond the means described in this paper. Hypotheses on the interaction between individual phenotypic differences and spatiotemporal differences in environmental factors can be more rigorously evaluated with a thorough implementation of the virtual system concept (Figure 2.19). In the virtual system concept, outputted 3-D information from the NFS is compared in statistically rigorous fashion with 3-D information on actual fish movement, of similar form, provided by the NFS-VGI (Figure 2.9). This form of analysis circumvents many of
the inherent statistical limitations that inhibit direct application of popular statistical methods to inherently auto- and serially-autocorrelated 3-D data (chapter 1).

Figure 2.19. The virtual system concept involves generating numerical ‘hypothesized’ movement behavior of similar form as the data collected by field instrumentation for ‘real’ animals. Comparing virtual and actual animal movement of similar form circumvents the inherent statistical limitations (e.g., autocorrelation) impeding a direct application of traditional, solo statistical approaches.

Scale Issues

Managing aquatic biological populations requires increasingly robust tools to handle the inherent complexity of interrelated scale-oriented ecological processes. One of the most pressing needs is the ability to link, through mechanistic means, pertinent fluid and water quality dynamics and observed movement behaviors. Results of the Numerical Fish Surrogate (NFS) indicate that CEL Agent IBM's provide the facility needed. The behavior of water in nature is difficult to simulate
and cannot be described either simply or completely. Although the effects of each small perturbation on the flow in large-scale natural settings are presently impossible to capture, a description of the inner mechanisms leading to observed movement can be achieved at the level for which resolvable variables (e.g., accurate physicochemical and biological data) exist.

The scale level at which resolvable movement patterns exist, coincident patterns in associated stimuli likely also exist at the same scale. In other words, fish are simultaneously responding to instantaneous and unpredictable stimuli in their small-scale movements and to inherent biases and trends in the stimuli over larger scales. If an animal is responding to physicochemical and biological stimuli over very small scales, but these same stimuli are associated with large-scale biases and trends, one could expect distinguishable movement patterns at the scale of the biases and trends, i.e., at the scale at or above those available to resolvable variables. Consequently, the spatiotemporal scale for which decoding and associated forecast simulation can be expected to succeed is inherently linked to the scale for which discernable, robust, and accurate patterns in relevant stimuli can be captured by resolvable variables. This partly addresses the concerns raised in Kondolf et al. (2000), Bult et al. (1999), and Railsback (1999) regarding the discontinuity in, and mismatch between, the spatial scale at which hydraulics are often modeled and the spatial scales at which fish respond to hydraulics.

**Archiving Knowledge**

The agent- and event-based construct of the behavioral rules provides the means to enumerate hypotheses of movement behavior of a target species for optimal contribution to a regional knowledge base. Agents, behaviors, and event thresholds may be categorized and compared for a variety of target species and life-stages to
expand the discovery of plausible rules based on the relative success and/or
shortcoming of various rule structures evaluated. Historically, system-wide
hydraulic designs for fish passage structures have been based on the ‘build-and-test’
paradigm. That is, designs are not clearly based on fish behavior, so a prolonged
period of testing and adjustment is typically necessary to refine operation to
acceptable limits. Agents, variables, and event thresholds can now be evaluated at
multiple dams on a given river system to determine if fish behavior changes spatially
or seasonally (e.g., as fish smolt) and assimilated into the system-wide knowledge
base to improve future designs.

**Future Improvements**

**CFD Modeling**

The spatiotemporal scale at which CEL Agent IBMs are applied is inherently
linked to the scale at which CFD models can provide robust, accurate resolvable
variables for associated fluid and water quality dynamics. Large-scale movement
(meters-to-kilometers) patterns in relatively low energy intransient environments are
likely influenced by stimuli at the spatial scale currently afforded by existing steady-
state CFD models. However, small-scale movement (sub-meter) patterns in
relatively high energy transient environments are likely influenced by stimuli at
spatial and temporal scales not afforded by steady-state CFD models. New,
innovative CFD models such as large-eddy simulation (LES) provide sufficient
resolution to address increasingly small-scale movement issues.

**CEL Agent IBM Improvements**

Numerous opportunities exist for expanding the current utility and capability
of CEL Agent IBMs. First, optimization methods suitable for refining the
coefficients may facilitate efficient and robust calibration, if proper optimization metrics can be developed. Second, if an explanation of the observed spatiotemporal pattern is not necessarily the modeling objective, a CEL Agent IBM can still serve as both a screening guide for finding the appropriate level of resolution (Grimm, 1999), and a robust computational framework, for assessing other biological dynamics, e.g., bioenergetics and foraging (Stockwell and Johnson, 1997), growth, recruitment, mortality, nutrient cycling (Schindler and Eby, 1997), schooling and/or predator-prey interactions (Huth and Wissel, 1992, 1994; Niwa, 1994; Nonacs et al., 1994; Reuter and Breckling, 1994).

Third, CEL Agent IBMs provide the computational and theoretical means to couple particle-based IBMs to existing, calibrated 3-D eutrophication models. This provides the computational doorway to evaluate land-use changes on fish and individuals of other aquatic species. Karim et al. (2003) demonstrate such models are valuable. To date, however, particle-based IBMs linked to eutrophication models have generally been considered beyond the present state-of-the-art (Cerco and Meyers, 2000). CEL Agent IBMs provide the facility to more accurately assess the exposures of individuals to environmental conditions that may be related to survival estimates of certain species (Smith et al., 2002), the overlap with other species (Pientka and Parrish, 2002), and the outcome of associated interspecific competition and predation (Reese and Harvey, 2002).

With regard to dams on the Columbia and Snake Rivers, the existing CEL Agent IBM can provide an improved means to assess the impact of various operating scenarios on the volitional egress movements, predator locations and predator-prey interactions (Petersen and DeAngelis, 2000), and temperature and dissolved gas exposure histories (Anderson, 2000b; Backman et al., 2002; Nestler et al., 2002; Scheibe and Richmond, 2002) of fish in tailraces, which can result in fish injury and
mortality (Coutant, 1987; Christie and Regier, 1988). Lastly, CEL Agent IBMs provide an innovative means for evaluating the inverse problem. Few models exist for evaluating the contamination dynamics of aquatic systems driven, in part, by the movement of highly mobile populations, although Monte (2002) describes a general methodology for linking biological uptake models and the movement of biota.

The implicit result of adding utility to the model is increasing the model's complexity. A decentralized, modular format, however, together with methods for calibrating complex models with emergent synergies, e.g., van Nes et al. (2002), can mitigate the inherent problems associated with using a model of increasing complexity, if and when increasing complexity is needed. By appropriately managing the level of model complexity needed, CEL Agent IBMs provide a robust computational backbone from which to employ optimization methods frequently used in water resource systems engineering (e.g., Loucks et al., 1981) to develop improved management strategies (e.g., Jager and Rose, 2003) using transparent and intuitive means that are also easy to visualize, communicate, and evaluate.

**Conclusion**

Coupled Eulerian-Lagrangian agent- and individual-based modeling (CEL Agent IBMs) provide a theoretically-sound and computationally-robust framework from which to mathematically and mechanistically decode the movement patterns of mobile aquatic species in a manner that provides utility for forecast simulation. CEL Agent IBMs provide a scaleable framework from which to archive results of movement pattern analysis at varying scales and for specific species and life-stages of individuals. The modeling scheme is designed to accommodate increasingly robust algorithms from the field of individual-based models to formulate a modeling framework with an expanded ecosystem perspective for system-wide analyses.
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Figure A.1. Fish passage estimates for double gate SBC configuration at Lower Granite Dam in 2000. Species-specific passage estimates for high and low powerhouse loads in Plots A and B, respectively, provided by radio-tag instrumentation (Plumb et al., 2002). Multi-beam hydroacoustic (HA), or run-at-large, passage data provided by Anglea et al. (2001). HA and virtual fish passage estimates for both double gate SBC flow scenarios in Plot C.
Figure A.2. Fish passage estimates for single gate SBC configuration at Lower Granite Dam in 2000. Species-specific passage estimates for high and low powerhouse loads in Plots A and B, respectively, provided by radio-tag instrumentation (Plumb et al., 2002). Multi-beam hydroacoustic (HA), or run-at-large, passage data provided by Anglea et al. (2001). HA and virtual fish passage estimates for both single gate SBC flow scenarios in Plot C.
Figure A.3. Hydroacoustic (HA), or run-at-large, and virtual fish passage estimates (Plot A), CFD modeled flow rates through the powerhouse, the two SBC orifices, and the spillway (Plot B), and sensitivity analyses of release locations (Plot C) for case DH8 in 2000. Multi-beam hydroacoustic (HA), or run-at-large, passage data provided by Anglea et al. (2001). DH8 was the only case data set used to calibrate the CEL Agent IBM coefficients. Data on actual flow rates through various passage routes are not available for 2000 studies. CFD modeled flow rates reflect the target flow operating conditions. In 2000, it was generally observed, however, that actual flow rates were in relatively close agreement with target flow operating conditions, more so than for 2002 studies.
Figure A.4. Hydroacoustic (HA), or run-at-large, and virtual fish passage estimates (Plot A), CFD modeled flow rates through the powerhouse, the two SBC orifices, and the spillway (Plot B), and sensitivity analyses of release locations (Plot C) for case DL5 in 2000. Multi-beam hydroacoustic (HA), or run-at-large, passage data provided by Anglea et al. (2001). Data on actual flow rates through various passage routes are not available for 2000 studies. CFD modeled flow rates reflect the target flow operating conditions. In 2000, it was generally observed, however, that actual flow rates were in relatively close agreement with target flow operating conditions, more so than for 2002 studies.
Figure A.5. Hydroacoustic (HA), or run-at-large, and virtual fish passage estimates (Plot A), CFD modeled flow rates through the powerhouse, the single SBC orifice, and the spillway (Plot B), and sensitivity analyses of release locations (Plot C) for case SH4 in 2000. Multi-beam hydroacoustic (HA), or run-at-large, passage data provided by Anglea et al. (2001). Data on actual flow rates through various passage routes are not available for 2000 studies. CFD modeled flow rates reflect the target flow operating conditions. In 2000, it was generally observed, however, that actual flow rates were in relatively close agreement with target flow operating conditions, more so than for 2002 studies. Note that a night release of virtual fish from the same location upstream (~800m) as the virtual fish released for the composite run in Plot A results in virtual fish passage estimates even closer to the HA, or run-at-large, estimate.
Figure A.6. Hydroacoustic (HA), or run-at-large, and virtual fish passage estimates (Plot A), CFD modeled flow rates through the powerhouse, the single SBC orifice, and the spillway (Plot B), and sensitivity analyses of release locations (Plot C) for case SL2 in 2000. Multi-beam hydroacoustic (HA), or run-at-large, passage data provided by Anglea et al. (2001). Data on actual flow rates through various passage routes are not available for 2000 studies. CFD modeled flow rates reflect the target flow operating conditions. In 2000, it was generally observed, however, that actual flow rates were in relatively close agreement with target flow operating conditions, more so than for 2002 studies. Note that a night release of virtual fish from the same location upstream (~800m) as the virtual fish released for the composite run in Plot A results in virtual fish passage estimates even closer to the HA, or run-at-large, estimate.
Figure A.7. Hydroacoustic (HA), or run-at-large, and virtual fish passage estimates (Plot A), flow rates through the powerhouse, RSW, and spillway (Plot B), and sensitivity analyses of release locations (Plot C) for case A2 in 2002. HA passage estimates and actual flow rates (mean and standard deviation, Plot B) provided by Anglea et al. (2003). CFD modeled flow rates reflect the target flow operating condition and were simulated before HA data on actual flow rates was available. Error bars in Plot A represent the 95% confidence interval (CI) of the HA, or run-at-large, fish passage estimates and in Plot B represent one standard deviation of the time-varying (actual) flow rate. Note that a day release of virtual fish from the same location upstream (~800m) as the virtual fish released for the composite run in Plot A results in virtual fish passage estimates even closer to the HA, or run-at-large, estimate.
Figure A.8. Hydroacoustic (HA), or run-at-large, and virtual fish passage estimates (Plot A), flow rates through the powerhouse, RSW, and spillway (Plot B), and sensitivity analyses of release locations (Plot C) for case B2 in 2002. HA passage estimates and actual flow rates (mean and standard deviation, Plot B) provided by Anglea et al. (2003). CFD modeled flow rates reflect the target flow operating condition and were simulated before HA data on actual flow rates was available. Error bars in Plot A represent the 95% confidence interval (CI) of the HA, or run-at-large, fish passage estimates and in Plot B represent one standard deviation of the time-varying (actual) flow rate.
Figure A.9. Hydroacoustic (HA), or run-at-large, and virtual fish passage estimates (Plot A), flow rates through the powerhouse, RSW, and spillway (Plot B), and sensitivity analyses of release locations (Plot C) for case C2 in 2002. HA passage estimates and actual flow rates (mean and standard deviation, Plot B) provided by Anglea et al. (2003). CFD modeled flow rates reflect the target flow operating condition and were simulated before HA data on actual flow rates was available. Error bars in Plot A represent the 95% confidence interval (CI) of the HA, or run-at-large, fish passage estimates and in Plot B represent one standard deviation of the time-varying (actual) flow rate.
Figure A.10. Hydroacoustic (HA), or run-at-large, and virtual fish passage estimates (Plot A), flow rates through the powerhouse, RSW, and spillway (Plot B), and sensitivity analyses of release locations (Plot C) for case D2 in 2002. HA passage estimates and actual flow rates (mean and standard deviation, Plot B) provided by Anglea et al. (2003). CFD modeled flow rates reflect the target flow operating condition and were simulated before HA data on actual flow rates was available. Error bars in Plot A represent the 95% confidence interval (CI) of the HA, or run-at-large, fish passage estimates and in Plot B represent one standard deviation of the time-varying (actual) flow rate.
Figure A.11. Hydroacoustic (HA), or run-at-large, and virtual fish passage estimates (Plot A), flow rates through the powerhouse, RSW, and spillway (Plot B), and sensitivity analyses of release locations (Plot C) for case E2 in 2002. HA passage estimates and actual flow rates (mean and standard deviation, Plot B) provided by Anglea et al. (2003). CFD modeled flow rates reflect the target flow operating condition and were simulated before HA data on actual flow rates was available. Error bars in Plot A represent the 95% confidence interval (CI) of the HA, or run-at-large, fish passage estimates and in Plot B represent one standard deviation of the time-varying (actual) flow rate.
Figure A.12. Hydroacoustic (HA), or run-at-large, and virtual fish passage estimates (Plot A), flow rates through the powerhouse, RSW, and spillway (Plot B), and sensitivity analyses of release locations (Plot C) for case F2 in 2002. HA passage estimates and actual flow rates (mean and standard deviation, Plot B) provided by Anglea et al. (2003). CFD modeled flow rates reflect the target flow operating condition and were simulated before HA data on actual flow rates was available. Error bars in Plot A represent the 95% confidence interval (CI) of the HA, or run-at-large, fish passage estimates and in Plot B represent one standard deviation of the time-varying (actual) flow rate.
Figure A.13. Hydroacoustic (HA), or run-at-large, and virtual fish passage estimates (Plot A), flow rates through the powerhouse, RSW, and spillway (Plot B), and sensitivity analyses of release locations (Plot C) for case G2 in 2002. HA passage estimates and actual flow rates (mean and standard deviation, Plot B) provided by Anglea et al. (2003). CFD modeled flow rates reflect the target flow operating condition and were simulated before HA data on actual flow rates was available. Error bars in Plot A represent the 95% confidence interval (CI) of the HA, or run-at-large, fish passage estimates and in Plot B represent one standard deviation of the time-varying (actual) flow rate.
Figure A.14. Hydroacoustic (HA), or run-at-large, and virtual fish passage estimates (Plot A) and CFD modeled flow rates through each powerhouse turbine unit, the two SBC orifices, and each spillway (Plot B) for case DH8 in 2000. Multi-beam hydroacoustic (HA), or run-at-large, passage data provided by Anglea et al. (2001). DH8 was the only case data set used to calibrate the CEL Agent IBM coefficients. Data on actual flow rates through various passage routes are not available for 2000 studies. CFD modeled flow rates reflect the target flow operating conditions. In 2000, it was generally observed, however, that actual flow rates were in relatively close agreement with target flow operating conditions, more so than for 2002 studies.
Figure A.15. Hydroacoustic (HA), or run-at-large, and virtual fish passage estimates (Plot A) and CFD modeled flow rates through each powerhouse turbine unit, the two SBC orifices, and each spillbay (Plot B) for case DL5 in 2000. Multi-beam hydroacoustic (HA), or run-at-large, passage data provided by Anglea et al. (2001). Data on actual flow rates through various passage routes are not available for 2000 studies. CFD modeled flow rates reflect the target flow operating conditions. In 2000, it was generally observed, however, that actual flow rates were in relatively close agreement with target flow operating conditions, more so than for 2002 studies.
Figure A.16. Hydroacoustic (HA), or run-at-large, and virtual fish passage estimates (Plot A) and CFD modeled flow rates through each powerhouse turbine unit, the single SBC orifice, and each spillbay (Plot B) for case SH4 in 2000. Multi-beam hydroacoustic (HA), or run-at-large, passage data provided by Anglea et al. (2001). Data on actual flow rates through various passage routes are not available for 2000 studies. CFD modeled flow rates reflect the target flow operating conditions. In 2000, it was generally observed, however, that actual flow rates were in relatively close agreement with target flow operating conditions, more so than for 2002 studies.
Figure A.17. Hydroacoustic (HA), or run-at-large, and virtual fish passage estimates (Plot A) and CFD modeled flow rates through each powerhouse turbine unit, the single SBC orifice, and each spillbay (Plot B) for case SL2 in 2000. Multi-beam hydroacoustic (HA), or run-at-large, passage data provided by Angiela et al. (2001). Data on actual flow rates through various passage routes are not available for 2000 studies. CFD modeled flow rates reflect the target flow operating conditions. In 2000, it was generally observed, however, that actual flow rates were in relatively close agreement with target flow operating conditions, more so than for 2002 studies.
Figure A.18. Hydroacoustic (HA), or run-at-large, and virtual fish passage estimates (Plot A) and flow rates through each powerhouse turbine unit, the RSW, and each spillbay (Plot B) for case A2 in 2002. HA passage estimates and actual flow rates (mean and standard deviation, Plot B) provided by Anglea et al. (2003). CFD modeled flow rates reflect the target flow operating condition and were simulated before HA data on actual flow rates was available. Error bars in Plot A represent the 95% confidence interval (CI) of the HA, or run-at-large, fish passage estimates and in Plot B represent one standard deviation of the time-varying (actual) flow rate.
Figure A.19. Hydroacoustic (HA), or run-at-large, and virtual fish passage estimates (Plot A) and flow rates through each powerhouse turbine unit, the RSW, and each spillbay (Plot B) for case B2 in 2002. HA passage estimates and actual flow rates (mean and standard deviation, Plot B) provided by Anglea et al. (2003). CFD modeled flow rates reflect the target flow operating condition and were simulated before HA data on actual flow rates was available. Error bars in Plot A represent the 95% confidence interval (CI) of the HA, or run-at-large, fish passage estimates and in Plot B represent one standard deviation of the time-varying (actual) flow rate.
Figure A.20. Hydroacoustic (HA), or run-at-large, and virtual fish passage estimates (Plot A) and flow rates through each powerhouse turbine unit, the RSW, and each spillbay (Plot B) for case C2 in 2002. HA passage estimates and actual flow rates (mean and standard deviation, Plot B) provided by Anglea et al. (2003). CFD modeled flow rates reflect the target flow operating condition and were simulated before HA data on actual flow rates was available. Error bars in Plot A represent the 95% confidence interval (CI) of the HA, or run-at-large, fish passage estimates and in Plot B represent one standard deviation of the time-varying (actual) flow rate.
Figure A.21. Hydroacoustic (HA), or run-at-large, and virtual fish passage estimates (Plot A) and flow rates through each powerhouse turbine unit, the RSW, and each spillbay (Plot B) for case D2 in 2002. HA passage estimates and actual flow rates (mean and standard deviation, Plot B) provided by Anglea et al. (2003). CFD modeled flow rates reflect the target flow operating condition and were simulated before HA data on actual flow rates was available. Error bars in Plot A represent the 95% confidence interval (CI) of the HA, or run-at-large, fish passage estimates and in Plot B represent one standard deviation of the time-varying (actual) flow rate.
Figure A.22. Hydroacoustic (HA), or run-at-large, and virtual fish passage estimates (Plot A) and flow rates through each powerhouse turbine unit, the RSW, and each spillbay (Plot B) for case E2 in 2002. HA passage estimates and actual flow rates (mean and standard deviation, Plot B) provided by Anglea et al. (2003). CFD modeled flow rates reflect the target flow operating condition and were simulated before HA data on actual flow rates was available. Error bars in Plot A represent the 95% confidence interval (CI) of the HA, or run-at-large, fish passage estimates and in Plot B represent one standard deviation of the time-varying (actual) flow rate.
Figure A.23. Hydroacoustic (HA), or run-at-large, and virtual fish passage estimates (Plot A) and flow rates through each powerhouse turbine unit, the RSW, and each spillbay (Plot B) for case F2 in 2002. HA passage estimates and actual flow rates (mean and standard deviation, Plot B) provided by Anglea et al. (2003). CFD modeled flow rates reflect the target flow operating condition and were simulated before HA data on actual flow rates was available. Error bars in Plot A represent the 95% confidence interval (CI) of the HA, or run-at-large, fish passage estimates and in Plot B represent one standard deviation of the time-varying (actual) flow rate.
Figure A.24. Hydroacoustic (HA), or run-at-large, and virtual fish passage estimates (Plot A) and flow rates through each powerhouse turbine unit, the RSW, and each spillway (Plot B) for case G2 in 2002. HA passage estimates and actual flow rates (mean and standard deviation, Plot B) provided by Anglea et al. (2003). CFD modeled flow rates reflect the target flow operating condition and were simulated before HA data on actual flow rates was available. Error bars in Plot A represent the 95% confidence interval (CI) of the HA, or run-at-large, fish passage estimates and in Plot B represent one standard deviation of the time-varying (actual) flow rate.
Figure A.25. Sensitivity analyses of fish passage through each powerhouse turbine unit, the two SBC orifices, and each spillway for different release locations of virtual fish for case DH8 in 2000. Multi-beam hydroacoustic (HA), or run-at-large, passage data provided by Anglea et al. (2001).
Figure A.26. Sensitivity analyses of fish passage through each powerhouse turbine unit, the two SBC orifices, and each spillbay for different release locations of virtual fish for case DL5 in 2000. Multi-beam hydroacoustic (HA), or run-at-large, passage data provided by Anglea et al. (2001).
Figure A.27. Sensitivity analyses of fish passage through each powerhouse turbine unit, the single SBC orifice, and each spillbay for different release locations of virtual fish for case SH4 in 2000. Multi-beam hydroacoustic (HA), or run-at-large, passage data provided by Anglea et al. (2001).
Figure A.28. Sensitivity analyses of fish passage through each powerhouse turbine unit, the single SBC orifice, and each spillbay for different release locations of virtual fish for case SL2 in 2000. Multi-beam hydroacoustic (HA), or run-at-large, passage data provided by Anglea et al. (2001).
Figure A.29. Sensitivity analyses of fish passage through each powerhouse turbine unit, the RSW, and each spillway for different release locations of virtual fish for case A2 in 2002. Multi-beam hydroacoustic (HA), or run-at-large, passage data provided by Anglea et al. (2003).
Figure A.30. Sensitivity analyses of fish passage through each powerhouse turbine unit, the RSW, and each spillbay for different release locations of virtual fish for case B2 in 2002. Multi-beam hydroacoustic (HA), or run-at-large, passage data provided by Anglea et al. (2003).
Figure A.31. Sensitivity analyses of fish passage through each powerhouse turbine unit, the RSW, and each spillbay for different release locations of virtual fish for case C2 in 2002. Multi-beam hydroacoustic (HA), or run-at-large, passage data provided by Anglea et al. (2003).
Figure A.32. Sensitivity analyses of fish passage through each powerhouse turbine unit, the RSW, and each spillbay for different release locations of virtual fish for case D2 in 2002. Multi-beam hydroacoustic (HA), or run-at-large, passage data provided by Anglea et al. (2003).
Figure A.33. Sensitivity analyses of fish passage through each powerhouse turbine unit, the RSW, and each spillway for different release locations of virtual fish for case E2 in 2002. Multi-beam hydroacoustic (HA), or run-at-large, passage data provided by Anglea et al. (2003).
Figure A.34. Sensitivity analyses of fish passage through each powerhouse turbine unit, the RSW, and each spillway for different release locations of virtual fish for case F2 in 2002. Multi-beam hydroacoustic (HA), or run-at-large, passage data provided by Anglea et al. (2003).
Figure A.35. Sensitivity analyses of fish passage through each powerhouse turbine unit, the RSW, and each spillbay for different release locations of virtual fish for case G2 in 2002. Multi-beam hydroacoustic (HA), or run-at-large, passage data provided by Anglea et al. (2003).
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APPENDIX B

Hydrodynamics and CFD Modeling – The Basics

The field of computational hydrodynamics as well as other fields such as pollutant transport, groundwater, hydrologic, and non-point source pollution process modeling are built on two fundamental equations: the Law of Continuity (or Conservation of Mass) and the Law of Conservation of Linear Momentum. The equation for continuity is derived by equating the net rate of mass accumulation in an elemental fluid volume to the net flux of mass through the volume, i.e., mass out minus mass in, as described using a Taylor series expansion. The continuity equation for laminar flow in Cartesian coordinates and its simplified form if the flow may be assumed incompressible is shown in Figure B.1. The law of continuity indicates that no mass can be generated or lost, and that the difference in mass flux must be equal to the accumulation within the volume.

<table>
<thead>
<tr>
<th>Equations of Fluid Motion</th>
</tr>
</thead>
<tbody>
<tr>
<td>laminar flow</td>
</tr>
<tr>
<td>Continuity Equation</td>
</tr>
<tr>
<td>(Conservation of Mass)</td>
</tr>
<tr>
<td>( \frac{\partial \rho}{\partial t} + \frac{\partial (\rho u)}{\partial x} + \frac{\partial (\rho v)}{\partial y} + \frac{\partial (\rho w)}{\partial z} = 0 )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Navier-Stokes Equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Conservation of Linear Momentum) x-direction, assuming flow is incompressible and viscosity, ( \mu ), is constant</td>
</tr>
<tr>
<td>( \rho \left( \frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} + w \frac{\partial u}{\partial z} \right) = -\frac{\partial p}{\partial x} + \rho g_x + \mu \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} + \frac{\partial^2 u}{\partial z^2} \right) )</td>
</tr>
</tbody>
</table>

| acceleration terms       |
| force terms              |

Figure B.1. Equations of fluid motion for laminar flow. \( \rho \) is the density of water, \( t \) is time, \( u, v, \) and \( w \) are the coordinate Cartesian velocities, \( p \) is pressure, and \( g_x \) is the body force of gravity in the x-direction.
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The equation for linear momentum conservation is derived by equating total acceleration (time and convective, or spatial, acceleration terms) to the two primary forces on an elemental volume of water, that is, surface forces due to normal and shear stresses and body forces, in open waters usually considered just the weight of the fluid element. Substituting in the equalities relating normal stresses to pressure, viscosity (a measure of the fluid's resistance to shear, or deform, when the fluid is in motion), and the rates of strain (or rates of elongation/compression deformation) and those equalities relating shear stresses to viscosity and the rates of shearing strain (or rates of angular deformation) yield the Navier-Stokes equations of fluid motion. The Navier-Stokes equation for incompressible laminar flow with constant viscosity, \( \mu \), (x-coordinate direction only) is shown in Figure B.1. Each Navier-Stokes equation is simply the acceleration terms (left hand side) set equal to the force terms (right hand side) for that coordinate direction. The Navier-Stokes equations of motion, when combined with the conservation of mass equation, provide a complete mathematical description of the flow of incompressible Newtonian fluids (Munson et al., 1998).

With the Navier-Stokes equations and the equation for continuity (or conservation of mass), there are four equations and four unknowns (the three coordinate Cartesian velocities and pressure). The problem is "well-posed" in mathematical terms because the number of equations and unknowns are equal. However, the nonlinear, second-order partial differential Navier-Stokes equations are not amenable to analytical solutions except in a few well-defined cases. A principal difficulty in solving the Navier-Stokes equations is their nonlinearity arising from the convective acceleration terms. There are no general analytical schemes for solving nonlinear partial differential equations and each problem must be considered individually. Exact analytical solutions have been made where the geometry of the
flow system is such that the convective acceleration terms vanish. The problem becomes intractable, however, with the addition of more terms (more unknowns) when the flow is turbulent. This is the “closure” problem referred to in turbulence modeling.

**Turbulence**

Turbulent flow is a flow state characterized by random fluctuations in velocity and is a result of laminar flow instability at high Reynolds numbers. Conceptually, it can be visualized as instantaneous random velocity fluctuations about some mean (time-averaged) velocity (Figure B.2). Average of the instantaneous random velocity fluctuations should be zero; otherwise, the average velocity must be modified. Turbulent flow also consists of random pressure fluctuations similar in concept to those described for velocities. Substituting new relationships for pressure and coordinate velocities in turbulent flow (that is, a time-averaged value and a value representing the instantaneous deviation from the mean value) into the Navier-Stokes equations for laminar flow results in the addition of more terms (Figure B.3), which account for the additional momentum transfer due to turbulence. These new terms are often referred to as Reynolds or turbulent stresses, although they actually represent inertia or momentum fluxes/exchange, and are often grouped with the viscosity term used for laminar flow. The viscosity term is then renamed turbulent, or eddy, viscosity. Correct modeling of turbulent flow is strongly dependent on an accurate knowledge of the turbulent stresses, which in turn requires an accurate knowledge of the randomly fluctuating instantaneous velocities.
Figure B.2. Turbulent flow can be conceptually visualized as instantaneous random velocity fluctuations about some mean velocity. $V_{el_{rel}}$ is the velocity relative to the fish at an instant in time and may be mathematically decomposed into a time-averaged component, $\bar{V}_{el_{rel}}$, and a randomly varying instantaneous component, $V'_{el_{rel}}$. Decomposition of each coordinate velocity ($u_{rel}$, $v_{rel}$, and $w_{rel}$) and pressure ($p$) is a theoretically valid treatment of these quantities for turbulent flow.

Inability to accurately determine the Reynolds stresses is equivalent to not knowing the eddy viscosity, which if known could provide a route to the solution of the equation for turbulent flow. Determining the eddy viscosity proves quite challenging, however, since the eddy viscosity is a property of the flow, not a property of the fluid itself. Therefore, the eddy viscosity is often different for each flow condition and is not spatially constant even for a given flow. With little hope of finding a direct solution for the Reynolds stresses, or the eddy viscosity, attention shifted to development of empirical theories and relationships that could relate the eddy viscosity to mean velocity. One empirical approach that's proved useful over the years is $K-\varepsilon$ turbulence modeling (Figure B.4). This modeling scheme relates...
Reynolds stresses to the mean rate of strain through the eddy viscosity, which is, in turn, related to the density of water and two turbulence terms: turbulent kinetic energy and turbulence dissipation. Turbulent kinetic energy and turbulence dissipation are variables themselves and numerically resolvable.

\[
\begin{align*}
\text{Equations of Fluid Motion} & \quad \text{turbulent flow} \\
\text{Coordinate Velocities} & \quad \text{Pressure} \\
\text{Continuity Equation} & \quad \text{(Conservation of Mass)} \quad \text{(assuming flow is incompressible)} \quad \begin{cases}
\frac{\partial \bar{u}}{\partial t} + \frac{\partial (\bar{u} u')}{\partial x} + \frac{\partial (\bar{v} v')}{\partial y} + \frac{\partial (\bar{w} w')}{\partial z} = 0 \\
\frac{\partial \bar{u}}{\partial x} + \frac{\partial \bar{v}}{\partial y} + \frac{\partial \bar{w}}{\partial z} = 0
\end{cases}
\end{align*}
\]

\[
\text{Navier-Stokes Equations} \quad \text{(Conservation of Linear Momentum)}
\]

x-direction, assuming flow is incompressible and viscosity, \( \mu \), is constant:

\[
\rho \left( \frac{\partial \bar{u}}{\partial t} + \frac{\partial \bar{u}}{\partial x} + \nu \frac{\partial \bar{u}}{\partial y} + \frac{\partial \bar{u}}{\partial z} \right) = -\frac{\partial \bar{p}}{\partial x} + \rho \mathbf{g} \cdot \bar{u} + \mu \left( \frac{\partial^2 \bar{u}}{\partial x^2} + \frac{\partial^2 \bar{u}}{\partial y^2} + \frac{\partial^2 \bar{u}}{\partial z^2} \right)
\]

Factor added due to turbulence:

* rearranging the RHS of the Navier-Stokes Eqn, and putting it in more general (tensor) form:

\[
\rho \left( \frac{\partial \bar{u}_i}{\partial t} + \frac{\partial \bar{u}_i}{\partial x_j} \right) = -\frac{\partial \bar{p}}{\partial x_i} + \rho \mathbf{g} \cdot \bar{u} + \mu \left( \frac{\partial^2 \bar{u}_i}{\partial x^2} + \frac{\partial^2 \bar{u}_i}{\partial y^2} + \frac{\partial^2 \bar{u}_i}{\partial z^2} \right) 
\]

...in this form, the added terms are often called turbulent or Reynolds stresses

Figure B.3. Equations of fluid motion for turbulent flow.
Figure B.4. Mathematical treatment for resolving the turbulence "closure" problem using K-ε turbulence modeling. $G$ is the generation of $K$, turbulent kinetic energy. Once the "closure" problem is fixed, i.e., there are an equal number of equations and unknowns, the governing equations can be solved. Steady-state computational fluid dynamics (CFD) models then solve the relevant equations numerically, primarily using one of three methods: finite difference, finite element, or finite volume.
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