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ABSTRACT

Ideally the experimenter would like to use treatment design to minimize both variance and bias errors. Selecting a treatment design for variance considerations will not give a minimum bias design. Since different criteria of optimality lead to different designs, the most appropriate criterion under a given set of circumstances will be determined by the specific use that is made of the data generated by the design, e.g., in fertilizer use studies the slope of the estimated response surface near the economic optimal could be important.

For the quadratic polynomial estimating function and a square root true function in two variables, treatment designs are compared empirically using several variance criteria in addition to a volume concept of bias. In general, bias is decreased by restricting the treatment combinations to an area of the factor space not including the boundaries. Increased variance of various estimated parameters may be controlled through replication of the relatively small treatment designs needed for bias considerations.
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Fertilizer experiments are conducted to obtain information on plant response to applications of the essential nutrients. Experiments generally consist of replicated fertilizer treatments where each treatment is a combination of rates of selected plant nutrients. The treatment design is a listing of treatments and may be visualized as points distributed in space. For example, combinations of several rates of nitrogen and phosphorus may be represented graphically as points in a two-dimensional factor space defined by axes corresponding to the nutrients.

Generally fertilizer experiments are limited to observing plant response to rates of the several nutrients that lie within discrete limits. For example, in studying corn response to fertilization, information may be desired for rates of nitrogen between the limits 0 and 300 kg/ha, rates of phosphorus from 0 to 150 kg/ha, and rates of potassium from 0 to 200 kg/ha. These limits define the factor space within which observations on corn response to applications of nitrogen, phosphorus, and potassium are measured.

The central question in constructing a treatment design is how a limited number of points should be distributed within a given factor space. Literally an infinite number of rate combinations lie within the limits established for the different elements. However, the estimate of the plant response to fertilization will depend, in part, on the selected rate combinations. The objective, then, of the investigator is to select that particular treatment design which will best obtain the specific information he desires on plant reaction to fertilization.

BACKGROUND

The selection of a treatment design presented no great problem in the early years of fertilizer use research. The plant nutrient factors were commonly varied, one at a time, and the experimental treatments generally consisted of a small number of equally or geometrically spaced fertilizer rates.

Following the publication by Yates (1937) of procedures for analyzing factorial experiments, the factorial arrangement of fertilizer treatments gradually became accepted as the most adequate distribution of points within a factor space. The treatments corresponding to a factorial consist of all combinations of the several factor levels. Commonly, the levels of the factors are evenly spaced so
that the treatments are uniformly distributed within the space defined by the rate limits selected for study. The factorial arrangement of treatments permits the investigator to examine experimental results for interaction in addition to simple linear, quadratic and higher order main effects.

The total number of treatments required for factorial arrangements becomes prohibitively large as the number of factors and levels increases. With more than five levels of two factors \( (5^2) \) or three levels of three factors \( (3^3) \), for example, the size of the area needed for a single block containing each of the treatments often becomes so large that the precision of the experiment is greatly reduced. For certain factorials this deficiency can be eliminated by arranging the treatments in two or more blocks so that certain higher order interactions are partially or completely confounded with block effects. Large factorials have a second limitation in that the number of treatments in a single replication may be excessively large in comparison to the small number of effects to be estimated. In addition, factorials are not efficient in estimating quadratic terms in polynomial models. Fractional factorials offer one way of reducing the total number of treatments without affecting appreciably the precision of certain estimated fertilizer effects. This approach, however, is useful mainly for reducing the size of factorial arrangements in which only two levels of the factors \( (2^n) \) are being studied.

The postulate that factorial arrangement of treatments is most adequate for multi-factor experiments was challenged in 1951 by Box and Wilson. They assumed the adequacy of the second degree polynomial for representing the functional relationship among variables, and proposed designs consisting of a carefully selected number of treatments only moderately greater than the number of effects to be estimated. Their composite design for a three factor experiment, for example, consists of only 15 treatments in comparison with the 27 required by a \( 3^3 \) factorial.

The distribution of treatment combinations in a central composite design for a three-factor experiment is shown in Figure 8A.1 of Cochran and Cox (1957). Eight points are located at the corners of a cube and correspond to the treatment combinations of a \( 2^3 \) factorial arrangement. Six points, commonly called the star points and located at a distance \( \alpha \) from the center, are at the vertices of an octahedron that lies along the coordinate axes. One or more points are located at the center of the cube which hopefully is near the maximum yield. The factor levels are coded around zero; that is, the zero rate corresponds to the average of the five experimental levels.

The question of optimal treatment design was explored further by Box and Hunter in a paper published in 1957. They introduced the concept of a variance
function for an experimental design and proposed that the variance of a predicted yield should be constant at all points equidistant from the center of the factor space. Designs having this property, called rotatable designs, included a particular scaling or dispersion of the treatments and a spherical factor space. Also, the treatment combinations of most rotatable second order designs are, relatively speaking, concentrated toward the center of the factor space.

A different and basically intuitive approach to the selection of a design with fewer treatments than the complete factorial arrangements has been employed in recent years. Generally, the investigator begins with a factorial arrangement and systematically eliminates treatment combinations throughout the factor space. The number of possible partial factorials corresponding to any given complete factorial arrangement is large, and no objective criteria have been established to assure the selection of the most efficient design for the specific objective at hand.

A MODEL FOR FERTILIZER RESPONSE FUNCTIONS

The "goodness" with which the results of a fertilizer experiment accomplish the objectives of an experimenter studying the relationship between crop yield and level of fertilization depends largely on: (i) the assumed model that is used to express the results in the form of a yield function and its "closeness" to the true function, and (ii) the magnitude of various errors associated with doing the experiment.

Perhaps the first question which arises in considering the selection of a statistical model for representing fertilizer use data is whether it should be discrete or continuous. If a discrete model is selected, then comparisons are limited to treatment means and the investigator chooses as optimal one of the combinations of fertilizer rates used as a treatment. If a continuous model is selected, the yield data are used to estimate the parameters corresponding to a specific mathematical function, yields may be predicted for any levels of the input variable, and optimal fertilizer rates are calculated directly from the resulting function. This may result in a predicted optimal fertilizer rate that is not a level directly applied in the experiment.

The interpretation given to earlier fertilizer use studies indicates that researchers were generally thinking in terms of a discrete statistical model. In 1909, however, Mitscherlich published a study in which he treated yield as a continuous function of level of fertilization and suggested a "diminishing returns" model for the representation of experimental results. Over the years investigators have
continued to consider fertilizer use studies in terms of both discrete and continuous models, although preference for the latter has steadily increased. Basic studies on nutrient uptake and plant growth tend to corroborate the thesis that the true fertilizer response model is indeed continuous. However, since continuous models may assume an infinite variety of forms and laws governing plant growth have only partially been elucidated, it has not been possible through deductive processes to specify the true model characteristic of different production conditions. Consequently, in his choice of a continuous model the investigator accepts the fact that the functional representation of his results will be in error or biased to the extent that his assumed model differs from the true model. If he decides to use a discrete model he is unable to make inferences about rates of fertilization other than those actually employed in the experiment and he can only hope to roughly approximate the true economic optimal level of fertilization.

As discussed by Anderson (1956) and Hildreth (1956) there are several potential advantages in using a continuous model. The precision of the estimated crop yields, produced at different fertilization levels, may be substantially increased. The prediction equation provides a convenient means for calculating the optimal rate of fertilization. The cumulative experience of many years on fertilizer response, expressed in the form of an equation, should eventually be useful in defining the true response functions for specific productivity conditions.

Furthermore, fertilizer use researchers have developed a fairly reliable picture of the general relationship between yield and rate of fertilization for some crops. For example, it is commonly believed that the functional relationship between the yield of corn grain and level of nitrogen may be represented by a distorted sigmoidal curve similar to the one shown in Figure 1. For most productivity conditions a reasonable assumption can be made as to the nature of the fertilizer response function. Consequently, for studies designed to determine optimal levels of fertilization, investigators probably should select the continuous model that appears most appropriate in the light of existing knowledge and take measures to minimize the error due to the inadequacy of the model in representing the true relationship.

The response curve shown in Figure 1 extends from the zero level of nitrogen to an upper level well past that required for the maximum yield. In practice, soil nutrient levels are always greater than zero and commonly exceed the level corresponding to the inflection point on the curve. Also, as discussed by Anderson (1957), for those cases where the soil nutrient level is less than the level, discarding observations on yield obtained at the zero level of fertilization will lead to a
diminishing returns type function which can be more adequately represented by a second degree polynomial. Consequently, in the selection of a representational model, interest is generally restricted to that portion of the response curve that lies to the right of the line \textit{ab}.

The relatively flat area beyond the maximum of the curve in Figure 1 also represents somewhat of a complication in the selection of a model. However, in the study of economically optimal levels of fertilization, the investigator is generally not concerned with the nature of the response function past the maximum yield. Therefore it seems reasonable to limit the area of interest to that lying between lines \textit{ab} and \textit{cd}.

The curve lying within the area \textit{abcd} may be approximated by several algebraic functions. The two forms which have been used most frequently in fertilizer use research are the Mitscherlich-Spillman equation and the second order polynomial (Heady, et al., 1961). The quadratic form of the polynomial has in it the advantage that yields decline at nutrient levels greater than that corresponding to the maximum. A second advantage of the polynomial model is that its parameters are linear combinations of the observations and may be readily estimated using the least squares procedure. No suitable transformation to linear form is available for the Mitscherlich-Spillman parameters, and they are usually estimated using a more laborious iterative procedure. Thus, for finding optimal levels of fertilization, many investigators restrict the area of interest to \textit{abcd} in Figure 1 and select a polynomial as the estimating function.

The quadratic polynomial function with one factor may be expressed algebraically as:

\[ \hat{Y} = b_0 + b_1 X + b_2 X^2 \]

in which \( \hat{Y} \) is the predicted yield, \( b_0 \) is the estimated yield without any applied nutrient, \( b_1 \) is the estimated linear coefficient, \( b_2 \) is the estimated quadratic coefficient, and \( X \) is the level of fertilization. When the value of \( b_1 \), the slope of the line when \( X \) is zero, is positive the response curve slopes upward reflecting an increase in yield due to the addition of fertilizer; a negative sign means the function is inclined downward and yield decreases with the application of fertilizer. A positive quadratic coefficient indicates that the curvature of the function is upward and that the increase in yield per increment of fertilizer becomes progressively larger as the level of fertilization increases. A negative \( b_2 \) means that the curvature is downward, signifying a decline in the rate of increase in yield as the level of fertilization increases. In practice the estimated coefficients only can be inter-
In fertilizer research a "diminishing return" type of response curve is characterized by a positive linear coefficient and a negative quadratic coefficient. With this combination, the response curve slopes upward for the first increments of \( X \), but at a decreasing rate, reaches a stationary or no slope point at \( X \) equal to \(-b_1/2b_2\) and then slopes downward.

In addition to the quadratic polynomial, the square root model has been a commonly used representation of fertilizer response data. This function with one factor has the form

\[
\hat{Y} = b_0 + b_1 \sqrt{X} + b_2 X.
\]

This transformation of the independent variable is equivalent to expressing the abscissa of the function in terms of \( \sqrt{X} \) instead of \( X \). Thus, for values of \( X \) less than one, the square root function rises more rapidly than the quadratic; for values of \( X \) greater than one, the slope of the square root function changes more slowly. When the two forms are fitted to the same set of fertilizer response data, the relative magnitude of the quadratic coefficient with respect to the linear coefficient usually is much greater for the square root than for the quadratic equation. The square root function has a larger slope than the quadratic at low levels of nitrogen and becomes much flatter than the quadratic at high levels of nitrogen.

For the square root function to predict diminishing returns with increasing levels of fertilization, \( b_2 \) must be negative. If the yields are to increase for values of \( X \) less than the maximum and decrease thereafter, then \( b_1 \) must also be positive. In this case the maximum value is \( b_2^2/4b_1^2 \).

These geometric differences between the quadratic and square root functions extend to equations with two or more factors. A quadratic polynomial model with two factors is often expressed as

\[
\hat{Y} = b_0 + b_1 X_1 + b_2 X_2^2 + b_3 X_2 + b_4 X_1 X_2 + b_5 X_1^2.
\]

The levels of the two factors or nutrients are denoted as \( X_1 \) and \( X_2 \) and the estimated linear, pure quadratic and interaction coefficients are \( b_1, b_2, \ldots, b_5 \) respectively. Usually the signs of the linear terms are positive and the pure quadratics negative. The estimated response surface has a maximum and the calculation of an optimal level of fertilization practical only if the pure quadratic terms are negative and the product of \( b_2 \) and \( b_4 \) exceed a quarter of \( b_5^2 \). If the range of the observations on yield extends beyond the level of fertilization corresponding to the
maximum yield, the estimated response function will normally have a maximum. For experiments in which the observations either fall short of or just reach the maximum yield, the resulting estimated response function may not have a maximum within the experimental range of the fertilizer variables.

The square root estimating function with two unknowns may be written in a form similar to the quadratic model. The efficiency of the quadratic and square root functions in representing fertilizer response data has been compared in several studies. Coefficients of determination ($R^2$), indicating the proportion of the total variability in yield which is accounted for by the independent variables, have been reported for quadratic and square root equations fitted to the same data by Heady and Dillon (1961). In their work it appears that the square root prediction equation represents the experimental observations somewhat more closely than the quadratic equation, but differences in the size of the $R^2$ coefficients are small.

Box and collaborators (1951, 1957), in their development of composite designs, began with the assumption that the quadratic polynomial model can be used to represent the response function within the region of experimentation. Thus, their treatment designs were derived specifically for use in conjunction with a quadratic polynomial. This does not mean that experimental data generated with a composite design cannot be used to fit a square root equation. It is true, however, that the moment requirements for rotatable designs are not satisfied when the $X$ variables are transformed for the square root equation. Investigators who choose to employ composite rotatable designs usually use linear or quadratic polynomial models for representing the response surface.

A variation of the polynomial model has been proposed by Nelder (1966). His estimated model has the algebraic form

$$\frac{1}{\hat{Y}} = b_0 + b_1 X + b_2 X^2.$$

Called the "inverse polynomial", it does not have symmetry about the maximum. Also, only positive values of the response can be predicted when the estimated model is used beyond the range of the data. However, it is implicitly assumed by Nelder that the variance is not constant for different levels of $X$. A thesis by Tejeda (1966) is an example of applying Nelder's inverse polynomial.

In the following discussion of criteria for comparing treatment designs it is assumed that the yield data will be used to estimate a quadratic polynomial model. The selection of the quadratic as the estimating function has been made for
these reasons: (i) theoretical and empirical evidence indicates that the quadratic is a reasonably adequate representation of the fertilizer response function, if the region of interest is restricted to that corresponding to abcd in Figure 1; (ii) it seems important to include composite designs in any design comparison and this can only be done conveniently by accepting the quadratic polynomial model as the estimating function; and (iii) computations are simplified by using the quadratic equation.

PREDICTION ERRORS

In fertilizer use studies, a functional relationship between yield and the fertilizer variable(s) is envisioned and may be described by a mathematical model. The parameters of the model characterize the form of the functional relationship. The data from an experiment are then used to estimate the model parameters. Usually, the measure of "goodness" of the estimated model is based on the difference between an observed response \( Y \) and the predicted response \( \hat{Y} \) calculated from the model with the estimated parameters and values of the fertilizer variable(s). For example, when a straight line relationship between yield \( (Y) \) and applied nitrogen \( (X) \) is assumed, the model is

\[
Y = \beta_0 + \beta_1 X + \epsilon, \tag{1}
\]

where the betas are the parameters for the intercept and the slope and \( \epsilon \) is the random error. There is an unknown value of \( \epsilon \) for each value of \( Y \) coming from a distribution assumed to have a mean of zero and a variance of \( \sigma^2 \). Each \( \epsilon \) is estimated by \( Y - \hat{Y} \), the difference between the observed value and that value predicted by the estimated model

\[
\hat{Y} = b_0 + b_1 X \tag{2}
\]

where \( b_0 \) and \( b_1 \) are the least squares estimators of \( \beta_0 \) and \( \beta_1 \) respectively.

If the true model, \( \eta(X) \), is in fact equal to \( \beta_0 + \beta_1 X \), then these differences are estimates of measures of the failure of the model to explain the random error in the \( n \) data points. In this case,

\[
s^2 = \frac{1}{n-2} [\Sigma(Y-\hat{Y})^2] \tag{3}
\]

is an estimator of \( \sigma^2 \). That is, the only reason that \( \hat{Y} \) is not equal to \( Y \) is the
random variability of the experiment caused by factors including soil, environmental and measurement variability. The notation of $X$ within the parenthesis after $\eta$ is used to indicate that $\eta$ is a function of $X$.

However, if $\eta(X)$ is not equal to $\beta_0 + \beta_1 X$, then the differences between $\hat{Y}$ and $\hat{Y}$ are induced by a second type of error, called "bias error," in addition to the random error. Bias error arises when the true model is not equal to the expectation of the fitted model. With $Y - \hat{Y}$ now including both random and bias errors, we would expect expression (3) to estimate the sum of $\sigma^2$ and a component which is due to the bias error. If the experimenter has replicated at least one of the levels of the fertilizer variable, an independent estimate of $\sigma^2$ can be calculated since differences in replicated responses can be due only to random errors. This independent estimate may then be compared with the mean square calculated from the remaining sum of squares as an indication of bias error magnitude.

**Variance error**

Associated with any statistic such as an estimated parameter or a linear combination of estimated parameters, e.g., the response function, is its variance which we call variance error, having two distinct components. One of these, the experimental error, $\sigma^2$, arises due to random variation among experimental units or plots. In a completely randomized experiment it is recognized as the failure of replicated plots of a given treatment to yield the same. The estimated value, $s^2$, when expressed on the basis of the experimental unit, is an averaged squared deviation of the yield of an individual plot from the treatment mean. It is influenced by such things as variability in the plant, soil, management, and the way in which the treatments are applied to the experimental units.

The second component of the variance error is somewhat more difficult to visualize. It is a function of the distribution of the treatment combinations in the factor space, and thus is influenced by the selection of the treatment design. As an illustration, consider the problem of estimating the slope of a function when it is accepted that the true relationship existing between the two variables is linear. It can be shown that the most efficient way to estimate the slope is to make one-half of the observations at each of the two levels of the $X$ variable corresponding to the extremes of the factor space. This component of the variance error which is related to the distribution of the treatment combinations appears in the regression analysis as particular elements of the inverse matrix. The size of the elements in the inverse matrix depends upon the number of treatment combinations, the distribution of these treatments within the factor space, and the number of times
the set of treatments is replicated. The variance error is the product of these two components.

**Bias error**

As shown in the first part of this section, the quantity, $Y - \hat{Y}$, contains two sources of error if the true model is not equal to the expectation of the estimated model. The difference between the true model and the expectation of the estimated model,

$$
\eta(X) - E(\hat{Y}(X))
$$

evaluated at a given point in the factor space, is called the bias of the predicted value of $Y$. In general, the average bias of $Y(X)$ is defined as the difference squared and integrated over a defined factor space. This concept of average bias error was proposed and developed by Box and Draper (1959).

To clarify the various kinds of "bias error" concepts, a formulation, based on polynomial estimated and true models and using matrix notation, is developed. It is convenient to express the true model at each of the $N$ design points as

$$
\Pi(X) = X_1b_1 + X_2b_2
$$

The estimated model is shown as

$$
\hat{Y}(X) = X_1b_1
$$

where the variable(s) in the estimated or fitted model are included in the treatment design $X_1$ ($N \times p$ matrix where $p$ is the number of estimated parameters) and $b_1$ is a $p \times 1$ column vector of the estimated coefficients, estimating $\beta_1$. The variable(s) not included in the estimated model but with nonzero coefficients ($\beta_2$) are included in $X_2$.

Expression (4) can be rewritten as

$$
[x_1b_1 + x_2b_2] - E(x_1b_1)
$$

where $x_1$ is a set of $x$ values of the $p$ variables included in the estimated model.
to predict $Y$ for a given point in the factor space, i.e. $x_1$ is any row vector not necessarily one of the rows of the $X_1$ matrix. The $x$ values for variables not included in the estimated model for the same point in the factor space are included in the row vector $x_2$.

The expectation of $x_1b_1$ is not simply $x_1b_1$ since the expectation has to consider the bias of the coefficients in the $b_1$ vector. Appendix A shows that the expectation of $b_1$ is $\beta_1 + A\beta_2$ where $A = (X_1'X_1)^{-1}X_1'Y$, as shown by Draper and Smith (1966), and $E(Y) = \eta(x)$. Therefore the bias of $Y$ for a point in the factor space is

$$[x_1\beta_1 + x_2\beta_2] - x_1[\beta_1 + A\beta_2]$$

or equivalently,

$$x_2\beta_2 - x_1A\beta_2 \quad (8)$$

Since the difference is affected by the treatment design used in an experiment because $X_1$ affects the alias matrix $A$, it is a criterion that can be readily considered for comparing alternative treatment designs. If expression (8) is squared and integrated over the factor space, the Box and Draper (1959) concept of average bias in $\hat{Y}$ can be written.

Another formulation of a bias concept in an estimated function involves the difference of the two terms in expression (8) evaluated at the treatment design points. Now expression (8) can be written as the bias vector

$$X_2\beta_2 - X_1A\beta_2 \quad (9)$$

This bias vector is associated with calculating lack of fit sum of squares in analysis of variance tables for data from response surface experiments. The squared bias term, a scalar, is the squared length of the bias vector (9) and can be expressed as

$$\beta_2'(X_2'X_2 - X_1'X_1A)\beta_2 \quad (10)$$

It is the part of the expectation of the sum of squares for lack of fit in an
analysis of variance table due to $X_1 \beta_1 + X_2 \beta_2$ being the true model and $X_1 b_1$ the fitted or estimated model. It may be seen from (10) that the magnitude of lack of fit may be influenced by the selection of the treatment design.

It is well at this point to digress momentarily and discuss the term lack of fit, which is not rigorously defined in most textbooks. For example, Cochran and Cox (1957), Chapter 8A, used the term in quotes. Draper and Smith (1966) have five index references to lack of fit but without a clear definition. Generally speaking, lack of fit is associated with the failure of the fitted model to completely describe the data. If a linear polynomial is fitted to data which are actually described by a quadratic polynomial, then the failure of the straight line to show the true shape of the function is attributable to lack of fit. Calculationally, lack of fit is a sum of squares based on the data and limited to the discrete experimental points in the factor space. The residual sum of squares, the difference between the total sum of squares and the sum of squares associated with the fitted model, is partitioned into two parts. The first is the experimental error sum of squares, assuming a designed study, which may be calculated directly. Then the experimental error sum of squares is subtracted from the residual sum of squares and the difference called lack of fit. It cannot be calculated directly unless the difference in the degrees of freedom between the fitted model and the treatments is associated with higher order terms which are then added to the fitted model and the lack of fit sum of squares is then forced to be associated with the extra terms, i.e., the higher order terms are equated with the $\beta_2$ vector of expression (10). In this situation the assumed true model that is used to force the lack of fit sum of squares to be associated with higher order polynomial terms is not necessarily the true model. Furthermore, the concept of average bias error in $\hat{Y}$ involves integration over the entire factor space, not evaluation at only the treatment design points as done in analysis of variance calculations. Consequently, lack of fit as usually calculated in analysis of variance tables, and average bias, or bias defined by (10) where knowledge of the true model is known, need not be, and usually aren't, equivalent.

If an experimenter is trying to select between two alternative models, then the model with the smallest lack of fit is probably the one with the smallest average bias. However, as noted in the previous paragraph, lack of fit and bias are not equivalent concepts. An example is helpful in demonstrating the difference. Consider a $3 \times 3$ factorial where the two factors are quantitative, e.g., applied nitrogen and phosphorus, and a quadratic polynomial is fitted to the data. If the true model is a quadratic polynomial, then the lack of fit will be an estimate of
experimental error. Assume that the true model is a cubic polynomial. A bias is known to exist but it has to be measured using the data from the $3 \times 3$ factorial. Lack of fit hopefully is roughly proportional to the average bias but it has to be calculated by fitting the two linear by quadratic terms and the quadratic by quadratic term. In addition, the fitted model could do very well at estimating the true model at the nine points in the factor space but the average bias could be relatively large. However, lack of fit hopefully would be an indicator of the third order bias. Draper and Herzberg (1971) give a procedure for dividing the lack of fit into two components in order to gain more insight on the nature of the lack of fit.

A combined variance and bias error

In the statistical literature, the variance and bias error are combined in a function called the mean squared error. Box and Draper (1959) have used minimization of the mean squared error, which is the sum of the variance of $\hat{Y}(X)$ and the square of the bias of $\hat{Y}(X)$, as a criterion for choosing a treatment design.

In the 1959 Box and Draper work, the combined error is standardized by $\sigma^2$, on a per observation basis and involves a concept of coding or scaling as explained by Myers (1971). The mean squared error criterion is then integrated over the whole factor space. This combined error may be simply shown as

$$J = V + B$$
where \( J \) is the \textit{mean squared error}, \( V \) is the \textit{average variance} of \( \hat{Y}(X) \) and \( B \) is the \textit{average squared bias} of \( \hat{Y}(X) \). It then seems reasonable to select a treatment design which would minimize \( J \). The advantages of this criterion are not only that \( J \) is not affected by linear transformations of the independent variable and that it considers both variance and bias but also that it is an integrated concept, not limited to certain points within the factor space. That is, the mean squared error of \( \hat{Y}(X) \) is calculated at every point. As an example, consider the situation where the experimenter fits

\[
\hat{Y} = b_0 + b_1 X
\]

as his prediction model while the \( E(Y) \) or the true model is

\[
E(Y) = \eta(X) = \beta_0 + \beta_1 X + \beta_2 X^2.
\]

The average variance and bias have been worked out in detail by Myers (1971) and if the design points are selected so that they are symmetric about the center point,

\[
V = 1 + \frac{1}{3[11]}
\]

\[
B = \frac{N \beta_2^2}{\sigma^2} \left\{ ([11] - 1/3)^2 + 4/45 \right\},
\]

where \([11]\) is called by Box and Hunter (1957) the second moment of the design, i.e., it is the sum of squares of \( X \) divided by \( N \), the number of observations.

The term \([11]\) appears in both \( V \) and \( B \). Since \([11]\) is in the denominator for the expression of \( V \), variance can be decreased by increasing the sum of squares of \( X \) for a given number of design points. For bias, a particular value of \([11]\) equal to \( 1/3 \) is needed to minimize \( B \). However, a problem exists in trying to minimize \( J = V + B \) since the value of \([11]\) that will minimize \( J \) depends on the unknown parameter, \( \beta_2 \), in the expression for \( B \). If \( \beta_2 \) was relatively small, then values of \([11]\)
larger than 1/3 would minimize J. For example, if \( \beta_2 \) was equal to zero, then \( V \) would be minimized by placing half the design points at each end of the range of \( X \), thereby making \([11]\) as large as possible. On the other hand, if \( \beta_2 \) was relatively large, values of \([11]\) close to or equal to 1/3 would be best, leading to designs with points between the extremes of the range of \( X \).

Myers (1971) presents a table showing that, if the experimenter did indeed know the values of \( N\bar{s}^2/\sigma^2 \), and could calculate the best second moment for the treatment design to minimize J, the moment selected would be close to that design selected for only bias considerations. This general rule of thumb holds through a range of \( V \) to \( B \) ratios up to approximately a value of 6. An extension of this simple example to more than one variable and more complex models is given by Myers (1971) with similar results. However, even if \( N\bar{s}^2/\sigma^2 \) were known, this does not determine the best design, only its second moment. Other criteria must be used to select the actual design (Thompson 1971).

**CRITERIA FOR COMPARING TREATMENT DESIGNS**

It should be clear from the previous discussion that an experimenter has to consider many objectives when choosing a treatment design. Some of these may be summarized as:

1) interpretable data without extensive analysis, e.g., for at least two levels of each factor, there should be three levels of the other factors,

2) relatively small number of treatment combinations,

3) low variance of estimated coefficients and, if hypothesis testing is important, independent estimates,

4) variance of the predicted values small over the central part of the factor space,

5) variance of the estimated response function slopes small over the central part of the factor space,

6) bias of the predicted values small over at least the central part of the factor space,

7) measure of lack of fit,
8) inclusion of the "check" plot in the design, and

9) exclusion of the combinations of zero of one factor and high level of another factor.

In order to compare two or more treatment designs certain restrictions must be placed on the values which the X variables may assume. Box and Wilson (1951) suggest the following convention for bringing different designs to the same "size". They define the spread, $S$, of a variable as the average deviation of that variable from its mean, calculated according to the following equation

$$S^2 = \frac{1}{N} \sum_{u=1}^{N} (X_u - \bar{X})^2$$

where $X_u$ is any value of the variable $X$, $\bar{X}$ is the mean, and $N$ is the number of observations. Two designs are considered to have comparable size when the spread for each of the variables is the same.

The requirement imposed by the Box and Wilson (1951) work that designs have the same spread in order to be comparable has been questioned by Folks (1958) and Kempthorne (1965). They maintain that it would seem more natural and appropriate for an experimenter to simply define the factor space within which he expects to make inferences. Designs are then evaluated over the same factor space.

The experimenter on the basis of a priori information decides that the factor space should either extend to zero or should begin at some level of fertilization above zero. He is also able to state in general terms the upper rate limits which are to appear in the treatment design. The upper limit of the factor space should generally extend slightly beyond the fertilization level corresponding to the maximum yield. This is so that the estimated response function will usually predict a maximum in the region of experimentation. At the same time it is important that only a small number of yield observations be made at fertilization levels beyond the maximum, as observations taken in this part of the factor space may increase the error due to bias in predicted yields in the region near the optimum.

After the factor space has been decided, the treatment design problem is how to place the treatment combinations in the factor space. In order to select the best design among various alternatives, both bias and variance criteria have to be considered.
Stigler (1971) has summarized the work on optimality of design and has discussed several criteria that have been employed to compare designs from the standpoint of minimal variance. Designs that minimize the determinant of the covariance matrix of the estimated coefficients or minimize the maximum variance of \( \hat{Y} \) are discussed in detail by Kiefer (1959). Equivalently, the determinant of \( X'X \) may be maximized as developed by M. J. Box and Draper (1971). Perhaps the criterion which has been viewed most favorably in past fertilizer use experimentation is the minimization of the variance of the estimated response function coefficients (b's). Box and associates (1957, 1959) developed the concept of the variance function and considered the mean variance of the predicted yield over the immediate region of interest as the appropriate criterion to employ in comparing designs.

Certainly, as pointed out by Kempthorne (1965), the use of different criteria of optimality leads to different designs. Also, it is equally clear, that the most appropriate criterion under a given set of circumstances will be determined by the specific use that is made of the data generated by the design. In fertilizer use experimentation for the purpose of determining economic optimal levels of fertilization, the investigator is interested primarily in measuring the slope of the response function at some point corresponding to the optimum. He is basically concerned in measuring this slope with the greatest precision possible in accordance with the facilities available. Consequently, for this type of research the minimization of the variance of the slope of the response function should be a major variance criterion in comparing designs. Using this variance criterion, Ott and Mendenhall (1972) give suggestions for one factor treatment designs. The procedure for estimating this variance for two factors was developed by Fuller (1962) and an example is shown in Appendix B.

If the variance of the slope is calculated for a large number of treatment combinations distributed over the experimental factor space, it becomes apparent that the variance of the slope is minimal at the center of the design and increases toward the limits. The question arises, therefore, as to where the variance of the slope should be evaluated in the comparison of treatment designs. Generally, at the time of selecting a design, the investigator has reasonable assurance that the optimal level will lie fairly close to the center of the design, but he has no information as to the orientation of the optimum with respect to the center. Consequently, it would seem reasonable to select a symmetrical space about the center of the design as the region in which the optimum is expected to occur and minimize the average or maximum variance of a slope within this region.

Complete reliance on variance criteria is justified only if the true model is
known. In agronomic research however, the true model is not known with certainty and bias error becomes an important consideration. Box and Draper (1959, 1963) suggest mean squared error as a criterion for comparing designs. However, as observed previously, knowledge of the true model is needed for calculating the mean squared error. Furthermore, the design which is best for variance error will not be optimal for bias error. Box and Draper circumvent this dilemma by recommending that a design be selected for bias reasons alone.

Similar conclusions were reached by Draper and Lawrence (1967) and Myers (1971) who conclude that the experimenter should choose minimum bias designs unless it was known that variance was very important relative to bias.

Thompson (1971), working with a class of minimum bias two factor designs and a square factor space, proposes secondary criteria of maximizing the power to detect the inadequacy of the postulated model and of minimizing the variance function of an estimated higher order polynomial.

Another measure of bias has been proposed by Cady and Laird (1969). With one independent variable, the bias measure is defined as the area between the true and estimated models. With two independent variables, the bias would be a volume. This concept of bias, easy to understand and intuitively appealing, may be expressed as the absolute difference integrated over the factor space, $s$:

$$
\int_{s} |E(\hat{Y}(x)) - \eta(x)| dx.
$$

It can be seen that several variance and bias criteria are available for comparing designs. For fertilizer use experimentation with inadequate knowledge of the true model, priority will be given to bias considerations in selecting a treatment design, i.e., the experimenter's control of treatment design would then be used primarily for bias. Variance error will be handled through experimental design, e.g., blocking and replication.

EMPIRICAL COMPARISON OF SELECTED DESIGNS

It is apparent from the previous sections that multiple criteria will be necessary to select a treatment design since the experimenter usually has more than one objective in a given experiment. If the individual estimated regression coefficients are of interest, the design minimizing the variances and covariances of the coefficients should be considered. However, if the experimenter is using the esti-
mated regression equation for prediction, other criteria, including bias, become important. In fact, in recent years, bias considerations have become the dominant criterion in design selection.

Some quantitative results of treatment design on bias were obtained in the 1969 work by Cady and Laird. For fertilizer use studies, it was assumed that the nature of the relationship between yield and the independent variable(s) is an increasing function at a decreasing rate, permitting a defined maximum and diminishing marginal products. Then, the true model and any fitted models were selected from a class of equations represented (in one variable) by

$$\eta(X) = \beta_0 + \beta_1 X^c + \beta_2 X^{2c}$$

where $.5 \leq c \leq 1$, i.e., the two extremes are the square root and quadratic polynomial models.

For designs with a uniform spacing of treatments over the factor space, the error due to bias decreases as the number of treatments increases. This decreasing function is not linear and the rate of decrease in bias error per added treatment will become very small as the total number of treatments becomes large. Bias error in subregions of the factor space can be influenced by non-uniform spacing of the treatments. For these asymmetrical designs, error due to bias is minimal in the region of greatest concentration of treatments.

Escobar (1967) has compared factorials, partial factorials and composite designs by calculating the integrated variance and squared bias of \( \hat{Y}(X) \) when the fitted model was a quadratic polynomial in two variables, \( X_1 \) and \( X_2 \). The true model used was the quadratic polynomial plus two specific cubic terms, \( X_1^2 X_2 \) and \( X_1 X_2^2 \). The Escobar results show that the composite designs are superior when bias is considered while the factorials and partial factorials have smaller variances. Designs minimizing the generalized variance, rotatable designs, and designs based on regular and irregular fractions of \( 2^n \) factorials are compared using a quadratic polynomial model by Nalimov, et al. (1970).

Integrated bias and variance in \( \hat{Y}(X) \) were the major considerations in an empirical study comparing nine treatment designs in two factors as carried out by Cady and Laird (1972). From the results, an investigator can be guided in the selection of a two factor treatment design for his specific objectives.
Response functions of the type

\[ E(Y) = \beta_0 + \beta_1 x_1^c + \beta_2 x_2^c + \beta_3 x_1^2 + \beta_4 x_2^2 + \beta_5 x_1 x_2 \]

where \(0.5 \leq c \leq 1.0\) were considered. Reported by Cady and Laird (1972) were results from studies where \(c\) of the true function is \(0.5\), i.e., a square root model, and the \(c\) of the fitted model is \(1.0\), a quadratic polynomial. The betas of the square root model were chosen to give a representative response function of corn to applied nitrogen (N) and phosphorus (P). The true model where \(Y\), \(N\) and \(P\) are in kilograms/hectare was:

\[ E(Y) = 3000 + 300.5\sqrt{N} + 374.4\sqrt{P} - 15.19 N - 23.33 P + 15.00\sqrt{NP}. \]

The response surface is shown in figure 2 where the ranges for \(N\) and \(P\) were 0 to 320 and 0 to 240 kilograms/hectare respectively.

The nine designs chosen are shown in figure 3 and the fitted response surfaces (except for the central composite), using a quadratic polynomial as the estimating model, are given in figure 4. Included were:

1. 5 x 5 factorial, 25 treatments,
2. central composite, 9 treatments,
3. central composite modification by Myers, 9 treatments,
4. 3 x 3 factorial (rotated), 9 treatments,
5. 5 x 5 partial factorial, 13 treatments,
6. 5 x 5 partial factorial modification by Escobar, 13 treatments,
7. 7 x 7 partial factorial, 17 treatments,
8. 3 x 3 factorial, 9 treatments,
9. central composite modification by Thompson, 12 treatments.

The criteria for comparing the designs included:

1. bias residuals, \(|\hat{Y} - Y|\),
2. index of integrated bias,
3. index of variance of \(Y\), \(V(\hat{Y})\),
4. index of variance of the derivative of the response to nitrogen, \(V(d\hat{Y}/dN)\),
5. index of the variance of estimated regression coefficients.

The bias residuals or differences between the true response and the predicted response as summarized in Table 1 give a quick but incomplete impression of the performance of each design. The values in the table are the maximums and averages of the absolute differences between the true yield from the square root model and the
predicted yield from the estimated quadratic polynomial, evaluated at the various
treatment combinations for each design. The $5 \times 5$ factorials, complete or partial,
the $7 \times 7$ partial or the $3 \times 3$ rotated perform poorly relative to the designs modi-
fi ed by Myers, Escobar or Thompson. Of surprising note are the small maximum and
average residuals of the $3 \times 3$ factorial. The weakness of looking at the residuals
calculated only at the treatment combinations becomes apparent. Eight of the 9
treatment combinations of the $3 \times 3$ are on the boundaries of the factor space. Hence
the apparent good performance of the $3 \times 3$ might be due to the estimating model
fitting relatively well on the boundaries. hypothesized would be a poor fit across
the remaining factor space.

Motivation is then present for an integrated bias. The concept of integrated
bias developed by Cady and Laird (1969) was used. Values for the integrated bias
given in Table 2 were calculated by approximating the volume between the true and
estimated response surfaces for the central quarter and the entire factor space.
The central quarter is defined as the factor space using ranges of 80 to 240 and
60 to 180 for N and P respectively. The calculations are basically those described
by Cady and Laird (1969) using the intersections of a $30 \times 30$ grid placed over the
factor space. Finer sized grids were tried in preliminary calculations with differ-
ces of less than 4%. Now the largest bias is given by the $3 \times 3$ factorials
followed by the $5 \times 5$ complete and partial factorials. The modified designs have
relatively low biases and the influence of number and distribution of points is
shown by the intermediate value of the $7 \times 7$ partial factorial.

Variance criteria were also considered. The designs are compared in Table 3
by the contribution of the design matrix to the variance of a predicted value,
evaluated at 144 common points (intersections of a $12 \times 12$ grid) over the entire
factor space. The maximums and averages given in Table 3 are based on values cal-
culated by $X_k'(X'X)^{-1}X_k$ as given by Draper and Smith (1966) where $X_k'$ is a row vector
of values for the columns in the X matrix for a single observation. Also shown in
the table are the maximums of the central 36 points. As expected the $5 \times 5$ factorial
has the lowest averages. The Myers modification, the $3 \times 3$ rotated, and to a lesser
degree, the Thompson and Escobar modifications and the $7 \times 7$ partial factorial, have
higher values reflecting the scarcity of points on the boundaries. Figure 5 displays
contours of the variance of $\hat{Y}$ for varying levels of phosphorus at a constant level
of nitrogen, 175 kg/ha. However, these latter designs perform better if only the
central quarter of the factor space is considered. In addition, two or three repli-
cations of these designs will utilize approximately the same number of plots as one
replication of a $5 \times 5$ factorial. Increasing replication will decrease the variance
of $\hat{Y}$. Consequently two replications of the $5 \times 5$ partial factorial or three repli-
ocations for the 3 X 3 factorial will result in favorable variance values compared with one replication of the 5 X 5. If emphasis is placed on the central quarter of the factor space, then several designs compare very favorably with the 5 X 5 factorial, including one of the modified designs with good bias properties, the Escobar modification.

In an economic evaluation of the estimated response surface, the calculation of the optimal quantity of N involves the derivative of the response surface with respect to N. The calculated derivative is an estimated parameter and consequently has a variance. Desired properties of a treatment design would include small values of the variances of the derivatives. The values in Table 4 were calculated by the Fuller (1962) method described in Appendix B. The individual variances were evaluated at the intersections of a 5 X 5 grid in the central quarter of the factor space. Again the superiority of the 5 X 5 factorial is seen. However, remembering that two or three replications of the other designs can be used to lower the variance, the other factorials, complete, partial and modified, do well.

If emphasis is placed on estimating and testing the individual regression coefficients, then low and uniform variances and covariances of the estimated coefficients are desirable. The diagonal elements of the inverse of X'X are used in the calculation. As seen previously X'X is the sum of squares and cross products formed from the design matrix X. The diagonal elements of the various inverses are given in Table 5. Of striking note is the large value for the interaction term with a 3 X 3 rotated, reflecting the absence of treatment points in the corners. As before, replication of a treatment design will decrease the magnitude of the inverse elements.

As expected, the results in Tables 1-5 confirm the inverse relationship between the magnitudes of variance error and bias error associated with the several designs. As argued earlier, however, bias error should be given major importance in selecting a treatment design and variance error should be controlled through experimental design, primarily through replication. Looking again at Table 2 it is seen that the modifications by Myers, Escobar and Thompson (numbers 3, 6 and 9) have integrated bias values that are about equal and well below the values for the other designs. The central composite and the 7 X 7 partial factorial form a second group with higher bias errors and the 5 X 5 factorial, the 3 X 3 rotated factorial and the 5 X 5 partial factorial comprise a third group with still larger bias errors. The 3 X 3 factorial is in a group by itself with an integrated bias error about three times that of the modified designs.

Although the bias errors of the Myers, Escobar and Thompson modifications are about equal, the corresponding variance errors (Tables 3-5) are quite different.
On the average the variance error for the 5 × 5 partial factorial modification by Escobar is only about one third that of the central composite modification by Myers and two-thirds that of the central composite modification by Thompson.

Another advantage of the Escobar modification is that three levels of each factor are studied at each of three levels of the other factor (Figure 3). This characteristic of the design permits a rapid graphic evaluation of the effects of the two factors. In research programs where a treatment design is used at a number of sites and it is necessary to interpret the data before doing a complete analysis, this spatial characteristic of the design is very desirable.

The 5 × 5 factorial modification by Escobar, in terms of bias error, variance error and spatial characteristics appears superior to the other designs. The treatment combinations corresponding to the Escobar modification are given in Table 6 in terms of a range from -1 to +1 for each factor. These may easily be transformed into actual levels as shown in the last two columns in Table 6 once the range of each factor has been determined. A combination of actual zero levels of both factors (a check plot) may be added as a fourteenth combination if desired.

The selection of the modified 5 × 5 partial factorial has been based on the premise that the experimenter has as an objective the estimation of a response surface model. The 5 × 5 partial factorial would not be used if estimation of one degree of freedom factorial contrasts is desired. The selection of the modified 5 × 5 partial factorial primarily resulted from the empirical study and consequently is dependent on the parameter values of the square root model used as the true model.

SUMMARY

In the planning of a two-factor study, a decision has to be made on the choice of the levels of each factor that will be used in a combination called a treatment. A factor space for two factors is defined as a two-dimensional area that encompasses all possible combinations of interest. The axes will show the range of interest of each factor. Treatment design may then be defined as the problem of selecting a relatively small number of points in the factor space.

The best treatment design selected will depend on the specific objectives of the experimenter and his knowledge of the production system. For example, it is well known in the single factor case that if the true relationship between the response variable and the treatment variable is a straight line and if the objective is to minimize the variance of the estimated slope, then one should divide the total number of points equally between the two extremes of the treatment variable range.
However, this would be a poor design if the true model was not a straight line and a measure of the inadequacy of the estimated model is desired. In treatment design then two general considerations are involved: variance of estimated parameters and bias, a measure of the difference between the true model and the estimated model.

Past work has shown that designs which are good for minimizing variance error are not the best for minimizing bias error. Unfortunately, in order to study bias, the true model has to be known, a situation usually not found in practice. Consequently, variance considerations have been emphasized in the past and only more recent studies have shown the importance of bias. In fact, the magnitude of bias is sufficiently large that a recommendation has been made in fertilizer use studies to select a treatment design primarily for bias and to control variance error primarily through replication.

The results of an empirical study comparing a number of commonly used two-factor treatment designs and also including designs which theoretically have been shown to be best in protecting against bias are given. A square root model was selected for the true model and a quadratic polynomial used for the estimated or fitted model.

In general the bias, or a measure of the integrated volume between the estimated quadratic polynomial response surface and the true square root response surface, was decreased by restricting the treatment combinations to an area of the factor space not including the borders of the factor space. This restriction led to larger deviations at the borders but over most of the factor space, hopefully including that area where the economic optimum will occur, the estimated quadratic polynomial more closely approximated the true model. Not having treatment combinations at the corners of the factor space increased the variance of estimated parameters, particularly the variance of the estimated interaction coefficient. It was concluded that, if a partial factorial which has less bias as compared with the complete factorial is used, then extra replication may be included to control the variance error and the total number of plots will be similar.

Three modified designs were best for minimizing bias. Among these modified designs, the $5 \times 5$ partial factorial had lower variances for several variance criteria and, in addition, permits a visual evaluation of the response to the two factors at three levels of each of the other factors. The modified $5 \times 5$ partial factorial is recommended as the best two-factor design among the nine alternative designs studied.
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<table>
<thead>
<tr>
<th>Design</th>
<th>Number of Design Points</th>
<th>Maximum</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>25</td>
<td>1022</td>
<td>406</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>1199</td>
<td>508</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>301</td>
<td>135</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>996</td>
<td>442</td>
</tr>
<tr>
<td>5</td>
<td>13</td>
<td>882</td>
<td>333</td>
</tr>
<tr>
<td>6</td>
<td>13</td>
<td>222</td>
<td>84</td>
</tr>
<tr>
<td>7</td>
<td>17</td>
<td>766</td>
<td>350</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>326</td>
<td>204</td>
</tr>
<tr>
<td>9</td>
<td>12</td>
<td>372</td>
<td>161</td>
</tr>
</tbody>
</table>
Table 2. Index of Integrated Biases

<table>
<thead>
<tr>
<th>Design</th>
<th>Entire Factor Space ($x10^3$)</th>
<th>Central Quarter Factor Space ($x10^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>460</td>
<td>71</td>
</tr>
<tr>
<td>2</td>
<td>346</td>
<td>56</td>
</tr>
<tr>
<td>3</td>
<td>210</td>
<td>20</td>
</tr>
<tr>
<td>4</td>
<td>485</td>
<td>80</td>
</tr>
<tr>
<td>5</td>
<td>468</td>
<td>71</td>
</tr>
<tr>
<td>6</td>
<td>210</td>
<td>21</td>
</tr>
<tr>
<td>7</td>
<td>348</td>
<td>58</td>
</tr>
<tr>
<td>8</td>
<td>580</td>
<td>88</td>
</tr>
<tr>
<td>9</td>
<td>208</td>
<td>20</td>
</tr>
</tbody>
</table>
Table 3. Index of Variance of a Predicted Response

<table>
<thead>
<tr>
<th>Design</th>
<th>Number of Design Points</th>
<th>Average ( V(\hat{Y}) )</th>
<th>Maximum ( V(\hat{Y}) ) (Central Quarter)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td><strong>Entire Factor Space</strong></td>
<td><strong>Central Quarter Factor Space</strong></td>
</tr>
<tr>
<td>1</td>
<td>25</td>
<td>0.189</td>
<td>0.134</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>0.812</td>
<td>0.732</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>1.270</td>
<td>0.674</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>1.310</td>
<td>0.454</td>
</tr>
<tr>
<td>5</td>
<td>13</td>
<td>0.342</td>
<td>0.244</td>
</tr>
<tr>
<td>6</td>
<td>13</td>
<td>0.498</td>
<td>0.232</td>
</tr>
<tr>
<td>7</td>
<td>17</td>
<td>0.527</td>
<td>0.176</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>0.477</td>
<td>0.478</td>
</tr>
<tr>
<td>9</td>
<td>12</td>
<td>0.682</td>
<td>0.587</td>
</tr>
</tbody>
</table>
Table 4. Index of Variance of the Derivative of the Response to Nitrogen, \( \frac{dY}{dN} \)

<table>
<thead>
<tr>
<th>Design</th>
<th>Design Points</th>
<th>Maximum (x10^{-7})</th>
<th>Average (x10^{-7})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>25</td>
<td>136</td>
<td>84</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>417</td>
<td>417</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>1254</td>
<td>692</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>1009</td>
<td>570</td>
</tr>
<tr>
<td>5</td>
<td>13</td>
<td>242</td>
<td>149</td>
</tr>
<tr>
<td>6</td>
<td>13</td>
<td>431</td>
<td>255</td>
</tr>
<tr>
<td>7</td>
<td>17</td>
<td>616</td>
<td>344</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>285</td>
<td>175</td>
</tr>
<tr>
<td>9</td>
<td>12</td>
<td>693</td>
<td>385</td>
</tr>
</tbody>
</table>
Table 5. Diagonal Inverse Elements

<table>
<thead>
<tr>
<th>Design</th>
<th>(x10^-4) Nitrogen (N)</th>
<th>(x10^-4) Phosphorus (P)</th>
<th>(x10^-9) N^2</th>
<th>(x10^-8) P^2</th>
<th>(x10^-9) NP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.4508</td>
<td>0.8015</td>
<td>0.3487</td>
<td>0.1102</td>
<td>0.4340</td>
</tr>
<tr>
<td>2</td>
<td>2.649</td>
<td>4.717</td>
<td>2.106</td>
<td>0.6667</td>
<td>2.743</td>
</tr>
<tr>
<td>3</td>
<td>4.624</td>
<td>8.221</td>
<td>3.713</td>
<td>1.173</td>
<td>4.802</td>
</tr>
<tr>
<td>4</td>
<td>3.645</td>
<td>6.481</td>
<td>1.907</td>
<td>0.6028</td>
<td>10.85</td>
</tr>
<tr>
<td>5</td>
<td>0.8021</td>
<td>1.426</td>
<td>0.6390</td>
<td>0.2019</td>
<td>0.6382</td>
</tr>
<tr>
<td>6</td>
<td>1.488</td>
<td>2.645</td>
<td>1.202</td>
<td>0.3800</td>
<td>1.238</td>
</tr>
<tr>
<td>7</td>
<td>2.298</td>
<td>4.086</td>
<td>2.112</td>
<td>0.6675</td>
<td>0.5603</td>
</tr>
<tr>
<td>8</td>
<td>0.9440</td>
<td>1.678</td>
<td>0.7629</td>
<td>0.2411</td>
<td>0.6781</td>
</tr>
<tr>
<td>9</td>
<td>2.540</td>
<td>4.516</td>
<td>2.178</td>
<td>0.6883</td>
<td>1.615</td>
</tr>
</tbody>
</table>
Table 6. The thirteen treatment combinations corresponding to a $5 \times 5$ partial factorial modification by Escobar, expressed both as coded values and as actual levels of factor A with a range from 0 to 320 kg/ha and factor B with a range from 0 to 240 kg/ha.

<table>
<thead>
<tr>
<th>Combination</th>
<th>Coded Levels</th>
<th>Actual levels</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Factor A</td>
<td>Factor B</td>
</tr>
<tr>
<td>1</td>
<td>-.85</td>
<td>-.85</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>-.85</td>
</tr>
<tr>
<td>3</td>
<td>.85</td>
<td>-.85</td>
</tr>
<tr>
<td>4</td>
<td>-.40</td>
<td>-.40</td>
</tr>
<tr>
<td>5</td>
<td>.40</td>
<td>-.40</td>
</tr>
<tr>
<td>6</td>
<td>-.85</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>.85</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>-.40</td>
<td>.40</td>
</tr>
<tr>
<td>10</td>
<td>.40</td>
<td>.40</td>
</tr>
<tr>
<td>11</td>
<td>-.85</td>
<td>.85</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>.85</td>
</tr>
<tr>
<td>13</td>
<td>.85</td>
<td>.85</td>
</tr>
</tbody>
</table>
Appendix A

The concept of bias may be formulated in terms of the estimated parameters of the model. If $\beta_0 + \beta_1 X$ is the true model for an experimental situation, then we would expect that $b_0$ and $b_1$ are estimating $\beta_0$ and $\beta_1$ respectively. This is indicated by

$$
E \begin{bmatrix} b_0 \\ b_1 \end{bmatrix} = \begin{bmatrix} \beta_0 \\ \beta_1 \end{bmatrix} 
$$

(1)

The capital letter $E$, is read as the expected value or the long run averages of $b_0$ and $b_1$ from a large number of experiments. That is, if many experiments were carried out and in each experiment $b_0$ and $b_1$ were calculated, then the average value of all the $b_0$ and the average value of all the $b_1$ would be equal to $\beta_0$ and $\beta_1$, respectively.

If $\beta_0 + \beta_1 X$ is not the true model, then statement (1) cannot be made. If the expectations, or the long run average value of the estimates, are not equal to the parameters, then it is desired to know the terms that are included in the right hand side of (1).

Using equations (5) and (6) given in the text, the expectation for $b_1$ may be found by remembering that the solution for $b_1$ is $(X'X)^{-1}X'Y$. Then

$$
E(b_1) = (X'_1X'_1)^{-1}X'_1E(Y) = (X'_1X'_1)^{-1}X'_1X'_1\beta_1 + X'_2\beta_2
$$

(2)

where $A = (X'_1X'_1)^{-1}X'_1X'_2$.

In other words, over the long run, $b_1$ is not actually estimating $\beta_1$ as we would hope but $\beta_1$ plus an extra quantity, $A\beta_2$, known as the bias. The bias depends on the unknown parameters $\beta_2$ but it is of practical value to note that the bias depends on $X_1$, the design matrix or the combinations of the treatments used in the experiment. The design matrix, $X_1$, is controlled by the investigator and he may influence the magnitude of the bias by the selection of the fertilizer levels of the treatment.
combinations. The wrong model may be fitted to the data but theoretically the bias error may be minimized by strategic treatment design. The design matrix $X_2$ also influences the bias error but in fertilizer studies $X_2$ will usually include higher order terms and interactions of fertilizer variables included in $X_1$. Consequently the control of bias error of the estimated parameters is through the investigator's control of $X_1$.

The matrix $A$ has been called the alias matrix and is a measure of the degree to which the coefficients in the postulated model are biased by the variables in the true model that are not included. Consequently Box and Wilson (1951) suggest that the alias matrix be used to evaluate the relative error due to bias.

As an example consider a $2 \times 2 \times 2$ factorial with 8 treatment combinations given in the notation of Cochran and Cox (1957): (1), $a$, $b$, $c$, $ab$, $ac$, $bc$, and $abc$. The true model is that containing terms for the intercept, the linear main effects, and the linear x linear interaction effects. Suppose we do an experiment using a partial factorial, the four treatment combinations (1), $ab$, $ac$, and $bc$. In other terminology, we choose a half replication with the three factor interaction as the defining contrast. Using the ±1 coding of Cochran and Cox (1957); the $X_1$ and $X_2$ matrices may be written where the rows, or observations, are in the order (1), $ab$, $ac$, and $bc$, and the columns in $X_1$ are the independent variables for the mean, the A linear effect, the B linear effect, and the C linear effect. The parameters to be estimated in the regression model are denoted as $\beta_0$, $\beta_1$, $\beta_2$, and $\beta_3$ respectively. The three columns in $X_2$ are the AB, AC and BC interaction effects, whose parameters are denoted as $\beta_{12}$, $\beta_{13}$ and $\beta_{23}$ in the regression model.

Then

$$X_1 = \begin{bmatrix} 1 & -1 & -1 & -1 \\ 1 & 1 & 1 & -1 \\ 1 & 1 & -1 & 1 \\ 1 & -1 & 1 & 1 \end{bmatrix}$$

$$X_2 = \begin{bmatrix} 1 & 1 & 1 \\ 1 & -1 & -1 \\ -1 & 1 & -1 \\ -1 & -1 & 1 \end{bmatrix}$$

$$A = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & -1 \\ 0 & -1 & 0 \\ -1 & 0 & 0 \end{bmatrix}$$
where $A$ is the alias matrix. The bias in the estimated coefficients may then be calculated by solving for $E(b_1)$.

$$\begin{align*}
E(b_1) &= \beta_1 + A\beta_2 = \\
&= \begin{bmatrix}
\beta_0 \\
\beta_1 - \beta_{23} \\
\beta_2 - \beta_{13} \\
\beta_3 - \beta_{12}
\end{bmatrix}
\end{align*}$$

It can be seen that $\beta_0$, or the average, is not affected by using the partial factorial but that the linear effect of each factor is biased by the interaction effect between the other two factors.

Consider another example. Suppose that the true model is a quadratic polynomial,

$$\eta(x) = \beta_0 + \beta_1 x + \beta_2 x^2,$$

but a first order polynomial has been fitted to the data. Now $\beta_1$ of (5), $X_1 \beta_1 + X_2 \beta_2$, includes $\beta_0$ and $\beta_1$, the intercept and slope, while $\beta_2$ includes only the quadratic coefficient $\beta_2$. Three levels of the independent variable $X$, coded -2, 0 and 2 are used. However, in situation I, three replications of each level are used and in situation II, seven replications of the center point are used with a single replication of the -2 and 2 levels. Note that the total number of observations are equal.

In situation I, it can be shown by using (2) that

$$\begin{align*}
E \begin{bmatrix}
\beta_0 \\
\beta_1
\end{bmatrix}
&= \\
&= \begin{bmatrix}
\beta_0 + 8/3 & \beta_2 \\
\beta_1
\end{bmatrix},
\end{align*}$$

while in situation II,

$$\begin{align*}
E \begin{bmatrix}
\beta_0 \\
\beta_1
\end{bmatrix}
&= \\
&= \begin{bmatrix}
\beta_0 + 8/9 & \beta_2 \\
\beta_1
\end{bmatrix}.
\end{align*}$$
The effect of treatment design can be seen again. If an experimenter were concerned with bias in the intercept coefficient, he could decrease this bias error by increasing the number of replications of the center point. Of course, the variance error of $b_1$ is not the same for the two situations. In situation I, the variance of $b_1$ is $\sigma^2/24$ while in II, it is $\sigma^2/8$. If $\sigma^2/8$ was of acceptable magnitude to the experimenter, then to increase the replications of the center point at the expense of the other two levels of $X$ is desirable since the bias of the intercept is reduced. A compromise between having complete replications of the three levels or extra replications of the center point should also be considered. In general, application of (2) for various treatment designs will show that bias in the estimated coefficients will not be influenced by complete replication of the entire treatment design but by changing the number of replications of specified treatments included in the treatment design.

Unfortunately, the bias error of the estimated parameters, in general, is influenced by the coding used in the design matrix. For example, use of 1, 2 and 3 coding in place of the -2, 0, 2 coding used in the previous example would have given

$$E(b_1) = \begin{bmatrix} \beta_0 - 10/3 \beta_2 \\ \beta_1 + 4\beta_2 \end{bmatrix}$$

for situation I and

$$E(b_1) = \begin{bmatrix} \beta_0 - 34/9 \beta_2 \\ \beta_1 + 4\beta_2 \end{bmatrix}$$

for situation II.

It can be seen that use of the alias matrix $A$ for the comparison of various treatment designs has a distinct disadvantage since it is affected by the coding used in the design matrix.

Lack of fit should not be associated with bias in the estimated coefficients. Since bias in the estimated coefficients is affected by coding, they may be unbiased (the alias matrix, $A$, is null), as with orthogonal polynomials, but there may be a large bias in estimating the responses as defined by (10) since $\beta_1X'X_2\beta_2$ may be large. In this case lack of fit may be large.
Appendix B

The procedure for estimating the variance of a slope of a response function has been described by Fuller (1962). It will be illustrated using data generated by a $5^2$ factorial corn experiment conducted near Pénjamo, Guanajuato, México, in 1964. The following prediction equation was estimated:

$$\hat{Y} = 24.96 + 45.10N + 19.80P - 10.04N^2 - 15.23P^2 + 5.15NP$$

in which $\hat{Y}$, the predicted yield, is expressed in bushels per acre of corn grain with 15.5% moisture, $N$ is the number of 100-pound units of nitrogen, and $P$ is the number of 100-pound units of $P_2O_5$ that were applied.

The estimated inverse matrix, $[X'X]^{-1}$, is:

$$
\begin{bmatrix}
1.26 & 0.42 & -0.37 & 0.00 & -0.31 \\
0.42 & 7.28 & 0.00 & -5.13 & -0.75 \\
-0.37 & 0.00 & 0.14 & 0.00 & 0.00 \\
0.00 & -5.13 & 0.00 & 4.57 & 0.00 \\
-0.31 & -0.75 & 0.00 & 0.00 & 0.56
\end{bmatrix}
$$

and $s^2$, the experimental error, is 8.62 with 72 degrees of freedom. The estimated variance-covariance matrix, designated as $\Sigma$, is $[X'X]^{-1}s^2$.

The partial derivatives of the response function with respect to nitrogen and phosphorus are:

$$\frac{\partial \hat{Y}}{\partial N} = 45.10 - 20.08N + 5.15P$$

$$\frac{\partial \hat{Y}}{\partial P} = 19.80 - 30.46P + 5.15N$$

These equations are used to calculate the slopes of the response function with respect to the input axes, commonly referred to as the marginal physical products. It is the variance of these slopes or marginal physical products which we wish to minimize.
Fuller next defines a D matrix which is formed by taking the partial derivatives of the derived functions with respect to each of the five coefficients in the response function. In the present example we have:

\[
D = \begin{bmatrix}
1 & 0 & 2N & 0 & P \\
0 & 1 & 0 & 2P & N
\end{bmatrix}
\]

The generalized variance-covariance matrix for the slope functions \(\frac{\hat{\Delta Y}}{\hat{\Delta N}}\) and \(\frac{\hat{\Delta Y}}{\hat{\Delta P}}\) is then estimated using the relationship \(D'D\) to give:

\[
\begin{bmatrix}
(1.26 - 1.48N - 0.62P) + 0.56N^2 + 0.56P^2 & (0.42 - 0.75P - 0.31N) + 0.56NP \\
(0.42 - 0.75P - 0.31N) + 0.56NP & (7.28 - 1.50N - 20.52P) + 0.56N^2 + 18.28P^2
\end{bmatrix}
\]

From the above matrix the variance-covariance matrix for the slope functions may be calculated for any specific set of values for \(N\) and \(P\). To illustrate, the elements in the \(DID'\) matrix are evaluated for the point in the treatment design where \(N = 2\) and \(P = 1\):

\[
\begin{bmatrix}
0.48 & 0.17 \\
0.17 & 4.28
\end{bmatrix}
\]

From this matrix the variances of \(\frac{\hat{\Delta Y}}{\hat{\Delta N}} = 4.14\) and of \(\frac{\hat{\Delta Y}}{\hat{\Delta P}} = 36.89\) are calculated. Using these variances, Fuller (1962) demonstrates the calculation of confidence intervals and hypothesis testing statistics.