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Abstract

The dramatic increase in computing power available to statistical researchers has engendered a corresponding increase in computer intensive nonparametric estimation and prediction procedures. Many of these procedures are data-adaptive in the sense that the set of estimators (predictors) is in a large nonparametric class indexed by a tuning (smoothing) parameter, and that this tuning parameter is chosen using the data. This article discusses two methods of tuning parameter selection, cross-validation and the bootstrap, as well as a number of related methods based on the leave-some-out idea.

The methods are compared across a number of examples designed to illustrate implementation issues, the principles underlying selection techniques and consistency of the selected parameters. Cross-validation is readily implemented in prediction problems, but is not easily extended to problems which do not involve prediction, and may not lead to consistent parameter selection. The bootstrap is more difficult to implement in many situations of interest, but is consistent for some problems for which cross-validation and related methods are not. With some extra computational effort (but little extra human effort) the
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bootstrap technique can also provide confidence intervals for the estimator which takes into account the process of selecting the tuning parameter.
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1 Introduction

Many modern data modeling techniques are adaptive in the sense that, rather than depending on a parametric model, they involve only mild regularity conditions, such as smoothness, and a family of estimators indexed by a tuning or smoothing parameter that controls some trade-off between fidelity to the data and model complexity. Examples discussed here include the symmetric location problem using trimmed means, for which the tuning parameter is the trimming proportion, and kernel methods for regression, derivative, density and distribution function estimation, for which the tuning parameter is the bandwidth. These techniques are often used as estimation steps in more computer intensive methods such as generalized additive models (Hastie and Tibshirani, 1990), classification and regression trees (CART Breiman, et al, 1984) and multivariate adaptive regression splines (MARS, Friedman, 1991). Section 2 of this article introduces the examples that are discussed in detail.

Appropriate choice of tuning parameters is often critical for good performance of the resulting estimator. Optimal parameter choice is generally defined in terms of minimizing some measure of risk and the data-adaptive choice of smoothing parameter minimizes an estimator of risk. A number of risk estimators have been proposed. Prominent among these are cross-validation (CV) (Stone, 1974) and more recently the bootstrap (e.g., Léger and Romano, 1990a). A number of ad hoc methods are also in use. As estimation methodology becomes more complex, there is an increasing need to understand the process of adaptive selection of the tuning parameter. This paper explores some of the issues in tuning parameter selection, focusing on the use of CV and related estimators and bootstrap techniques.

Cross-validation estimates prediction risk by averaging losses when predicting the \(i^{th}\) observation by a leave-one-out predictor. For squared error loss, prediction risk and estimation risk are equivalent for the purpose of choosing a tuning parameter since they differ by a constant
independent of the tuning parameter. For other losses, the optimal estimator may differ from the optimal predictor. In Section 3 the consistency of squared error prediction risk estimators based on average prediction losses is shown to depend on the rate of convergence of the estimators: for estimators which converge at the rate \( n^{1/2} \) they do not work, whereas they do work for estimators with slower rates of convergence such as nonparametric smoothers.

The term "cross-validation" is often used for leave-one-out risk estimators in contexts where prediction is not defined, such as in density estimation, distribution function estimation, or estimation of the derivative of a nonparametric regression curve. Examples and clarifications of what we call the leave-some-out principle are contained in Section 4.

Bootstrap risk estimators are computed by computing the risk for an estimated model. By a suitable modification of the method, the bootstrap can be used to estimate either prediction or estimation risk. Unlike estimators based on average prediction loss, the bootstrap can be used to select among \( n^{1/2} \) convergent estimators. On the other hand we will see in Section 5 that bootstrap risk estimators are not necessarily simple to define. However because bootstrap methods estimate the distribution of the estimator, bootstrap methods can be used to construct confidence intervals as well as to choose the tuning parameter. This is an important advantage over other methods of choosing the tuning parameter.

Section 6 is a summary of our conclusions.

2 Examples of tuning parameter selection problems

The following examples encompass only a small fraction of the problems involving tuning parameter selection, but do illustrate many of the strengths and weaknesses of the methodologies discussed, and are the focus of much of the current work in this area. In each case, we specify the parameter of interest, \( \theta \) or \( \theta(x) \). The estimator will be called \( \hat{\theta}_\lambda \). We begin with the simplest problem, the location problem.

Example 1: Trimmed means estimate of location

Let \( y_1, \ldots, y_n \) be identically and independently distributed (i.i.d.) from a distribution symmetric about its median \( \theta \) and let \( y_{(1)}, \ldots, y_{(n)} \) be the order statistics. The (symmetric) \( \lambda- \)
trimmed mean is
\[ \hat{\theta}_\lambda = \frac{1}{n - 2[n\lambda]} \sum_{i=[n\lambda+1]}^{n-[n\lambda]} y(i), \]
(1)
where \([⋅]\) is the greatest integer function. The tuning parameter \(\lambda\) is the trimming proportion. Rosenberger and Gasko (1983) is a good introduction to trimmed means.

**Example 2: Kernel nonparametric regression**

Consider the regression problem:
\[ y_i = \mu(x_i) + \epsilon_i, \quad i = 1, \ldots, n, \]
(2)
where \(y_i\) is a dependent variable, \(x_i\) is a set of fixed design points, \(\mu(x) = \theta(x) = E(y|x)\) is a smooth deterministic function, and \(\epsilon_i\) are i.i.d. random variables with symmetric distribution and \(E(\epsilon_i) = 0, Var(\epsilon_i) = \sigma^2\).

Many kernel-based regression estimators have been introduced in the literature. Eubank (1988) and Härdle (1990) provide good introductions. We will use the Priestley-Chao kernel regression estimator (Priestley and Chao, 1972) which has the form
\[ \hat{\theta}_\lambda(x) = \hat{\mu}_\lambda(x) = \frac{1}{n\lambda} \sum_{j=1}^{n} K\left( \frac{x - x_j}{\lambda}\right) y_j \]
where the kernel function, \(K(x)\) is symmetric about 0 and integrates to 1 and the bandwidth, \(\lambda\), is the tuning parameter.

**Example 3: Kernel estimation of regression derivatives**

Consider again the regression problem of Example 2. Often estimation of derivatives is of interest, for example, for growth rates and accelerations for human growth curves (Gasser and Müller, 1984). Then \(\theta(x) = \mu^{(p)}(x)\). An estimator corresponding to the nonparametric regression estimator of Example 2 is
\[ \hat{\theta}_\lambda^{(p)}(x) = \hat{\mu}^{(p)}_\lambda(x) = \frac{1}{n\lambda^{p+1}} \sum_{i=1}^{n} K^{(p)}\left( \frac{x - x_i}{\lambda}\right) y_i, \]
where \(K^{(p)}(x)\) is the \(p^{th}\) derivative of a kernel \(K\) with bounded support, which is infinitely differentiable on its support and \(p - 1\) times differentiable at the boundary. Note that \(\hat{\mu}_\lambda^{(p)}(x)\) is just the \(p^{th}\) derivative of \(\hat{\mu}\) defined in Example 2. A related estimator using somewhat different kernel weights was introduced by Gasser and Müller (1984).
Example 4: Kernel nonparametric density estimation

Let \( y_i \) be distributed i.i.d. \( F \) with a density \( f(y) \). In this problem, \( \theta \) is the density function, \( \theta(y) = f(y) \). The kernel density estimator introduced by Rosenblatt (1956) has the form

\[
\hat{\theta}_\lambda(y) = \hat{f}_\lambda(y) = \frac{1}{n\lambda} \sum_{i=1}^{n} K\left(\frac{y - y_i}{\lambda}\right)
\]

where the kernel function has the same properties as in Example 2. For a good introduction to nonparametric density estimation, see Silverman (1986).

Example 5: Smooth estimation of the distribution function

Let \( y_1, \ldots, y_n \) be i.i.d. from the distribution function \( F \) and density \( f \). An estimator of the distribution function which is smoother than the empirical distribution function is the kernel distribution estimator of Nadaraya (1964)

\[
\hat{\theta}_\lambda(y) = \hat{F}_\lambda(y) = \frac{1}{n} \sum_{i=1}^{n} H\left(\frac{y - y_i}{\lambda}\right),
\]

where \( H \) is defined from a kernel \( K \) through \( H(x) = \int_{-\infty}^{x} K(t) \, dt \). Here \( \theta(y) = F(y) \) is the distribution function. Note that \( \hat{F}_\lambda(y) = \int_{-\infty}^{\infty} \hat{f}_\lambda(t) \, dt \), where \( \hat{f}_\lambda \) is the kernel density estimator of Example 4.

3 Cross-validation estimates of prediction risk

Cross-validation for selection of smoothing parameters has its origins in the validation of statistical prediction procedures by data splitting. Stone (1974) and Geisser (1975) recognized that CV can be used to choose among members of a family of prediction procedures by selecting the procedure which minimizes the CV estimator of prediction risk. The prediction risk of the predictor \( \hat{y}_{\lambda,n} \) for predicting a new independent value of the process \( y_{\text{new}} \) at \( x_i \) is \( R[y_{\text{new}}(x_i), \hat{y}_{\lambda,n}(x_i)] \). The CV estimator is defined by:

\[
CV(\lambda, n) = \frac{1}{n} \sum_{i=1}^{n} L[y_i, \tilde{y}_{\lambda,n-1}^i(x_i)],
\]

where \( L \) is the loss function, \((y_1, x_1), \ldots, (y_n, x_n)\) are independent vectors of observations and \( \tilde{y}_{\lambda,n-1}^i(x_i) \) is the predictor of \( y_i \), indexed by \( \lambda \), computed from all the data but \( y_i \). (Some
problems, e.g., the location problem, do not have covariates \( x_i \).) We then choose the predictor yielding the smallest value of \( CV(\lambda, n) \).

Cross-validation is based on averaging prediction loss between the \( i \)th observation \( y_i \) and its predictor based on the remaining observations, \( \hat{y}_{\lambda, n-1}^i(x_i) \). So \( CV(\lambda, n) \) estimates the average prediction risk

\[
CV(\lambda, n) = \frac{1}{n} \sum_{i=1}^{n} R[y_i, \hat{y}_{\lambda, n-1}(x_i)],
\]

where the risk \( R \) is the expected loss. If the objective of the statistical analysis is to find a predictor for future observations, minimizing prediction risk is clearly of interest, although we still need to check that \( CV(\lambda) \) adequately approximates it. In many problems, however, the estimation risk, \( R(\hat{\theta}_{\lambda, n}, \theta) \) is of more direct interest.

The values of \( \lambda \) which minimize \( R[y_{\text{new}}, \hat{y}_{\lambda, n}(x_i)] \) and \( R(\hat{\theta}_{\lambda, n}, \theta) \) need not be the same. But in the important special cases of location and regression estimation with squared error loss, \( \hat{y}_{\lambda, n}(x_i) = \hat{\theta}_{\lambda, n}(x_i) \) and

\[
R_2[y_{\text{new}}, \hat{\theta}_{\lambda}] = E[y_{\text{new}} - \hat{\theta}_{\lambda}]^2 = E[y_{\text{new}} - \theta]^2 + E[\hat{\theta}_{\lambda} - \theta]^2
\]

\[
= \text{Var}[y_{\text{new}}] + R_2[\hat{\theta}_{\lambda}, \theta],
\]

since \( y_{\text{new}} \) and \( \hat{\theta}_{\lambda} \) are independent. So prediction risk and estimation risk are equivalent for tuning parameter selection with squared error loss. Hence even if the goal is to minimize estimation risk, prediction risk estimators are often used.

However, even when prediction and estimation risk have minima at the same value of the tuning parameter, it is still necessary to check that the minimizer of average loss adequately estimates the minimizer of the risk. Consider the following decomposition of prediction loss:

\[
L_2(y_{\text{new}}, \hat{\theta}_{\lambda}) = (y_{\text{new}} - \hat{\theta}_{\lambda})^2
\]

\[
= (y_{\text{new}} - \theta)^2 + 2(y_{\text{new}} - \theta)(\theta - \hat{\theta}_{\lambda}) + L_2(\theta, \hat{\theta}_{\lambda}).
\]

The cross-product term in this expansion has expectation zero, but for reasonable estimators \( \hat{\theta}_{\lambda} \), the term of interest \( R_2(\theta, \hat{\theta}_{\lambda}) \) converges to zero with \( n \).

The cross-validation estimator of prediction risk (4) has a similar decomposition:

\[
CV(\lambda, n) = \frac{1}{n} \sum_{i=1}^{n} (y_i - \theta)^2 + \frac{2}{n} \sum_{i=1}^{n} (y_i - \theta)(\theta - \hat{y}_{\lambda, n-1}^i(x_i)) + \frac{1}{n} \sum_{i=1}^{n} (\theta - \hat{y}_{\lambda, n-1}^i(x_i))^2.
\]
The three terms in (7) estimate the expectation of the corresponding terms in (6). In particular, the mean zero cross-product term is estimated by an average of (dependent) random variables with mean 0, and the last term approximates estimation risk which is also converging to zero. Hence cross-validation can only be successful if the cross-product term of CV converges to 0 faster than the estimation risk. This is the case in Example 2, but not in Example 1.

Example 2 (continued)

In nonparametric regression least squares CV was first introduced to choose the smoothing parameter in cubic smoothing splines by Wahba and Wold (1975) in the statistics literature and by Clark (1975) in an archeology journal. Under appropriate conditions, $n^{2/5}[\hat{y}_\lambda(x) - E(\hat{y}_\lambda(x))]$ converges to a normal distribution so that the estimation risk is $O(n^{-4/5})$ which is slower than the location problem where the estimation risk is typically $O(n^{-1})$. Härdle and Marron (1985) showed that $CV(\lambda)$ is asymptotically loss optimal for (weighted) least squares loss in the sense that if $\hat{\lambda}$ is the value of $\lambda$ which minimizes the CV criterion

$$\lim_{n \to \infty} \frac{d(\hat{\theta}_\lambda, \theta)}{\inf_{\lambda \in H_n} L(\hat{\theta}_\lambda, \theta)} = 1,$$  

in probability or with probability one. Härdle, Hall, and Marron (1988) showed that the selected bandwidth converges to the optimal bandwidth, but the relative rate of convergence of the cross-validation bandwidth to the best bandwidth is extremely slow: $(\lambda_n^{CV} - \lambda_n^{opt})/\lambda_n^{opt}$ converges to 0 at the rate $n^{-1/10}$, where $\lambda_n^{opt}$ is the bandwidth minimizing $R(\hat{\theta}_\lambda, \theta)$.

Example 1 (continued)

The estimation risk of most location estimators converges to 0 at rate $O(n^{-1})$ which turns out to lead to non-optimality of CV for choosing between location estimators. Stone (1977) showed that CV cannot choose between the mean and the median and that under normality and squared error loss, CV will asymptotically choose the mean and the median with probabilities 0.4992 and 0.5008, respectively. This adaptive estimator has an efficiency of 0.818 compared to the mean. Similar results hold if absolute error loss ($L_1$) is used instead. Pruitt (1988) generalized this result to show that asymptotically cross-validation does not choose the best trimming proportion of an adaptive trimmed mean.

Altman and Léger (1994a) generalize these results by showing that for a family of location estimators that satisfy a weak differentiability condition, leave-one-out CV is not asymptotically
loss optimal and does not asymptotically choose the estimator with smallest risk (i.e. is not asymptotically risk optimal).

**Theorem 1** (Altman and Léger, 1994a) Suppose $y_1, \ldots, y_n$ is an i.i.d. sample from distribution $F$ with mean $\theta$ and finite variance $\sigma_y^2$. Suppose $\hat{\theta}_1(y)$ and $\hat{\theta}_2(y)$ are both estimators of $\theta$ such that

$$\hat{\theta}_j = \hat{\tau}_j + R_{n,j},$$

where $\hat{\tau}_j = \frac{1}{n} \sum_{i=1}^{n} h_j(y_i)$, $E[h_j(y_i)] = \theta$, $\text{Var}[h_j(y_i)] = \sigma_j^2 < \infty$. Assume that $E(R_{n,j}^2) = o(1/n)$, and that the asymptotic correlation between them is not $\pm 1$. Then for any fixed $d$, leave-$d$-out CV is not asymptotically risk optimal for choosing between $\hat{\theta}_1(y)$ and $\hat{\theta}_2(y)$.

That the problem is related to the use of average prediction losses and the rate of convergence of the location estimators rather than the sample reuse inherent in cross-validation is shown by the following estimator of prediction risk. Suppose that $y_1, \ldots, y_n$ and $y_1^\text{new}, \ldots, y_n^\text{new}$ are two independent samples of i.i.d. random variables from distribution $F$. Let $\hat{\theta}_1(y)$ and $\hat{\theta}_2(y)$ be two location estimators constructed from $y_1, \ldots, y_n$. Consider the following estimator of prediction risk:

$$APL[\hat{\theta}(y)] = \frac{1}{n} \sum_{i=1}^{n} [y_i^* - \hat{\theta}(y)]^2$$

$$= \frac{1}{n} \sum_{i=1}^{n} [y_i^* - \theta]^2 - 2 \frac{1}{n} \sum_{i=1}^{n} [y_i^* - \theta][\hat{\theta}(y) - \theta] + [\hat{\theta}(y) - \theta]^2. \quad (9)$$

Here, $y_1^*, \ldots, y_n^*$ can be thought of as a validation sample and is usually not available in practice so that $APL$ is not a real competitor to CV. The following theorem relates the asymptotic risk optimality of APL for choosing between $\hat{\theta}_1$ and $\hat{\theta}_2$ to the rate of convergence of the estimators. In particular, if they converge slowly (rate less than $\sqrt{n}$) average prediction loss is asymptotically loss optimal, but if they converge rapidly it is not even risk optimal.

**Theorem 2** (Altman and Léger, 1994a) Suppose $y_1, \ldots, y_n, y_1^*, \ldots, y_n^*$ is an i.i.d. sample from distribution $F$ with mean $\theta$ and finite variance $\sigma_y^2$. Suppose $\hat{\theta}_1(y)$ and $\hat{\theta}_2(y)$ are both estimators of $\theta$ such that

$$n^p \begin{pmatrix} \hat{\theta}_1(y) - \theta \\ \hat{\theta}_2(y) - \theta \end{pmatrix} \overset{D}{\to} N \left( \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{bmatrix} \sigma_1^2 & \sigma_1 \sigma_2 \rho \\ \sigma_1 \sigma_2 \rho & \sigma_2^2 \end{bmatrix} \right)$$
where $\sigma_i^2$ is the asymptotic variance of $\hat{\theta}_i$ and $\rho$ is the asymptotic correlation between the estimators. Assume also that $|\rho| \neq 1$. Then average prediction loss is asymptotically loss optimal if and only if $p < 1/2$. If $p = 1/2$ then average prediction loss is not risk optimal.

The problem is that the cross-product in (9) and the estimation loss (third term) are stochastically as large. Other similar methods, such as adjusted residual sums of squares, suffer the same problem (Altman and Léger, 1994a).

One solution is to use a larger validation sample size. In the context of cross-validation, the size of the validation sample can be increased by leaving out more than one observation when computing the estimator thus keeping more observations to validate this estimate. Specifically, for a fixed $n$, let $d = d_n$ be an integer less than $n$ and $r = n - d$. Following Shao and Wu (1989), define $S_{n,r}$ to be the collection of subsets of $\{1, \ldots, n\}$ which have size $r$. For any $S = \{i_1, \ldots, i_r\} \in S_{n,r}$, let $\hat{\theta}^S = \hat{\theta}(y_{i_1}, \ldots, y_{i_r})$. The leave-$d$-out CV estimator of risk is

$$CV_d(\hat{\theta}_j) = \frac{1}{dN} \sum_{S \in \mathcal{S}} \left( \sum_{i \in S^C} (y_i - \hat{\theta}^S_j)^2 \right),$$

where $S^C$ is the complement of the set $S$ and $N = \binom{n}{r}$ is the number of subsets of size $r$. Under the assumptions of Theorem 1, Altman and Léger (1994a) show that leave-$d$-out CV is asymptotically risk optimal for choosing between $\hat{\theta}_1(y)$ and $\hat{\theta}_2(y)$, provided that $d/n \to 1$, and $r \to \infty$. Hence, most observations must be used for validation, but the number of observations used to estimate must go to infinity. A similar result for variable selection in multiple regression was obtained by Shao (1993).

4 Leave-some-out principle

CV is among the statistical estimation techniques that are based on repeatedly dropping one or more observations out of the data. Our goal in this section is to explain how “leave-one-out” techniques work. We demonstrate that “leave-one-out” estimators that work perfectly well in one context may not carry over very well to related problems.

When the focus of the statistical analysis is on estimation rather than prediction, tuning parameter selection must be based on an estimation risk. Often a risk estimator can be based
on a loss of the form $L(\hat{\theta}_\lambda, \bar{\theta})$ where $\bar{\theta}$ is a proxy for $\theta$. For example, under squared error loss:

$$E L(\hat{\theta}_\lambda, \bar{\theta}) = R(\hat{\theta}_\lambda, \theta) + E(\bar{\theta} - \theta)^2 - 2E(\hat{\theta}_\lambda - \theta)(\bar{\theta} - \theta)$$

Hence the expected value of this criterion is the estimation risk plus the mean squared error of $\bar{\theta}$, which does not depend on the tuning parameter $\lambda$, plus a covariance term which depends on $\lambda$. The criterion is unlikely to be useful for choosing the tuning parameter unless the covariance term is smaller than the risk. One way to ensure this is to compute $\hat{\theta}_\lambda$ and $\bar{\theta}$ from independent subsets of the full sample. This suggests partitioning the data into disjoint subsets, computing $\hat{\theta}_\lambda$ and $\bar{\theta}$ on the two subsets and approximating the expectation by averaging the squared differences over different partitions. For the location problem and regression problems when $y_i$ is used as a proxy for $\theta(x_i)$ this is identical to CV. Hence these methods are often referred to as CV. We prefer to reserve the phrase “cross-validation” for prediction based estimators of risk and refer to the other methods as leave-some-out estimators of risk, as the heuristic involved is not model validation.

Below is an example of the correct use of the leave-some-out principle.

**Example 3, continued**

Müller, Stadtmüller, and Schmitt (1987) explored the problem of bandwidth choice for estimating regression derivatives under squared error estimation loss

$$R_2(\hat{\mu}^{(p)}, \mu^{(p)}_\lambda) = \int (\hat{\mu}^{(p)}(x) - \mu^{(p)}_\lambda(x))^2 dx.$$  

They proposed the following leave-some-out estimator of this risk:

$$\sum_{i=1}^n [D_i^{(p)} - \hat{\mu}^{(p)}_{\lambda_i-1}(x_i)]^2$$  \hspace{1cm} (10)

where $D_i^{(p)}$ is the finite difference defined iteratively by:

$$x_i^{(0)} = y_i, \quad D_i^{(0)} = y_i, \quad x_i^{(k)} = \frac{x_{i+1}^{(k-1)} + x_i^{(k-1)}}{2}, \quad D_i^{(k)} = \frac{D_{i+1}^{(k-1)} - D_i^{(k-1)}}{x_{i+1}^{(k-1)} - x_i^{(k-1)}},$$

and $\hat{\mu}_{\lambda_i-1}^{(p)}(p)$ is defined like $\hat{\mu}^{(p)}_\lambda$ except that the $p + 1$ observations in the set $I$ used in defining $D_i$ are not used.
Simple algebra shows that if $\mu_{\lambda}^{(p)}$ rather than $\mu_{\lambda;-I}^{(p)}$ was used in (10), the criterion would be biased by a term of the form $\kappa_1^{(p)} \sigma^2$ where $\kappa_1^{(p)}$ is defined by replacing $y_j$ by $\frac{1}{n\lambda^{p+1}} K^{(p)}(\frac{x_i-x_j}{\lambda})$ in the expression for $D_i$. So the leave-some-out principle justifies criterion (10).

Unfortunately, the leave-some-out principle does not seem to be well understood, and is often applied incorrectly. In the following example, the proposed leave-one-out estimator does not sufficiently reduce the bias of the risk estimator, and in fact is asymptotically equivalent to a leave-none-out criterion. Neither criterion appears to be very good in practice.

**Example 5, continued**

Sarda (1993) suggested a leave-one-out procedure for selection of smoothing parameter for kernel distribution function estimation with risk

$$R[\hat{F}_\lambda(x), F(x)] = E \int [\hat{F}_\lambda(x) - F(x)]^2 w(x).$$

and risk estimator

$$CV(\lambda) = \frac{1}{n} \sum_{i=1}^{n} [\hat{F}^{-i}_{\lambda}(x_i) - F_n(x_i)]^2 w(x_i),$$

where $\hat{F}^{-i}_{\lambda}(x_i) = \frac{1}{n-1} \sum_{i \neq j} H \left( \frac{x_i-x_j}{\lambda} \right)$ is the leave-one-out kernel distribution function estimator and $F_n$ is the empirical distribution function. Altman and Léger (1994b) introduced the leave-none-out criterion

$$LNO(\lambda) = \frac{1}{n} \sum_{i=1}^{n} [\hat{F}_\lambda(x_i) - F_n(x_i)]^2 w(x_i)$$

and showed that the two are asymptotically equivalent. Moreover, they showed that the expected value of the derivative of either criterion is asymptotically positive which implies that asymptotically, the selected bandwidth will be the smallest available bandwidth. Simulations have confirmed this point.

The problem is that $\hat{F}_\lambda$ and $F_n$ are both computed using the full dataset and so are correlated. Removing the $i^{th}$ observation in the computation of $\hat{F}_\lambda$ only removes one of the numerous covariance terms. What could be done instead is to compute $\hat{F}_\lambda$ and $F_n$ on separate subsets. How large should the two subsets be? Since the optimal bandwidth decreases with $n$, most observations should be used in $\hat{F}_\lambda$ unless an asymptotic adjustment can be made to relate a choice of bandwidth for $r << n$ to one for $n$. But that leaves few observations for $F_n$ which is
then a poorer proxy for $F$. Altman and Léger (1994b) suggest instead directly estimating the asymptotically optimal bandwidth.

Another use of the leave-some-out idea in risk estimation is to adjust a naïve estimator so that it has the correct expectation. These ad hoc methods depend on the problem and may not carry over simply even to related problems. One example is bandwidth selection for nonparametric density estimation.

**Example 4, continued**

A criterion often used to evaluate nonparametric density estimators is the integrated squared error risk:

$$R[\hat{f}_\lambda(x), f(x)] = E \int (\hat{f}_\lambda(x) - f(x))^2 \, dx$$

$$= E \int \hat{f}_\lambda^2(x) \, dx - 2E \int \hat{f}_\lambda(x) f(x) \, dx + \int f^2(x) \, dx.$$  (11)

Unlike the empirical distribution function of Example 3, no clear proxy exists for $f$ in this problem. However, the third term in (11) does not depend on $\lambda$, so minimizing the first two terms is sufficient. Note that this decomposition depends on the $L_2$ loss and that it would not be possible if an $L_1$ loss function was used. The first term is easily estimated by $\int \hat{f}_\lambda^2(x) \, dx$. Since $\int \hat{f}_\lambda(x) f(x) \, dx = E \hat{f}_\lambda(Y)$ where the density of $Y$ is independent of the observations used in the calculation of $\hat{f}_\lambda$ but comes from the same distribution, we have

$$E \left[ \frac{1}{n} \sum_{i=1}^{n} \hat{f}_\lambda^{-i}(y_i) \right] = E \left[ \int \hat{f}_\lambda(x) f(x) \, dx \right],$$  (12)

where $f_\lambda^{-i}(y_i) = \frac{1}{(n-1)\lambda} \sum_{j \neq i} K \left( \frac{x_j - y_i}{\lambda} \right)$. This leads to the criterion

$$LOO(\lambda) = \int \hat{f}_\lambda(x)^2 \, dx - \frac{2}{n} \sum_{i=1}^{n} \hat{f}_\lambda^{-i}(y_i)$$

which was introduced by Rudemo (1982) and also discussed by Hall (1983) and Stone (1984) who showed the asymptotic optimality of $LOO(\lambda)$. Rudemo (1982) and Bowman (1984) also introduced the “least squares cross-validation” criterion:

$$LSCV(\lambda) = 1/n \sum \left[ \hat{f}_\lambda^{-i}(x) \right]^2 \, dx - \frac{2}{n} \sum_{i=1}^{n} \hat{f}_\lambda^{-i}(y_i)$$  (13)
using the predictive idea of cross-validation, but applied to \textit{ad hoc} loss functions and \textit{ad hoc} quantities to be predicted.

The criteria \textit{LOO} and \textit{LSCV} are asymptotically equivalent so that the only place where a leave-some-out estimator must be used is in the cross-product term. If no observation is left out, then a bias term depending on \( \lambda \) as large as the risk is introduced.

The use of a leave-one-out estimator to estimate an expectation by a sum also plays a role in the modified maximum likelihood criterion introduced by Habbema, Hermans and van den Broek (1974) and Duin (1976) for bandwidth selection in density estimation. They defined the likelihood as the product of the density estimators evaluated at each observation, with \( \lambda \) in place of the parameter. Noting that this leads to a choice of \( \lambda = 0 \), they defined a modified likelihood as the product of the leave-one-out density estimators. This can be converted to the problem of minimizing Kullback-Leibler risk, by taking the logarithm of the likelihood. The leave-one-out term is then \( \frac{1}{n} \sum_{i=1}^{n} \log[\hat{f}_i^{-1}(y_i)] \) which is an unbiased estimator of \( E(\log[\hat{f}_i(y_i)]) \).

In the density estimation problem with squared error and Kullback-Leibler losses, the term in the risk involving the unknown parameter could easily be written as expectations of leave-one-out estimators. However, this does not extend to the distribution function estimation problem (Example 5) for which the corresponding term is \( \int \hat{F}_i(x)F(x)dx \) which is not the expectation of a quantity that can easily be approximated by a sample mean.

Modified maximum likelihood has also been suggested for bandwidth selection in nonparametric regression with binary response (Azzalini, Bowman and Härdle, 1989; Hastie and Tibshirani, 1990, p. 159 call it cross-validated deviance). However, the associated loss function is then

\[
L(\mu, \hat{\mu}_\lambda) = \int \mu^2(x)\log[\mu(x)/\hat{\mu}_\lambda(x)]dx + \int [1 - \mu(x)]^2\log([1 - \mu(x)]/[1 - \hat{\mu}_\lambda(x)])dx
\]

which is clearly not Kullback-Leibler loss. There do not appear to be any compelling reasons to consider this as an appropriate loss function for this problem. However, ordinary least squares \textit{CV} is consistent for \( L_2 \) risk for binary regression (Altman and MacGibbon, 1993).
5 Bootstrap estimators of risk

The bootstrap, introduced by Efron (1979), is a method to estimate the sampling distributions, and can therefore be used to estimate risk. Léger, Politis and Romano (1992) is a recent survey of bootstrap techniques and Efron and Tibshirani (1993) is an excellent introduction. Early work on use of the bootstrap to choose tuning parameters include Härde and Bowman (1988) who studied bandwidth selection in nonparametric regression and Hall and Martin (1988) who studied selection of a shrinkage parameter. Léger and Romano (1990a) studied bootstrap choice of tuning parameters in a general framework and obtained consistency and weak convergence results for a number of examples.

To illustrate, consider bootstrap estimators of estimation risk when $\theta$ is a scalar location parameter. Let $y_1, \ldots, y_n$ be i.i.d. $F$. In many instances, the parameter $\theta$ can be written as a functional of $F$, i.e., $\theta = \theta(F)$. The estimation risk of $\hat{\theta}_\lambda$ in estimating $\theta$ is

$$R[\theta(F), \hat{\theta}_\lambda] = E_F(L[\theta(F), \hat{\theta}_\lambda(y_1, \ldots, y_n)]),$$

where we have explicitly shown that the expectation is taken with respect to the random variables $y_1, \ldots, y_n$ with distribution $F$. If $F$ is known, then the risk can either be computed explicitly, or simulated as follows.

In practice $F$ is unknown. The bootstrap estimator of risk is computed by replacing $F$ by an estimator $\hat{F}$, i.e., using $R(\theta(\hat{F}), \hat{\theta}_\lambda)$ as the estimator of $R(\theta(F), \hat{\theta}_\lambda)$. In most cases, one must resort to simulation. First, one computes $\theta(\hat{F})$. Then one generates a bootstrap sample $y_1^*, \ldots, y_n^*$ i.i.d. from $\hat{F}$ and computes $\hat{\theta}_\lambda(y_1^*, \ldots, y_n^*)$ and the bootstrap loss $L(\theta(\hat{F}), \hat{\theta}_\lambda(y_1^*, \ldots, y_n^*))$. Repeating a large number of times, the bootstrap estimator of risk is the average of the bootstrap losses.

The $F$ may be estimated nonparametrically or parametrically. The most common nonparametric estimator of $F$ is the empirical distribution function, leading to the usual resampling with replacement from the data. A smoother nonparametric estimator of $F$ is the kernel estimator $\hat{F}_\lambda$ of (3). If it is assumed that $F$ is in a parametric family $F_\beta$, then a parametric bootstrap would resample from $F_{\hat{\beta}}$ where $\hat{\beta}$ is a suitable estimator of $\beta$ based on the original observations $y_1, \ldots, y_n$, such as a maximum likelihood estimator.
For the purpose of tuning parameter selection, we choose $\hat{\lambda}_n^{\text{Boot,est}}$ to be the value of $\lambda$ yielding the smallest value of the bootstrap estimator of estimation risk $R(\theta(\hat{F}), \hat{\theta}_\lambda)$, i.e.,

$$
\hat{\lambda}_n^{\text{Boot,est}} = \arg\min_{\lambda \in \Lambda} R(\theta(\hat{F}), \hat{\theta}_\lambda).
$$

(15)

Of course, each estimator $\hat{F}$ defines its own bootstrap estimator $\hat{\lambda}_n^{\text{Boot,est}}$.

The bootstrap can also be used to estimate prediction risk. Let $y^*_1, \ldots, y^*_n, y_{\text{new}}^*$ be i.i.d. from $\hat{F}$. Note that along with the bootstrapped version of the original sample, there is also a bootstrap independent future observation $y_{\text{new}}^*$. Then one computes the bootstrap predictor $\hat{y}_\lambda^{\text{new}}(y^*_1, \ldots, y^*_n)$ and the bootstrap loss $L(\hat{y}_{\text{new}}^*, \hat{y}_\lambda^{\text{new}}(y^*_1, \ldots, y^*_n))$. Repeating a large number of times, the bootstrap estimator of prediction risk is the average of these bootstrap prediction losses. The value of $\lambda$ corresponding to the smallest bootstrap estimator of prediction risk will be denoted by $\hat{\lambda}_n^{\text{Boot,pred}}$.

We immediately see an important advantage of the bootstrap over CV: by modifying the bootstrap algorithm accordingly, it can estimate prediction or estimation risk as desired, whereas cross-validation can only estimate prediction risk.

**Example 1 (continued)**

Léger and Romano (1990b) used the bootstrap to choose the trimming proportion of an adaptive trimmed mean. For each $\lambda \in \Lambda$, a bootstrap estimator of variance of the $\lambda$-trimmed mean $\hat{\theta}_\lambda$ is computed and the trimming proportion corresponding to the smallest estimate of variance, $\hat{\lambda}_n^{\text{Boot,var}}$, is selected, leading to the adaptive estimator of location $\hat{\theta}_{\hat{\lambda}_n^{\text{Boot,var}}}$. Under regularity conditions, the asymptotic variance of $\hat{\theta}_{\hat{\lambda}_n^{\text{Boot,var}}}$ is identical to that of the trimmed mean with smallest asymptotic variance. Hence, $\hat{\theta}_{\hat{\lambda}_n^{\text{Boot,var}}}$ is asymptotically risk optimal.

The bootstrap can also be used to estimate prediction risk rather than estimation risk. The cross-product term of the bootstrap prediction risk estimator is identically 0 in the bootstrap estimator because the estimator is a bona fide expectation, albeit from $\hat{F}_n$ rather than $F$.

In general, bootstrap risk estimation is more complex because of the need to generate the bootstrap samples. For instance, in the nonparametric regression problem $y_i = \theta(x_i) + \epsilon_i$ where $\epsilon_1, \ldots, \epsilon_n$ are i.i.d. $F$. Thus we need a pilot estimator of $\theta(x_i)$, the parameter of interest, as well as of the unknown distribution.
Bootstrap methods are obtained by replacing unknown elements by estimates and usually require simulation to compute the estimated risk. Different estimators of the unknowns lead to different bootstrap estimators of risk. The bootstrap can also be used to estimate prediction risk, when appropriate. We illustrate the ideas in the estimation of a nonparametric regression function and its derivative, and in nonparametric density estimation. In these complex problems, the application of the bootstrap algorithm can be complicated.

**Example 2 (continued)**

In the nonparametric regression problem, the unknown distribution generates the errors. However, the errors are not observable, so estimates of the error distribution $F$ must be based on residuals.

Let $\hat{\mu}_\alpha(x_i)$ be a preliminary estimator of $\mu(x_i)$ using the pilot bandwidth $\alpha$ and let $\epsilon_i(\alpha) = y_i - \hat{\mu}_\alpha(x_i)$ be the $i$th residual, where we have explicitly shown the dependence of the residual on the bandwidth of the pilot nonparametric regression estimator. An estimator of $F$ is $\hat{F}_n(\alpha)$, the empirical distribution function of the centered residuals, $\epsilon_i(\alpha) - 1/n \sum_{j=1}^{n} \epsilon_j(\alpha)$. (The centering ensures that $\hat{F}_n(\alpha)$ has mean 0, like $F$.)

Bootstrap observations are obtained by adding bootstrap errors $\epsilon^*_1, \ldots, \epsilon^*_n$, i.i.d. $\hat{F}_n(\alpha)$ to the pilot curve $\hat{\mu}_\alpha(x_i)$, i.e.,

$$y^*_i = \hat{\mu}_\alpha(x_i) + \epsilon^*_i, \quad i = 1, \ldots, n.$$  \hspace{1cm} (16)

The bootstrap nonparametric estimator of the curve $\hat{\mu}_\alpha(x)$ with bandwidth $\lambda$ is

$$\hat{\mu}^*_\lambda(x) = \frac{1}{n\lambda} \sum_{j=1}^{n} K\left(\frac{x - x_j}{\lambda}\right) y^*_j.$$  \hspace{1cm} (17)

So, an estimator of the (weighted) estimation risk $R_F(\mu, \hat{\mu}_\lambda) = 1/n \sum_{i=1}^{n} E(w_i L[\mu(x_i), \hat{\mu}_\lambda(x_i)])$ is $R_{\hat{F}_n(\alpha)}(\hat{\mu}_\alpha, \hat{\mu}^*_\lambda) = 1/n \sum_{i=1}^{n} E_{\hat{F}_n(\alpha)}(w_i L[\hat{\mu}_\alpha(x_i), \hat{\mu}^*_\lambda(x_i)])$.

This approach was taken, for instance by Faraway (1990), who used the bandwidth minimizing least squares CV for the pilot. He showed that the bootstrap difference $n^{2/5}[\hat{\mu}^*_\lambda(x) - \hat{\mu}_\alpha(x)]$, for $\lambda = cn^{-1/5}$ has the same asymptotic distribution as $n^{2/5}[\hat{\mu}_\lambda(x) - \mu(x)]$, provided that $n\alpha^5 \rightarrow \infty$ while $\alpha \rightarrow 0$ and $n \rightarrow \infty$. This condition implies use of an oversmoothed pilot curve and is necessary to take care of the bias of $\hat{\mu}_\lambda(x)$ in estimating $\mu(x)$. (Note that the bandwidth minimized by CV is $O(n^{-1/5})$ and does not satisfy the condition.) Härdle and Bowman (1988)
used a pilot bandwidth $\alpha = O(n^{-1/5})$, i.e., of the same order as $\lambda$, and therefore explicitly corrected for the bias by estimating it. This involves estimating the second derivative $\mu''(x)$. Hall (1990), using a moving average, took a different approach which however also resulted in using an oversmoothed pilot estimator.

**Example 3 (continued)**

To estimate the integrated squared error estimation risk $R_2(\mu^{(p)}, \hat{\mu}_x^{(p)})$, one can use the derivatives of $\hat{\mu}_x(x)$ and $\hat{\mu}_x^n(x)$. However the conditions on the pilot bandwidth necessary to obtain a consistent estimator of the best $\lambda$ for the derivative problem require further study.

**Example 4 (continued)**

In density estimation, the estimation risk is $R(f, \hat{f}_\lambda) = E_f L(f, \hat{f}_\lambda)$ where the observations used in computing $\hat{f}_\lambda$ are i.i.d. from the density $f$. To use the bootstrap in this case, all we need is an estimator of $f$. Resampling from the empirical distribution function $\hat{F}_n$ does not work because it is not differentiable. So as in nonparametric regression, a pilot estimator $\hat{f}_\alpha$ is used and the bootstrap estimator of estimation risk is $R_{\hat{f}_\alpha}(\hat{f}_\alpha, \hat{f}_\lambda) = E_{\hat{f}_\alpha} L(\hat{f}_\alpha, \hat{f}_\lambda)$ (for example see Léger and Romano 1990a). Under regularity conditions and provided that both $n\alpha^5/\log(n) \to \infty$ and $\alpha \to 0$, the bootstrap is consistent in finding the optimal smoothing parameter $\lambda$. Again, note that the optimal smoothing parameter for estimating $f$ is $O(n^{-1/5})$ and does not satisfy the condition for the pilot. Instead an oversmoothed estimator $\hat{f}_\alpha$ must be used.

Taylor (1989) used $R_{\hat{f}_\alpha}(\hat{f}_\alpha, \hat{f}_\lambda)$, i.e., the same bandwidth $\lambda$ is used in the pilot estimator. He recognized that this risk estimator has nonnegligible bias and corrected it through a leave-one-out estimator in the spirit of Section 4. So the corrected risk estimator is a combination of a bootstrap method and a leave-one-out method. Faraway and Jhun (1990) use a method similar to Léger and Romano (1990a), choosing the pilot to minimize (13). Although this choice does not satisfy the asymptotic condition of Léger and Romano their simulations demonstrate good results. As in nonparametric regression, Hall (1990) uses a smaller bootstrap sample size $n_1 \ll n$ from the empirical distribution function $\hat{F}_n$ and also a smaller bootstrap bandwidth $\lambda_1 = O(n_1^{-1/5})$ while $f$ is replaced by $\hat{f}_\lambda$.

These examples show that the bootstrap can be used for choosing bandwidths using pre-
diction or estimation risk from different loss functions, as needed. But care must be exercised in applying a bootstrap algorithm. For instance, the pilot curve must be oversmoothed, which means that the pilot bandwidth should not be chosen by cross-validation. Many practical questions remain, including robustness to the choice of the pilot bandwidth.

On the other hand, the bootstrap approach provides two major advantages over cross-validation: it can directly approximate estimation risk, and the bootstrap observations can also be used to construct approximate pointwise and simultaneous confidence bands, e.g., Härdle and Bowman (1988), Härdle and Marron (1991) and Faraway (1990). Paraphrasing Faraway (1990), “construction of confidence bands is the major advantage of the bootstrap.”

6 Conclusion

In the last 20 years, many nonparametric statistical procedures have been introduced and much research has been devoted to the crucial problem of choosing tuning parameters from data. In this paper, we have tried to study the problem of choosing tuning parameters by outlining some general principles and by giving examples illustrating both successes and failures.

Cross-validation estimates prediction risk through averaging prediction losses. It is simple to compute and does not require knowing or even estimating the “true” model. The method is automatic in that it can easily be adapted to problems that involve prediction. However, CV approximates risk by average loss, and this can lead to inconsistent estimators if terms with expectation zero converge too slowly. Such problems do not arise with the bootstrap estimator as it is a bona fide expectation. Also CV cannot be used in problems where only estimation risk is suitable.

Bootstrap estimators of risk require estimating a model. When the model is well defined, only the distribution of the observations needs to be approximated. In such cases, simulation from the empirical distribution function $\hat{F}_n$ or a smoother estimator of the distribution is usually adequate. In some problems, the model itself must be estimated, leading to a number of possible bootstrap methods. An important advantage of the bootstrap over cross-validation is that both estimation and predictions risks can be estimated through an appropriate bootstrap algorithm. The bootstrap algorithm also provides tools to set approximate confidence bands around the
estimated curves or predicted values, an important advantage over competing methods.

When the model must be estimated, the bootstrap is not fully automatic. Often a pilot estimator of the model is required. This is also true of a number of asymptotic methods which require, for instance, the estimation of the integrated squared second derivative, as a preliminary to the setting of the appropriate bandwidth. Bootstrap methods can be adapted to many different contexts, but a theoretical study is often required to make sure that the adaptation is adequate. Thus they may be more difficult to use than CV estimators. Finally, bootstrap estimators are usually computer intensive.

Another class of methods, which have not been discussed here are the so-called plug-in estimators (e.g. Park and Marron, 1990). They rely on computing the leading terms of (asymptotic) risk based on the known $F$ and then estimating unknown terms from the data. When the unknown terms are functions of $F$, they may be estimated by bootstrap methods, leading to a bootstrap estimator of the asymptotic risk, whereas the bootstrap methods of the previous section estimate finite sample risk. However, plug-in methods in general need not use bootstrap estimation. They require delicate asymptotic computations which are problem and loss dependent.

A number of risk estimators have been developed based on the leave-some-out principle. Although these are often called cross-validated risks, they are not actually based on model validation. In most examples, the risk $R(\theta, \hat{\lambda})$ is approximated by an average of losses of the form $L(\tilde{\theta}, \hat{\lambda})$, where $\tilde{\theta}$ is another estimator of $\theta$ not depending on $\lambda$. To reduce biases introduced by computing both estimators on the same data, the data is split — one part is used for computing $\tilde{\theta}$ and the other for computing $\hat{\lambda}$ and the average is taken over appropriate sets of splits. An example is the divided difference estimator for kernel regression derivatives. Leave-some-out estimators that work in one context often do not work as well in related problems. They have to be tailored to the loss function and to the problem. One such example is the so-called LSCV estimator for kernel density estimation which uses the fact that the loss is $L_2$ and that a certain term to be estimated can be written as an expectation. This method cannot be extended to estimation of the integral or derivative of the density.

Modified maximum likelihood is another leave-one-out method used to choose tuning pa-
rameters. It is based on the idea of maximizing the "likelihood" of leave-one-out estimators evaluated at the deleted points. While the heuristics of the method are appealing, it need not lead to a good choice of tuning parameter. For instance, in density estimation, the method leads to the optimization of the Kullback-Leibler risk, and is known not to be consistent for long-tailed distributions (Schuster and Gregory, 1981) whereas in binary regression, it leads to the optimization of an ad hoc risk function.

Numerical comparisons of the different methods is beyond the scope of this paper. Nevertheless, we hope that this paper will be a useful guide in helping to develop new methods to choose tuning parameters.
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