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As Moore’s law predicted, transistor scaling has continued unabated for more than half a century, resulting in significant improvement in speed, efficiency, and integration level. This has led to rapid growth of diverse computing and communications technologies, including the Internet and mobile telephony. Nevertheless, we still face the fundamental limit of noise from transistors and passive components. This noise limit becomes more critical at higher frequencies due to the decrease in intrinsic transistor gain as well as with voltage scaling that accompanies the transistor scaling. On the other hand, insufficient transistor gain and breakdown in silicon limits high-power signal generation at sub-millimeter frequencies that is essential in many security and medical applications, including detection of concealed weapons and bio/molecular spectroscopy for drug detection and breath analysis for disease diagnosis.

To go beyond these limits, we propose a new circuit design methodology inspired by nonlinear wave propagation. This method is closely related to intriguing phenomena in other disciplines of physics such as nonlinear optics, fluid mechanics, and plasma physics. Based on this, in the first part of this study, we propose a passive 20-GHz frequency divider for the first time implemented in CMOS. This device has close to ideal noise performance with no DC power consumption, which can potentially reduce overall system power and phase noise in high-frequency synthesizers. Next, to achieve sensitivity toward
the thermal noise limit, we propose a 10-GHz CMOS noise-squeezing amplifier. This amplifier enhances sensitivity of an input signal in one quadrature phase by 2.5 dB at the expense of degrading the other quadrature component. Lastly, we introduce an LC lattice to generate 2.7 $V_{p-p}$, 6 ps pulses in CMOS using constructive nonlinear wave interaction. The proposed lattice exhibits the sharpest pulse width achieved for high-amplitude pulses (>1 V) in any CMOS processes.
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1.1 Motivation

Ever since the first transistor was invented at Bell Laboratories in 1947, transistors have become the basis of integrated circuits design. As Moore’s law predicted, transistor scaling in silicon has continued unabated for more than half a century, and has resulted in significant improvement in speed, efficiency, and integration level. In 2011, for instance, Intel announced its 22 nm technology with a 3-D transistor structure [1]. This 22-nm-process-based CPU was expected to run 4000 times faster and with about 5000 times less energy than Intel’s first microprocessor (the 4004), released in 1971. Along with the significant performance improvement, the price per transistor has dropped by a factor of about 5000. Such transistor scaling has led to the rapid growth of diverse computing and communications technologies.

Nevertheless, we still face fundamental performance limits that include noise, power, and frequency in the integrated circuits. First, noise remains one of the key challenges in many cutting-edge applications. For example, Fig. 1.1 shows how noise degrades the system performance in an RF-receiver front end. In this system, the total noise generated from the entire receiver chain, mostly caused by a low noise amplifier at the first stage, determines sensitivity. Shannon’s theorem in eq. (1.1) states that the minimum received signal power (sensitivity) is determined by receiver noise power for a given bandwidth to achieve
Figure 1.1: Noise of an RF frontend system consisting of a LNA, a mixer, and an oscillator.

Figure 1.2: Recently-published CMOS LNA performance.
a required channel capacity [3].

\[
C = B \cdot \log_2(1 + \frac{S}{N})
\]  

(1.1)

where \(C\) is the channel capacity, \(B\) is the bandwidth of the channel, \(S\) is total received signal power over bandwidth, and \(N\) is total noise power over bandwidth. Here, the receiver noise can be represented by input-referred noise defined as the total output noise divided by the entire signal gain [2].

Still, it is very challenging to improve noise performance in a CMOS process due to excess transistor noise (e.g., channel noise and flicker noise) as well as high loss of passive elements. Fig. 1.2 reports recently-published CMOS LNA performance. As operation frequency approaches transistor cut-off frequency \(f_t\), the noise figure becomes more degraded due to higher loss of passive elements, mainly caused by skin effect and substrate coupling, along with reduced transistor gain. Therefore, this noise limit becomes more critical at higher frequencies.

On the other hand, the phase noise of an oscillator makes a “skirt” around its ideal output signal, represented as a delta function in the frequency domain, as shown in Fig. 1.1. An adjacent interferer mixed with the ”skirt” of the LO can fall on a weak IF signal from the desired channel. In other words, phase noise determines frequency selectivity, the minimum frequency spacing with adjacent channels in an RF frontend system. Phase noise \(L(\Delta \omega)\) can be predicted from the semi-empirical model, also known as the Lesson-Culter phase noise model [4, 5], as follows,

\[
L(\Delta \omega) = 10 \cdot \log \left[ \frac{2FkT}{P_s} \cdot \left(1 + \frac{\omega_0}{2Q\Delta \omega}\right)^2 \left(1 + \frac{\Delta \omega_1/f^3}{|\Delta \omega|}\right) \right],
\]  

(1.2)
Figure 1.3: Sub-millimeter and THz signal source application for (a) skin tumor detection (red), (b) airport security, and (c) molecular spectroscopy.

where $F$ is a device’s excess noise factor, $k$ is Boltzmann’s constant, $T$ is absolute temperature, $P_s$ is the average power dissipated in the tank, $Q$ is the effective quality factor including all loadings, $\omega_0$ is oscillation frequency, and $\Delta\omega$ is offset from the carrier. Equation (1.2) indicates that the phase noise is a strong function of quality factor $Q$ and excess noise factor $F$. However, both parameters $Q$ and $F$ do not have much room to improve further in a CMOS process. For instance, the excess noise factor increases even more due to hot electrons and the velocity saturation effects in short-channel devices. In addition, scaling down the supply voltage, which comes with transistor scaling, limits the maximum $P_s$, thereby making improvement more difficult.

Next, generating high-power signals in sub-millimeter frequencies for silicon remains challenging due to insufficient transistor gain and breakdowns along with lossy passive components. As shown in Fig. 1.3, high-power signal generation in sub-millimeter frequencies is essential for many security and med-
ical applications, including detection of concealed weapons and bio/molecular spectroscopy for drug detection and breath analysis for disease diagnosis. For security and medical applications, sub-millimeter frequency has advantages over X-rays because it provides excellent penetration properties and high resolution with minimal health risks due to its non-ionizing characteristics. Moreover, due to the wealth of molecular resonances in this band, sub-millimeter and THz radar signal sources have led to new radar science applications for detecting and sensing particles, chemical compositions, molecular structures, bio-particles, and bacteria detection as well as aiding in characterizing the cold (10-20K) dust found in the interstellar medium in the Milky Way.

Fig. 1.4 shows the maximum power that can be generated from an electrical or an optical source versus frequency, based on recent publications [6]. Electronic technology using frequency multipliers, resonant tunneling diodes, and Impatts and Gunn oscillators, is progressing upward, while optical technology using quantum cascade lasers is progressing downward from higher frequencies. As shown in Fig. 1.4, it is clear that the maximum generation power of electronic technology is degraded for higher frequencies, which is due to parasitic circuit elements like series resistance and shunt capacitance as well as electron transport limited by transit and scattering time. For optical approaches, as the generation frequency becomes lower, the generation power also decreases due to the parametric relationship. A significant gap exists between these two approaches around THz frequencies; thus, a new solution is required to bridge the gap.

In addition, transistor scaling in silicon has almost reached the end of its physical dimensions in approaching atomic and quantum mechanical bound-
Figure 1.4: Recently-published Solid-State THz Source [6].

aries, and the fabrication techniques are also hitting their physical and economic limits. Reducing gate dielectric thickness and channel length increases tunneling and leakage current, and the small device size requires lithography-based fabrication techniques that can provide a resolution below the wavelength of light. Along with device scaling, scaling down the power supply causes several critical issues in conventional analog circuit design [7]
Figure 1.5: Examples of nonlinear phenomena in (a) solitary wave in the sea and (b) green light generation [10].

1.2 Proposed Solution

To overcome these limits, we propose a new circuit design methodology inspired by wave propagation in a nonlinear medium. In conventional CMOS circuit designs, transistors, which convert energy from DC to RF, are mainly used for signal amplification, generation, and processing. Such an energy conversion process in transistors is restricted by excess noise and parasitics, as discussed in the previous section. Instead of relying on transistors, in the proposed methodology, energy transfer among different frequencies through nonlinear wave interaction will be exploited.

We can find out several examples of nonlinear phenomena in different fields with a similar concept to the proposed methods. Fig. 1.5(a) shows solitary wave generation in the sea. Because nonlinearity compensates the dispersion that a sea wave tends to spread out due to gravity and surface tension, the sea wave can propagate like a particle with a well-defined shape. This phenomenon was initially discovered in 1834 by Scott Russell, and is know as “solitary wave”
or “soliton” [8], a discovery that has been significant in physics, electronics, biology, and fiber optics. For instance, using a nonlinear electrical medium described in Fig. 1.6, an electrical soliton was demonstrated to generate a 2.5-ps pulse in a standard CMOS process beyond the cut-off frequency of transistors [9].

The second example is a green light generation from the injection of red light in silicon exploiting the third order harmonic generation enhanced by slow-light pulses in a photonic crystal waveguide, as shown in Fig. 1.5(b) [10]. Because an optical gain medium is rarely available in silicon at the wavelength of green light; thus, a nonlinear optical material is exploited to move energy at the wavelength of input red light into that of green light. Here, a nonlinear optical material means that the response of a material system, represented as induced polarization $\tilde{P}(t)$, depends on the strength of an applied optical field strength $\tilde{E}(t)$ in a nonlinear manner. Hence, the optical response can be expressed as a power series of an applied electric field given by

$$\tilde{P}(t) = \varepsilon_0 [\chi^{(1)} \tilde{E}(t) + \chi^{(2)} \tilde{E}^2(t) + \chi^{(3)} \tilde{E}^3(t) + ...]$$  

(1.3)

The third order harmonic generation mainly results from the $\tilde{P}^{(3)}(t) = \varepsilon_0 \chi^{(3)} \tilde{E}^3(t)$ term in eqn. (1.3). In addition to harmonic generation, in nonlinear optics, parametric processes are also studied such as sum-and-difference frequency generation and optical parametric amplification and oscillation, when lights at different wavelengths propagate together in a nonlinear optical material. These optical nonlinear phenomena have provided important insights for the proposed research in extending the concepts to CMOS circuit design.

As a platform of our circuit implementation of various nonlinear processes in the proposed research, a nonlinear propagation medium has been designed
in electrical circuits as shown in Fig. 1.6. This medium is formed with voltage-dependent capacitors (varactors) along with inductors in one-dimensional or two-dimensional space. An applied voltage across a varactor generates electric current at new frequencies in a nonlinear manner, as an applied electric field induces polarization at new frequencies in a nonlinear optical material.

Lattices can be characterized in terms of the characteristic impedance $Z_0$ and the propagation constant $\beta$. For instance, in a one-dimensional low-pass transmission line as shown in Fig. 1.6(a), the characteristic impedance and propagation constant are given by $Z_0 = \sqrt{L/C}$ and $\beta = \sqrt{LC}$, respectively. By defining these two parameters at different spaces and conditions, electrical nonlinear medium can be easily engineered to implement the desired propagation and reflection properties. For instance, we have built a new electrical nonlinear medium simply by using a differential structure with additional capacitors to
achieve phase-matching, in which waves at different frequencies should propagate at the same velocities for the maximum nonlinear process. This structure enables perfect phase matching in the presence of dispersion by increasing propagation velocity at higher frequencies, whereas perfect phase matching in optics is still challenging.

As a nonlinear source in the proposed medium, voltage-dependent capacitors can be implemented with accumulation-mode MOS varactors or Schottky diodes fabricated in a standard CMOS process. Fig. 1.7 shows a model of an accumulation-mode NMOS varactor along with its physical structure. The varactor capacitance is a series combination of $C_{ox}$ and $C_{var}$, where $C_{ox}$ is oxide capacitance and $C_{var}$ is depletion capacitance under the gate oxide that changes with the bias voltage. In a positive bias voltage, electrons are accumulated under the gate for the maximum $C_{var}$, while a negative bias enlarges a depletion region and decreases $C_{var}$. Because the variable capacitance is based on physical movement of electrons, MOS varactors can operate at very high frequencies. For instance, in our recent work, we demonstrated a dynamic cut-off frequency of around 870 GHz for a 480-GHz frequency doubler design in a standard 65-nm CMOS process [11].

Based on a nonlinear electrical medium with voltage-dependent capacitors, this study focuses primarily on different nonlinear phenomena including parametric oscillation and amplification, noise squeezing, and harmonic generation to design high-performance integrated circuits in the following areas:

I. A Passive CMOS Frequency Divider Using a Distributed Parametric Resonator
II. A Low Noise Parametric Resonant Amplifier with Noise Squeezing
III. A Nonlinear Lattice for High-amplitude Picosecond Pulse Generation in CMOS.

These research contributions prove that the proposed approach not only results in superior noise and frequency performance, but also adds new dimensions to the circuit design such as phase-sensitive gain and noise squeezing. We describe our contributions regarding each of these topics in the following sections.

1.3 Organization

In Chapter 2, we provide an overview of the fundamentals of parametric amplification in different physical systems. Then, we extend the concept to traveling wave parametric amplification in a nonlinear transmission line, and theoretically analyze the principle starting from Kirchhoff’s law to nonlinear wave equations and coupled-mode equations. We also discuss the performance limits of parametric amplification due to dispersion and loss effect in a standard
CMOS technology. To compensate for the dispersion, we propose a new method based on a differential nonlinear transmission line with common-mode capacitors.

In Chapter 3, we introduce the concept of parametric oscillation to design the first passive 20 GHz CMOS frequency divider, which consists of two parallel nonlinear transmission lines using MOS-varactors, forming a reflective distributed resonator. In this circuit, the oscillation at half the input frequency is sustained by energy injection from an input signal through parametric amplification. Its operational principle is the electronic analogue to that of the optical parametric oscillator. The distributed structure enables a stable start-up condition and a broad range of frequency tunability. Moreover, the reflective resonator minimizes the number of components and forms a standing wave, which suppresses the pump signal at the output while maintaining a large output signal amplitude. In addition to zero static power consumption, the proposed frequency divider shows better phase noise performance even at high offset frequencies, since it is free of the channel noise from the transistors.

In Chapter 4, we propose a parametric amplifier based on the distributed nonlinear resonator, and develop the theory of classical noise squeezing in the proposed system. The distributed nonlinear resonator operates as a regenerative amplifier by supplying pump amplitude below the oscillation threshold. As a result, the amplifier achieves a high close-loop gain using a less-than-unity open-loop gain. An important property of the proposed amplifier is its phase-sensitive gain, resulting in noise squeezing. One of the quadrature input noise components, e.g., out-of-phase, is suppressed when the input noise consists of two quadrature components: in-phase and out-of-phase relative to the pump
signal. This noise squeezing reduces the amplifier output noise by almost 3 dB compared with the phase-insensitive amplifier with the same gain. In other words, while a conventional amplifier increases the input noise of both quadratures, the noise-squeezing amplifier increases the noise of one quadrature and, at the same time, decreases the other one. To the best of our knowledge, our work is the first demonstration of noise squeezing for a low-noise amplifier in a CMOS process. In the measurement, we demonstrate that sensitivity for an in-phase component is improved by 2.5 dB after noise squeezing with a gain of 21 dB at 8.75 GHz in a standard 0.13-µm CMOS process, nearly approaching the ideal noise limit. For the quadrature, the sensitivity is degraded by 6.4 dB, with a gain of 12 dB, respectively.

In Chapter 5, we demonstrate high-amplitude picosecond generation method that goes beyond the cut-off frequency of transistors using a nonlinear lattice. When two waves collide orthogonally in the nonlinear lattice, they combine in a nonlinear fashion: The amplitude of the outgoing wave is greater than the sum of the incoming waves with much higher frequency components. As a result, we have implemented an integrated nonlinear lattice in a standard 0.13-µm CMOS process to demonstrate 2.7-V<sub>pp</sub>, 6.3-ps pulses from a 22-GHz sinusoidal input. To the best of our knowledge, regarding the high-amplitude pulses (>1 V), this work shows the sharpest pulse in a CMOS process. We also show that the proposed structure exploits spatial power combining, higher cut-off frequency, and two-dimensional nonlinear interference to significantly enhance both the amplitude and pulse width, compared with results using a one-dimensional nonlinear transmission line.
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CHAPTER 2  
FUNDAMENTALS OF PARAMETRIC AMPLIFICATION

Parametric amplification has been actively studied in various fields such as optics, quantum mechanics, plasma physics, and electronics [1–4]. Parametric amplification is based on nonlinear interaction between signal and pump, which results in signal gain through energy transfer. In the 1960s, considerable attention had been paid to electrical parametric amplification due to its low noise performance before the transistor technology dominated the integrated circuit design [5]. Recently, several interesting works have revisited parametric amplification for CMOS technology. Discrete-time parametric amplification has been implemented with a MOS varactor to achieve low power and low noise performance for low sampling frequencies [6–8]. The parametric process was also exploited for frequency conversion of a continuous signal [9–11].

In this chapter, we mainly discuss parametric amplification in a nonlinear transmission line in a standard CMOS process. This chapter is organized as follows. Section 2.1 is an overview of parametric amplification in an LC resonator and a nonlinear transmission line. Section 2.2 theoretically analyzes traveling wave parametric amplification and discusses the dispersion effect, phase matching techniques, and the pump loss effect.

2.1 Overview

Parametric amplification can be explained with a swing as shown in Fig. 2.1. There are two ways to swing higher. The first method is to push the swing with an external force at the resonance frequency of the swing. Alternatively,
Figure 2.1: A swing as an example of degenerate parametric amplification. The center of mass moves with an appropriate phase at twice the swing frequency to swing higher.

Figure 2.2: (a) Pendulum model of a swing and (b) an LC resonator with variable capacitor.

the person on the swing can move up and down at twice the swing frequency. In this method, the relative phase of the body movement and swing is critical: The person should lower the center of mass on the downswing and raise it on the upswing. This example shows that we can pump energy into a system to amplify a signal by changing one of the system parameters (e.g., effective length of the swing).

When the pump frequency is exactly twice the signal frequency, this pro-
cess is called degenerate parametric amplification. The swing can be modeled as a simple pendulum as shown in Fig. 2.2(a). Under the assumption of small displacement $x$, the governing differential equation of the pendulum can be written as

$$\frac{d^2 x(t)}{dt^2} = -\frac{g}{l} x(t) = -\omega_{\text{swing}}^2 x(t),$$

where $x$ is the swing amplitude, $g$ is the acceleration of gravity, $l$ is the length of the pendulum, and $\omega_{\text{swing}}$ is the natural oscillation frequency of the swing. A similar harmonic oscillation occurs in an LC resonator as shown in Fig. 2.2(b). In this case, the governing equation is

$$\frac{d^2 V(t)}{dt^2} = -\frac{1}{LC} V(t) = -\omega_{\text{LC}}^2 V(t),$$

where $L$ and $C$ are the inductance and the capacitance of the resonator, $\omega_{\text{LC}}$ is the resonance frequency, and $V$ is the voltage across the resonator. Equations (2.1) and (2.2) show an intriguing duality between the pendulum and the LC resonator by switching $x$ with $V$ and $l$ with $C$. This analogue implies that the voltage $V$ can be amplified by changing the capacitance $C$ (e.g., by changing the distance $d$ between two capacitor plates) at twice the resonance frequency with an appropriate phase.

Figure 2.3 shows the parametric amplification inside an LC resonator. Assume that initially the circuit is oscillating at its natural frequency. When the voltage is maximum, we decreases the capacitance by increasing $d$. Due to charge conversation, this results in increasing the voltage. It is noteworthy that pulling the two capacitor plates requires pumping energy into the system. When the voltage is zero, we return the capacitor plates to their original position. Since the voltage and charge of the capacitor are zero, no energy is required in this phase. By repeating the same process, we can keep increasing the voltage.
Figure 2.3: Voltage amplification in an LC resonator using a degenerate parametric process where the pump at twice the resonance frequency adds energy to or extracts energy from the signal.

magnitude by transferring the energy from pump to the signal. As illustrated in Fig. 2.3, the frequency of the capacitance change is twice the signal frequency. More importantly, the phase relation between the pump and signal is vital for amplification. If the signal phase is shifted by 90° (shown in dotted line in Fig. 2.3), the oscillation is damped out and the signal energy is transferred to the pump.
2.2 Traveling-Wave Parametric Amplification

The amplification process in an LC resonator can be extended to an LC transmission line, as shown in Fig. 2.4. The wave equation of an LC transmission line using phasor notation is

\[
\frac{d^2 V(z)}{dz^2} = -\omega^2 LC V(z) = -\beta^2 V(z), \tag{2.3}
\]

where \(V(z)\) is the voltage on the line with respect to the ground, \(L\) and \(C\) are unit length inductance and capacitance, and \(\beta\) is the propagation constant. We can see an interesting duality between (2.3) and (2.2) by switching \(\beta\) with \(\omega LC\) and length \(z\) with time \(t\). Therefore, without rigorous derivation, it is straightforward to predict amplification over distance (instead of time) along the transmission line. To do so, we need to periodically perturb the propagation constant \(\beta\) (instead of the resonance frequency) at different points on the line (instead of at different times). In other words, Figure 2.3 also explains traveling-wave parametric amplification by replacing time with distance on the horizontal axis. To change \(\beta\) periodically along the transmission line, we use voltage-dependent capacitors and apply a large amplitude pump at twice the signal frequency, which co-propagates with the signal. Depending on an initial phase between the pump
Assume a uniform artificial transmission line consisting of inductors and voltage-dependent (and hence nonlinear) capacitors shown in Fig. 2.5. By applying KCL at node \( k \), whose voltage with respect to ground is \( V_k \), and applying KVL across the two inductors connected to this node, one can easily show the voltages of adjacent nodes on this transmission line are related via:

\[
\frac{d}{dt}\left[ c(V_k) \frac{dV_k}{dt} \right] = V_{k+1} - 2V_k + V_{k-1}. 
\]  

(2.4)

The nonlinear capacitor is approximated with a first-order function:

\[
c(V) = c_0(1 + bV) 
\]  

(2.5)

where \( c_0 \) is the capacitance at zero bias and \( b \) is the C/V slope. This first-order approximation is validated around zero-bias voltage in a conventional accumulation-mode NMOS varactor as shown in Fig. 2.6.

For now, we neglect the loss of the transmission line. Equation (2.4) can
be written as a partial differential equation (2.6) by approximating the node voltage as a continuous variable over distance: \( V_k = V(kh) \approx V(x) \). Here, \( h \) is the spacing between two adjacent nodes and \( k \) is the section number. We also introduce a unit length inductance, \( L = l/h \), and a unit length capacitance, \( C = c/h \). For simplicity, we assume that the dispersion effect caused by discreetness is negligible, due to a small \( h \) compared to the signal wavelength.

\[
\frac{V_{k+1} - 2V_k + V_{k-1}}{h^2} = \left[ \frac{(V_{k+1} - V_k)}{h} - \frac{(V_k - V_{k-1})}{h} \right] \frac{1}{h} \\
\approx \frac{\partial^2 V}{\partial x^2} = L \frac{\partial}{\partial t} \left[ C(V) \frac{\partial V}{\partial t} \right] \tag{2.6}
\]

Next, pump and signal are applied to the left end of the transmission line,
and the pump frequency ($\omega_p = 2\omega$) is set to be twice the signal frequency ($\omega$). By inserting $V = V_s + V_p$ and (2.5) into (2.6), equation (2.6) becomes:

$$\frac{\partial^2(V_s + V_p)}{\partial x^2} = LC_0 \frac{\partial^2(V_s + V_p)}{\partial t^2} + LC_0 b \frac{\partial^2(V_s \cdot V_p)}{\partial t^2} + \frac{LC_0}{2} \left[ \frac{\partial^2(V_s \cdot V_s)}{\partial t^2} + \frac{\partial^2(V_p \cdot V_p)}{\partial t^2} \right].$$

(2.7)

where $V_s$ and $V_p$ are signal and pump voltages, respectively. The first term on the right corresponds to the linear wave propagation, and the second term represents the nonlinear coupling between pump and signal, which results in the parametric amplification. The third term on the right corresponds to the second-order harmonic generation (SHG) for signal and pump. We assume the signal amplitude is so small that the SHG for the signal is negligible, and that the SHG for the pump is sufficiently suppressed since the cut-off frequency of the transmission line is set to be lower than the second harmonic of the pump frequency.

Under these assumptions, we simplify equation (2.7) as:

$$\frac{\partial^2(V_s + V_p)}{\partial x^2} = LC_0 \frac{\partial^2(V_s + V_p)}{\partial t^2} + LC_0 b \frac{\partial^2(V_s \cdot V_p)}{\partial t^2}.$$  

(2.8)

After equation (2.8) is rearranged at a signal frequency and transmission line loss $\alpha_s$ is included, we can obtain

$$\frac{\partial^2 V_s}{\partial x^2} = LC_0 \frac{\partial^2 V_s}{\partial t^2} + LC_0 b \frac{\partial^2(V_s \cdot V_p)}{\partial t^2} + 2 \sqrt{LC_0 \alpha_s} \frac{\partial V_s}{\partial t}.$$  

(2.9)

where

$$\alpha_s = \frac{1}{2} \left( GZ_0 + \frac{R}{Z_0} \right)$$  

(2.10)

and L, C, G, and R are unit length inductance, capacitance, parasitic conductance, and parasitic resistance, respectively. $Z_0$ is the characteristic impedance defined by $\sqrt{L/C_0}$. $\alpha_s$ is the transmission line loss for the signal frequency.
From coupled-mode theory [3, 12, 13], the signal can be written as:

\[ V_s(x, t) = V_s(x)e^{j\omega t} + V_s^*(x)e^{-j\omega t} \]  \hspace{1cm} (2.11)
\[ V_s(0, t) = A_s \cos(\omega t + \phi) \]  \hspace{1cm} (2.12)

where \( V_s(x) = A(x)e^{-j\beta x} \), \( V_s^*(x) = A^*(x)e^{j\beta x} \), \( \beta \) is the signal propagation constant, and \( \phi \) is the initial phase difference between signal and pump at \( x=0 \). Here, "\star" denotes the complex conjugate. \( A(x) \) and \( A^*(x) \) are slowly varying functions over \( x \) which means \( \partial A/\partial x \ll \beta A \).

Assume that the pump is a sinusoidal function at a frequency of \( \omega_p = 2\omega \). Then, the pump can be written as:

\[ V_p(x, t) = A_p(x) \cos(\omega_p t - \beta_p x) \]  \hspace{1cm} (2.13)
\[ = \frac{1}{2} A_p(x) \left[ e^{j(\omega_p t - \beta_p x)} + e^{-j(\omega_p t - \beta_p x)} \right] \]  \hspace{1cm} (2.14)

where \( A_p(x) \) is the amplitude of the pump, which is a slowly varying function over \( x \), and \( \beta_p \) is the pump propagation constant.

By substituting (2.11) and (2.14) into (2.9) and by approximating \( \beta \) as \( \beta \approx \omega \sqrt{LC_0} \) (small dispersion assumption) and \( \beta_p \) as \( \beta_p = 2\beta - \Delta \beta \) (the dispersion might not be negligible for the pump, which is at twice the input frequency), we derive the active coupled-mode equations for \( A(x) \) and \( A^*(x) \) as:

\[ \frac{\partial A}{\partial x} = -\frac{j\beta b A_p}{4} A^* e^{j\Delta \beta x} - \alpha s A \]  \hspace{1cm} (2.15)
\[ \frac{\partial A^*}{\partial x} = \frac{j\beta b A_p}{4} A e^{-j\Delta \beta x} - \alpha s A^* \]  \hspace{1cm} (2.16)

For now, \( A_p \) is assumed to be constant over \( x \) to obtain an analytic solution of (2.15) and (2.16). This assumption means that we neglect the pump loss in the transmission line and the transferred pump energy to the signal frequency.
Under this assumption, the general solution for (2.15) and (2.16) is:

\[ A = e^{(-\alpha_s + j\Delta\beta/2)x}(A_1 e^{sx} + A_2 e^{-sx}) \]  

(2.17)

where

\[ s = \sqrt{\left(\frac{\beta b A_p}{4}\right)^2 - \left(\frac{\Delta\beta}{2}\right)^2} \]  

(2.18)

and \( A_1 \) and \( A_2 \) are constants over \( x \).

By applying the boundary condition of (2.12) to (2.15), the complete solution is obtained as:

\[ V_s(x, t) = A_s e^{-\alpha_s x} \left[ C_1 \cos(\omega t - \beta x) + S_1 \sin(\omega t - \beta x) \right] \]  

(2.19)

where

\[ C_1(x, \phi) = \cosh(s_0 x) \cos\phi - \sinh(s_0 x) \sin\phi \]  

(2.20)

\[ S_1(x, \phi) = \sinh(s_0 x) \cos\phi - \cosh(s_0 x) \sin\phi \]  

(2.21)

and \( s_0 = \beta b A_p/4 \) is the first term on the right side of (2.18). It is noteworthy that in (2.19) we have assumed no dispersion for the pump (\( \Delta\beta = 0 \)). At the end of this section, we will introduce a method to compensate the dispersion for the pump, validating this assumption.

From (2.19), the parametric gain is:

\[ G(x) = \frac{|V_s(x)|}{A_s} = e^{-\alpha_s x} \sqrt{\cosh(2s_0 x) - \sinh(2s_0 x) \sin 2\phi} \]  

(2.22)

For the maximum and minimum gains, the signal is exponentially growing or decaying over \( x \):

\[ G(x) = \begin{cases} 
        e^{(s_0 - \alpha_s)x} & \text{for } \phi = -\frac{\pi}{4} \text{ (max.)} \\
        e^{-(s_0 + \alpha_s)x} & \text{for } \phi = \frac{\pi}{4} \text{ (min.)}
\end{cases} \]  

(2.23)
Eq. (2.22) can be converted into the gain equation for the section number, \( k \), of the discrete transmission line by inserting \( L = \frac{l}{h}, C_0 = \frac{c_0}{h}, G = \frac{g}{h}, R = \frac{r}{h}, \) and \( x = kh \) where \( h \) is the spacing between two adjacent LC sections. \( l, c_0, g, \) and \( r \) are inductance, average varactor capacitance, conductance, and resistance for one LC section, respectively. Using
\[
s_0 x = \frac{bA_p}{4} \cdot \omega \sqrt{\left(\frac{1}{h}\right)\left(\frac{c_0}{h}\right)} \cdot kh = \frac{bA_p \omega \sqrt{lc_0}}{4} \cdot k
\]
(2.24)
\[
\alpha_s x = \frac{1}{2} \left( gZ_0 + \frac{r}{Z_0} \right) \cdot k,
\]
(2.25)
the parametric gain for the \( k \)-section nonlinear transmission line is presented by
\[
G_k = G(kh) = e^{-\tilde{\alpha}_s k} \sqrt{\cosh(2\tilde{s}_0 k) - \sinh(2\tilde{s}_0 k) \sin 2\phi},
\]
(2.26)
where
\[
\tilde{s}_0 = \frac{bA_p \omega \sqrt{lc_0}}{4}
\]
(2.27)
\[
\tilde{\alpha}_s = \frac{1}{2} \left( gZ_0 + \frac{r}{Z_0} \right)
\]
(2.28)

Fig. 2.7 is the plot of calculated parametric gain for 20 LC sections based on (2.26) to show the effect of initial phase differences between pump and signal for different nonlinear factors, defined by \( bA_p \). The input and pump frequencies are 10 GHz and 20 GHz, respectively. The cut-off frequency, defined by \( \omega_c = 2/\sqrt{lc_0} \), is set to be 25 GHz and the characteristic impedance is 50 \( \Omega \). We assume that the quality factor of the transmission line for a signal frequency is 10, which corresponds to \( \tilde{\alpha}_s = 0.04/\text{section} \). As the nonlinear factor increases, the gain plot shows a higher amplification and attenuation depending on the phase difference. The phase difference between the maximum and minimum is \( \pi/2 \), which clearly shows the phase-sensitive gain for quadrature signals.
Figure 2.7: Calculated gain versus the initial phase difference between pump and signal for different nonlinearity factors. ($l=630$ pH, $c_0=250$ fF, $\omega=10$ GHz)

Note that the exponent, $s_0$, in (2.23) is proportional to the propagation constant, $\beta$, as well as the varactor C/V slope and the pump amplitude. This is because the increase in the propagation constant is equivalent to the increase in the effective transmission line length. However, the increase in the propagation constant also lowers the cut-off frequency and decreases the pump amplitude. Therefore, the propagation constant should be carefully selected.

The parametric amplification on the transmission line can be intuitively explained using the distributed mixing principle illustrated in Fig. 2.8. As shown in this figure, the input signal at $\omega$ interacts with the pump at $2\omega$ through the varactor nonlinearity, generating harmonics at $3\omega (= \omega + 2\omega)$ and $\omega (= 2\omega - \omega)$. 
Figure 2.8: An intuitive model to explain the degenerate parametric amplification over a nonlinear transmission line.

The cut-off frequency of the line is selected between $2 \omega$ and $3 \omega$ so that $3 \omega$ and higher-order harmonics are suppressed. The harmonic component at $\omega$ has the same frequency as the input, which can be added constructively or destructively to the signal depending on the phase. This means that the energy can be transferred from pump to signal or vice versa. Since this process occurs at every LC section of the line, we get an exponential gain or attenuation as a function of section number in a long transmission line.
2.2.2 Phase Matching Technique

When the pump and the signal propagate along the nonlinear transmission line, they should exhibit the same propagation delay \( t_p = t_s \) in Fig. 2.8 to maintain their initial phase condition. To satisfy this condition, the pump and the signal should be phase-matched:

\[
\begin{align*}
\omega_p &= 2\omega_s \\
\beta_p &= 2\beta_s,
\end{align*}
\]

where \( \omega_p \) and \( \omega_s \) are the pump and signal frequencies, respectively, and \( \beta_p \) and \( \beta_s \) are the pump and signal propagation constants, respectively.

However, it is impossible to meet these conditions in a homogeneous discrete transmission line due to dispersion. This is especially the case since the cut-off frequency is close to the pump frequency. For a discrete, homogeneous transmission line, the dispersion relation is given by [14]:

\[
\omega = \omega_c \sin\left(\frac{\beta}{2}\right),
\]

where \( \omega_c \) is the cut-off frequency of the transmission line defined by \( \omega_c = 2/\sqrt{LC} \).

As shown in Fig. 2.9, for frequencies closer to the cut-off frequency, the slope of the dispersion plot (i.e., phase velocity) decreases. This results in a phase mismatch of \( \Delta\beta \) between the signal and the pump. Unfortunately, we cannot increase the cut-off frequency to alleviate the dispersion, since a higher cut-off frequency corresponds to lower \( \beta \), which translates to lower gain according to (2.23). Fig. 2.10 shows how the propagation constant mismatch degrades the parametric gain. In addition to the drop in the exponential constant in (2.18), an even more serious effect comes from accumulating the phase mismatch due
to differences in the propagation constant. A small phase mismatch is accumulated over multiple sections to reach a certain amount of phase difference between pump and signal, causing attenuation instead of amplification and leading to the curve of the gain plot having a limited maximum gain over the section number. This phase-mismatch effect can be also shown in eqs. (2.15) and (2.16) as \( \exp(j\Delta\beta x) \) term in the left-hand side continuously changes the phase relation between pump \( (A_p) \) and signal \( (A) \).

In optics, birefringence property of propagation medium, which provides different refractive index for different polarization, is used to resolve this prob-
Figure 2.10: Calculated gain versus the section number for different propagation constant mismatches between pump and signal. ($l=630$ pH, $c_0=250$ fF, $\omega=10$ GHz)

lem [15]. On the other hand, for isotropic materials, quasi-phase matching technique was proposed by changing polarity of the nonlinearity periodically over the propagation distance [16]. This technique can be easily explained using eqs. (2.15) and (2.16). When a nonlinear coefficient $b$ has a sinusoidal spatial variation over $x$ with a period of $2\pi/\Delta\beta$, $b$ can be written as $b = b_0 e^{j2\Delta\beta x}$. Inserting this into eqs. (2.15) and (2.16) results in

$$\frac{\partial A}{\partial x} = -\frac{j\beta b_0 A_p}{8} A^* - \frac{j\beta b_0 A_p}{8} A^* e^{j2\Delta\beta x} - \alpha_s A \tag{2.31}$$

$$\frac{\partial A^*}{\partial x} = \frac{j\beta b_0 A_p^*}{8} A + \frac{j\beta b_0 A_p^*}{8} A e^{-j2\Delta\beta x} - \alpha_s A^*. \tag{2.32}$$

Then, the left-hand side of eqns. (2.31) and (2.32) has a phase-matched pump-signal interaction in the first term, which can keep contributing to signal gain.
For signal: differential mode
\[ c(V) = c_0 (1 + bV) \]

For pump: common mode
\[ V_p + V_s \]
\[ V_p - V_s \]
\[ C_c \]
\[ \frac{C_c}{2} \]

Figure 2.11: Proposed phase matched line: \( C_c \) compensates the decrease in the pump propagation velocity due to the dispersion regardless of phase-mismatched part in the second term. However, it is challenging to apply this method to an electrical nonlinear medium since the spatial variation of the nonlinearity reduces the effective nonlinearity, which significantly degrades the performance in a highly lossy environment.

Here, we propose a simpler but effective solution based on two parallel nonlinear transmission lines with dispersion compensation capacitors as shown in Fig. 2.11. In this scheme, the signal is applied differentially to two parallel lines while the pump is a common-mode signal. For differential signals, the net average capacitance is \( C_0 \) due to the virtual ground. However, the net average capacitance for the pump drops to \( C_0 \) in series with \( \frac{(C_c)}{2} \) due to the dispersion compensation capacitor. This decreases the pump propagation delay without changing the signal propagation, canceling the dispersion of the nonlinear transmission line. Fig. 2.12 shows the effect of proposed phase matching on parametric amplification using Spectre in Cadence.
Figure 2.12: The effect of the dispersion compensation capacitor, $C_c$, for phase matching ($\omega = 10$ GHz, $n = 20$, $l = 630$ pH, $c_0 = 250$ fF, $C_c = 1.2$ pF)

2.2.3 Pump Loss Effect

The previous sections examined the signal gain in the absence of pump attenuation for an analytical solution. However, pump loss is critical since the signal gain is an exponential function of the pump amplitude. We simulate the gain of the traveling-wave parametric amplifier depending on the presence of dispersion compensation capacitor $C_c$ as shown in Fig. 2.13. For this simulation, we use real models of varactors and inductors in a 0.13-μm CMOS process. The signal and pump frequencies are 10 GHz and 20 GHz, respectively. The cut-off frequency of the transmission line is 25 GHz, and the common-mode pump amplitude is 500 mV. The quality factors of the transmission line are 11.3 and 10 at the signal and pump frequencies, respectively. Although the proposed disper-
In-phase gain $G_I(f=-\pi/4)$

Quadrature gain $G_Q(f=\pi/4)$

Cadence simulation
- $\square$: with dispersion compensation
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Figure 2.13: Simulated in-phase and quadrature gain of traveling-wave parametric amplifier with and without the dispersion compensation capacitor, $C_c$.

Dispersion compensation improves the parametric gain, the maximum in-phase gain is only 4.3 dB after 16 sections. This shows that a simple traveling-wave design is not efficient for parametric amplification in terms of gain and chip area, especially in CMOS, where low quality factor of inductors and capacitors results in high attenuation for both signal and pump. For instance, if the pump power falls below a certain level and the loss per unit length is higher than the gain exponent (parameter $S$ in (2.23)), overall the structure shows attenuation instead of amplification.
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3.1 Introduction

The frequency divider is an essential block in phase-locked loops (PLLs) and frequency synthesizers. The design of the frequency divider block in any system is critical, since it consumes a large portion of the overall system power and it is one of the key contributors to the phase noise. The design of the frequency divider becomes even more challenging at high frequencies due to the limited speed of digital gates in a conventional digital frequency divider [1]. At these frequencies an injection-locked frequency divider has been a good candidate due to its high speed and low power consumption [2–4]. Although there have been several works to further minimize the power consumption of the injection-locked frequency divider, the use of transistors for sustaining oscillation limits these efforts. Moreover, the channel noise caused by transistors degrades the output phase noise at a large offset frequency or near the edge of the locking range [5–8].

To overcome these limits, we propose to use parametric oscillator, which is a harmonic oscillator sustained by the parametric amplification. The oscillation frequency in the parametric oscillator is synchronized to one of the subharmonics of the pump signal. This phenomenon can be exploited to make a frequency divider. There have recently been a few works on parametric frequency dividers on printed circuit boards (PCB). However, the operation frequency is limited up to 2 GHz and it is non-integrable in a CMOS process [11–13].
In this chapter, we use the concept of parametric oscillation to design the first passive 20 GHz CMOS frequency divider. It consists of two parallel non-linear transmission lines using MOS-varactors, forming a reflective distributed resonator. Its operation principle is the electronic analogue to that of the optical parametric oscillator [14], [15]. This distributed structure enables a stable start-up condition and a broad range of frequency tunability. Moreover, the reflective resonator minimizes the number of components and forms a standing wave, which suppresses the pump signal at the output while maintaining a large output signal amplitude. In addition to zero static power consumption, the proposed frequency divider shows better phase noise performance even at high offset frequencies since it does not have the channel noise from the transistors.

The rest of the chapter is organized as follows. Section 3.2.1 discusses the theoretical analysis of parametric oscillation, the standing wave formation of the reflective resonator, and a unique input matching characteristic. Section 3.3 discusses the phase noise performance and compares it with the injection-locked frequency divider. Section 3.4 summarizes the design procedure and the measurement results. Finally, section 3.5 compares the proposed divider with other dividers with no static power consumption and its applications.
Figure 3.1: Distributed resonator with two reflective ends and different standing wave formation for pump and signal

3.2 Parametric Oscillator for Frequency Division

3.2.1 Theoretical Analysis

Parametric oscillation occurs when the parametric amplification compensates the loss of a resonator at the resonance frequency. Here, we use this concept to demonstrate a frequency divider by considering the pump as the input signal. Fig. 3.1 shows the structure of the proposed parametric oscillator. It consists of two transmission lines with four phase-matched LC sections that are tied at both ends. Oscillation starts from the ambient thermal noise of the resonator.
when the pump is strong enough to compensate the loss. Any arbitrary thermal
noise pair on the differential transmission lines can be represented as the sum
of common-mode and differential components. However, only differential com-
ponent grows by traveling back and forth between two reflective ends through
the degenerate parametric amplification since the phase match is achieved as
shown in Fig. 2.11. On the other hand, the common-mode component is sup-
pressed due to the resonator loss. The amplitude of the differential component
will increase up to the point where the gain and the loss are equal due to the gain
saturation. The gain saturation occurs through pump depletion which means that
the pump level is depleted due to the large energy flow from the pump to the
signal frequency.

In order to calculate the steady-state output amplitude, we start with the
coupled-mode equations (2.15) and (2.16) in section 2.2 for \( \phi = \pi/2 \). After
adding the transmission line loss and the pump depletion in these equations,
the coupled-mode equations can be modified to:

\[
\begin{align*}
\frac{\partial A}{\partial x} &= -\alpha_s A + \frac{\beta b A_p}{4} A^* \\
\frac{\partial A^*}{\partial x} &= -\alpha_s A^* + \frac{\beta b A_p^*}{4} A \\
\frac{\partial A_p}{\partial x} &= -\alpha_p A_p - \beta b |A|^2 + \kappa A_{pin}
\end{align*}
\]  

(3.1) (3.2) (3.3)

where \( \alpha_s \) and \( \alpha_p \) are the attenuation constants of the transmission line at sig-
nal and pump frequencies, respectively. \( A_{pin} \) is the input amplitude into each
transmission line of the resonator. \( \kappa A_{pin} \) represents the increase in the pump am-
plitude inside the resonator due to the input signal. The significance of this term
will be seen for the standing wave resonator when reflections are taken into ac-
count, which will be presented in (3.10). In equation (3.3), the second term on
the right corresponds to the pump depletion. This term can be easily obtained
by adding the second harmonic generation of the signal in (2.7) to (2.8).

For the steady state solution where gain and loss are equal, so that the signal amplitude is constant over the propagation, \( \partial A/\partial x, \partial A^*/\partial x, \partial A_p/\partial x \) are set to be zero. In this case, combining (3.1) and (3.2) results in:

\[
|A|_{\text{steady}} = 0 \text{ or } A_p|_{\text{steady}} = \frac{4\alpha_s}{\beta b}.
\]  

(3.4)

Non-zero output condition leads us to choose \( A_p|_{\text{steady}} = \frac{4\alpha_s}{\beta b} \) in (3.4) and to insert this into (3.3), which can be rearranged as:

\[
|A|_{\text{steady}}^2 = \frac{1}{\beta b} (\kappa A_{\text{pin}} - \alpha_p A_p|_{\text{steady}})
\]

(3.5)

\[
= \frac{k^2}{4\alpha_s\alpha_p} A_{\text{pin}}^2 \left( \frac{A_{\text{pin}}}{A_{\text{pin}}|_{\text{th}}} - 1 \right) \text{ for } A_{\text{pin}} > A_{\text{pin}}|_{\text{th}},
\]

(3.6)

where a threshold input pump amplitude is given by:

\[
A_{\text{pin}}|_{\text{th}} = \frac{\alpha_p}{\kappa} A_p|_{\text{steady}}.
\]

(3.7)

At the resonator end where the pump is injected, the relation between \( m^{th} \) and \( (m + 1)^{th} \) round-tripped pump amplitudes, \( A_p \) and \( A_{p+1} \), is:

\[
A_{p+1} = A_p \exp(-2\alpha_p d) + A_{\text{pin}}
\]

(3.8)

where 2d is the round-trip length of the resonator. In the steady state, \( A_{p+1} = A_{p} = A_p|_{\text{steady}} \), \( A_p|_{\text{steady}} \) linearly increases with \( A_{\text{pin}} \) for \( A_{\text{pin}} \leq A_{\text{pin}}|_{\text{th}} \) by inserting \( |A|_{\text{steady}} = 0 \) into (3.3). However, \( A_p|_{\text{steady}} \) becomes constant with \( A_{\text{pin}} \) once a parametric oscillation starts for \( A_{\text{pin}} > A_{\text{pin}}|_{\text{th}} \). Hence, beyond an oscillation threshold, equation (4.23) becomes:

\[
A_{\text{pin}}|_{\text{th}} = A_p|_{\text{steady}} (1 - \exp(-2\alpha_p d)).
\]

(3.9)

\(^1\)The steady state solution turns out to be unconditionally stable from nonlinear stability theory.
Combining (3.7) and (3.9), \( \kappa \) is reduced to:

\[
\kappa = \frac{\alpha_p}{(1 - \exp(-2\alpha_p d))}.
\]

(3.10)

From (3.6) and (3.10), the steady state amplitude of the output signal becomes:

\[
|A|_{\text{steady}} = |A_{\text{pin}}h| \frac{A_{\text{pin}}}{2(1 - \exp(-2\alpha_p d))} \sqrt{\frac{\alpha_p}{\alpha_s}} \sqrt{\frac{A_{\text{pin}}}{A_{\text{pin}}h} - 1}
\]

(3.11)

where

\[
A_{\text{pin}}h = \frac{4\alpha_s(1 - \exp(-2\alpha_p d))}{\beta b} = \frac{2(1 - \exp(-2\alpha_p d))}{Q_s b}.
\]

(3.12)

Note that \(|A|_{\text{steady}}\) is a steady-state amplitude of a traveling wave in one direction, and that the measured voltage at output node is the superposition of forward and backward waves, forming a standing wave. Therefore, the output voltage measured at \(x_{\text{out}}\) is \(\gamma |A|_{\text{steady}}\) where \(\gamma = 2|\sin(\beta x_{\text{out}})|\) for a resonator length of \(d = \lambda_s/2\).

So far, we assumed that pump is perfectly reflected back at both ends of the resonator. However, we connect the external signal source with a finite output impedance, \(Z_{\text{out}}\), at one end of the resonator to supply a pump. This finite output impedance makes the input-side reflection coefficient, \(\Gamma_1\), smaller than 1, thereby resulting in additional loss of pump. As a result we need to introduce an effective pump loss, \(\alpha_{pe}\), to replace \(\alpha_p\) which solely comes from the transmission line loss. The pump round-trip loss including the additional loss due to imperfect reflection can be expressed by:

\[
\exp(-2\alpha_{pe}d) = \Gamma_1 \exp(-2\alpha_p d)
\]

(3.13)

\[
\alpha_{pe} = \alpha_p - \frac{\ln \Gamma_1}{2d},
\]

(3.14)
where $\Gamma_1$ is the input-side reflection coefficient given by:

$$\Gamma_1 = \frac{2Z_{\text{out}} - Z_0}{2Z_{\text{out}} + Z_0}$$  \hspace{1cm} (3.15)

and $Z_0$ is the characteristic impedance of each transmission line. It is noted that the differential oscillation signal does not see the signal source impedance due to the virtual ground.

Fig. 3.2 shows the calculated output amplitude versus the input amplitude based on (3.11) after replacing $\alpha_p$ with $\alpha_{pe}$. To investigate the effect of the loss and the nonlinearity, we change the quality factor of the transmission line and varactor C/V slope, $b$. As expected from (3.12), the oscillation threshold decreases as the resonator loss decreases and the nonlinearity of the varactor increases. However, the slope of the output amplitude versus input amplitude varies in a different way: while lower loss still gives higher slope, the high nonlinearity results in lower slope due to the higher pump depletion. In a real system, additional losses from vias and interconnects decrease the effective qual-
ity factor of the line, and the parasitic capacitance around transmission lines decreases the nonlinearity. These non-ideal effects require careful attention to layout.

The lower part of Fig. 3.1 shows different standing wave formations inside the resonator for pump and signal. The differential signal sees the resonator ends as shorts due to the virtual ground, while the common-mode pump sees the ends as open nodes. With the reflection at both ends, the signal forms a $\lambda_s/2$ standing wave with minimum amplitudes at both ends. On the other hand, the pump forms a $\lambda_p$ standing wave with maximum amplitudes at both ends. The higher modes for pump and signal are suppressed by the cut-off frequency of the resonator.

The oscillation frequency is determined by the standing wave formula:

$$d = nh = \frac{\lambda_s}{2} = \frac{\pi}{\beta} = \frac{1}{2f_{osc} \sqrt{\left(l/h\right)(c_0/h)}}$$

(3.16)

where $d$ is the physical length of the transmission line, $h$ is the spacing between two adjacent nodes, and $n$ is the number of sections of the resonator. The varactor capacitance per unit section is approximated by its average value, $c_0$. Equation (3.16) can be rearranged to:

$$f_{osc} = \frac{1}{2n \sqrt{lc_0}}$$

(3.17)

The loop gain at a given oscillation frequency in a resonator with $n$ sections is roughly:

$$G_{loop} = \exp\left(\frac{bA_p\omega_{osc} \sqrt{lc_0}}{4 \cdot 2n}\right) = \exp\left(\frac{\pi bA_p}{2}\right).$$

(3.18)

This equation shows that the loop gain at a fixed oscillation frequency does not depend on the number of sections. In our design, we set $n$ to be four for
small footprint and reasonable attenuation especially for the pump signal. Another reason for having four sections is that we can exploit the different standing wave formations for pump and signal to suppress the pump frequency at the output.

There are three possible nodes for taking the signal out of the resonator as shown in Fig. 3.1. “A” provides the maximum amplitude for both pump and signal, and the pump signal will be filtered out only if the output signal is taken differentially from the two transmission lines. However, we need an extra low-pass filter for a single-ended output at “A.” On the other hand, “B” or “B̂” can suppress the pump even for the single-ended output thanks to the standing-wave formation. The downside is a lower signal amplitude compared to “A.” “B” is more appropriate for the suppression of the pump than “B̂,” because the amplitude imbalance between forward and backward waves due to the loss is smaller in this node. In addition, the external connection for the output adds a parastic conductance to the resonator, resulting in extra loss. The power dissipation caused by the additional conductance is \( P_{diss} = \frac{1}{2}GV_p^2 \), which is proportional to the square of the pump amplitude. Therefore, connecting the output port at “A” leads to the maximum loss in the pump amplitude, and it raises the threshold voltage and decreases the amplitude of the signal.

The remaining challenge is to inject pump power into the resonator effectively. For pump, the resonator is simply two parallel open-ended transmission lines with a length of \( \lambda_p \). The input impedance looking into one end of the res-
onator is [27]:

\[
Z_{in} = \frac{Z_0}{2 \tanh(\alpha_p + j\beta_p) \lambda_p}
\]

(3.19)

\[
\approx \frac{Z_0}{2} \left[ \frac{\alpha_p \lambda_p - j \cos(\beta_p \lambda_p) \sin(\beta_p \lambda_p)}{\alpha_p \lambda_p \cos(\beta_p \lambda_p)^2 + \sin^2(\beta_p \lambda_p)} \right]_{\omega = \omega_p}
\]

(3.20)

\[
= \frac{Z_0}{2 \alpha_p \lambda_p} = \frac{Q_p Z_0}{2 \pi}
\]

(3.21)

where \(Z_0\) is the characteristic impedance of each transmission line and \(Q_p\) is the resonator quality factor at the pump frequency. The input impedance becomes purely real at the resonance frequency and its harmonics. By selecting the right value for the characteristic impedance for a given quality factor, one can achieve the input matching without an additional matching network. Considering that \(Q_p\) in our design is around 7 in 0.13 \(\mu\)m CMOS process, \(Z_0\) of 50 \(\Omega\) provides a good input match to 50 \(\Omega\) source according to (3.21).

### 3.2.2 Stability Test

In the previous section, it was assumed that eqs.(3.1)–(3.3) have a stable steady-state solution of eq.(3.11). This section will validate this stability assumption [24]. First, we introduce new variables \(P\) and \(Q\) to obtain fixed points in eqs.(3.1)–(3.3), where \(A = P + jQ\). We also set \(S = \beta b A_p/4\) and \(E = \beta b A_{pin}/4\) for simplification. Then, equations (3.1)–(3.3) can be rewritten as

\[
\frac{\partial P}{\partial x} = -\alpha_s P + S P
\]

(3.22)

\[
\frac{\partial Q}{\partial x} = -\alpha_s Q - S Q
\]

(3.23)

\[
\frac{\partial S}{\partial x} = -\alpha_p S - \left(\frac{\beta b}{2}\right)^2 (P^2 + Q^2) + E.
\]

(3.24)

By putting \(\partial P/\partial x = \partial Q/\partial x = \partial S/\partial x = 0\), we can obtain two fixed points given by \((P, Q, S)_1 = (0, 0, E/\alpha_p)\) for \(E < \alpha_s \alpha_p\).
\((P, Q, S)_2 = (\frac{2}{\beta b} \sqrt{E - \alpha_s \alpha_p}, 0, \alpha_s)\) for \(E > \alpha_s \alpha_p\).

Next, when a small perturbation \((\delta_1, \delta_2, \delta_3)\) is applied around \((P, Q, S)_1\), eqs.\((3.22)-(3.24)\) can be rewritten and approximated to the first order of \(\delta\) as

\[
\frac{\partial \delta_1}{\partial x} \approx \left( \frac{E - \alpha_p \alpha_s}{\alpha_p} \right) \delta_1 \tag{3.25}
\]
\[
\frac{\partial \delta_2}{\partial x} \approx - \left( \frac{E}{\alpha_p} + \alpha_s \right) \delta_2 \tag{3.26}
\]
\[
\frac{\partial \delta_3}{\partial x} \approx - \alpha_p \delta_3 \tag{3.27}
\]

The left-hand side of eqs. \((3.25)-(3.27)\) shows \(\partial \delta_1/\partial x < 0\), \(\partial \delta_2/\partial x < 0\), and \(\partial \delta_3/\partial x < 0\) for \(E < \alpha_s \alpha_p\), which proves that \((P, Q, S)_1\) is stable. For the other fixed point \((P, Q, S)_2\), we can take the same step as we did for \((P, Q, S)_1\), which gives

\[
\frac{\partial \delta_1}{\partial x} \approx \frac{2}{\beta b} \sqrt{E - \alpha_p \alpha_s} \delta_3 \tag{3.28}
\]
\[
\frac{\partial \delta_2}{\partial x} \approx -2\alpha_s \delta_2 < 0 \tag{3.29}
\]
\[
\frac{\partial \delta_3}{\partial x} \approx - \alpha_p \delta_3 - \beta b \sqrt{E - \alpha_p \alpha_s} \delta_1. \tag{3.30}
\]

Combining eqs. \((3.28)\) and \((3.30)\) results in

\[
\frac{\partial^2 \delta_3}{\partial x^2} + \alpha_p \frac{\partial \delta_3}{\partial x} + 2(E - \alpha_s \alpha_p)\delta_3 = 0. \tag{3.31}
\]

Equation \((3.31)\) exhibits a damped oscillation for \(\alpha_p > 0\) and \(E > \alpha_s \alpha_p\), which is stable. We can also obtain a damped oscillation equation for \(\delta_1\).

Therefore, when \(E < \alpha_s \alpha_p\), the fixed points at \((P, Q, S)_1 = (0, 0, E/\alpha_p)\) is stable. This means that there is no output at half of an input frequency. As \(E\) increases
higher than \( \alpha_p \alpha_s \), \((P, Q, S)_1\) loses stability and a new stable fixed point appears at \((P, Q, S)_2 = (\sqrt[2]{\frac{E}{\beta_b}} \sqrt{E - \alpha_p \alpha_s}, 0, \alpha_s)\), corresponding to parametric oscillation.

### 3.3 Comments on Phase Noise Performance

One of the main advantages of our design is a better phase noise performance than the conventional injection-locked frequency dividers. In an LC oscillator where transistors are used for sustaining oscillation, the channel noise makes the main contribution to the phase noise [22]. Although the phase noise of the injection-locked frequency divider tracks that of the injected signal at low offset frequencies, the excess noise from the divider degrades the phase noise back to the level of a free-running LC oscillator at higher offset frequencies [6]. Our design does not have any transistors, thus guaranteeing that it has a low phase noise floor [23].

The other interesting point is that our frequency divider has high spectral purity because of its phase selection property as shown in equation (2.23). Start-up noise such as a thermal noise grows by the degenerate parametric amplification for a pump power over the threshold. The degenerate parametric amplification picks a limited noise component to be amplified in terms of phase and frequency. This is because the degenerate parametric amplification works only for \( \omega = \omega_p / 2 \) and a specific initial phase difference between signal and pump as we discussed in the section 2.2.

Fig. 3.3 shows the simulated phase noise performance using Spectre in a 0.13 \( \mu \text{m} \) CMOS process. The phase noise difference between input and output is 6 dB over simulation frequencies, which agrees with an ideal value, \( 20 \log_{10} N \) dB,
Figure 3.3: Simulated phase noise for an input frequency of 20 GHz using Spectre for a divide-by-N frequency divider [25].

### 3.4 Design and Measurement

We design a 20 GHz frequency divider based on the parametric oscillator in a 0.13 µm CMOS process. First, we set the cut-off frequency of the resonator for maximum gain as discussed in Section 2.2. In our design, this optimum value is 25 GHz that determines the product of the inductance and capacitance. The number of sections is set to four as discussed before. These values for the section number and the cut-off frequency guarantee a resonant frequency of 10 GHz. Then, the dispersion compensation capacitor is determined by phase-matching
Figure 3.4: Schematic of the frequency divider with buffer and control voltage for frequency tuning.

condition between the pump and the signal. The phase matching can be verified by making sure that the resonance frequency of $S_{11}$ is exactly at 20 GHz. Without the dispersion compensation, $S_{11}$ has a resonance frequency lower than 20 GHz. Finally, depending on the magnitude of the input matching, the characteristic impedance can be selected which gives the ratio of inductance and capacitance. A buffer is added to the output node as shown in Fig. 3.4. Note that the buffer is only needed for testing purposes using a 50 Ω load. The $C_{gs}$ of the buffer transistor adds parasitic capacitance to the nonlinear transmission line, thereby decreasing the nonlinearity of an LC section where the output node is placed. However, the use of multiple LC sections alleviates this effect. Moreover, the buffer capacitance does not affect the operation frequency since it is absorbed into the transmission line. There are two output ports, which give us the option to have single-ended or differential outputs. The oscillation frequency can be tuned by controlling $V_{con}$ through the bias tee at the input port.
We use ground-shielded spiral inductors with quality factors of around 20 at 20 GHz. In this design, the inductors are around 510pH and occupy 100µm × 100µm. Accumulation-mode NMOS varactors are used as voltage-dependent capacitors. The ratio of minimum-to-maximum capacitances is around 3.5, which represents the nonlinearity of the system. The varactors use the multi-finger gate structure to optimize the nonlinearity and the quality factor simultaneously [28]. For dispersion compensation capacitors, vertical natural capacitors(VNCAP) are used due to their high quality factor [29].

Fig. 3.5 shows the chip photograph implemented in a 0.13 µm CMOS process. The core area of the die is 0.75 × 0.32 mm², not including pads. As the design frequency increases, the sizes of the inductors are scaled down and the whole structure can be made of two parallel transmission lines without spiral
inductors. In other words, this frequency divider can easily fit in the entire system layout with great flexibility.

The frequency divider is measured using an Agilent E8257D signal generator for the pump signal and an Agilent 8564EC spectrum analyzer. To measure the input matching, an Agilent E8364B network analyzer is used. We de-embed the loss of all cables, adapters, bias tees, and probes for a more accurate measurement. The bias current for the buffer is set to be 8 mA from a 1.2 V power supply.

$S_{11}$ is measured to investigate the input matching while changing the control voltage. As shown in Fig. 3.6, our frequency divider has a reasonable matching performance of $S_{11} < -10$ dB over 18 GHz to 22 GHz.

Figure 3.6: Measured input matching for different control voltages from -0.4 V to 0.2 V
Figure 3.7: Measured single-ended output spectrum for the input amplitude of (a) $V_{in} = 300$ mV ($< V_{th}$) (b) $V_{in} = 440$ mV ($\approx V_{th}$) (c) $V_{in} = 600$ mV ($> V_{th}$)

Next, the single-ended output spectrum is measured against the input (pump) amplitude as shown in Fig. 3.7. For an input amplitude below the threshold, the output spectrum only shows the input frequency, $f_{in}$. However, as the input amplitude increases beyond the threshold, the $f_{in}/2$ component appears and grows with the input amplitude. Note that the output spectrum at the input frequency stays almost constant as the input amplitude increases, which means that most of the input energy over the threshold is transferred to the $f_{in}/2$
component. This can be also predicted by equation (3.4). In addition, the proposed standing wave formation leads to the suppression of the input frequency at the single-ended output. A \(3f_{in}/2\) component is also generated by nonlinear coupling between \(f_{in}/2\) and \(f_{in}\) components. The harmonics higher than \(3f_{in}/2\) are negligible due to the resonator cut-off frequency.

The output amplitude versus the input amplitude is simulated and measured in Fig. 3.8. The measured input threshold is around 400 mV, while the simulated value is 300 mV. The slope of the output amplitude versus input amplitude in the measurement is higher than that of the simulation. This difference can be explained by Fig. 3.2(b). The drop in the nonlinearity caused by the parasitic capacitances (which are linear) increases both the threshold and the slope simultaneously, while some additional loss also contributes to the increase in

Figure 3.8: Output amplitude at \(f_{in}/2\) versus input amplitude at \(f_{in}\)
Figure 3.9: Simulated pump depletion ratio for investigation of the frequency conversion efficiency

the threshold. The output amplitude increases with the input amplitude over the threshold following a square-root relation as explained in (3.11). The 600 mV input amplitude results in a 300 mV single-ended output amplitude (600 mV differential output) due to its high frequency conversion efficiency as well as the standing wave formation. The calculation result is also plotted in Fig. 3.8 to verify the analysis in section III. All the parameters for calculation, including quality factors and varactor nonlinearity, are extracted from the Cadence simulation and the simulated transfer function of the output buffer is included for accurate comparison.

The efficiency of the frequency conversion is simulated in terms of pump depletion ratio, which is defined as the ratio of the drop in the pump power to
the injected pump power after parametric oscillation. Pump depletion occurs because parametric oscillation results in power transfer from the pump to the signal. As the power is transferred, the level of the pump amplitude on the resonator decreases. Therefore, the higher pump depletion means more efficient frequency conversion. However, there are some backconversion processes which drop the efficiency. The sufficiently grown signal at \( f_{in}/2 \) generates the second harmonic at \( f_{in} \), which returns the power back to the pump. Besides the backconversion by the second harmonic generation, the interaction between signal and pump generates \( 3f_{in}/2 \) component. Then, the interaction between \( 3f_{in}/2 \) and \( f_{in}/2 \) components increases the \( f_{in} \) component through nondegenerate para-
Figure 3.11: Measured output waveform for a 20-GHz input

metric amplification [31]. In Cadence simulation, the pump depletion is found to be 45% as shown in Fig. 3.9. To exclude the nonlinearity of the buffer, the pump amplitude is simulated before the buffer. The harmonic suppression ratio at the single-ended output is also measured as shown in Fig. 3.10. The suppression ratio for the second ($f_{in}$) and third ($3f_{in}/2$) harmonics are more than 16 dB due to the standing wave formation and the resonator cut-off frequency that is lower than $3f_{in}/2$. Transient signals are also measured for single-ended and differential outputs using an Agilent 86100C digital communication analyzer with 80-GHz bandwidth as shown in Fig. 3.11.

We measure the threshold voltages over input frequencies for different control voltages to find the tunability as shown in Fig. 3.12. This result demon-
Figure 3.12: Measured threshold versus input frequency for different control voltages

strates a wide tuning range from 18.5 GHz to 23.5 GHz (24%). As the control voltage departs from zero, the C/V slope of the varactor reduces due to the change of the varactor operation regime as shown in Fig. 2.6. As a result, the effective nonlinearity decreases, thereby increasing the threshold voltage. In addition, the dispersion compensation capacitor is still fixed with the change of the varactor, resulting in some phase mismatch. This is another reason for the increased threshold voltage. The increased threshold voltage might limit the use of the proposed frequency divider for low power applications. However, this can be addressed by optimizing the resonator structure and/or increasing the nonlinearity of the varactor: A standing wave formation can be exploited to maximize the quality factor of the resonator by spatially manipulating the characteristic impedance [27]. In addition, we can increase the varactor nonlinearity
by increasing $C_{ox}$ since the varactor capacitance is the series combination of the $C_{ox}$ and voltage-dependent channel capacitance [28]. The CMOS process scaling can result in this desired increase.

For a fixed varactor bias, the operation bandwidth is relatively small, which is another limiting factor of the proposed frequency divider. Basically, the proposed structure is a wave-based oscillator and the round-trip phase is equal to $2\pi$ at the oscillation frequency which is half of the pump frequency. When this frequency is the resonant frequency of the structure, the oscillation signal and its nonlinear interaction term with the pump should have the same phase to maintain the round-trip phase of $2\pi$. This leads to $\phi = \pi/2$ in (2.23), which gives the maximum parametric gain. However, when the divide-by-two frequency is deviated from the resonant frequency, the pump selects a signal phase for oscillation that is different from the nonlinear interaction term. The vector sum of the signal and the nonlinear interaction term results in a certain phase shift to satisfy the round-trip phase condition. The deviation from $\phi = \pi/2$ leads to lower parametric gain, thereby increasing the threshold.

Fig. 3.13 shows the measured phase noise. The phase noise difference between input and output is around 6 dB over a wide range of the offset frequency, which agrees with the simulation result shown in Fig. 3.3. Above 1-MHz offset frequency, the noise floor of the spectrum analyzer becomes dominant and the measured phase noise difference decreases. Table 3.1 shows the comparison with state of the art of CMOS frequency dividers at an input frequency of around 20 GHz. As depicted in Table 3.1, our proposed frequency divider shows the comparable performance while it consumes the zero static power consumption.
3.5 Discussion

In this section, we provide comparisons between the proposed frequency divider and a digital frequency divider with no static power consumption in terms of the operation speed. Additionally, we discuss the application of the proposed frequency divider in a phase locked loop (PLL) and its advantages over other types of the frequency dividers. We also discuss the possibility of extending the proposed concept to design a divide-by-4 frequency divider.
Table 3.1: Comparison with prior art

<table>
<thead>
<tr>
<th></th>
<th>Frequency (GHz)</th>
<th>$P_{DC}$ (mW)</th>
<th>Operation Range (%)</th>
<th>$P_{inj}$ (dBm)</th>
<th>Chip Area(mm$^2$)</th>
<th>Technology (CMOS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[34]</td>
<td>20.8-22.6</td>
<td>0.39</td>
<td>8.3</td>
<td>3</td>
<td>0.27</td>
<td>0.18-µm CMOS</td>
</tr>
<tr>
<td>[35]</td>
<td>19.5-22</td>
<td>6.4*</td>
<td>18.1</td>
<td>4</td>
<td>0.03</td>
<td>90-nm CMOS</td>
</tr>
<tr>
<td>[36]</td>
<td>19.3-23.4</td>
<td>1.5</td>
<td>19.5</td>
<td>10</td>
<td>0.23</td>
<td>0.13-µm CMOS</td>
</tr>
<tr>
<td>[37]</td>
<td>20.5-26</td>
<td>1.5</td>
<td>23.6</td>
<td>0</td>
<td>0.22</td>
<td>0.18-µm CMOS</td>
</tr>
<tr>
<td>This work</td>
<td>20-21.5</td>
<td>0</td>
<td>7.2</td>
<td>8.6</td>
<td>0.26</td>
<td>0.13-µm CMOS</td>
</tr>
</tbody>
</table>

$P_{DC}$ only includes the core power consumption. * includes the power for quadrature generation.

3.5.1 Comparison with Digital Frequency Dividers

Digital frequency dividers can be also implemented using dynamic latches to achieve no static power consumption. However, the dynamic latch has a long time constant due to the switching resistance, $1/g_{ds}$, and parasitic capacitance of the MOSFET, requiring a rail-to-rail input to minimize the resistance [30]. This is why “current-mode logic” (CML) latches are commonly used for high-frequency frequency division above 10 GHz despite their high power consumption [31]. Therefore, the proposed frequency divider can operate at higher frequencies than a dynamic latch frequency divider although both of them have no static power consumption. In addition, the fan-out capacitance, which comes from the buffer or the next stage, can slow down the digital frequency divider [30]. On the other hand, the proposed structure can absorb the fan-out capacitances to the transmission line structure to increase the operation frequency. However, the digital frequency divider, which does not use the resonator struc-
ture, provides broader operation bandwidth than the proposed structure.

### 3.5.2 Application in a Phase-Locked Loop

Comparing to Miller frequency dividers and injection-locked frequency dividers, which support a high frequency division, the proposed frequency divider has simpler structure with no static power consumption. This is critical since the overall power consumption of a PLL is dominated by the first few dividers above 10 GHz [1]. Moreover, the absence of active devices alleviates the phase noise contribution in a PLL, caused by the flicker noise and white noise floor [32].

The distributed structure of the proposed frequency divider is also advantageous for its use in a PLL to cover a large area of clock distribution network. Wiring differential transmission lines in a clock distribution network can be turned into the proposed frequency divider simply by placing the varactors with appropriate spacing and by connecting both ends. However, the narrow input bandwidth for a fixed varactor bias should be improved for reliable operation while the proposed frequency divider can be still useful as one of the first few frequency dividers in a PLL [33].

### 3.5.3 Extension to Divide-by-4 Frequency Divider

A divide-by-4 frequency division can be achieved simply by opening one end of the resonator as shown in Fig. 3.14. The open end does not change the pump standing wave formation. However, it only allows $\lambda_s/4$ and $3\lambda_s/4$ modes for the
signal, not $\lambda_s/2$ (higher modes than $3\lambda_s/4$ are suppressed by cut-off frequency of the resonator). Therefore, $1/4 \omega_p$ and $3/4 \omega_p$ are generated by the parametric oscillation. Since the input frequency is not twice of the generated frequencies, parametric amplification process is no longer degenerate. The non-degenerate parametric gain is smaller than the degenerate case especially for small number of sections, resulting in a higher threshold than a divide-by-2 frequency divider.
3.6 Conclusion

We propose the first passive CMOS frequency divider based on the parametric amplification process using a reflective distributed resonator. The input signal injected into the resonator transfers the energy into a divide-by-2 frequency component through degenerate parametric amplification. By traveling back and forth in the resonator, the signal grows and finally achieves the steady state oscillation at a divide-by-2 frequency. Not having any active devices to sustain oscillation has two important advantages: no static power consumption and low phase noise. Furthermore, the reflective distributed resonator forms different standing waves for signal and pump, which is exploited to suppress the pump at the output as well as to increase the signal amplitude. Finally, the proposed divider occupies more chip area compared to the conventional designs unless it is implemented as part of the clock distribution network.
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4.1 Introduction

In an RF receiver front end, a low noise amplifier (LNA) is a critical block since it mainly determines the noise figure (NF) of the entire system. There have been many previous efforts to minimize the NF of LNAs in a CMOS process. A source-degenerated CMOS LNA is one of the most prevalent structures, which achieves input matching without a real resistor and exploits an input resonant network for signal amplification [1, 2]. A $g_m$-boosted LNA and positive feedback LNA are also attractive modifications of a conventional common-gate CMOS LNA [3, 4]. A sub-0.2-dB NF CMOS LNA was implemented with a non-50 $\Omega$ signal-source impedance [5].

A more exotic approach is to use parametric amplification, in which the gain comes from nonlinear interaction between signal and pump without using transistors. Parametric amplification was actively studied in the 1960s before the transistor technology dominated the integrated circuit design [6]. However, the parametric amplification cannot provide enough gain for high frequency signals due to low quality factors of inductors and capacitors on a CMOS process.

In this chapter, we propose a parametric amplifier based on a distributed nonlinear resonator to overcome the limitation of low quality factor elements. The distributed nonlinear resonator operates as a regenerative amplifier by supplying the pump amplitude below the oscillation threshold. As a result, the am-
plifier achieves a high close-loop gain using a less-than-unity open-loop gain [7]. An important property of the proposed amplifier is its phase-sensitive gain, resulting in noise squeezing. One of the quadrature input noise components, e.g., out-of-phase, is suppressed when the input noise consists of two quadrature components: in-phase and out-of-phase relative to the pump signal. This noise squeezing reduces the amplifier output noise by almost 3 dB compared to the phase-insensitive amplifier with the same gain. In other words, while a conventional amplifier increases the input noise of both quadratures, the noise-squeezing amplifier increases the noise of one quadrature and, at the same time, decreases the other one.

The noise squeezing was originally studied in optics for precise measurements constrained by the uncertainty principle, which sets a fundamental limit to the simultaneous observation of two conjugate parameters, such as the photon number and its phase [8,9]. Since the uncertainty principle preserves the multiplication of the variances of two conjugate parameters, the degenerate parametric amplifier can suppress one of the quadrature noise components at the expense of amplifying the other quadrature component through phase-sensitive amplification. The noise squeezing was also demonstrated in the mechanical systems as classical analogues of optical systems to beat the thermal noise limitation [10,11]. Finally, Josephson’s parametric amplifier using a superconducting quantum interference device (SQUID) was designed to implement noise squeezing in an electrical system [12–14]. However, this amplifier requires a very low operation temperature (around 0 K) and is not integrable. To the best of our knowledge, our work is the first demonstration of noise squeezing for a low-noise amplifier in a CMOS process.
The rest of the chapter is organized as follows. Section 4.2 discusses the noise squeezing effect to enhance the noise performance. Section 4.2.2 explains the pump loss effect, which poses fundamental limits for gain and noise squeezing in a traveling parametric amplifier. Section 4.3 proposes a resonant parametric amplifier to overcome the limits mentioned in section 4.2.2 and analyzes its phase-sensitive gain and noise squeezing performance. Section 4.4 summarizes the design procedure and the simulation results. Finally, section 4.5 discusses the measurement results.

4.2 Noise of a Degenerate Parametric Amplifier

4.2.1 Theoretical Analysis

Since degenerate parametric process uses only reactive components, potentially it can achieve a better noise figure (NF) than the conventional transistor-based amplifiers. In addition, its phase-sensitive gain shows an interesting property: noise squeezing. The equi-partition theorem suggests that the input noise, usually thermal noise, is circularly symmetric for two quadrature components in a thermal equilibrium and can be written as a narrow-band representation for carrier (signal) frequency, \( \omega \) [19] [20]:

\[
n(t) = n_I(t) \cos \omega t + n_Q(t) \sin \omega t \tag{4.1}
\]

\[
\overline{n_I^2(t)} = \overline{n_Q^2(t)} \equiv \sigma^2 \tag{4.2}
\]

where \( n_I(t) \) and \( n_Q(t) \) are slowly varying functions compared to a sinusoidal function at \( \omega \).
When \( n(t) \) is injected into a degenerate parametric amplifier with \( k \)-section lossless nonlinear transmission line \((s) = 0)\) pumped at \( 2\omega \) and the pump has the right phase so that \( n_I(t) \) experiences the maximum gain, then \( n_Q(t) \) has the maximum attenuation based on (2.23):

\[
\overline{n_I^2(t)}_{\text{out}} = |G_{k,\phi=-\pi/4}|^2 \overline{n_I^2(t)} = F_k \sigma^2 \quad (4.3)
\]

\[
\overline{n_Q^2(t)}_{\text{out}} = |G_{k,\phi=\pi/4}|^2 \overline{n_Q^2(t)} = \frac{1}{F_k} \sigma^2 \quad (4.4)
\]

where in-phase power gain for \( k \)-section lossless NLTL, \( F_k \), is defined as:

\[
F_k = e^{2s_0 k}. \quad (4.5)
\]

The multiplication of the standard deviations of \( n_I(t)_{\text{out}} \) and \( n_Q(t)_{\text{out}} \) is given by:

\[
\sqrt{\overline{n_I^2(t)}_{\text{out}}} \cdot \sqrt{\overline{n_Q^2(t)}_{\text{out}}} = \sqrt{F_k} \sigma \cdot \frac{1}{\sqrt{F_k}} \sigma = \sigma^2 \quad (4.6)
\]

\[
= \sqrt{\overline{n_I^2(t)}} \cdot \sqrt{\overline{n_Q^2(t)}}. \quad (4.7)
\]

Eq. (4.7) shows that the multiplication of two quadrature noise components is preserved since one quadrature noise component (out-of-phase) is suppressed at the expense of amplifying the other quadrature noise component (in-phase) through phase-sensitive amplification.

Here we introduce a noise squeezing factor, \( S_F \), which is equal to NF when the information is placed only in the single quadrature phase. This needs to be differentiated with the general NF, which usually considers information in two quadrature phases. Assuming that thermal noise caused by power dissipation on the transmission line is negligible and that the signal information is only in
the in-phase direction, the noise squeezing factor of the parametric amplifier is defined as:

\[
S_F = \frac{SNR_{IN}}{SNR_{OUT}} = \frac{\frac{v_s^2}{n_I^2 + n_Q^2}}{\frac{F_k v_s^2}{F_k n_I^2 + 1/F_k n_Q^2}} = \frac{1}{2} \left( 1 + \frac{1}{F_k^2} \right)
\]

(4.8)

where \( n_I^2 = n_Q^2 \approx \sigma^2 \) and \( v_s \) is a signal amplitude.

Eq. (4.8) shows that the squeezing factor approaches \(-3 \) dB as \( F_k \) increases. In other words, the noise is redistributed from a circular to an oval shape through parametric amplification to have a higher SNR in one quadrature direction. Fig. 4.1 shows the time-domain effect of the noise squeezing and the noise distribution over the phase. The output of the parametric amplifier can be written as:

\[
v_{out}(t) = \sqrt{F_k v_s(t)} \cos(\omega t - \theta) + n_{out}(t)
\]

(4.9)

\[
= \sqrt{F_k [v_s(t) + n_I(t)]} \cos(\omega t - \theta - \zeta)
\]

(4.10)

where

\[
\zeta = \tan^{-1} \left( \frac{n_Q(t)}{F_k v_s} \right) \approx \frac{n_Q(t)}{F_k v_s}
\]

(4.11)

and \( \theta \) is the phase shift due to propagation delay over the transmission line. Eq. (4.10) shows that \( n_I(t) \) contributes to the amplitude fluctuation whereas \( n_Q(t) \) contributes to the phase fluctuation. Eqs. (4.10) and (4.11) explain how the squeezing suppresses the phase (timing) fluctuation at the output by increasing the amplitude fluctuation with the same ratio as shown in Fig. 4.1(c). This is fundamentally different from a linear amplifier (phase insensitive amplifier) that provides the same amount of amplification for two quadrature components, resulting in a circularly symmetric output noise distribution as shown in Fig. 4.1(b).
Figure 4.1: Observation of squeezed output noise by phase-sensitive amplification in a time and phase domain compared to linear amplification: (a) input signal, (b) output signal through linear amplification, and (c) output signal through phase-sensitive amplification. To simplify the notations, the phase of the pump is shifted by $\pi/2$. In (2.23) the signal has its maximum and minimum at $\phi = 0$ and $\phi = \pi/2$, respectively.
Figure 4.2: Calculated squeezing factor versus (a) nonlinear factor for different transmission line loss, (b) initial phase difference between pump and signal for different nonlinear factors, and (c) section number for different nonlinear factors ($l=630$ pH, $c_0=250$ fF, $\omega=10$ GHz).
Next, we take into account the effect of transmission line loss in the parametric amplifier squeezing factor, \( S_F \). The parametric amplifier consists of two transmission lines that generate two independent noises, \( v_{n1i} \) and \( v_{n2i} \), at the \( i^{th} \) node. Because only the differential signal is amplified, the output noise contributed by the power dissipation at the \( i^{th} \) node is:

\[
\overline{v_{\text{nout}}^2} = \frac{e^{-2\tilde{a}_{(k-i)}}}{2} \left( F_{k-i} + \frac{1}{F_{k-i}} \right) \left( v_{n1i}^2 + v_{n2i}^2 \right) 
= 2e^{-2\tilde{a}_{(k-i)}} \cosh[2\tilde{s}_0(k - i)] v_{n1i}^2 \tag{4.12}
\]

The thermal noise power generated at the \( i^{th} \) node that travels toward output is:

\[
\overline{v_{n1i}^2} = kTB + kTBgZ_0^2 
= 2kTBZ_0 \left( \frac{r}{2Z_0} + \frac{gZ_0}{2} \right) = 2kTBZ_0 \alpha_s \tag{4.14}
\]

where \( B \) is the bandwidth over which the noise is measured. \( r \) and \( g \) are parasitic series resistance and parallel conductance which represent inductor and varactor loss, respectively. Combining (4.13) and (4.15), the total output noise associated with transmission line loss is given by:

\[
\overline{v_{\text{nout}}^2} = 4kTBZ_0 \alpha_s \sum_{i=1}^{k} e^{-2\tilde{a}_i} \cosh(2\tilde{s}_0i). \tag{4.16}
\]

From (4.8) and (4.16), the noise squeezing factor becomes:

\[
S_F = \frac{1}{2} \left( 1 + \frac{1}{F_k^2} \right) + \frac{2\alpha_s}{F_k} \sum_{i=1}^{k} e^{2\tilde{a}_{(k-i)}} \cosh(2\tilde{s}_0i) \tag{4.17}
\]

where the input signal source impedance is matched with the characteristic impedance, \( Z_0 \). In the absence of the pump \( (F_k = 1) \), from (4.17) the noise figure, or the squeezing factor, is simply approximated with \( e^{2\tilde{a}_k} \), which is the reciprocal of transmission line loss and is expected from a conventional transmission line.
Fig. 4.2 shows the calculated squeezing factor based on (4.17). The signal and pump frequencies are 10 GHz and 20 GHz, respectively. The cut-off frequency is set to be 25 GHz. When the transmission line is lossless, the amplifier squeezing factor approaches -3 dB for large nonlinear factors as shown in Fig. 4.2(a). However, the transmission line loss significantly degrades the squeezing factor. The phase sensitivity of the squeezing factor is also investigated, as shown in Fig. 4.2(b). Since the input noise distribution is assumed to be circularly symmetric and independent of input signal, the variation of the squeezing factor is caused only by change in the signal gain. The squeezing factor is also calculated as a function of the section number, as shown in Fig. 4.2(c). As the section number increases, the squeezing effect exponentially increases, resulting in a better squeezing factor. However, in the presence of transmission loss, the number of noise sources also increases with section number. Therefore, for a given nonlinearity, an optimum number of sections will result in a minimum squeezing factor.

4.2.2 Pump Loss Effect

The previous sections examined the signal gain and noise performance in the absence of pump attenuation for an analytical solution. However, pump loss is critical since the signal gain is an exponential function of the pump amplitude, as shown in (2.23).

Fig. 4.3 shows the simulated pump loss effect on the gain and squeezing factor based on (2.15) and (2.16) when the phase difference between signal and pump is $-\pi/4$ for a maximum gain. When pump loss is negligible, the log-scale
Figure 4.3: Simulated pump loss effect on (a) gain and (b) squeezing factor versus section number for different pump losses ($l=630$ pH, $c_0=250$ fF, $Q_s=10$, $\omega=10$ GHz).
gain is linearly proportional to the section number following (2.23). However, as the pump loss increases, the amplifier gain reaches a peak for a certain number of sections. Before this point, since the pump amplitude is large, the gain increases as the signal propagates. After this point, the pump amplitude is too low to compensate the loss of the transmission line, resulting in a lower gain. For a higher pump loss, this optimal number of sections also decreases, thereby resulting in lower gain peak. Considering that the typical value of the quality factor of the transmission line is around 10 for a pump frequency of 20 GHz, the maximum gain is only 5 dB with 22 sections. One might consider injecting pump frequency at multiple points of the transmission line to compensate the loss. Unfortunately, this method would require higher pump power and also results in a more complex design and higher footprint.

Pump loss also degrades squeezing factor: loss results in pump attenuation which, in turn, translates to a lower squeezing effect. This is shown in Fig.4.3(b) where the squeezing factor increases with the section number.

4.3 Resonant Parametric Amplifier

To overcome the challenges of traveling-wave structures associated with a large number of lumped LC elements and pump loss due to limited quality factor, we propose a resonant regenerative amplifier based on a parametric oscillator structure.
Figure 4.4: Reflective distributed parametric oscillator and its standing wave formation for signal and pump frequencies.

### 4.3.1 Review of Reflective Parametric Oscillator

Fig. 4.4 shows the reflective parametric oscillator and its standing wave formation for signal and pump frequencies. Parametric oscillation occurs when the parametric amplification compensates the loss of a resonator at the resonance frequency. The resonator consists of two transmission lines with four phase-matched LC sections that are connected at both ends. Oscillation starts from the ambient thermal noise of the resonator when the pump is strong enough to compensate for the loss. The noise component grows by traveling back and forth between two reflective ends through the degenerate parametric amplification, finally generating a stable oscillation signal at a half-pump frequency.
Figure 4.5: Differential parametric resonant amplifier with output buffer.

The upper part of Fig. 4.4 shows different standing wave formations inside the resonator for both pump and signal. The differential signal sees the resonator ends as shorts due to the virtual ground, while the common-mode pump sees the ends as open nodes. The effective length of the four-LC-section resonator is equal to a pump wavelength, \( \lambda_p \), which is half of the signal wavelength, \( \lambda_s \). With the reflection at both ends, the signal forms a \( \lambda_s/2 \) standing wave with minimum amplitudes at the two boundaries. On the other hand, the pump forms a \( \lambda_p \) standing wave with maximum amplitudes at both ends. The higher modes for pump and signal are suppressed by the resonator cut-off frequency. The output port is selected at “3/4\( \lambda_p \)” location to suppress the pump signal by exploiting the different standing wave formations for signal and pump.
4.3.2 Regenerative Amplifier with Parametric Resonator

By operating the parametric oscillator with a pump below the oscillation threshold, another form of degenerate parametric amplification can be achieved, as shown in Fig. 4.5. Based on the resonator structure in Fig. 4.4, the input signal is applied to the middle of the resonator through the drain of a common source low noise amplifier. The source followers are simply used as output buffers to drive a 50 Ω output load. The control voltage, \( V_{con} \), enables to tune the resonant frequency.

For theoretical analysis, we consider the coupled-mode equations of (2.15) and (2.16). Adding terms that represent the injection of the input signal and pump into the resonator, these coupled-mode equations are modified to:

\[
\frac{\partial A}{\partial x} = -\frac{j\beta_b A_p}{4} A^* - \alpha_s A + \frac{\kappa_s A_s}{2} e^{j\phi} \tag{4.18}
\]

\[
\frac{\partial A^*}{\partial x} = \frac{j\beta_b A_p}{4} A - \alpha_s A^* + \frac{\kappa_s A_s}{2} e^{-j\phi} \tag{4.19}
\]

\[
\frac{\partial A_p}{\partial x} = -\alpha_p A_p + \kappa_p A_{pin}, \tag{4.20}
\]

where \( \kappa_s \) and \( \kappa_p \) represent the increase ratios in the signal and pump amplitude inside the resonator due to the injected signal and pump, respectively. The significance of this term will be seen when reflections are taken into account inside the resonator, which will be presented in (4.24) and (4.25). \( A_s \) and \( A_{pin} \) are the signal and pump amplitudes that enter the resonator, respectively.

By the structural symmetry of the resonator, we can only consider the left-half of the resonator for the following analysis. It is noteworthy that even though the pump is only applied to the left end of the resonator, for our analysis we can imagine a virtual pump injection from the right end. This is due to the fact that the resonator length is \( \lambda_p \), which means the two ends are in phase for
the pump frequency.

For steady state response, \( \partial A / \partial x, \partial A^* / \partial x, \partial A_p / \partial x = 0 \). Combining (4.18) and (4.19) to eliminate \( A^* \), the signal amplitude on the resonator, \( |A| \), becomes:

\[
|A| = \frac{\kappa_s A_s}{2(\alpha_s^2 - s_0^2)} \sqrt{s_0^2 + \alpha_s^2 - 2s_0 \alpha_s \sin \phi}, \tag{4.21}
\]

where

\[
s_0 = \frac{\beta b A_p}{4} = \frac{\beta b \kappa_p}{4 \alpha_p} A_{pin}. \tag{4.22}
\]

At the resonator end where the pump is injected, the relation between \( m \)th and \( (m+1) \)th round-tripped pump amplitudes, \( A_{p_m} \) and \( A_{p_{m+1}} \), is:

\[
A_{p_{m+1}} = A_{p_m} \exp(-2 \alpha_p d) + A_{pin} \tag{4.23}
\]

where \( 2d \) is the round-trip length of the resonator. Inserting \( A_{p_{m+1}} = A_{p_m} = A_{p|steady} \) and \( A_{p|steady} = \kappa_p A_{pin} / \alpha_p \) into (4.23), \( \kappa_p \) is reduced to:

\[
\kappa_p = \frac{\alpha_p}{1 - \exp(-2 \alpha_p d)}. \tag{4.24}
\]

In a similar way, \( \kappa_s \) can be obtained as below,

\[
\kappa_s = \frac{\alpha_s}{1 - \exp(-\alpha_s d)}. \tag{4.25}
\]

By rearranging (4.21),

\[
G_\phi = \frac{|A|}{A_s} = \frac{\kappa_s \sqrt{(\frac{A_{pin}}{A_{th}})^2 - 2(\frac{A_{pin}}{A_{th}}) \sin \phi + 1}}{2 \alpha_s \left[1 - (A_{pin}/A_{th})^2\right]} \tag{4.26}
\]

where

\[
A_{th} = \frac{4 \alpha_s \alpha_p}{\beta b \kappa_p b} = \frac{2(1 - \exp(-2 \alpha_p d))}{Q_p b}. \tag{4.27}
\]
From (4.26), when the pump amplitude is below the oscillation threshold, $A_{pin} < A_{th}$, the maximum and minimum gain are:

$$G_{\phi} = \begin{cases} \frac{\kappa_s}{2\alpha_s} (1 - A_{pin}/A_{th})^{-1} & \text{for } \phi = -\frac{\pi}{4} \text{ (max.)} \\ \frac{\kappa_s}{2\alpha_s} (1 + A_{pin}/A_{th})^{-1} & \text{for } \phi = \frac{\pi}{4} \text{ (min.)} \end{cases}$$

(4.28)

Based on (4.28), when the pump power is just below the threshold, the amplifier has the lowest gain (i.e., maximum attenuation for $\phi = \pi/4$), which is half the gain in the absence of the pump. This sets a fundamental limit of a maximum squeezing ratio of 6 dB in the proposed system. Next, we are going to calculate the total gain of the parametric amplifier. The voltage gain of a source-degenerated amplifier that injects the signal into the resonator, shown in Fig. 4.5, is [1]:

$$G_0 = \frac{A_s}{V_{IN}} = \frac{\omega_T Z_0}{2\omega R_s}$$

(4.29)

where $V_{IN}$ is the input amplitude, $\omega_T$ is the cut-off frequency of $M_1$, $Z_0$ is the characteristic impedance of the resonator, $R_s$ is the signal source impedance, and $\omega$ is the signal frequency, assuming that the input matching is achieved using a source-degenerated inductor, $L_s$.

Combining (4.26) and (4.29), the total gain of the parametric resonant amplifier becomes:

$$G_T = \frac{A_r}{V_{IN}} \cdot \frac{|A|}{A_s} \cdot \gamma = G_0 G_{\phi} \gamma$$

(4.30)

$$= G_{T0} \sqrt{\left(\frac{A_{pin}}{A_{th}}\right)^2 - 2\left(\frac{A_{pin}}{A_{th}}\right) \sin 2\phi + 1}$$

(4.31)

where $\gamma$ is the voltage increase ratio due to the standing wave formation, defined by $\gamma = 2|\sin(\beta x)|$ ($\gamma \approx 1.41$ for output taken out at $3/4\lambda_p$) [27]. $G_{T0}$ is the gain without the pump injection defined by $G_{T0} = \kappa_s \gamma G_0 / 2\alpha_s$. 
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Figure 4.6: Calculated (a) gain enhancement ratio and (b) noise reduction ratio with respect to the phase difference for different pump amplitudes.
Fig. 4.6(a) shows the calculated gain enhancement ratio, $G_T/G_{T0}$, due to parametric amplification with respect to the phase difference between signal and pump for different pump amplitudes based on (4.31). As the pump amplitude approaches the oscillation threshold, the gain plot shows higher amplification and attenuation depending on the phase difference. The phase difference between the maximum and minimum is $\pi/2$, which clearly shows the phase-sensitive gain for quadrature signals. Fig. 4.6(a) is similar to Fig. 2.7, which is obtained from a traveling-wave type parametric amplifier. However, the resonant amplifier uses only four LC sections and provides much higher gain due to resonance, resulting from the robustness to the pump loss effect compared to Fig. 4.3.

### 4.3.3 Analogy with a Conventional Regenerative Amplifier

To intuitively understand the parametric amplification on the resonator, we use the analogy with a simplified LC resonant amplifier shown in Fig. 4.7. The inductance and the capacitance in Fig. 4.7(b) are $L_d = 4L_r/\pi$ and $C_d = 4C_{r0}/\pi$, to provide the same resonance frequency as that of the distributed resonator in Fig. 4.5. Here, $L_r$ and $C_{r0}$ are the inductance and average capacitance of each inductor and varactor used in the distributed resonator, respectively. The distributed resonator loss can be modeled as a series resistor $r_{ind}$, and the parametric amplification can be represented as a negative resistor, $-r(\phi)$, which is a function of the phase difference between the pump and the signal $\phi$. The value of the series resistance $r_{ind}$ can be obtained from the quality factor relation

$$Q = \frac{\omega L_d}{r_{ind}} = \frac{\beta}{2\alpha_s} = \frac{\omega \sqrt{L_r C_{r0}}}{2\alpha_s},$$

(4.32)
Figure 4.7: (a) Amplification using a parametric resonator with a pump level below the oscillation threshold (b) A conventional resonant amplifier with a negative resistor.
where $\alpha_s$ is the loss of transmission line per unit length. From (4.32) and $Z_0 = \sqrt{L_r/C_{0r}}$, we can obtain $r_{\text{ind}} = 8\alpha_s Z_0 / \pi$.

In the absence of pump ($r(\phi) = 0$), the load impedance in Fig. 4.7(b) is $Z_L = Q^2 r_{\text{ind}}$. When the pump is applied to the resonator with the right phase with respect to the signal ($\phi = -\pi/4$ in (2.23)), the negative resistor increases the quality factor of the resonator. This provides a larger load impedance around the resonance frequency given by

$$Z_L' = Q^2 r_{\text{ind}}' = \left( \frac{\omega_0 L_d}{r_{\text{ind}} - r(\phi)} \right)^2 (r_{\text{ind}} - r(\phi)) \quad (4.33)$$

$$= Z_L / (1 - r(\phi)/r_{\text{ind}}). \quad (4.34)$$

The increased load impedance results in a higher gain of

$$G = G_m Z_L' = \frac{G_0}{1 - r(\phi)/r_{\text{ind}}} \text{ for } r(\phi) < r_{\text{ind}}, \quad (4.35)$$

where $G_0 = G_m Z_L$ is the gain without the pump and $G_m$ is the effective transconductance. On the other hand, when the phase difference between signal and pump is out of phase, $-r(\phi)$ becomes positive, causing additional signal attenuation due to the parametric process. In other words, the signal phase determines the polarity and magnitude of $r(\phi)$ and changes the amplifier gain.

Equation (4.28) has the same form as (4.35), which demonstrates that our simplified model in Fig. 4.7(b) explains the effect of the parametric process. By equating (4.35) and (4.28), $r(\phi)$ can be expressed into

$$|r(\phi = \pm \pi/4)| = \frac{bQ A_{\text{eff}}}{2} r_{\text{ind}}, \quad (4.36)$$

where $A_{\text{eff}}$ is the pump amplitude inside the resonator, given by $A_{\text{eff}} = A_{\text{pin}} / (1 - \exp(-2\alpha_p d))$. Equation (4.36) suggests that the phase-dependant resistance is proportional to the pump amplitude, the nonlinearity factor, and the resonator
quality factor. It is noteworthy that parametric amplification beyond the resonator loss \((r(\phi) > r_{ind} \text{ or } A_{pin} > A_{th})\) results in parametric oscillation, which can be exploited for low-noise frequency division discussed in Chapter 3.

However, the proposed amplifier does not use the extra transistor to compensate for the resonator loss since the gain comes from the parametric amplification. More importantly, the proposed amplifier provides the phase sensitive gain for the noise squeezing at the cost of its complicated structure.

### 4.3.4 Squeezing Factor

Finally, the minimum squeezing factor can be simply calculated based on the squeezing effect, assuming that the noise of the resonator itself is negligible. This is similar to calculating the NF of a conventional LNA where we assume that the effect of resonator loss is negligible and the NF is dominated by the channel noise\(^1\). Under this assumption the squeezing factor is:

\[
S_F = K_s \cdot NF_0, \tag{4.37}
\]

where \(K_s\) is the noise reduction ratio and \(NF_0\) is the NF of the source-degenerated common-source amplifier. The noise reduction ratio, \(K_s\), can be calculated using (4.8) and (4.28):

\[
K_s = \frac{1}{2} \left[ 1 + \left( \frac{G_{T\mid min}}{G_{T\mid max}} \right)^2 \right] = \frac{(A_{pin}/A_{th})^2 + 1}{(A_{pin}/A_{th} + 1)^2} \tag{4.38}
\]

When \(A_{pin}\) approaches \(A_{th}\), the reduction ratio, \(K_s\), approaches 1/2.

---

\(^1\)For typical losses of on-chip passive components, this assumption is valid. Interested readers can use a similar approach shown in (4.17) to calculate NF when the resonator loss cannot be neglected.
Fig. 4.6(b) shows the calculated squeezing factor with respect to the phase difference between signal and pump for different pump amplitudes based on (4.37). As expected in the gain plot, higher pump amplitude provides higher noise squeezing ratio for in-phase component, whereas it degrades the noise performance of out-of-phase component.

4.4 Design and Simulation

We designed and simulated the proposed amplifier at around 10 GHz in a 65 nm CMOS technology. The chip consumes 30 mW from a 1.2-V supply. This power includes the pump generation circuit, which consumes 14.5 mW. The estimated area of the entire chip is 1.5 mm×0.9 mm.
4.4.1 Design

The design of the proposed amplifier consists of three parts: a nonlinear resonator for phase-sensitive gain, a low noise amplifier for input stage, and a frequency doubler to generate a pump frequency that has exactly twice the input frequency. To design the resonator, we use the fact that its resonant frequency, which should be around 10 GHz, is closely related to the propagation constant, $\beta$, defined by $\beta = \omega \sqrt{lc_0} = 2(\omega/\omega_c)$. Also, as explained in Section 2.2, the cutoff frequency of the LC-ladder sets the maximum gain of the amplifier. The optimum cut-off frequency can be obtained from the trade-off between $\tilde{s}_0$ in (2.26) and the pump loss due to the cut-off frequency which is comparable to the pump frequency. Using the optimum cut-off frequency of around 25 GHz for maximum gain, we need a fine adjustment to satisfy the resonant frequency of 10 GHz. The resonant frequency is determined from

$$d = nh = \frac{\lambda_s}{2} = \frac{\pi}{\beta} = \frac{1}{2 f_{osc} \sqrt{(l/h)(c_0/h)}},$$  \hspace{2cm} (4.39)

where $d$ is the length of the resonator, $h$ is the spacing between two adjacent nodes, and $n$ is the number of resonator sections. The varactor capacitance per unit section is approximated by its average value, $c_0$. Equation (4.39) can be rearranged to:

$$f_{osc} = \frac{1}{2n \sqrt{lc_0}} = \frac{\pi f_c}{2n}.$$  \hspace{2cm} (4.40)

Inserting the cut-off frequency into (4.40), the section number is around 3.9. Because we can only have positive integers, the section number is set to be four, which requires the minor adjustment of the cut-off frequency to keep the resonant frequency at 10 GHz (For accurate adjustment, the resonant frequency should be verified with Cadence simulation since eqs. (4.39) and (4.40) is based
on the small dispersion assumption.) Knowing the cut-off frequency of the line and the number of sections, we can determine the LC product. To pick the values of inductors and varactors, we need to select the characteristic impedance of the LC line. Since the resonator is driven with an LNA and the output is taken out using a buffer, the impedance does not have to be 50 Ω. As a result, we select the characteristic impedance to minimize the loss of the resonator, which is around 40 Ω. In this process, the optimized inductor and varactor value to achieve the maximum gain, i.e. optimum cut-off frequency, and minimum loss are 470 pH and 270 fF, respectively.

The inductor is implemented as a spiral whose inductance is 380 pH and dimension is 145 µm × 145 µm, including the guard ring. The quality factors of the spiral are 16 and 19 at 10 GHz and 20 GHz, respectively. The coplanar waveguide with a ground-shielded plane is employed to connect inductors. The inductance of these interconnects is around 90 pH. The transmission line structure is carefully simulated in an E/M simulator, SONNET.

We use an accumulation-mode MOS varactor as a voltage-dependent capacitor. Its capacitance versus voltage characteristic is shown in Fig. 4.9. The average capacitance is 270 fF and the linearized C/V slope, b, is approximated to be 1.4 around zero bias voltage. The quality factors of the varactor are 31 and 15 at 10 GHz and 20 GHz, respectively. The varactors use the multi-finger gate structure to optimize the nonlinearity and the quality factor simultaneously [28]. Metal-insulator-metal capacitors (MIMCAPs) are used for dispersion compensation capacitors.

The design of the low-noise amplifier for input stage follows a general source-degenerated amplifier for an input frequency of 10 GHz. The input
Figure 4.9: Accumulation-mode MOS varactor characteristic in a 65 nm process.

Impedance is matched to 50 Ω. The main transistor ($M_1$ in Fig. 4.5) has a width of 96 µm for optimum NF and input matching with a bias current of 3 mA. The width of the cascode transistor ($M_2$) is selected considering the trade-off between the amount of parasitic capacitances and its noise contribution. In our design, the width of $M_2$ is 80 µm. Both $M_1$ and $M_2$ have the minimum channel length of 60 nm.

To generate the pump at twice the signal frequency, the frequency doubler is implemented as shown in Fig. 4.8. It consists of an active balun, a frequency doubler, and a buffer. Since the frequency doubler is designed for a differential input signal, an active balun is employed. The active balun ($M_1-M_2$ in Fig. 4.8) is
the combination of common-gate and common-source amplifiers to simultaneously generate a non-inverting and inverting output [28]. In addition, the common gate amplifier located in the input port provides a broadband input matching. The frequency doubler ($M_3$-$M_6$) uses the nonlinearity of the transistor. The even-order harmonics of the differential input signal, mainly the second-order harmonic, is picked at the common node through the resonant network. The last stage ($M_7$-$M_9$) is a two-stage amplifier as a buffer. The first stage amplifies the signal with a high gain, and the second stages drives the nonlinear resonator. Fig. 4.10 shows the simulated output amplitude of the pump generation block versus an input amplitude for different input frequencies in Cadence.
4.4.2 Simulation

Using Cadence, we simulated our designed amplifier, which consists of the input stage amplifier and the nonlinear resonator. The input of the amplifier is a 10 GHz signal (carrier) with bandwidth of 500 MHz (data). The pump frequency is fixed at 20 GHz, which is twice the carrier frequency. The outputs are connected to 50-Ω loads using source follower buffers. The simulation is carried out at a schematic level including an interconnects transmission line model verified by SONNET. We use Periodic Noise analysis (Pnoise) and Periodic S-parameter analysis (PSP) in Spectre to simulate the gain and squeezing factor of the proposed design.
Figure 4.12: Cadence simulation of gain versus frequency for different pump amplitudes for (a) maximum gain and (b) minimum gain.
Figure 4.13: Cadence simulation of squeezing factor versus frequency for different pump amplitudes for (a) maximum gain and (b) minimum gain.
Figure 4.14: Cadence simulation of noise squeezing effect for (a) zero pump amplitude and (b) a pump amplitude of 500 mV.
Figure 4.15: Simulated noise histogram for (a) zero pump amplitude and (b) a pump amplitude of 500 mV using Cadence.
Fig. 4.11 shows both calculated and simulated gain and squeezing factor versus the signal phase for a fixed pump amplitude of 500 mV. For the calculation, we insert $G_T=11.5$ dB and $NF_0=1.6$ dB into (4.31) and (4.37) based on the Cadence simulation. $A_{pin}/A_{th}$ is set to be 0.65 for best fit with the simulation. Note that the accurate calculation of $A_{th}$ is difficult due to the voltage-sensitive drain node impedance of the input amplifier. This is because the standing wave formation of the pump signal doubles the input pump voltage swing on the drain node, as shown in Fig. 4.5.

The gain ranges from 7 dB to 20 dB depending on the phase difference between signal and pump. The difference between maximum and minimum gains is around 13 dB, which determines the magnitude of the noise squeezing ratio in (4.37). As expected in (4.31), the plots are periodic with a period of $\pi$, and the signal phase difference between maximum and minimum gain is $\pi/2$, implying a quadrature squeezing. The simulated gain includes 6-dB loss due to the output buffer, which is not calibrated. (The maximum gain is 26 dB before the buffer whereas the graph in Fig. 4.11 shows 20 dB at its maximum.) The squeezing factor plot is the flip-down image of the gain plot, as we observed in Section III. Assuming that all the signal is in-phase component, the noise squeezing effect suppresses the squeezing factor even below 0 dB, resulting in the minimum squeezing factor of $-0.37$ dB when the gain is maximum. From (4.37) and (4.38), the theoretical squeezing factor is suppressed up to 3 dB below the NF of the input LNA as the pump input gets close to the oscillation threshold. However, the simulation result shows 2-dB suppression of the squeezing factor from 1.6 dB to $-0.37$ dB. This is because the additional loss from the drain node of the input amplifier increases the threshold voltage beyond the varactor saturation region, where the capacitance does not change with the voltage, as shown in
Fig. 4.9.

We also simulated the gain and squeezing factor for different pump amplitudes with a fixed signal phase, particularly for the maximum and minimum gain cases, as shown in Figs. 4.12 and 4.13. In the maximum gain case, the increase in pump amplitude boosts the gain by increasing the quality factor of the resonator. The increase in the quality factor can also be verified in Fig. 4.12(a), as well as by observing that the bandwidth becomes narrower with pump amplitude. Fig. 4.13(a) shows that the squeezing factor is more suppressed as the difference between maximum and minimum gain increases with pump amplitude due to the squeezing effect. On the other hand, Fig. 4.12(b) shows that the increase in pump amplitude decreases the signal gain for a phase at minimum gain. The destructive adding process causes more signal attenuation inside the resonator with the pump amplitude, degrading the quality factor. The squeezing factor also becomes worse due to signal loss, as shown in Fig. 4.13(b).

The noise squeezing effect is also clearly observed using the transient noise option in the transient analysis in Cadence, as shown in Fig. 4.14. In the simulation setup, two independent noise voltages, whose bandwidth is 500 MHz, are generated and combined through I/Q modulation at 10 GHz LO frequency. The combined noise signal is injected to the resonant parametric amplifier. After passing through the proposed amplifier, the output is demodulated to extract I/Q components and sampled for statistical analysis. In the transient simulation, it is noted that the intrinsic device noise is neglected due to a large-signal input noise source. Fig. 4.14 shows the simulated noise squeezing, depending on the presence of the pump. Before the pump injection, the output noise distribution is still circularly symmetric for in-phase and out-of-phase components.
Figure 4.16: The fabricated amplifier in a 0.13-µm CMOS process.

(and hence phase-insensitive). However, the out-of-phase noise component is suppressed in the presence of the pump signal, whereas the in-phase noise component is amplified. Note that the input signal is also equally amplified with the in-phase noise component. To analyze the suppressed out-of-phase noise component quantitatively, the histogram is plotted for 960 samples, as shown in Fig. 4.15. We clearly observe that the standard deviation of the out-of-phase noise component is significantly suppressed with pump injection.

4.5 Measurement Results

The proposed amplifier is fabricated in a 0.13-µm CMOS process, as shown in Fig. 4.16. The chip occupies 1.5 mm × 0.83 mm including pads. The total power consumption is 44 mW from a 1.2-V power supply, where the differential LNA, the pump generation block, and the output buffer consume 16 mW, 20 mW, and
Figure 4.17: Measured and simulated S-parameters for different control voltages.

Figure 4.18: Phase-sensitive gain measurement setup.
8 mW, respectively. Figure 4.17 shows measured differential $|S_{21}|$ without the pump for different varactor bias voltages ($V_{BIAS} = V_{DD} - V_C$). The change in the bias voltage tunes the resonant frequency from 7.5 GHz to 10.5 GHz. The peak gain increases with the bias voltage since positive bias voltages force the varactors to operate in a depletion regime that provides higher quality factors. The measured quality factors of the resonator are 5.2, 6.3, and 8 for varactor bias voltages of $-0.5\, V$, $0\, V$, and $0.5\, V$, respectively. Input matchings for the amplifier and the pump-generation block are also plotted in Fig. 4.17.

The phase-sensitive gain is measured using a fully differential setup, as depicted in Fig. 4.18. The input signal is generated using an external passive mixer and two sources: an Agilent E8257D for carrier generation at 8-to-10 GHz and an HP 8648C for data signal generation at 0-to-500 MHz. The input of the pump-generation block is also from the same source used for carrier generation. Power levels into the amplifier and pump-generation circuits can be independently controlled by adjusting the input power and a variable RF attenuator. The signal phase can be adjusted with a variable phase shifter, which provides 0-to-$720^\circ$ at the carrier frequency. The output spectrum is measured by the spectrum analyzer.

Figure 4.19 shows the simulated and measured phase-sensitive gain normalized to the gain in the absence of the pump ($G_0$). This measurement was performed with the input-carrier frequency of 8.75 GHz that gives the maximum squeezing factor. We also modulate the input carrier with a 1-MHz sinusoid to distinguish the signal from undesired harmonics at the output. Here, the injected power to the pump-generation block is kept constant at $P_{in} = 1\, \text{dBm}$ for the maximum squeezing factor. For simulation, this injected power is set at -2
dBm for the maximum squeezing factor. The measured maximum gain difference between in-phase and quadrature ($G_I/G_Q$) is around 9 dB, which results in the squeezing factor of 2.5 dB. For accurate simulation, parasitic inductance and capacitance, especially at the connection between the input amplifier and the resonator, are extracted using E/M simulator, Sonnet.

The in-phase and quadrature gains, $G_I$ and $G_Q$, are also measured with respect to $P_{in}$ as shown in Fig. 4.20. The increase in $P_{in}$ boosts in-phase gain $G_I$ and reduces quadrature gain $G_Q$ according to (4.28) and (4.36). For $P_{in}$ of 1 dBm, the in-phase gain $G_I$ and gain difference $G_I/G_Q$ have the maximum values of 21 dB and 9 dB, respectively. For $P_{in}$’s higher than 1 dBm, $G_I$ drops since a large pump swing pushes the transistors of the input LNA into operating in the triode re-
Figure 4.20: Measured and simulated in-phase and quadrature gain vs. pump power.

region. Compared with the simulation, the measured optimum injection power is 3-dB higher due to the center frequency shift and the conversion gain difference between simulation and measurement in the pump generation block. For Fig. 4.20, the input carrier frequency and data frequency are again set at 8.75 GHz and 1 MHz, with a bias voltage of 0 V.

To investigate the operation frequency range, the quadrature gain difference $G_I/G_Q$ is measured for different carrier frequencies and bias voltages, as shown in Fig. 4.21. When the bias voltage of varactors $V_{BIAS}$ is 0 V, the quadrature gain difference is at the maximum. As the control voltage is deviated from 0 V, the nonlinearity of the varactor decreases, as shown in Fig. 2.6. This lowers the parametric gain of the amplifier. The phase-sensitive gain is also measured
Figure 4.21: Measured and simulated quadrature gain difference $G_I/G_Q$ for different control voltages.

vs. data frequency for the fixed carrier frequency of 8.75 GHz as shown in Fig. 4.22. As data frequency increases, the phase relation between the signal and the pump is not maintained, decreasing the quadrature gain difference.

To measure sensitivity, we first measure the noise figure in the absence of the pump, $NF_0$, using the Y-factor method [29], as shown in Fig. 4.23. Using this result, we can calculate the input-referred noise power in the absence of the pump as $N_{i0} = NF_0 \cdot N_i$. It is noteworthy that the pump-generation block is turned on (with no $P_{in}$) in order to include the noise from the pump-generation circuit in $NF_0$. Next, to see how the output noise power is changed after pump injection, we measure noise gain $G_N$ using a high-power broadband noise source (Agilent 346C), as shown in Fig. 4.24. Since the power of the noise source is large
enough, we can ignore the contribution of the amplifier to the output noise. The measured noise gain is shown in Fig. 4.25. The noise gain is equal to the average of in-phase and quadrature gains (i.e., \((G_I^2 + G_Q^2)/2\)) according to the equi-partition theorem. Using this principle and the results of Fig. 4.22, we also calculate the noise gain from the signal gain, as shown in Fig. 4.25. The measured and calculated noise gain agree well within frequencies of interest, which proves that the phase-sensitive gain also works for noise input. From the measured noise gain, the output noise power can be estimated as \(N'_{\text{out}} = G_N^2 N_{\text{in0}}\). Finally, the input-referred noise in the presence of the pump can be estimated by dividing the output noise power by the measured signal gain. Figure 4.26 shows the ratio of the measured input-referred noise \(N_{\text{in}}\) to input noise \(N_i\). This noise
Figure 4.23: Measured and simulated NF in the absence of the pump.

Figure 4.24: NF and noise gain measurement setup.
Figure 4.25: Measured and simulated noise gain compared with the calculation using the results of Fig. 4.22.

ratio is equal to NF when the information is placed only in the single quadrature phase. For the in-phase input signal, the measured minimum detectable power is around 0.1 dB below $N_i$ at the expense of degrading the quadrature sensitivity. This demonstrates that sensitivity below the thermal noise limit can be achieved by the proposed amplifier.

Linearity performance is measured in terms of a 1-dB gain-compression point and input-referred IP3 with/without a pump. Figure 4.27 shows the measured 1-dB gain-compression point. $P_{1dB}$ is around -2.1 dBm in the absence of the pump. After the pump injection, $P_{1dB}$ is changed to -5 dBm for in-phase gain $G_I$ and 1.1 dBm for quadrature gain $G_Q$. Figure 4.28 shows the measured IIP3 with/without the pump. IIP3 is -10.5 dBm in the absence of the pump and is
Figure 4.26: Measured and simulated input-referred noise normalized to $N_i$ for in-phase and quadrature compared with when the pump is off.

decreased to -12.5 dBm for $G_i$ when the pump is applied. To investigate how the nonlinear resonator affects the linearity performance, we simulated the performance after replacing the varactors with constant capacitors. The 1-dB compression point and IIP3 of the amplifier with linear resonator are less than 1 dB better than the nonlinear case. This proves that the varactors mainly generate the second-order nonlinearity and have minimal effect on the 1-dB compression point and IIP3, which capture the odd order nonlinearities.
Figure 4.27: Measured and simulated gain saturation characteristics with and without the pump.

4.6 Conclusion

We propose a resonant parametric amplifier with a low noise performance using the noise squeezing effect. The phase-sensitive amplification process suppresses one of the quadrature noise components and achieves around 3-dB noise reduction for single phase information compared to the phase-insensitive amplification. The resonant structure of the amplifier, which resembles the Fabry-Perot laser amplifier, enables parametric amplification for narrow-band signals with a small number of lumped LC elements. The signal gain and squeezing factor are analyzed theoretically based on the continuous transmission line approximation and the steady state assumption. In the measurement, we proved that
the implemented parametric resonant amplifier provides a gain difference of 9 dB between in-phase and quadrature at 8.75 GHz. This quadrature gain difference results in a 2.5-dB improvement of the sensitivity for one quadrature at the expense of the degradation of the other quadrature. For linearity performance, $P_{1dB}$ and $IIP3$ were measured to be -5 dBm and -12.5 dBm, respectively, which are comparable to a linear resonant amplifier.


5.1 Introduction

Recently, there has been growing interest in generating picosecond pulses for high-speed sampling, time-domain reflectometry, sensing and imaging, radar, and pulse-based wireless communication [1–5]. To generate a sharp pulse, a special form of nonlinear wave known as a soliton has been extensively studied in optics and electronics [6–12]. To implement an electrical nonlinear medium, a transmission line periodically loaded with voltage-dependent capacitors, e.g., Schottky diodes, was proposed in a GaAs technology in the early 1990s [11, 12]. Recently, a nonlinear transmission line in a CMOS technology has been proposed using accumulation-mode MOS varactors [13]. However, generating sharper pulses in CMOS is more challenging due to the high loss of passive components, lowering the effect of nonlinearity. For instance, the quality factor of varactors is less than 5 above 100 GHz in a typical CMOS technology.

To overcome this limit, the concept of the nonlinear transmission line has been extended to a two-dimensional nonlinear lattice to boost the harmonic generation resulting in higher-amplitude, narrower pulses [14–17]. Our prior work in [14] analyzed the optimum input frequency for the maximum harmonic generation based on numerical analysis, and the lattice was fabricated on a printed circuit board (PCB) for an input frequency of around 20 MHz. We also numerically analyzed a lossless nonlinear lattice based on a discrete model using a perturbative method [15, 16]. Although our recent work in [17] showed promising
simulation results of the nonlinear lattice in a CMOS process, there are several implementation challenges that need to be addressed, including the selection of an output node without pulse distortion as well as input power distribution with high enough power level to fully exploit nonlinearity.

In this chapter, by addressing the above issues, we implement an integrated nonlinear lattice in a standard 0.13-µm CMOS process to demonstrate 2.7-V<sub>pp</sub>, 6.3-ps pulses from a 22-GHz sinusoidal input. To the best of our knowledge, among the high-amplitude pulses (>1 V), this work shows the sharpest pulse in a CMOS process. This chapter also has a significant theoretical extension towards the insightful understanding of a nonlinear lattice. First, we develop a continuous model of a nonlinear transmission line to obtain an analytical form of harmonic generation based on coupled wave equations in the presence of loss and dispersion. Based on this result, we analyze the limitation of a lossy nonlinear transmission line in a CMOS process and introduce a nonlinear lattice as an alternative. We show that the proposed structure exploits spatial power combining, higher cut-off frequency, and two-dimensional nonlinear interference to significantly enhance both the amplitude and pulse width, compared with a 1-D nonlinear transmission line.

The rest of the chapter is organized as follows. Section 5.2 explains the theory of the harmonic generation in a nonlinear transmission line. Then, Section 5.3 proposes a two-dimensional nonlinear lattice as an extension of the transmission line and discusses its operation principle. Section 5.4 presents the design, simulation results, and the implementation details. Section 5.5 presents the measurement results. Section 5.6 discusses the effect of high-order harmonics and presents a half-size triangular lattice.
5.2 Distributed Harmonic Generation Theory

Fig. 5.1 shows a 1-D transmission line consisting of inductors $l$ and voltage-dependant capacitors $c(V)$. As a sinusoid of frequency $\omega_0$ travels along the line, the nonlinearity causes input energy at $\omega_0$ to be transferred into multiple harmonics of the signal. This process results in sharpening the signal in the time domain, generating a narrow pulse. If the ratio of the energy of the higher-order harmonics to the total energy of the signal is larger, the resulting pulse becomes sharper. To describe the harmonic generation in a low-loss nonlinear transmission line, soliton propagation can be a useful model, which is reduced to the Burgers equation (zero-dispersion case) or the KdV equation (dispersion case) [8, 9]. However, the problem with this method is that it presents only the steady-state solution. In this paper, to capture the harmonic generation as the signal propagates along the transmission line, we use coupled-wave equations.

The basic principle of harmonic conversion along the nonlinear transmission line is illustrated in Fig. 5.2. We conceptually model a nonlinear transmission line as multiple coupled transmission lines, each for a different harmonic. The generated harmonic component at each section is constructively added on the
Figure 5.2: (a) Distributed harmonic generation principle similar to (b) distributed amplification.
upper lines during the propagation only if the fundamental and harmonic components are phase-matched. This is very similar to the principle of distributed amplification, in which phase matching between the two lines is necessary to achieve a gain that is proportional to the section number [20].

To analyze the harmonic generation on the nonlinear transmission line, we apply Kirchhoff’s law at one section of the line and use approximated partial derivatives with respect to distance $x$ from the beginning of the line, as shown in Fig. 5.1 [13]. This results in the wave equation for the voltage on the line $V(x, t)$ as

$$\frac{\partial^2 V}{\partial x^2} = L \frac{\partial}{\partial t} \left[ C(V) \frac{\partial V}{\partial t} \right] + 2 \sqrt{LC_0} \alpha \frac{\partial V}{\partial t} \quad (5.1)$$

where

$$\alpha = \frac{1}{2} \left( GZ_0 + \frac{R}{Z_0} \right) \quad (5.2)$$

and $L$, $C$, $G$, and $R$ are unit length inductance, capacitance, parasitic conductance, and parasitic resistance, respectively. $Z_0$ is the characteristic impedance for zero-biased varactors, which is $\sqrt{L/C_0}$. We also approximate the nonlinear capacitors with a first-order function $C(V) = C_0 (1 + bV)$ where $b$ is the slope of $C/V$ characteristic. Next, we apply a sinusoidal signal at $\omega_0$ to the left end of the transmission line and use the Fourier series to find the steady-state solution as

$$V(x, t) = \sum_{n=1}^{3} \left[ V_n(x) e^{j n \omega_0 t} + V^*_n(x) e^{-j n \omega_0 t} \right], \quad (5.3)$$

where $^*$ represents complex conjugate and $V_n$ is the voltage of the $n^{th}$ harmonic. In (5.3), for simplicity it is assumed that the maximum generated harmonic component is the third. This assumption is valid if we introduce an ideal dispersion-less low-pass filter with the cut-off frequency around the fourth harmonic in each section of the line. In a real scenario, this filtering can be done
by adjusting the Bragg frequency of the transmission line. However, this introduces dispersion into the line, which will be discussed in Section 5.2.1.

Substituting (5.3) into (5.1), we obtain three traveling-wave equations for $V_n$'s as

\begin{align}
\frac{\partial^2 V_1}{\partial x^2} - \gamma_1^2 V_1 &= -b\omega_0^2 LC_0 [V_2 V_1 + V_3 V_2^*] \quad (5.4a) \\
\frac{\partial^2 V_2}{\partial x^2} - \gamma_2^2 V_2 &= -b\omega_0^2 LC_0 [2V_1^2 + 4V_1 V_1^*] \quad (5.4b) \\
\frac{\partial^2 V_3}{\partial x^3} - \gamma_3^2 V_3 &= -b\omega_0^2 LC_0 [9V_1 V_2], \quad (5.4c)
\end{align}

where $\gamma_n$ is the complex propagation constant for $n\omega_0$, given by

$$\gamma_n^2 = 2j \sqrt{LC_0 \alpha (n\omega_0)} - (n\omega_0)^2 LC_0. \quad (5.5)$$

Equation (5.5) can be approximated as

$$\gamma_n = \sqrt{-\beta_n^2 (1 - j2\alpha/\beta_n)} \approx j\beta_n (1 - j2Q_n), \quad (5.6)$$

where $\beta_n = n\omega_0 \sqrt{LC_0}$ is the propagation constant for the $n^{th}$ harmonic in the absence of dispersion, and $Q_n = \beta_n / 2\alpha \gg 1$ is the quality factor of the line for the $n^{th}$ harmonic. The propagation velocity for the $n^{th}$ harmonic is

$$v_{p,n} = \frac{n\omega_0}{\beta_n} = \frac{1}{\sqrt{LC_0}}. \quad (5.7)$$

Equation (5.7) shows that all harmonics are phase-matched, since the propagation velocity is the same for all frequencies due to the continuous line approximation. In other words, we have neglected the dispersion of the line due to discreteness, which will be discussed in the next section.

To solve (5.4), we use the perturbation theory and expand $V_n$ in terms of $b$ using coefficients $V_{nm}$ up to the second order:

$$V_n = \sum_{m=0}^{2} b^m V_{nm} = V_{n0} + bV_{n1} + b^2 V_{n2} \quad (5.8)$$
By substituting (5.8) into (5.4) and sorting by the powers of \( b \)

For \( b^0 \),

\[
\frac{\partial V_{10}^2}{\partial x^2} - \gamma_1^2 V_{10} = 0 \tag{5.9}
\]

For \( b^1 \),

\[
\frac{\partial V_{21}^2}{\partial x^2} - \gamma_2^2 V_{21} = -2\beta_1^2 V_{10}^2 \tag{5.10}
\]

For \( b^2 \),

\[
\frac{\partial V_{32}^2}{\partial x^2} - \gamma_3^2 V_{32} = -9\beta_1^2 V_{10} V_{21} \tag{5.11}
\]

where we applied boundary condition \( V_2(x = 0) = V_3(x = 0) = 0 \) which results in \( V_{20}(x) = V_{22}(x) = V_{30}(x) = V_{31}(x) = 0 \). From (5.9), we can obtain a traveling-wave solution given by

\[
V_{10}(x) = V_{10}(0)e^{-\gamma_1 x} \tag{5.12}
\]

and plug this into the equation for \( V_{21} \) in (5.10) to study the second order harmonic generation:

\[
\frac{\partial V_{21}^2}{\partial x^2} - \gamma_2^2 V_{21} = -2\beta_1^2 V_{10}^2(0)e^{-2\gamma_1 x} \tag{5.13}
\]

which shows that the square of the voltage at the fundamental frequency is a forcing function for the wave equation of the second harmonic.

Using the boundary conditions \( V_2(x = 0) = V_2(x = \infty) = 0 \) (beginning of the line and the effect of loss at infinity), the solution of (5.13) is calculated as

\[
V_{21}(x) = -\frac{2\beta_1^2 V_{10}^2(0)}{2\gamma_1 + \gamma_2} \left[ \frac{e^{-(2\gamma_1 - \gamma_2)x} - 1}{2\gamma_1 - \gamma_2} \right] e^{-\gamma_2 x}. \tag{5.14}
\]
Based on (5.6), (5.14) can be simplified to

$$|V_{21}(x)| = \frac{\beta_1 V_{10}^2(0)}{2} x e^{-\alpha_2 x}. \quad (5.15)$$

Equation (5.15) shows that the coherent addition at each section results in a linear increase of the second harmonic component with respect to distance $x$, while the transmission line loss causes an exponential decay. The maximum amplitude of the second harmonic is

$$V_{2|\text{max}} = b |V_{21}(x_{\text{opt}})| = \frac{b Q_2}{2 e} V_{10}^2(0), \quad (5.16)$$

where $x_{\text{opt}} = 1/\alpha_2$ is the length of transmission line that maximizes the second harmonic. We can also calculate the equivalent optimum phase shift as $\phi_{2,\text{opt}} = \beta_2 x_{\text{opt}} = 2Q_2$, which is a function only of the line quality factor.

Similarly, we calculate the third order harmonics from (5.11). It is interesting that the forcing function is the mixing term between $V_{10}$ and $V_{21}$, which shows that cascading second-order nonlinearity generates the third-order harmonics without the third-order nonlinearity. By inserting (5.12) and (5.14) into (5.11) with the boundary condition $V_3(x = 0) = V_3(x = \infty) = 0$, we have

$$|V_{32}(x)| = \frac{3 \beta_1^2 V_{10}^3(0)}{8} x^2 e^{-\alpha_3 x}. \quad (5.17)$$

This result shows that the third-order harmonics are proportional to $x^2$. When $x = x_{\text{opt}} = 2/\alpha_3$ or the propagation phase shift is $\phi_{3,\text{opt}} = \beta_3 x_{\text{opt}} = 4Q_3$, (5.17) has its maximum of

$$V_{3|\text{max}} = b^2 |V_{32}(x_{\text{opt}})| = -\frac{2(b Q_3)^2 V_{10}^3(0)}{3e^2}. \quad (5.18)$$

Equation (5.18) shows greater dependence on the nonlinearity, loss, and input amplitude, compared with the second harmonic generation in (5.16).
5.2.1 Dispersion Effect

So far, we have approximated the line with a continuous line and neglected the effect of dispersion that arises from the discreteness of the line. However, in a real transmission line with lumped varactors, the dispersion changes phase velocity with respect to frequency, especially close to the cut-off frequency. In the presence of the dispersion, equation (5.14) for the second harmonic becomes

\[ V_{21}(x) = -\frac{\beta_1 V_{10}^2(0)}{2} e^{-j\Delta\beta_2 x/2} \text{sinc}(\Delta\beta_2 x/2)xe^{-\gamma_2 x}, \]

(5.19)

where \(2\gamma_1 - \gamma_2\) is approximated as \(j\Delta\beta_2 = j(2\beta_1 - \beta_2)\) using (5.6). Here, \(\beta_2 \neq 2\beta_1\) due to the phase mismatch caused by dispersion. Equation (5.19) is proportional to the sinc function of the accumulated phase mismatch \(\Delta\beta_2 \cdot x\). When \(\Delta\beta_2 \cdot x\) increases, the sinc function decreases from unity, decreasing the amplitude of the second harmonic. If \(\Delta\beta_2 \cdot x = 2\pi\), the amplitude of the second harmonic becomes zero. The dispersion degrades the third harmonic generation even more severely since the third harmonic is closer to the cut-off frequency.

5.2.2 Simulation Results

Fig. 5.3 shows the Cadence simulation of harmonic generation on the nonlinear transmission line, compared with our analysis in the presence of dispersion. The simulations are performed using a standard 0.13-\(\mu\)m CMOS process. Accumulation-mode MOS varactors and ground shielded coplanar waveguides are used as varactors and inductors, respectively. For the input frequency of 25 GHz, the line is designed to have a cut-off frequency of 80 GHz to suppress any harmonics that are higher than the third one. In this simulation, the character-
Figure 5.3: Simulated 2\textsuperscript{nd} and 3\textsuperscript{rd} harmonic generation on the nonlinear transmission line in comparison with the analysis.

As shown in Fig. 5.3, the optimum length of the transmission line for maximum harmonic generation is only around 6 sections. Furthermore, the best conversion losses at the second and third harmonics are higher than 10 dB. This is because of two major challenges. First, since the quality factor of the CMOS nonlinear transmission line is low, the optimum length is short according to (5.16) and (5.18). In other words, before enough harmonic power is generated, the effect of loss becomes dominant. The second challenge is dispersion that degrades the harmonic generation due to the phase mismatch. As we can see from Fig. 5.3, the loss and phase mismatch have greater influence on the third har-
Figure 5.4: Proposed nonlinear LC lattice as a two-dimensional extension of a nonlinear transmission line.

monic, as it is closer to the cut-off frequency. This example demonstrates that the high loss and phase mismatch of the nonlinear transmission line in CMOS lowers the efficiency of the harmonic conversion. This limits the minimum pulse width and amplitude that can be generated using this structure.
5.3 Nonlinear Lattice for Sharp Pulse Generation

For a given quality factor, input amplitude, and varactor nonlinearity, we can significantly increase harmonic generation by extending a nonlinear transmission line to a two-dimensional nonlinear lattice as shown in Fig. 5.4. A series of in-phase sinusoidal sources are applied to the left and bottom of the lattice, generating two incident perpendicular plane waves. The top and right boundaries are terminated with matched resistors. These two waves interact diagonally to produce high-amplitude, sharp pulses at the center of the lattice. The lattice improves the harmonic generation by three mechanisms: (a) spatial power combining, (b) higher cut-off frequency, and (c) nonlinear constructive interference to generate more harmonics from each traveling wave. Next, we discuss these three effects that result in sharper and higher-amplitude pulses.

Figure 5.5 shows the simulated voltage amplitude of different points of the lattice as a plane wave propagates from the left to the right in a 12×12 lattice. The input amplitude is $1\ V_{pp}$ at 20 GHz, and the inductors and capacitors are 80 pH and 200 fF, respectively. The propagation of the plane wave in the lattice is similar to wave propagation in a transmission line. However, the simulation results show that the plane wave has the maximum amplitude of $1.5\ V_{pp}$ after six sections, which is 25-% larger than the maximum amplitude in a nonlinear transmission line with the same component values.

**Spatial Power Combining**  This voltage increase is partly due to the spatial combining mechanism inside the lattice. In the previous simulation in Fig. 5.5, since the top and bottom boundaries are terminated with matched resistors, the effective shunt impedance of the lattice closer to its boundaries is lower. As
Figure 5.5: Simulated voltage amplitude of different points of a 12×12 nonlinear lattice driven by a plane wave propagating from the left to the right. The top, bottom, and right boundaries are terminated with matched loads.

shown in Fig. 5.5, this results in higher characteristic impedance at the top and bottom, which pushes some of the signal to the center of the lattice where the characteristic impedance is relatively lower.

**Higher Cut-Off Frequency** In addition, the lower characteristic impedance at the center of the lattice creates some diagonal wave component. For a plane wave that propagates diagonally, the cut-off frequency of the lattice is

\[ \omega_{c,\text{diagonal}} = \frac{2 \sqrt{2}}{\sqrt{LC}} \] (5.20)
which is higher than the cut-off frequency of the transmission line with the same $L$ and $C$ by a factor of $\sqrt{2}$ [21]. This higher cut-off frequency improves the phase matching and loss for higher frequency components.

To summarize these two effects, Fig. 5.6 shows the small-signal response of the lattice and a transmission line with the same values of $L$ and $C$. The amplitude and propagation phase shift are simulated at the middle node when the input is applied only to the left. As shown in Fig. 5.6, the signal amplitude in the lattice is higher than the transmission line for frequencies higher than 20 GHz due to the power-combining effect. After 70 GHz, the lattice shows significantly larger voltage amplitude due to its higher cut-off frequency. This higher cut-off frequency also results in better phase matching in the lattice at above 70 GHz.

Figure 5.6: Simulated amplitude and phase response of the lattice compared with the line.
Nonlinear Constructive Interference  Next, we add the second plane wave to the bottom of the lattice as shown in Fig. 5.7. The two waves interact nonlinearly, which means that the amplitude of the generated pulse is more than the sum of two incoming waves despite its passive structure. This is because the nonlinear interaction focuses the energy both in time and space, resulting in higher localized power. This phenomenon has been observed in plasma and fluid mechanics [22] and more recently in the simulation of the discrete LC lattices [15]. Figure 5.7 shows the maximum amplitude of 3.6 $V_{pp}$, which is more than twice of the maximum amplitude of each plane wave.

To compare the lattice performance to a nonlinear transmission line, we sim-
Figure 5.8: Simulated output spectrum for (a) the transmission line and (b) the lattice, and time-domain response for (c) the transmission line and (d) the lattice.

ulate both structures with different cut-off frequencies for a given propagation phase shift (i.e., the same effective electrical length) as shown in Fig. 5.8. The input frequency and amplitude are set at 20 GHz and 500 mV, respectively. The input source impedance and termination resistance are matched to the characteristic impedance. Figures 5.8(a) and (b) show the spectrum of the output normalized to the amplitude of the input frequency for the transmission line and the lattice, respectively. As shown here, the lattice has significantly higher harmonic components due to the spatial combining, better phase matching, and nonlinear wave interaction. Figures 5.8(c) and (d) show the output waveforms
of the transmission line and the lattice, respectively. The lattice has higher amplitude at all harmonics that results in a much sharper pulse with higher amplitude. The output amplitude of the lattice is around four-times higher than that of the transmission line. Finally, since the lattice output has more high frequency components, it approaches a single pulse.

5.4 Lattice Design in CMOS

In this section, we overview the design of a nonlinear lattice in a standard 0.13-µm CMOS technology.

5.4.1 Passive Elements

Accumulation-mode MOS varactors are employed as voltage-dependent capacitors that generate nonlinearity in the lattice. The nonlinearity is determined by \( C_{\text{max}}/C_{\text{min}} \) and the slope of the capacitance-voltage curve. In parallel with a bias-dependent capacitance and \( C_{\text{ox}} \), parasitic capacitances exist due to fringing fields and poly and drain/source overlap, degrading the capacitance nonlinearity. Hence, the channel length \( L_{\text{ch}} \) and width \( W_{\text{ch}} \) should be sufficient to minimize the portion of parasitics to the total capacitance. On the other hand, the varactors are the dominant source of loss in the lattice for frequencies higher than 50 GHz, and hence their quality factor needs to be maximized.

Figure 5.9 shows the simulated varactor capacitance as well as its quality factor as a function of the bias voltage for different channel lengths. In this simulation, the signal frequency is 20 GHz, and the capacitance at zero bias
(\(C_0\)) is kept constant. When \(L_{ch}\) increases, \(C_{\text{max}}/C_{\text{min}}\) increases due to the lower portion of parasitics. However, the increase in \(L_{ch}\) also decreases the quality factor since the bias-dependent channel resistance \(R_{ch}\) is proportional to \(L_{ch}\), as illustrated in Fig. 1.7. From the simulation, we found that the optimum channel width and length are 1.5 \(\mu\)m and 0.3 \(\mu\)m, respectively. These values result in nonlinearity of \(b \approx 2 \text{ V}^{-1}\) and a quality factor of \(\sim 10\) at 50 GHz.

The lattice inductors are implemented using a coplanar waveguide with ground shielding [26]. The signal and ground lines are on the top metal layer (a 4-\(\mu\)m aluminum layer), and the ground shield is made of the bottom metal. The individual inductors as well as their coupling are simulated using an E/M simulator, SONNET. Figure 5.10 shows the simulated quality factors of stand-alone inductors and varactors for a range of frequencies.
5.4.2 Optimization and Simulation

The design parameters of the lattice are the cut-off frequency, the size, and the characteristic impedance. For a given input frequency of 20 GHz, the cut-off frequency of 110 GHz is selected from Fig. 5.8, considering the trade-off among the pulse width, the amplitude, and the side peak. Then, to determine the optimum size, we simulate the lattice for different sizes as shown in Fig. 5.11. As the lattice size increases, the signal travels longer, resulting in higher harmonic generation. On the other hand, for lattices larger than $16 \times 16$, the loss becomes dominant, and the harmonic generation is degraded, as discussed in Section 5.2. Consequently, we select a $16 \times 16$ lattice for this design.
Figure 5.11: Lattice size optimization in (a) a frequency spectrum and (b) a time domain.
To determine the optimum characteristic impedance of the lattice, we observe that the output pulse is a result of interference between the two plane waves and is not a traveling wave. This means that ideally the load impedance at the center of the lattice should be much higher than the characteristic impedance to avoid the disturbance of the flow of two incoming waves. For values of inductors and capacitors that are integrable in CMOS, our simulation shows that the output pulse is narrower than 5 ps if the characteristic impedance is lower than 10 \( \Omega \) for a 50-\( \Omega \) load. This low characteristic impedance requires higher input power for a fixed input voltage amplitude to the lattice. To alleviate this effect, two nodes of the lattice are connected to the output instead of the center of the lattice, as shown in Fig. 5.12. Since these two symmetric points have the same voltage, the effective output load for each one of them is 100 \( \Omega \). This means that the characteristic impedance of the lattice can be increased to 20 \( \Omega \). This output configuration also halves the effective output parasitic capacitance \( C_p \), which reduces the loading effect of the output pad. To easily probe the output and to reduce the chip area, the upper left quarter of the lattice is cut off, as shown in Fig. 5.16. With proper termination, this has no significant effect on the lattice performance.

Figure 5.13 shows the simulated boosting ratio and the pulse width with respect to the input amplitude for the designed 16 \( \times \) 16 lattice and a 20-GHz input signal. The amplitude of the steady-state output signal nonlinearly depends on the amplitude of the input signal. We characterize this effect using the boosting ratio, defined as the ratio of output amplitude to input amplitude. As shown in Fig. 5.13, the higher input amplitude boosts the harmonic generation, resulting in higher boosting ratio and narrower pulse width. However, as the input amplitude becomes larger than \( \sim 0.5 \) V, the boosting ratio and the pulse width
Figure 5.12: Output is connected to two symmetric adjacent nodes to the center of the lattice to minimize the output loading.

Figure 5.13: Simulated boosting ratio and pulse width vs. input amplitude for the 16 ×16 lattice.
5.4.3 Distribution Network

Figure 5.14 shows the power divider that distributes input power into 32 ports in the left and bottom boundaries of the 16×16 lattice. The input impedance of 50 Ω is also transformed to 20 Ω, which is the characteristic impedance of the lattice. The power divider has a tree structure that consists of different L-matches at each division point. The impedance transformation ratios of all L-matches are not higher than three for the broad bandwidth. The input pad capacitance and the inductance of transmission lines of the distribution network are absorbed saturate to 4.1 V/V and 3.8 ps, respectively. This saturation occurs due to the varactor saturation, as shown in Fig. 5.9.
into the matching network. Transmission lines are implemented with a copla-
nar waveguide to minimize the loss for a given inductance. The vertical nat-
ral capacitors (VNCAPs) are used as the matching capacitors [29]. Figure 5.15
shows the simulated S-parameter of the designed power divider when the out-
put ports are connected to 20-Ω terminations. The $|S_{21}|$ is around $-18.5$ dB at
around 20 GHz. Since the ideal loss for 32 divisions is $-20 \log(32) = -15$ dB,
each L-match has an insertion loss of around 0.5 dB, considering that the signal
passes through seven L-match networks. The power divider also has $|S_{11}|$ of
below $-10$ dB at around 20 GHz.
5.5 Measurement

A 15×15 lattice is fabricated in a standard 0.13-μm CMOS technology as shown in Fig. 5.16. The size of the chip is 3 mm×3 mm, including the distribution network and the lattice. As mentioned, to probe the center of the lattice, the upper left quarter of the lattice is cut off.

Fig. 5.17 shows the experimental setup to measure the output waveform of
Figure 5.17: Experimental setup.

Figure 5.18: Measured loss of the output test setup and its model.
the lattice. An external power amplifier, which has a 1-dB compression point of 34 dBm, is placed after the signal source to provide enough power into the distribution network. The input power level is controlled using the signal generator. Both input and output are connected using GSG probes. The output signal is attenuated and connected to an 80-GHz sampling oscilloscope. The loss of cables, connectors, and the attenuator is measured by a broadband signal generator, a spectrum analyzer, and the oscilloscope. The response of the oscilloscope is estimated from its user manual, which is based on the measurement by a wideband power meter [33]. The total loss of the output measurement setup including the oscilloscope is shown in Fig. 5.18. Since this loss is due mainly to the skin effect and limited bandwidth, we model the transfer function of the test setup as

\[
H(j\omega) = 10^{-A/20}e^{-\alpha \sqrt{\omega}}/(1 + j\omega/\omega_B),
\]

where \(\omega_B\) is the bandwidth of the system, and \(\alpha\) is a parameter that represents the loss of the cable, connectors, and pads. “\(A\)” is a frequency-independent attenuation that mainly results from the 10-dB attenuator in Fig. 5.17. To fit the measured loss with \(|H(j\omega)|\), \(A\) and \(\alpha\) are estimated to be 10.6 dB and \(1.1 \times 10^{-7}\), respectively. Due to the limited bandwidth of the measurement setup, capturing the output pulse without distortion is very challenging. In simulation, the lattice output pulse has a significant power even at the 9\(^{th}\) harmonic frequency around 180 GHz. For a conservative estimation of the output pulse amplitude, we first perform the Fourier analysis of directly measured waveform from the oscilloscope, and neglect the harmonic components beyond the electrical bandwidth of the oscilloscope. Then, output loss measured in Fig. 5.18 is compensated at each harmonic frequency in terms of magnitude and phase. Finally, we perform
the inverse Fourier transform to recover the waveform in the time domain.

When a 20-GHz sinusoid is applied into the lattice and its amplitude at the lattice input is around 1.3 \( V_{pp} \), the measured output waveforms are shown in Figs. 5.19(a) and (b), before and after de-embedding the loss of the measurement setup, respectively. The lattice input amplitude is calculated from the input power and the simulated loss of the distribution network. Fig. 5.19(c) shows the measured frequency spectrum of the output pulse.

Next, we change both input frequency and amplitude, and measure the amplitude of the output pulse as shown in Fig. 5.20. For comparison, we also simulate the same lattice with linear capacitors. Since the nonlinearity is a function of signal amplitude, the output amplitude increases nonlinearly with the input amplitude. To quantify this nonlinear behavior, the boosting ratio, i.e., the ratio of output and input amplitudes, is also measured, as shown in Fig. 5.21. When the input amplitude is low and harmonic generation rarely occurs, the nonlinear lattice behaves much like the simulated linear lattice with the boosting ratio of 1.4 V/V. However, as the input amplitude increases, the boosting ratio increases up to 2.3 V/V. The increase in the boost ratio is saturated at an input amplitude of around 0.9 \( V_{pp} \) to 1 \( V_{pp} \) since the varactors saturate, as shown in Fig. 5.9. Another reason for this saturation is the bandwidth limitation of the test setup shown in Fig. 5.18. As the input amplitude increases, the generated signal has a higher portion of its energy above the cut-off frequency of the measurement setup.

The pulse width is also measured in Fig. 5.22. As the input amplitude increases, the measured pulse width is reduced to 8 ps for an input frequency of 22 GHz. To investigate the minimum pulse width that can be measured with
Figure 5.19: Measured output waveforms (a) before and (b) after de-embedding the loss of the measurement setup and (c) their frequency spectrum.
Figure 5.20: Measured output amplitude versus input amplitude for different frequencies.

In our experimental setup, the 10%-90% rise time is calculated based on the loss equation in (5.21). The calculated rise time is 7.2 ps, and, under the assumption that the waveform is symmetric, the minimum pulse width that can be measured in our setup is also around 7.2 ps. The actual pulse width can be estimated from the measured pulse width and the bandwidth of the setup as [34]

\[ t_{\text{meas}} = \sqrt{t_{\text{pulse}}^2 + t_{\text{system}}^2}, \]  

(5.22)

where \( t_{\text{meas}} = 9.6 \) ps is the minimum measured pulse width before de-embedding the loss, \( t_{\text{system}} = 7.2 \) ps is the response of the system to an ideal impulse, and \( t_{\text{pulse}} \)
is the actual pulse width. Based on the measured results and (5.22), the actual pulse width is around 6.3 ps. To the best of our knowledge, this is the sharpest pulse with amplitude higher than 1 V in a CMOS process, as depicted in Table 5.1.

5.6 Discussion

In this section, we discuss the effect of high-order harmonics in a nonlinear lattice, which were neglected in the measurement. We also discuss a triangular lattice with a half size and the same performance using diagonal symmetry.
Figure 5.22: Measured pulse width suppression versus input amplitude for different frequencies.

Table 5.1: Comparison with prior art

<table>
<thead>
<tr>
<th></th>
<th>Pulse width (ps)</th>
<th>Duty cycle (%)</th>
<th>Amplitude (V&lt;sub&gt;pp&lt;/sub&gt;)</th>
<th>Technology</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>[12]</td>
<td>5.5</td>
<td>4.4</td>
<td>3.9</td>
<td>GaAs</td>
<td>Transmission line</td>
</tr>
<tr>
<td>[13]</td>
<td>23</td>
<td>21</td>
<td>0.95</td>
<td>0.18-µm BiCMOS</td>
<td>Transmission line</td>
</tr>
<tr>
<td>[18]</td>
<td>293</td>
<td>33</td>
<td>1.5</td>
<td>0.18-µm CMOS</td>
<td>Oscillator</td>
</tr>
<tr>
<td>[19]</td>
<td>16</td>
<td>30</td>
<td>0.5</td>
<td>GaAs</td>
<td>Oscillator</td>
</tr>
<tr>
<td>This work</td>
<td>9.6 (6.3*)</td>
<td>21 (14*)</td>
<td>2.7</td>
<td>0.13-µm CMOS</td>
<td>Lattice</td>
</tr>
</tbody>
</table>

Pulse width and duty cycle are measured directly from sampling-circuit or oscilloscope without de-embedding the bandwidth of the measurement setup.

* is the estimated value after de-embedding.
5.6.1 High-order Harmonics Consideration

We estimated the lattice performance based on the measurement that neglects higher harmonics than the fourth because of the equipment bandwidth limit. However, the simulation showed that a considerable portion of pulse power still exists beyond the fourth harmonics, which predicts that the amplitude is underestimated and the pulse width is overestimated in the measurement. To investigate the difference depending on the number of harmonics taken into account, Fig. 5.23 shows the simulation results when the input amplitude is $1V_{p-p}$ at 20 GHz. As more harmonics is taken into account, the amplitude increases and the pulse width decreases. As shown in Fig. 5.23, the boost ratio is increased by 0.9 V/V and the pulse width is significantly decreased from 8.6 ps to 4.8 ps when we include up to the tenth harmonics for the waveform recovery. Based on this analysis, we can estimate the pulse width of less than 4.8 ps from the measured pulse width of 8 ps when the input frequency and amplitude are 22 GHz and $1.3V_{p-p}$.

5.6.2 Half-size Triangular Lattice

Using diagonal symmetry, we can reduce the size of a rectangular lattice by folding it in the diagonal direction as shown in Fig. 5.24. After folding, inductance and capacitance at each node are changed into $L/2$ and $2C$ due to parallel combination except for diagonal boundary capacitors. Therefore, the characteristic impedance is reduced by half, while the cut-off frequency does not change. This means that the total input energy into a half-sized lattice is the same as a full-sized one, since input energy into each port is doubled to maintain the
Figure 5.23: (a) Frequency and (b) time domain lattice output when we take into account up to fourth harmonics and tenth harmonics.

same input voltage amplitude but the number of input ports is halved. Fig. 5.25 shows the simulation result of amplitude profile in a 12×12 lattice for full-size and half-size ones. These two graphs demonstrate that a half-size triangular lattice exhibits the same amplitude as well as the same interference pattern as a full-size rectangular lattice for a given input energy.
Figure 5.24: A full lattice (a) can be half-sized by folding it diagonally as shown in (b) due to diagonal symmetry without degrading the performance.
Figure 5.25: Amplitude profile in (a) a full-size lattice and (b) a half-size lattice (we only plot the upper half even for a full-size lattice.)

5.7 Conclusion

In this chapter, we have demonstrated the generation of very narrow and high-amplitude pulses using a nonlinear 2-D lattice in a lossy CMOS process. This has been accomplished by exploiting the constructive interference of two plane waves traveling perpendicular to each other in an optimally-designed nonlinear medium. Despite its large chip area, the nonlinear lattice enables picosecond pulse generation in a standard CMOS process, opening a new door to several new applications, such as millimeter-wave imaging, spectroscopy, and ultra-wideband systems.
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In this study, we have applied interesting nonlinear phenomena, mostly studied in optics and physics, to CMOS analog circuit design in order to overcome the performance limit in noise, speed, and power. Using this concept, we have demonstrated passive frequency division, noise squeezing, and nonlinear pulse generation.

To reduce the overall system power and phase noise in high-speed frequency synthesizers, we have proposed a new frequency divider that can operate at high frequencies with very low noise without any DC power consumption. In this circuit, the oscillation at target frequency is sustained by the energy injection from input signal through parametric amplification, instead of noisy and power-consuming transistors. Based on this concept, a passive 20-GHz frequency divider with close to ideal noise performance was implemented in a CMOS process for the first time. In terms of power efficiency and phase noise, this is better than the widely used injection-locked frequency division.

Next, to achieve sensitivity toward the thermal noise limit, we have demonstrated noise squeezing in electrical circuits for the first time. By exploiting degenerate parametric amplification, in which a pump at twice the signal frequency supplies energy to or extracts energy from the signal depending on the phase difference, we proposed a method to trade the amplitude and phase noise, squeezing the circular noise portrait into an oval shape. In other words, we can enhance the sensitivity of one signal aspect (e.g., the phase or in-phase component) at the expense of degrading the other orthogonal aspect (e.g., the amplitude or quadrature component). The first prototype was a 10-GHz CMOS
low-noise amplifier with a sensitivity enhancement factor (i.e., squeezing factor) of 2.5 dB for one quadrature phase.

Lastly, we have demonstrated the generation of very narrow and high-amplitude pulses using a nonlinear lattice in a lossy CMOS process. Narrow pulse generation with a sufficient power level is essential in high data rate sampling, time-domain reflectometry, sensing and imaging, spectroscopy, and pulse-based wireless communication. For high-amplitude sharp pulse generation, we proposed to use the nonlinear wave interaction in a two-dimensional electrical medium. In this system, when two waves collide orthogonally, they combine in a nonlinear fashion: The amplitude of the outgoing wave is greater than the sum of the incoming waves with much higher frequency components. After analyzing this concept, we demonstrated a 2.7-V pulse generation with a 6-ps pulse width from a 22-GHz input in a standard 130-nm CMOS process. To the best of our knowledge, regarding the high-amplitude pulses, this work shows the sharpest pulse in any CMOS process.