This thesis studies three problems in online learning. For all the problems the proposed solutions are simple yet non-trivial adaptations of existing online machine learning algorithms. For the task of sequential prediction, a modified multiplicative update algorithm that produces small and accurate models is proposed. This algorithm makes no assumption about the complexity of the source that produces the given sequence. For the task of online learning when examples have varying importances, the proposed algorithm is a version of gradient descent in continuous time. Finally, for the task of efficient online active learning, the implementation we provide makes use of many shortcuts. These include replacing a batch learning algorithm with an online one, as well as a creative use of the aforementioned continuous time gradient descent to compute the desirability of asking for the label of a given example. As this thesis shows, online machine learning algorithms can be easily adapted to many new problems.
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CHAPTER 1
INTRODUCTION

This thesis presents solutions to three core tasks in machine learning and focuses in particular on online learning. The first task has to do with sequential prediction and with how a learning algorithm can decide on a good representation of the examples it processes. In this context, an (infinite) hierarchy of features can be defined, and the features of each example form a path starting at the root of this hierarchy. The task of the learner is to estimate a model that both predicts well and uses few features. The second task is to carefully handle examples with weights that quantify relative importance. An importance is a real number that specifies the relative importance of each example. Examples with importances appear in many settings in machine learning but a popular online learning algorithm, online gradient descent, is very sensitive to large importances. The third task is that of active learning. In active learning, the learner can decide whether to ask for the label of the current example. The goal of the learner is to simultaneously find a model that generalizes well on unseen data and to minimize the number of requested labels. In the next sections, an overview of online learning and the three problems addressed in this thesis are presented.

1.1 Online Learning

Online learning is a machine learning protocol in which the learning algorithm receives examples one at a time. The learner then makes a prediction and receives some feedback before the next example is revealed. Online learning is becoming increasingly popular in machine learning research for many reasons: the relative ease of analyzing and implementing an online algorithm, the ability to provide worst case guarantees, and the interactive nature of the online pro-
Online learning finds many applications in the world wide web where users can interact with the information presented to them in the form of web search results, ads, or movie recommendations.

Online learning is primarily about modeling sequential decision-making, collecting and integrating new information, and providing worst case guarantees. However it can also be viewed as a strategy for implementing learning algorithms that work in the stochastic statistical setting. This view has its own merit. Many statistical machine learning tasks boil down to minimization of the empirical loss of a model under a constraint on the complexity of that model. Such tasks can often be posed as solutions of convex optimization problems. These optimization problems can be solved by the same algorithms that work for online learning and these algorithms are essentially optimal [56, 1]. For this reason, implementing statistical learning as a reduction to online learning has become the method of choice when working with datasets that are too big to fit in memory.

### 1.2 Contributions of this Thesis

The contributions of this thesis are online learning algorithms that can deal with

- a potentially infinite hierarchy of features,
- examples with importance weights,
- settings where labeling cost/effort is to be minimized.

Though the results are presented in the context of specific applications such as sequential prediction and importance-weighted classification, the developed algorithms are general and can work in other similar applications.
1.2.1 Online Learning of Prediction Suffix Trees

For the problem of sequential prediction, the main contribution of this thesis is an online learning algorithm that is \textit{non-parametric}, meaning that the number of parameters that the algorithm will use will depend on the difficulty of the specific problem instance it will be executed on. The presented algorithm learns Prediction Suffix Trees without any a priori bound on their size. Prediction Suffix Trees (PSTs) are described in more detail in Sections 2.5 and 3.2.2. They are a popular tool for modeling sequences and have been successfully applied in many domains such as compression and language modeling. Here the well studied Winnow algorithm is adapted to the task of learning PSTs. The proposed algorithm automatically grows the tree so that it provably remains competitive with any fixed PST determined in hindsight. At the same time it is shown that the depth of the tree grows only logarithmically with the number of mistakes made by the algorithm. If there is a small PST that predicts the sequence without any mistakes, the algorithm will produce a PST of bounded size regardless of the length of the sequence. Finally, the effectiveness of this algorithm is empirically demonstrated in two different tasks.

1.2.2 Online Learning with Importance Weighted Examples

When an example is associated with an importance of $i$, this by definition means that it is as if the example appears $i$ times in the data. More generally, an importance quantifies the relative importance of examples. Importances come up in many applications such as boosting [30], learning reductions [6], and active learning [4, 5]. However, a popular online learning algorithm, \textit{online gradient descent}, is very sensitive to the way large importances are handled.

A naive approach would incorporate the importance by multiplication with
the gradient. However this approach has some difficulties. We argue that when importance weights are large, more sophisticated ways for dealing with them are necessary. We then develop an approach which enjoys an invariance property: that updating with importance weight \( a + b \) is equivalent to updating once with importance weight \( a \) followed by another update with importance weight \( b \). Even though this approach involves the solution of an ordinary differential equation, for many important loss functions this has a closed form update which satisfies standard regret guarantees when all examples have importance weight 1. Another reasonable approach for handling large importances, related to [47], is briefly discussed. Empirically, these approaches yield substantially superior prediction with similar computational performance while reducing the sensitivity of online gradient descent to the exact setting of the learning rate.

1.2.3 Online Active Learning

For many real world machine learning applications, labeled examples are scarce while unlabeled examples abound. It is also known [22] that active learning, allowing the learning algorithm to ask for the labels of specific examples, can reduce the amount of labels exponentially in certain cases. Many heuristics have been designed to decide when to ask for a label [50, 18, 60, 19]. However, when the problem is not realizable, i.e. when the best model in the class of models the learning algorithm is considering has an error rate greater than 0, these heuristics can completely fail to find the best model. This can happen because these heuristics can lead to biased sampling and the algorithm may not be collecting information that is representative of the underlying distribution [22].

In this thesis, an efficient online active learning algorithm is developed that is theoretically sound in an agnostic setting, empirically effective, and as efficient
as standard online learning algorithms. This algorithm is enabled by the up-
dates introduced in Chapter 4, which carefully handle the large importances as-
signed to the examples by the active learning algorithm. It is empirically shown
that when these importances are not handled carefully, the resulting algorithm
is no better than collecting labels at random, also known as passive learning.

1.3 Thesis Outline

This thesis is organized as follows. Some background on online learning, active
learning, and prediction suffix trees is given in Chapter 2. Chapter 3 describes
an algorithm for learning small and accurate prediction suffix trees. Chapter 4
presents modifications of online gradient descent to handle large importance
weights. In Chapter 5 an online active learning algorithm is developed that
provably works without any assumptions on the data distribution. The thesis
concludes and presents some directions for future work in Chapter 6.
CHAPTER 2
BACKGROUND

This thesis focuses on online learning algorithms. A learning algorithm is any algorithm that observes some data as its input and outputs a function that tries to explain the observed data. Online learning algorithms have to respond online, outputting such functions throughout the learning process. Of course there are many choices regarding what kind of functions the learning algorithm can output, how to measure how well a learning algorithm performs, and the learning algorithms themselves. The next sections describe these aspects. Finally, this chapter reviews some relevant work related to the specific problems discussed in the rest of this thesis.

2.1 Notation

Symbols typeset in normal font such as $y$ will denote scalars. Vectors will be typeset in bold such as $w$. Unless noted otherwise, vectors will belong to the $d$-dimensional vector space $\mathbb{R}^d$. The $i$-th element of vectors $u$ and $w_t$ will be denoted as $u_i$ and $w_{t,i}$ respectively. The inner product of two vectors $u$ and $v$ will be denoted as $u^\top v$ and is a scalar defined as

$$u^\top v = \sum_{i=1}^{d} u_i v_i$$

The outer product of two vectors $v$ and $u$ will be denoted as $vu^\top$ and is a $d \times d$ matrix whose entry at row $i$ and column $j$ is defined as $v_i u_j$. The Kronecker product of $v \in \mathbb{R}^n$ and $u \in \mathbb{R}^m$ is a vector in $\mathbb{R}^{n \cdot m}$ denoted by $v \otimes u$ whose $(i - 1)m + j$-th entry is $v_i u_j$. In this thesis the following norms are used: the $\ell_2$ norm

$$||u||_2 = \sqrt{u^\top u},$$
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the $\ell_1$ norm
\[ ||u||_1 = \sum_{i=1}^{d} |u_i|, \]
and the $\ell_\infty$ norm
\[ ||u||_\infty = \max_i u_i. \]
When the subscript is omitted, the $\ell_2$ norm will be assumed. Matrices will be denoted with bold capital letters such as $A$. The identity matrix will be denoted by $I$. Random variables will also be denoted by normal capital letters. The expectation of a random variable $X$ will be denoted by $\mathbb{E}[X]$. The probability of an event $\xi$ will be denoted by $\mathbb{P}(\xi)$. The indicator function $\mathbb{I}[p]$ takes as input a predicate $p$ and returns 1 if $p$ is true 0 if $p$ is false. The natural logarithm of $x$ will be denoted by $\log(x)$ and the base-$b$ logarithm by $\log_b(x)$.

\section*{2.2 Online learning}

An online learning algorithm operates in rounds and on each round the algorithm is presented a single example. The example consists of two parts, the feature vector and the label. On round $t$ the algorithm first observes the feature vector $x_t$ which is a vector containing all relevant measurements regarding the $t$-th example. Afterwards, the algorithm outputs a hypothesis $h_t$ which is a function mapping $x_t$ to a prediction $\hat{y}_t = h_t(x_t)$. One can also think of the algorithm as just making the prediction $\hat{y}_t$. Finally, the actual label $y_t$ is observed, the algorithm incurs a loss $\ell(\hat{y}_t, y_t)$, and the next round begins. This description is quite general and encompasses many settings. Below we describe some concrete choices which are not restricted to the online setting.
2.2.1 Labels

First, depending on the output space $\mathcal{Y}$, i.e. the domain that labels come from the online learning algorithm may be faced with a variety of tasks. Some of the simplest tasks include binary classification $\mathcal{Y} = \{-1, +1\}$, multiclass classification $\mathcal{Y} = \{1, 2, \ldots, K\}$, and regression $\mathcal{Y} = \mathbb{R}$. This thesis mainly discusses binary classification.

2.2.2 Hypothesis Space

Next, a learning algorithm must constrain itself to a class of hypotheses $\mathcal{H}$ it will be considering. The reason for this restriction is that, in a very precise sense [9], learning is not possible when the class of hypotheses is too large. Some examples of typical classes of functions are neural networks and decision trees. This thesis will consider a very simple hypothesis class, namely linear models. A linear model is defined by a vector of weights $w$. For binary classification and regression a linear model makes its prediction via

$$\hat{y}_t = w^\top x_t$$

while for multiclass classification the prediction is

$$\hat{y}_t = \arg\max_{1 \leq y \leq K} w^\top \Psi(x_t, y)$$

where $\Psi(x, y)$ is a feature mapping from $\mathbb{R}^d \times \{1, \ldots, K\}$ to $\mathbb{R}^{Kd}$. The mapping used for multiclass classification is

$$\Psi(x, y) = e_y \otimes x$$

where $e_y$ is a canonical basis vector for $\mathbb{R}^K$ with a 1 at the $y$-th entry and 0 elsewhere. Typically the hypothesis space is constrained by having a parametric
model, i.e. $w \in \mathbb{R}^d$ throughout learning, and by placing an upper bound on the $\ell_2$ or $\ell_1$ norm of $w$.

### 2.2.3 Loss Functions

Perhaps the most intuitive loss function for binary classification is the 0/1 loss

$$\ell_{01}(\hat{y}, y) = \mathbb{I}[\hat{y} \neq y]$$

which indicates if $\hat{y}$ correctly predicts $y$. However this loss function is not very useful computationally. For example, it is NP-complete to decide if there exists a linear model that attains a cumulative 0/1 loss less than $m$ on a given set of examples, by a reduction to the Open Hemisphere problem [32]. A choice that has proven useful is to replace $\ell_{01}$ with functions that constitute convex upper bounds of $\ell_{01}$. A function $f : \mathcal{X} \to \mathbb{R}$ is convex if for any two points $x_1, x_2 \in \mathcal{X}$ and for all $t \in [0, 1]$

$$f(tx_1 + (1-t)x_2) \leq tf(x_1) + (1-t)f(x_2).$$

Furthermore, if $f$ is differentiable at $x$ then

$$f(y) \geq f(x) + (x - y)^{\top} \nabla f(x)$$

for all $y \in \mathcal{X}$. In other words, if $f$ is convex it lies above all of its linear approximations. Common choices of convex loss functions include the hinge loss:

$$\ell_h(\hat{y}, y) = \max(0, 1 - y\hat{y})$$

and the logistic loss:

$$\ell_\sigma(\hat{y}, y) = \log_2(1 + \exp(-y\hat{y})). \quad (2.1)$$

In the rest of this thesis the logistic loss will be defined using the natural logarithm. Even though this is not an upper bound on 0/1 loss, minimizing this loss
is equivalent to minimizing (2.1). For linear models we have \( \hat{y} = w^\top x \) which makes the above loss functions \textit{convex} in the weight vector \( w \).

### 2.2.4 Notions of Good Performance

The goal of an online learning algorithm is to minimize the cumulative loss it will attain over the examples it will observe. Clearly, various tasks have various degrees of difficulty. Therefore it is appropriate to compare the cumulative loss of the algorithm with the cumulative loss of a benchmark. The benchmark is usually selected to be a fixed hypothesis from the hypothesis class the algorithm is searching over, in particular the one that in hindsight minimizes its cumulative loss. Note that when analyzing an online algorithm, the loss function we use to measure the performance of the algorithm may be different from the loss function we use to measure the performance of the benchmark. For example, in Chapter 3 we provide a \textit{mistake bound} relating the number of mistakes, i.e. the cumulative 0/1 loss, of the algorithm with the cumulative hinge loss of the benchmark. This mismatch is common in machine learning since, for many performance measures of interest, finding the the best hypothesis is NP-hard.

When the loss of the algorithm matches the loss of the benchmark we can define the \textit{regret} of an online learning algorithm \( A \) as

\[
R(A) = \sum_{t=1}^{T} \ell(w_t^\top x_t, y_t) - \inf_w \sum_{t=1}^{T} \ell(w^\top x_t, y_t).
\]

The reason many online learning algorithms are practically useful is that their regret grows sublinearly with the number of examples they observe. Therefore, the average regret per example goes to zero as more and more examples are observed.

Outside the context of online learning, there are other interesting perfor-
mance measures. Sometimes we are interested in the performance of the learned hypothesis on unseen data. This is meaningful when we assume that there is a distribution $D$ from which examples are drawn at random and presented to the algorithm. A typical performance measure that will be used in this thesis is the generalization error of a hypothesis $w$ which can be defined as $\mathbb{P}(yw^\top x \leq 0)$. Here, the probability is with respect to the random draw of $(x, y)$ from the distribution $D$. Since $D$ is not known, in empirical evaluations we use the empirical error rate on a previously unseen test set of examples $\{(x_i, y_i)\}_{i=1}^n$ drawn from $D$:

$$\text{err}(w) = \frac{1}{n} \sum_{i=1}^n \mathbb{I}[y_iw^\top x_i \leq 0].$$

In other words, the signs of the predictions $w^\top x_i$ are compared with the respective labels $y_i$ and the number of disagreements is counted. Sometimes in this thesis we will report the accuracy of $w$ which is defined as $1 - \text{err}(w)$.

### 2.3 Some Online Learning Algorithms

In the literature, many online learning algorithms have been introduced [58, 45, 16, 43]. Here, we describe three that are relevant to this thesis either because we directly build on top of them as in Chapter 3 and Chapter 4 or because prior work has modified them to partially solve tasks similar to those addressed in Chapter 5. All of the algorithms are simple to implement and require time that is proportional to the size of the dataset they are processing.

#### 2.3.1 Perceptron

Algorithm 1 describes the Perceptron, which is probably the oldest online learning algorithm [58]. For this algorithm it is possible to obtain the following mis-
Algorithm 1 Perceptron

1: function PERCEPTRON(T)
2: \( w_1 \leftarrow 0 \)
3: for \( t = 1, 2, \ldots, T \) do
4: Observe \( x_t \)
5: \( \hat{y}_t \leftarrow \text{sign}(w_t^\top x_t) \)
6: Observe \( y_t \)
7: if \( y_t \neq \hat{y}_t \) then
8: \( w_{t+1} = w_t + y_t x_t \)
9: else
10: \( w_{t+1} = w_t \)
11: end if
12: end for
13: return \( w_{T+1} \)
14: end function

Theorem 1. If the Perceptron algorithm is run on a sequence \( (x_1, y_1), \ldots, (x_T, y_T) \), then for all \( u \in \mathbb{R}^d \)

\[
\sum_{t=1}^{T} \mathbb{I}[\hat{y}_t \neq y_t] \leq L(u) + X^2||u||^2 + X||u||\sqrt{L(u)},
\]

where \( X = \max_t ||x_t|| \) and \( L(u) = \sum_{t=1}^{T} \max(0, 1 - y_t u^\top x_t) \).

Theorem 1 holds for all vectors \( u \) and in particular for the one that minimizes the bound of the theorem. Therefore it is convenient to think of \( u \) as an optimal classifier. The general strategy for proving bounds for online learning algorithms is to define some measure of progress \( \Phi(w_t) \) towards \( u \) and show that with each mistake the algorithm makes, \( w_t \) comes closer to \( u \). This measure of progress is called potential function in other contexts. The classic measure of progress that was used to prove the first mistake bound for Perceptron [54] used the inner product between \( w_t \) and \( u \). The result of Theorem 1, as well as that of Theorem 2, is shown using convex duality. In this view, the Perceptron, as well as other online learning algorithms, is a simple algorithm for solving a
certain optimization problem. The measure of progress is the objective value of
the dual of this problem. In any case, the proof proceeds by defining $\Delta_t$ to be
the difference between the values of the potential function before and after the
t-th mistake. It then shows a simple upper bound for the telescoping sum of $\Delta_t$.
Next it is shown that every time there is a mistake the potential increases by a
certain amount. Putting these pieces together implies the mistake bound. For
more details the reader is referred to [61].

2.3.2 Winnow and Multiplicative Updates

When the optimal weight vector in the hypothesis space $H$ is sparse, i.e. most
of its elements are zero, then it is possible to design an online learning algo-
rithm that makes fewer mistakes both in theory and in practice. This is one of
the reasons such an algorithm will be employed in Chapter 3. The main idea
is to change the prediction rule while keeping the update the same as the Per-
ceptron. We now distinguish the parameters of the algorithm, $\theta_t$ which are used
for updating from its weights $w_t$ which are used for prediction. The algorithm
we will consider here is called Winnow [52] and connects the weights and the
parameters via the following relationship

$$w_{t,i} = \frac{\exp(\theta_{t,i})}{\sum_j \exp(\theta_{t,j})}.$$

Pseudocode for Winnow is shown in Algorithm 2. Note that the decision of the
algorithm is a convex combination of its features. If all the features are positive,
then the predictions of the algorithm will always be positive. A simple fix that
ensures that the algorithm can give both positive and negative predictions is to
use an extended feature mapping

$$\Psi(x) = [1, -1] \otimes x,$$
Algorithm 2 Balanced Winnow Algorithm

1: function BALANCED-WINNOW(T, α)
2: \( \theta_1 \leftarrow 0 \)
3: for \( t = 1, 2, \ldots, T \) do
4: Observe \( x_t \)
5: \( w_{t,i} \leftarrow \exp(\theta_{t,i}) \)
6: \( \hat{y}_t \leftarrow \text{sign}(w_t^\top x_t) \)
7: Observe \( y_t \)
8: if \( y_t \neq \hat{y}_t \) then
9: \( \theta_{t+1} \leftarrow \theta_t + \alpha y_t x_t \)
10: \( \theta_{t+1} \leftarrow \theta_t \)
11: end if
12: end for
13: return \( \theta_{T+1} \)
14: end function

and the algorithm is referred to as Balanced Winnow.

Winnow can be implemented without the use of the parameters, by simply updating the weights multiplicatively via

\[
w_{t+1,i} = \frac{w_{t,i} \exp(\alpha y_t x_{t,i})}{\sum_j w_{t,j} \exp(\alpha y_t x_{t,j})}.
\]

Therefore Winnow is sometimes referred to as a multiplicative update algorithm. Nevertheless, we will stick to the formulation with the parameters \( \theta \) because those, together with the feature mapping \( \Psi(x) \) will enable us to reduce the memory requirements for Balanced Winnow. We defer this discussion to Section 3.2.1.

For balanced Winnow the following mistake bound holds [13, Theorem 12.2]

**Theorem 2.** If Balanced Winnow is run on a sequence \((x_1, y_1), \ldots, (x_T, y_T)\) with \( \alpha = 2\epsilon/X_\infty^2 \), then for all \( 0 < \epsilon < 1 \) and all \( u \) in the \( d \)-dimensional simplex

\[
\sum_{t=1}^T I[\hat{y}_t \neq y_t] \leq \frac{1}{1-\epsilon} L(u) + \frac{X_\infty^2 \log d}{2\epsilon(1-\epsilon)}
\]

where \( X_\infty = \max_t ||x_t||_\infty \) and \( L(u) = \sum_{t=1}^T \max(0, 1 - y_t u^\top x_t) \).
It is also possible to obtain a bound whose form is similar to the mistake bound of Perceptron:
\[
\sum_{t=1}^{T} I[\hat{y}_t \neq y_t] \leq L(u) + 4X_\infty^2 \log d + 2X_\infty \sqrt{L(u) \log d}
\]
by varying the learning rate \( \alpha \) on each round, depending on the number of mistakes so far [61, Corollary 6].

Finally, note that since \( w_t \) is always inside the \( d \)-dimensional probability simplex, the theorem assumes the same is true for all \( u \). Since \( w_t \) and \( u \) can be viewed as probability distributions, a natural measure of progress is the relative entropy between \( w_t \) and \( u \):
\[
\Phi(w_t) = D(u||w_t) = \sum_{i=1}^{d} u_i \log \frac{u_i}{w_{t,i}}
\]
which is always nonnegative. The same measure of progress will be used in the proof of Theorem 4 in Chapter 3.

### 2.3.3 Online Gradient Descent

The last algorithm that we will review is Online Gradient Descent (OGD). OGD is described in Algorithm 3 for the specific task of finding a minimizer of the cumulative loss over a set of examples. The loss functions are assumed to be convex and Lipschitz. In line 7 of the algorithm the notation \( \nabla_w \ell(p_t, y_t) \) means the gradient of the loss with respect to \( w \) evaluated at the prediction \( p_t \) and label \( y_t \). Furthermore, the hypothesis space is all the vectors that belong to a closed convex set \( A \). Usually, the Euclidean projection in line 8 is assumed to be easy computationally. For example, this is true when \( A = \{ v \in \mathbb{R}^d : ||v|| \leq R \} \), i.e. \( A \) is an \( \ell_2 \) ball of radius \( R \).

Online gradient descent is a robust algorithm that works in a much broader context than described here. For example, it can be shown that it can also work
Algorithm 3 Online Gradient Descent. Solves $w = \arg\min_{w \in A} \sum_t \ell(w^\top x_t, y_t)$

1: function OGD($\eta$)
2: $w_1 \leftarrow 0$
3: for $t = 1, 2, \ldots, T$ do
4: Observe $x_t$
5: Predict $p_t \leftarrow w_t^\top x_t$
6: $\eta_t = \eta / \sqrt{t}$
7: $w'_t \leftarrow w_t - \eta_t \nabla_w \ell(p_t, y_t)$
8: $w_{t+1} \leftarrow \arg\min_{w \in A} \|w - w'_t\|^2$
9: end for
10: return $\bar{w} = \frac{1}{T} \sum_{t=1}^T w_t$
11: end function

for the task of online convex optimization where the loss functions may be changing from round to round [67]. It also works with high probability when instead of having access to the gradient, the algorithm only observes a noisy version of it [63]. Online Gradient Descent entertains the following regret bound whose simple proof is included:

**Theorem 3.** Assume that $\ell$ is convex and that $\|\nabla_w \ell(\cdot, y)\|^2 \leq G$. Let $D$ be the diameter of the set $A$ i.e. $\sup\left\{ \|w - u\| : w, u \in A \right\} \leq D$. Then for every $u \in A$, the sequence of vectors $w_t$ produced by Online Gradient Descent satisfy

$$\sum_{t=1}^T \ell(w_t^\top x_t, y_t) - \ell(u^\top x_t, y_t) \leq (G\eta + \frac{D^2}{2\eta})\sqrt{T}$$

Proof. As a shorthand we will denote $\ell(v^\top x_t, y_t)$ by $\ell_t(v)$ and $\|\nabla_w \ell(p_t, y_t)\|^2$ by $g_t$. From the convexity of $\ell$ we have that

$$\eta_t(\ell_t(w_t) - \ell_t(u)) \leq \eta_t(w_t - u)^\top g_t.$$

Adding and subtracting $\frac{1}{2}\|w_t - u\|^2 + \eta_t^2/2\|g_t\|^2$ leads to

$$\eta_t(\ell_t(w_t) - \ell_t(u)) \leq \frac{1}{2}\|w_t - u\|^2 + \frac{\eta_t^2}{2}\|g_t\|^2 - \frac{1}{2}\|w_t - u - \eta_t g_t\|^2$$

$$\leq \frac{1}{2}\|w_t - u\|^2 + \frac{\eta_t^2}{2}G - \frac{1}{2}\|w'_t - u\|^2$$

$$\leq \frac{1}{2}\|w_t - u\|^2 + \frac{\eta_t^2}{2}G - \frac{1}{2}\|w_{t+1} - u\|^2$$
where the last inequality follows from the fact that $w'_t$ is further from every point inside $A$ than its projection $w_{t+1}$. Dividing both sides by $\eta_t$ leads to

$$\ell(w_t) - \ell(u) \leq \frac{\|w_t - u\|^2 - \|w_{t+1} - u\|^2}{2\eta_t} + \frac{\eta_t}{2} G. \quad (2.2)$$

We now simply sum (2.2) over $t$ and obtain

$$\sum_{t=1}^{T} (\ell_t(w_t) - \ell_t(u)) \leq \frac{G}{2} \sum_{t=1}^{T} \eta_t + \frac{\|w_1 - u\|^2}{2\eta_1} - \frac{\|w_{T+1} - u\|^2}{2\eta_T} + \frac{1}{2\eta_t} - \frac{1}{2\eta_{t-1}} \|w_t - u\|^2$$

$$\leq \frac{G}{2} \sum_{t=1}^{T} \eta_t + D^2 \left( \frac{1}{2\eta_1} + \sum_{t=2}^{T} \left( \frac{1}{2\eta_t} - \frac{1}{2\eta_{t-1}} \right) \right),$$

where in the last inequality we used that $\|w_t - u\| \leq D^2$ for all $t$ and dropped the non-positive term $-\frac{\|w_{T+1} - u\|^2}{2\eta_T}$. Now the telescoping sum in the right hand side cancels out leaving

$$\sum_{t=1}^{T} (\ell_t(w_t) - \ell_t(u)) \leq \frac{G}{2} \sum_{t=1}^{T} \eta_t + \frac{D^2}{2\eta_T}$$

Substituting $\eta_t = \eta/\sqrt{t}$ we get

$$\sum_{t=1}^{T} (\ell_t(w_t) - \ell_t(u)) \leq \frac{G\eta}{2} \sum_{t=1}^{T} \frac{1}{\sqrt{t}} + \frac{D^2}{2\eta}\sqrt{T} \leq \frac{G\eta}{2} \int_0^{T} \frac{dt}{\sqrt{t}} + \frac{D^2}{2\eta}\sqrt{T} = (G\eta + \frac{D^2}{2\eta})\sqrt{T}.$$

\[\square\]

### 2.4 Active Learning

In active learning, a learner is given access to unlabeled data and is allowed to adaptively choose which ones to label. This learning model is motivated by applications in which the cost of labeling data is high relative to that of collecting
the unlabeled data itself, as labeling often requires manual intervention, experimentation, or evaluation. Therefore, the hope is that the active learner only needs to query the labels of a small number of the unlabeled data, and otherwise perform as well as a fully supervised learner. This thesis, looks into agnostic active learning algorithms, which work under the same assumptions as supervised learning. Though this is in contrast with earlier work which assumed a noise-free setting [15, 20] some of the basic ideas remain the same.

In the noise-free setting [15, 20], the algorithm basically maintains a candidate set of hypotheses, a so called version space, and asks for the label of an example only if there is disagreement within this set about how to label the example. In the noisy setting the version space is defined as the set of hypotheses that cannot be distinguished from the empirically best via a confidence bound [2, 21, 4, 36, 46]. As more labels are collected this set can quickly shrink by removing all the hypotheses that with high probability are provably worse than the empirically best hypothesis.

The version space approach unfortunately has its share of significant drawbacks. The first is computational intractability: maintaining a version space and guaranteeing that only hypotheses from this set are returned is difficult for linear predictors and appears intractable for interesting nonlinear predictors such as neural nets and decision trees [15]. Secondly, maintaining a version space can be brittle: a single mishap, due to, say, modeling failures or computational approximations, might cause the learner to exclude the best hypothesis from the version space forever; this is an ungraceful failure mode that is not easy to correct. A third drawback, shared by many active learning algorithms including the one in the next section, is related to sample re-usability: if labeled data is collected using a version space-based active learning algorithm, and one later
Algorithm 4 Label Efficient Perceptron

1: function \textit{LEP}(c,T)
2: \hspace{1em} w_1 \leftarrow 0
3: \hspace{1em} for \ t = 1, 2, \ldots, T \ do
4: \hspace{2em} \text{Observe} \ x_t
5: \hspace{2em} p_t \leftarrow w_t^\top x_t
6: \hspace{2em} y_t \leftarrow \text{sign}(p_t)
7: \hspace{2em} \text{Draw a Bernoulli random variable} \ Z_t \ \text{with} \ \mathbb{P}(Z_t = 1) = c/(c + |p_t|)
8: \hspace{2em} \text{if} \ Z_t = 1 \ \text{then}
9: \hspace{3em} \text{Query the oracle for} \ y_t
10: \hspace{3em} w_{t+1} = w_t + y_t I[y_t \neq \hat{y}_t] x_t
11: \hspace{2em} \text{else}
12: \hspace{3em} w_{t+1} = w_t
13: \hspace{2em} \text{end if}
14: \hspace{1em} \text{end for}
15: \hspace{1em} \text{return} \ w_{T+1}
16: \text{end function}

decides to use a different algorithm or hypothesis class, then the earlier data may not be freely re-used because its collection process is inherently biased.

In the next section the Label Efficient Perceptron algorithm is first introduced. This algorithm achieves in expectation the same mistake bound as the Perceptron. It does not maintain a version space, and is simple to implement. It is analyzed in a worst case setting and uses randomization to avoid being fooled by an adversary. Even though there is no quantification on the reduction in amount of requested labels, this algorithm is a first step towards theoretically sound active learning.

2.4.1 Label Efficient Perceptron

The Label Efficient Perceptron (LEP) algorithm is shown in Algorithm 4. For this algorithm, it can be shown that its expected number of mistakes is not much larger than the cumulative hinge loss $L(u) = \sum_{t=1}^T \max(0, 1 - y_t u^\top x_t)$ of any vector $u \in \mathbb{R}^d$ over the sequence $(x_1, y_1), (x_2, y_2), \ldots, (x_T, y_T)$. In particular [13,
Theorem 12.5] proves that
\[ \mathbb{E} \left[ \sum_{t=1}^{T} \mathbb{I}[\hat{y}_t \neq y_t] \right] \leq \left( 1 + \frac{X^2}{2c} \right) L + \frac{||u||^2 (2c + X^2)^2}{8c} \tag{2.3} \]

where \( X = \max_t ||x_t||. \)

Even though this result is obtained by a worst case analysis, the statistical setting, described in Section 2.4.2, shares some of the same ideas. The first difference between Perceptron and LEP is the introduction of randomization. It is not hard to see that if the algorithm had adopted a deterministic policy for which labels to ask, then an adversary could have manipulated the information the algorithm collects. The second difference is that \( |p_t| \) plays a crucial role in the algorithm. Notice that \( |p_t| \) is a proxy for the algorithm’s confidence in its prediction. A large \( |p_t| \) means that if the algorithm is wrong it will suffer a large hinge loss on round \( t \). This in turn can be related to the observation that, in the proof of the Perceptron, a mistake with large loss leads to an update that makes a lot of progress towards a good model. Querying the oracle for \( y_t \) with probability \( c/(c + |p_t|) \) is thus a simple way for the algorithm to hedge its bets.

### 2.4.2 Importance Weighted Active Learning

The label efficient Perceptron is a good first step to understand some of the issues in active learning. However the analysis is far from satisfactory. First, the guarantee it provides is a bound on the expected number of mistakes. However, one would prefer to have a high probability bound relating the generalization error of the actively learned classifier with that of a classifier trained on all the examples. Second, the label efficient Perceptron does not come with a bound on the number of requested labels. Third it is not clear if the labeled sample collected from a run of the algorithm is biased or it could be reused with another
algorithm.

Importance Weighted Active Learning (IWAL) [4, 5] addresses these problems and is much more generic in the sense that it is a reduction from active learning to supervised learning. This allows to use learning algorithms other than linear classifiers although this thesis does not explore this possibility. Furthermore, the analysis in [5] provides a bound on the number of requested labels. Moreover, IWAL is provably consistent, i.e. given infinite data it converges to an optimal hypothesis in a given hypothesis class. Finally, labeled data collected with IWAL can be re-used with other algorithms.

To sidestep all of the above problems, [5] instantiate the framework of [4] using a rejection threshold similar to the algorithm of [21]. Unlike [21] however hypotheses are accessed via a much simpler oracle which matches an abstraction of many supervised learning algorithms. Hence active learning algorithms built in this way are immediately and widely applicable.

We defer the description of the algorithm of [5] to Chapter 5 of this thesis alongside with the details of a practical implementation for the case of linear predictors. The final algorithm is as efficient as the label efficient Perceptron but works with many loss functions, and returns a reusable labeled dataset. This is in sharp contrast to many previous algorithms such as [15, 2, 3, 21, 36, 46] that create heavily biased data sets. Even though some approximations are made in order to attain a simple algorithm, these do not affect the consistency of the algorithm.

2.5 Prediction Suffix Trees

Prediction Suffix Trees (PSTs), also known as Context Trees, are a well studied and compact model for problems such as temporal classification and probabilis-
tic modeling of sequences [11, 37, 55, 57, 65]. Different variants of PSTs are also
called context tree weighting [65] and variable length Markov Models [11]. PSTs
operate in a setting similar to online learning. The model observes symbols from
a sequence, one at a time, and makes a prediction about the next symbol based
on the symbols it has observed so far. PSTs typically use only a few recently ob-
erved symbols which are called the context of the prediction. In this sense they
are making a Markovian assumption but, unlike most other Markov models, the
number of symbols that are used to predict the next symbol depends on the spe-
cific context in which the prediction is made. PSTs will be described in greater
detail in Chapter 3. The rest of this section provides a high level overview of
PSTs.

As the name suggests, a PST is a tree whose nodes correspond to suffixes of
the sequence observed so far. If the sequence comes from an alphabet $\Sigma$, then
each node in the PST has up to $|\Sigma|$ children. The root of the tree corresponds
to the empty suffix. The children of the root correspond to suffixes of length
1, their children correspond to suffixes of length 2 and so on. The edge from
a parent to a child is labelled with a symbol from the alphabet. If the parent
corresponds to suffix $s \in \Sigma^k$ and the child corresponds to suffix $rs \in \Sigma^{k+1}$, then
the edge is labelled by $r \in \Sigma$.

Given a sequence $y_1, y_2, \ldots, y_{t-1}$, a Markov model of order $k$ can be viewed
as a full tree of depth $k$ where estimates of the probabilities of the form
$p(y_t|y_{t-1}, \ldots, y_{t-k})$ are stored in the leaves of the tree. In other words, each in-
stantiation of the variables upon which the model is conditioning, is a path in
this tree. Furthermore, this path goes through the nodes that correspond to the
suffixes of the sequence.

Prediction Suffix Trees generalize Markov models by allowing the tree to
take any shape. This relaxation matches the properties of many natural sequential problems, such as language modelling, where the right amount of context depends on the context itself. For example, in English, it is safe to predict that a ‘u’ will appear after a ‘q’ while it is less clear which letter will appear after the sequence ‘en’. A PST for modelling English can therefore allocate a small subtree to handle suffixes ending with ‘q’ and a larger tree to handle more uncertain suffixes. In other words, a PST can model long range dependencies without any blow-up in the number of parameters used by being frugal when a complex model is not necessary.

So far, the discussion has only treated the leaves as the parts of the tree that carry all the information about the model. However, internal nodes can also be used to store estimates of lower order Markov models. For example, the first level of nodes in the tree can store estimates of $p(y_t | y_{t-1})$, a so-called bigram model. The models stored in the upper levels of the tree are simple but can be estimated reliably. The models stored in the lower levels are more flexible but their reliable estimation requires large amounts of data. A simple way to sidestep the dilemma of which model to use is to use all the models by taking a weighted average of the recommendations of each model. In our adaptation of PSTs in Chapter 3, we will use a similar weighting of all the nodes in the tree.
CHAPTER 3
SEQUENTIAL PREDICTION WITH A SMALL TREE

3.1 Introduction

This chapter shows how to learn a small and accurate Prediction Suffix Tree (PST) for sequential prediction by a modified multiplicative update algorithm. The reason we employ multiplicative updates is rather involved, but it will become clearer during the analysis of the algorithm. Roughly speaking, in order to maintain a small tree, the performed updates are approximate and not as effective as the ones that would be used if no constraint on the size of the tree were imposed. This ineffectiveness can be quantified by the norm of a specific vector, and this norm is minimized when the updates are multiplicative.

In [23] the Perceptron algorithm is used for sequential prediction. Their theoretical results are similar but inferior in the sense that the upper bound on the size of the PST here is tighter. The mistake bounds are incomparable, and it is well known that additive and multiplicative updates have different merits. The experiments of this chapter verify empirically that the proposed algorithm consistently obtains lower error rates and grows smaller trees than the algorithm of [23].

The motivating application is monitoring processes in a computer system. Each process produces a sequence of system calls that request different services from the operating system. The task is to model this sequence and maintain a compact profile of the application. In this setting, it is expected that a multiplicative update algorithm is more appropriate than an perceptron-like additive algorithm for two reasons. First, complex applications are likely to exhibit different behaviors at various points during their execution, and this is actually
observed in our experiments. A multiplicative algorithm can quickly modify its model to reflect this. Second, multiplicative algorithms cope better with many irrelevant attributes, and this will turn out to be true when the problem is formalized.

3.2 Learning Prediction Suffix Trees

As noted in Section 2.5, the advantage of PSTs compared to other Markov models is that the number of symbols used to predict the next symbol depends on the context in which the prediction is made. But how much context should be used for each prediction? When learning a PST, one is faced with the following dilemma. If one considers contexts with more symbols than necessary, one must estimate more parameters and this will likely hurt the performance of the algorithm. On the other hand, underestimating the optimal context will typically lead to many mistakes.

The goal is to come up with an algorithm that learns a PST of appropriate size by balancing this tradeoff. The algorithm in [23] uses the perceptron algorithm to learn a PST. The basic idea is that choosing not to grow the tree is like introducing a deterministic noise term in the perceptron update. The same idea is used here for Balanced Winnow, but many details are different, especially how much noise is tolerated before the tree is grown. Before showing how Balanced Winnow can be adapted to work for PSTs, a digression is necessary to show how to modify Balanced Winnow so that it effectively ignores some of its inputs.
3.2.1 Sparse Balanced Winnow

Algorithm 2 on page 14 assigns a nonzero weight to every feature, even if some of these weights may be exponentially small. Here, an equivalent formulation is given so that at prediction time some attributes do not have to be computed. Viewed as a linear classifier, Balanced Winnow has assigned zero weight to those attributes. When many of the attributes have a zero weight the resulting hypothesis is sparse. This may at first seem hard given that the elements of the weight vector are by construction always positive and that the proof of Theorem 2 hinges on the use of relative entropy which becomes infinite if one of the entries of the weight vector is zero. However, if one considers the form of the input $x_t = [1, -1] \otimes x_t^+$ and noticing that

$$w_t^T x_t = w_t^+ x_t^+ - w_t^- x_t^+ = (w_t^+ - w_t^-)^T x_t^+,$$

where $w_t^+$ corresponds to the first half of the weight vector $w_t$ and $w_t^-$ corresponds to its second half, then if $w_{t,i}^+ = w_{t,i}^-$ any decision of the form $w_t^T x_t$ will effectively ignore attribute $x_{t,i}$. A better insight on how the algorithm operates with inputs of the form $[1, -1] \otimes x_t^+$ is provided if the parameters $\theta_t$ are rewritten in the same manner as the weight vector, i.e. $\theta_t = [\theta_t^+, \theta_t^-]$. The following lemma shows the relationship between the two vectors $\theta_t^+$ and $\theta_t^-.$

**Lemma 1.** For all $t$, Balanced Winnow maintains $\theta_t^- = -\theta_t^+$.

**Proof.** The proof is by induction. For $t = 1$ we have $\theta_1 = 0$ so $\theta_1^+ = \theta_1^- = 0$ and the claim is true. If at time $t + 1$ there was no mistake, then the claim is true. If there was a mistake, then the parameters were updated as follows:

$$\theta_{t+1}^+ = \theta_t^+ + \alpha y_t x_t^+$$

and

$$\theta_{t+1}^- = \theta_t^- + \alpha y_t (-x_t^+).$$

Using the induction hypothesis, the latter update is

$$\theta_{t+1}^- = -\theta_t^+ - \alpha y_t x_t^+ = -\theta_{t+1}^+.$$

□

26
Since \( w_{t,i} = \frac{e^{\theta_{t,i}}}{\sum_{j=1}^{d} e^{\theta_{t,i}}} \), one can only have \( w_{t,i}^{+} = w_{t,i}^{-} \) when \( \theta_{t,i}^{+} = \theta_{t,i}^{-} \). Using the lemma above one concludes that it must be \( \theta_{t,i}^{-} = \theta_{t,i}^{+} = 0 \) to make sure that \( w_{t,i}^{+} x_{i} \) does not depend on the value of \( x_{t,i} \).

Another way to see this is to note that by Lemma 1, the decision at time \( t \) can be written as:

\[
\hat{y}_{t} = (w_{i}^{+} - w_{i}^{-})^{\top} x_{i}^{+} = \sum_{i=1}^{d} \frac{e^{\theta_{t,i}^{+}} - e^{\theta_{t,i}^{-}}}{\sum_{j=1}^{d} e^{\theta_{t,j}^{+}} + e^{\theta_{t,j}^{-}}} x_{t,i}^{+} = \sum_{i=1}^{d} \frac{\sinh(\theta_{t,i}^{+})}{\sum_{j=1}^{d} \cosh(\theta_{t,j}^{+})} x_{t,i}^{+},
\]

where

\[
\sinh(\theta) = \frac{e^{\theta} - e^{-\theta}}{2}, \quad \cosh(\theta) = \frac{e^{\theta} + e^{-\theta}}{2}.
\]

For the purposes of decisions, the quantity \( \sum_{j=1}^{d} \cosh(\theta_{t,j}^{+}) \) is a positive constant so it will not affect the sign of \( \hat{y}_{t} \). Let \( g_{t,i} = \sinh(\theta_{t,i}^{+}) \) be the unnormalized difference of the weights \( w_{t,i}^{+} \) and \( w_{t,i}^{-} \). The value of \( x_{t,i}^{+} \) is ignored when \( g_{t,i} = 0 \) which is true if and only if \( \theta_{t,i}^{+} = 0 \).

The strategy to derive a multiplicative update algorithm whose hypothesis is sparse is to implement the algorithm in the space of \( \theta \) parameters. To make sure that some of the parameters remain to zero, we will introduce deterministic noise that cancels the update for these specific parameters. The analysis of the algorithm will be done in the space of weights \( w \). When analyzing the algorithm, we will have to show that the progress made with each mistake overshadows the effect of noise. The algorithm will be phrased in terms of the normalized weights to maintain correspondence with the analysis and with algorithm 2 in page 14. In a practical implementation, one should update the values
of the parameters $\theta^+_t$ and use the unnormalized weights $g_{t,i} = \sinh(\theta^+_t)$ to make predictions.

### 3.2.2 Winnow for Prediction Suffix Trees

The formal setup is as follows. The task is to predict the items of a sequence $y_1, y_2, \ldots, y_T$, $y_i \in \Sigma$, one at a time. For now, it is assumed that $\Sigma = \{-1, 1\}$; extensions to larger alphabets are discussed in Section 3.3. Let $|y|$ be the length of a sequence $y \in \Sigma^*$, where $\Sigma^*$ is the Kleene closure of $\Sigma$, and let $y_i^j$ denote the subsequence $y_i, \ldots, y_j$. The prediction for $y_t$ will be based on a suffix of $y_t^{t-1}$, typically one that contains only the last few symbols in $y_t^{t-1}$. A good initial assumption is that symbols near $t$ should be more important for the prediction task than symbols away from $t$ [37, 65]. This can be encoded in the features, which will be of the form $x_t = [1, -1] \otimes x_t^+$, where:

$$
x_{t,s}^+ = \begin{cases} 
\beta^{|s|} & \text{if } s = y_{t-i}^{t-1} \quad i = 1, \ldots, t-1 \\
0 & \text{otherwise}
\end{cases}
$$

and $0 < \beta < 1$ will be specified later. Therefore the dimensionality of $x_t$ will be twice the number of distinct substrings of $y_1^T$ with a trivial upper bound of $T(T-1)$. Here and below, the vector $x^+$ is indexed by strings from the language $\Sigma_{\leq T}$ and the notation $x_{t,s}^+$ simply means $x_{t,\ell(s)}^+$, where $\ell(s)$ is the position of $s$ in the lexicographic order of $\mathcal{Y}_T$, the set of all substrings of $y_1^T$. Another useful function is the inverse of $\ell(\cdot)$: $s(i)$ is the string at position $i$ in the aforementioned lexicographic order. Furthermore, we extend $s(\cdot)$ to be a periodic function with period $|\mathcal{Y}_T|$. This allows to handle indices from the extended features $x_t$, so that we can write $|x_{t,i}| = x_{t,s(i)}^+$ for example.

As before, the algorithm will have to learn a vector of parameters $\theta_t = [\theta^+_t, \theta^-_t]$ while keeping its support, the strings for which the corresponding en-
tries are nonzero, small. The decisions of the algorithm will be of the form:

\[ \hat{y}_t = \sum_i g_{t,i} x_{t,i}^+ \]

where \( g_{t,i} = \sinh(\theta_{t,i}^+) \) and \( i \) ranges over the support of \( \theta_t \). The set \( A \) that contains the support of \( \theta \), every suffix of every element in the support, and the empty string can be viewed as a tree. This tree is a Prediction Suffix Tree (PST) and is constructed in the following way. Every element of \( A \) is a node in the tree. The root corresponds to the empty string. Let \( y \in \Sigma \) and \( u \in \Sigma^* \). If \( v = yu \in A \), then \( u \in A \) by the definition of \( A \) and \( v \) is a direct child of \( u \) in the tree with the link from \( u \) to \( v \) being labeled with \( y \). In this view, \( \theta^+ \), assigns weights to nodes in the tree, and the predictions of the online algorithm amount to taking a weighted sum of the values in the nodes of a path in the tree. This path starts from the root and follows the links that correspond to the symbols \( y_{t-1}, y_{t-2}, \ldots \), until reaching a leaf. Figure 3.1 shows a PST. In this figure, if \( \beta = 3/4 \) and \( y_{t-2} = -1 - 1 + 1 \) then the prediction for symbol \( y_{t+1} \) will be

\[ \hat{y}_{t+1} = \text{sign} \left( \frac{3}{4} \sinh(-2) + \frac{9}{16} \sinh(-\frac{1}{2}) + \frac{27}{64} \sinh(3) \right) = +1. \]

It is thus possible for the algorithm to overcome the prior belief that a longer suffix is less relevant by assigning its node a large value.

To use Balanced Winnow for learning a PST, note that the algorithm starts with \( \theta_1 = 0 \), therefore initially the support of \( \theta \) is the empty string and the corresponding tree has only one node. As learning progresses, each mistake the algorithm makes causes some of the parameters to be updated to nonzero values. Hence the support of \( \theta \) is expected to increase. In fact, the algorithm requires that the support of \( \theta_t \) be a subset of the support of \( \theta_{t+1} \). Thus, the algorithm can be viewed as growing the tree that corresponds to \( A \). Even if an update causes a parameter to become zero after it has taken a nonzero value, the algorithm will still keep the corresponding node in the tree.
If we only apply Balanced Winnow to the task of learning such a PST it will need memory that can be as large as $O(T^2)$. A random sequence of $\{-1, +1\}$ symbols can achieve this. This happens because every distinct substring of $y^T_1$ will have an associated parameter; put otherwise, at round $t$ there will be $O(t)$ new parameters to adapt, each corresponding to the $O(t)$ new suffixes of $y^t_1$. The algorithm’s strategy will therefore be to have an adaptive bound $d_t$ on the length of the suffixes that it will consider, which is the same as the depth up to which it will grow the tree on round $t$.

The proposed algorithm modifies Balanced Winnow so that the parameter update is

$$
\theta_{t+1,i} = \begin{cases} 
\theta_{t,i} + \alpha y_t x_{t,i} & \text{if } |s(i)| \leq d_t \\
\theta_{t,i} & \text{otherwise.}
\end{cases}
$$

This can be equivalently written as

$$
\theta_{t+1} = \theta_t + \alpha y_t x_t + \alpha n_t,
$$

where $n_t$ is a deterministic noise vector that cancels some of the components of

![Figure 3.1: A PST whose support is the union of $-1, +1 - 1, +1 - 1 + 1$ and all their suffixes.](image)
the update:

\[
  n_{t,i} = \begin{cases} 
  -y_i x_{t,i} & \text{if } |s(i)| > d_t \\
  0 & \text{otherwise}. 
  \end{cases}
\]

Note that \( ||n_t||_\infty = \beta^{(d_t+1)} \), a fact that will be used later in the derivation of a mistake bound. Let \( h_t \) be the length of the path from the root to a leaf using the symbols \( y_{t-1}, y_{t-2}, \ldots \). Clearly, if at any point the algorithm’s way of setting \( d_t \) suggests that it should be less than \( h_t \), then there is no reason to let this happen because the tree has already grown beyond this point. Letting \( d_t < h_t \) will only make the norm of \( n_t \) larger without any computational benefit. Therefore \( d_t \geq h_t \) which makes it is easy to prove the following

**Lemma 2.** For all \( t \) and \( i \), either \( \theta_{t,i} = 0 \) or \( n_{t,i} = 0 \).

**Proof.** There are two cases: either \( |s(i)| \leq d_t \) or \( |s(i)| > d_t \). If \( |s(i)| \leq d_t \) then \( n_{t,i} = 0 \) by definition. Now suppose \( \theta_{t,i} \neq 0 \) and \( |s(i)| > d_t \). That means there was a point \( t' < t \) when \( d_{t'} > d_t \). That would imply \( d_{t'} > h_{t'} \) but since the tree never shrinks this cannot happen. Therefore \( \theta_{t,i} = 0 \) if \( |s(i)| > d_t \). \( \square \)

The lemma implies that \( \theta^\top_t n_t = 0 \). Furthermore the sum of the norms of the noise vectors will turn up in the proof of the mistake bound, therefore the algorithm should keep it bounded by a function of the number of mistakes. Let \( J_t \) be the subset of rounds \( 1, \ldots, t \) in which a mistake was made, and let \( M_t = |J_t| \). Also let

\[
  P_t = \sum_{i \in J_t} ||n_i||_\infty = \sum_{i \in J_t} \beta^{(d_i+1)}
\]

and \( M_0 = P_0 = 0 \). The algorithm will require that \( d_t \) is the smallest integer such that

\[
  P_t \leq M_t^{2/3} \tag{3.1}
\]
subject to $d_t \geq h_t$. It is also worth noting that other sublinear functions of $M_t$ can be used to bound $P_t$. This specific choice empirically works very well.

Now it is possible to prove the following:

**Lemma 3.** Setting

$$d_t = \max\{h_t, \left\lceil \log_\beta \left( \sqrt[3]{P_{t-1}^3 + 2P_{t-1}^{3/2} + 1} - P_{t-1} \right) - 1 \right\rceil \}$$  \hspace{1cm} (3.2)

ensures that for all $t$, $P_t \leq M_t^{2/3}$.

**Proof.** The proof is by induction. For $t = 1$ the claim clearly holds. If there is no mistake on round $t$, then $P_t = P_{t-1}$ and $M_t = M_{t-1}$ so the claim holds. If there is a mistake, then $P_t = P_{t-1} + \|n_t\|_\infty$, $M_t = M_{t-1} + 1$ and it suffices to show that $P_t^3 \leq P_{t-1}^3 + 2P_{t-1}^{3/2} + 1$ since by induction $P_{t-1}^3 + 2P_{t-1}^{3/2} + 1 \leq (M_{t-1} + 1)^2$. So it must be that

$$(P_{t-1} + \|n_t\|_\infty)^3 \leq P_{t-1}^3 + 2P_{t-1}^{3/2} + 1$$  \hspace{1cm} (3.3)

Let $z = \|n_t\|_\infty > 0$. Inequality (3.3) can be written as

$$z^3 + 3P_{t-1}z^2 + 3P_{t-1}^2z - 2P_{t-1}^{3/2} - 1 \leq 0$$

and is valid when $z$ is less than its only real root:

$$z \leq \sqrt[3]{P_{t-1}^3 + 2P_{t-1}^{3/2} + 1} - P_{t-1}$$

Since $z = \|n_t\|_\infty = \beta^{(d_t+1)}$, the proof is concluded by

$$\beta^{(d_t+1)} \leq \sqrt[3]{P_{t-1}^3 + 2P_{t-1}^{3/2} + 1} - P_{t-1}$$

$$d_t \geq \log_\beta \left( \sqrt[3]{P_{t-1}^3 + 2P_{t-1}^{3/2} + 1} - P_{t-1} \right) - 1.$$

The statement of the lemma simply enforces that $d_t$ is an integer and that $d_t \geq h_t$. \hfill \square
Algorithm 5 Balanced Winnow for PSTs

1: function BW-PST($y, \alpha, T$) 
2:     $P_0 \leftarrow 0$ 
3:     $A_1 \leftarrow \{\epsilon\}$ \hspace{1cm} \triangleright \epsilon \text{ is the empty string} 
4:     $\theta_1 \leftarrow 0$ 
5:     for $t = 1, 2, \ldots, T$ do 
6:         $h_t \leftarrow \max\{j : y_{t-1}^j \in A_t\}$ \hspace{1cm} \triangleright \text{Depth of tree at current context} 
7:         $d_t \leftarrow \max\{h_t, \left\lceil \log_{1-\epsilon}(\sqrt[3]{P_{t-1}^3 + 2P_{t-1}^{3/2} + 1 - P_{t-1}}) - 1 \right\rceil \}$ \hspace{1cm} \triangleright \text{Lemma 3} 
8:         Compute $x_t$ from $y_{t-1}$ 
9:         $w_{t,i} \leftarrow e^{\theta_{t,i}} / \sum_j e^{\theta_{t,j}}$ 
10:        $\hat{y}_t \leftarrow \text{sign}(w_t^T x_t)$ \hspace{1cm} \triangleright \text{sign}(\hat{y}_t) = \text{sign}(\sum_i \sinh(\theta_{t,i}^+) x_{t,i}^+)$ 
11:        if $\hat{y}_t \neq y_t$ then 
12:            $P_t \leftarrow P_{t-1} + (1 - \epsilon)(d_t+1)$ 
13:            $A_{t+1} \leftarrow A_t \cup \{y_{t-1}^i : 1 \leq i \leq d_t\}$ \hspace{1cm} \triangleright \text{Grow the tree} 
14:            $\theta_{t+1,i} \leftarrow \begin{cases} \theta_{t,i} + \alpha y_t x_{t,i} & \text{if } |s(i)| \leq d_t \\ \theta_{t,i} & \text{otherwise} \end{cases}$ 
15:        else 
16:            $P_t \leftarrow P_{t-1}$ 
17:            $A_{t+1} \leftarrow A_t$ 
18:            $\theta_{t+1} \leftarrow \theta_t$ 
19:        end if 
20:     end for 
21: return $A_{T+1}, \theta_{T+1}$ 
22: end function

It is now easy to state how everything is put together in Algorithm 5. The set of suffixes $A_t$ can be implemented as a tree, as described above. In practice the parameters $\theta_{t,i}^+$ should be stored and predictions should be made as

$$\hat{y}_t = \sum_i \sinh(\theta_{t,i}^+) x_{t,i}^+$$

The algorithm starts with an empty tree and in each round it predicts the next symbol using the parameters in the tree. If a mistake is made and if $d_t > h_t$ the tree is grown in line 13. Finally, the parameter values for the nodes in the tree are updated and the next symbol in the sequence is processed.

The following theorem shows how the number of mistakes of this algorithm compares against the performance of the optimal tree in hindsight. This is mea-
sured by the cumulative $\delta$-hinge loss of the optimal vector $u$. The $\delta$-hinge loss that $u$ attains at round $t$ is defined as

$$L_t = \max\{0, \delta - y_t u^\top x_t\}.$$ 

The following two lemmas will be used in the proof of the main result.

**Lemma 4.** For all $x \in [-1, 1]$ and $\alpha > 0$, $e^{\alpha x} \leq \cosh(\alpha) + \sinh(\alpha)x$.

**Proof.** First note that $e^{-\alpha} = \cosh(\alpha) - \sinh(\alpha)$ and $e^\alpha = \cosh(\alpha) + \sinh(\alpha)$. The lemma follows by the convexity of $e^{\alpha x}$. □

**Lemma 5.** For all $\alpha > 0$, $\log \cosh(\alpha) \leq \alpha^2 / 2$.

**Proof.** The bound follows by noticing that it is equivalent to

$$\int_0^\alpha \int_0^x 1 - \tanh^2(u)dudx \leq \int_0^\alpha \int_0^x 1dudx$$

which is obviously true. □

The main result of this chapter is the following theorem:

**Theorem 4.** Let $y_1, y_2, \ldots, y_T$ be a sequence of symbols in $\{-1, +1\}$. Let $u$ be a vector such that for all $i$, $u_i \geq 0$ and $\sum_i u_i = 1$ and suppose that over this sequence $u$ attains loss $L = \sum_t L_t$. Then Algorithm 5 will make at most $\max\{\frac{2L}{\delta} + \frac{8\log T}{\delta^2}, \frac{64}{\delta^3}\}$ mistakes.

**Proof.** The proof uses the relative entropy $D(u||w)$ of $u$ and $w$ as a measure of progress. Recall that the vectors $u$ and $w$ have dimension $d \leq T(T - 1)$. Let

$$\Phi(w_t) = D(u||w_t) = \sum_{i=1}^d u_i \log \frac{u_i}{w_{t,i}}$$

$$\Delta_t = \Phi(w_t) - \Phi(w_{t+1}).$$

The telescoping sum

$$\sum_{t=1}^T \Delta_t = \Phi(w_1) - \Phi(w_{T+1})$$
is not greater than $\Phi(w_1)$ because of the non-negativity of $\Phi(w_{T+1})$. Furthermore,

$$\Phi(w_1) \leq \sum_{i=1}^{d} u_i \log u_i + \sum_{i=1}^{d} u_i \log(d) \leq \log d \leq 2 \log T,$$

which is true because of the non-negativity of the entropy of $u$ and because $w_1$ starts as a uniform distribution. Putting all these together, one obtains the upper bound

$$\sum_{t=1}^{T} \Delta_t \leq 2 \log T. \quad (3.4)$$

This upper bound on $\sum \Delta_t$ will be combined with a lower bound for the same quantity. If on round $t$ there was no mistake, then $\Delta_t = 0$. Now assume that a mistake was made on round $t$. To lower bound $\Delta_t$, we first write $w_{t+1}$ in terms of $w_t$:

$$w_{t+1,i} = \frac{e^{\theta_{t+1,i}}}{Z_t} = \frac{e^{\theta_{t,i} + \alpha y_t x_{t,i} + \alpha n_{t,i}}}{Z_t} = \frac{w_{t,i} e^{\alpha y_t x_{t,i} + \alpha n_{t,i}}}{Z_t}, \quad (3.5)$$

where $Z_t$ is the normalization constant:

$$Z_t = \sum_{j=1}^{d} w_{t,j} e^{\alpha y_t x_{t,j} + \alpha n_{t,j}}. \quad (3.6)$$

Another way to define $\Delta_t$ is

$$\Delta_t = \sum_{i=1}^{d} u_i \log \frac{w_{t+1,i}}{w_{t,i}}. \quad (3.7)$$

Plugging in (3.5) in (3.7) leads to

$$\Delta_t = \sum_{i=1}^{d} u_i \log \frac{w_{t,i} e^{\alpha y_t x_{t,i} + \alpha n_{t,i}}}{Z_t w_{t,i}} = \alpha y_t^\top x_t + \alpha u^\top n_t - \log Z_t \quad (3.8)$$

Next these three terms are bounded from below. Using Lemma 4 it is easy to bound the exponential in (3.6) by a linear function:

$$Z_t = \sum_{i=1}^{d} w_{t,i} e^{\alpha (y_t x_{t,i} + n_{t,i})} \leq \sum_{i=1}^{d} w_{t,i} (\sinh(\alpha) (y_t x_{t,i} + n_{t,i}) + \cosh(\alpha)) = \sinh(\alpha) y_t^\top x_t + w_t^\top n_t + \cosh(\alpha)$$
Recall that this analysis pertains to the case when the algorithm made a mistake on round \( t \). This means that \( \sinh(\alpha) y_t w_t^\top x_t \leq 0 \). Furthermore in Lemma 2 it was shown that either \( \theta_{t,i} = 0 \) or \( n_{t,i} = 0 \) and it was argued immediately after Lemma 1 that when \( \theta_{t,i} \) is zero then \( w_t^\top v \) does not depend on \( w_{t,i} \). Therefore \( w_t^\top n_t = 0 \). These observations lead to \( Z_t \leq \cosh(\alpha) \) or
\[
-\log(Z_t) \geq -\log(\cosh(\alpha)).
\]  

Furthermore, from Hölder’s inequality one gets
\[
 u_t^\top n_t \geq -||u||_1||n_t||_\infty = -||n_t||_\infty \]  

Moreover,
\[
y_t u_t^\top x_t \geq \delta - L_t \]  

by the definition of \( L_t \), so by combining the bounds (3.9), (3.10), and (3.11), (3.8) becomes
\[
\Delta_t \geq \alpha \delta - \alpha L_t - \alpha ||n_t||_\infty - \log(\cosh(\alpha)).
\]  

Summing up the individual lower bounds for all \( t \) and using the definitions of \( M_t, P_t \) and \( L \) leads to
\[
\sum_{t=1}^{T} \Delta_t \geq M_T (\alpha \delta - \log(\cosh(\alpha))) - \alpha P_T - \alpha L.
\]  

Substituting the invariant (3.1) and combining this with the upper bound (3.4) leads to
\[
M_T (\alpha \delta - \log \cosh(\alpha)) - \alpha M_T^{2/3} - \alpha L \leq 2 \log T.
\]  

Let \( z = M_T^{1/3} \). The inequality
\[
(\alpha \delta - \log \cosh(\alpha)) z^3 - \alpha z^2 - \alpha L - 2 \log T \leq 0
\]  

is valid when \( z \) is less than the only real root of the polynomial on the left hand side. The reason this polynomial has only one real root is because
$\alpha L + 2 \log T > 0$. Let $\rho$ be this root. Then the above inequality is equivalent to $z \leq \rho$. Even though there is an exact analytical expression for $\rho$, much intuition can be gained from a simple upper bound [53, Theorem (30,2)]: For any $\lambda \geq 1$,

$$
\rho \leq \max \left\{ \left( \frac{\lambda (\alpha L + 2 \log T)}{\alpha \delta - \log \cosh(\alpha)} \right)^{\frac{1}{3}}, \frac{\lambda^{\alpha}}{\alpha \delta - \log \cosh(\alpha)} \right\}.
$$

Using this bound one gets

$$
M_T \leq \max \left\{ \frac{2L}{\delta} + \frac{8 \log T}{\delta^2}, \frac{64}{\delta^3} \right\}
$$

(3.13)

by setting $\alpha = \delta/2$, $\lambda = 3/2$, and using Lemma 5.

This bound is further discussed in light of the theoretical and empirical results in the next two sections.

### 3.2.3 Growth Bound

It is also important to bound how quickly Algorithm 5 grows the tree. In fact, it is possible to show that the depth of the tree grows logarithmically with the number of mistakes. The proof makes use of the following lemma:

**Lemma 6.** For any real $z \geq 0$,

$$
\frac{1}{\sqrt[3]{z^6 + 2z^3 + 1} - z^2} \leq \frac{3z + 2}{2}.
$$

**Proof.** When $z \geq 0$, which is the case here, both sides are positive, so the statement of the lemma is equivalent to

$$
\sqrt[3]{z^6 + 2z^3 + 1} - z^2 \geq \frac{2}{3z + 2}
$$

or

$$
\sqrt[3]{z^6 + 2z^3 + 1} \geq \frac{z^2(3z + 2) + 2}{3z + 2}.
$$
Raising both sides to the third power and rearranging, one gets the equivalent inequality

\[(z^6 + 2z^3 + 1)(3z + 2)^3 - (3z^3 + 2z^2 + 2)^3 \geq 0\]

which when expanded yields

\[36z^5 + 48z^4 + 7z^3 + 30z^2 + 36z \geq 0.\]

The latter is obviously true because it is a polynomial with non-negative coefficients and \(z \geq 0\).

\[\square\]

**Theorem 5.** Let \(A_1, A_2, \ldots\) be the sequence of trees generated by Algorithm 5 with \(\beta = 2^{-1/3}\). Then for all \(T \geq 2\) the depth of \(A_{T+1}\) is upper bounded by \(\log_2 M_{T-1} + 4\).

**Proof.** The depth of \(A_{T+1}\) is the maximum of the \(d_t\) values given by Lemma 3 over all rounds \(t\). However, if at round \(t\) there was no mistake or \(d_t \leq h_t\), then the tree is not grown. So it suffices to show that for all rounds \(t\) in which a mistake was made, the quantity

\[
\left\lceil \log_\beta \left( \sqrt[3]{P_{t-1}^3 + 2P_{t-1}^{3/2} + 1 - P_{t-1}} \right) - 1 \right\rceil
\]

from equation (3.2) is no greater than the bound. That expression is upper-bounded by \(\log_\beta (3\sqrt{P_{t-1}^3 + 2P_{t-1}^{3/2} + 1 - P_{t-1}})\). To get a handle on the memory requirements, it is convenient to switch to base 2 logarithms so that it is easy to relate the bound on the depth of the tree with the actual size of the tree. Using \(\beta = 2^{-1/3}\), one gets that

\[
d_t \leq 3\log_2 \frac{1}{\sqrt[3]{P_{t-1}^3 + 2P_{t-1}^{3/2} + 1 - P_{t-1}}}.
\]

The expression inside the logarithm can be upper-bounded by \((3\sqrt{P_{t-1}^3 + 2})/2\) using Lemma 6 with \(z = \sqrt{P_{t-1}}\). Therefore the above quantity is upper-bounded by

\[
3\log_2 \frac{3\sqrt{P_{t-1}} + 2}{2} \leq 3\log_2 \frac{3M_{t-1}^{1/3} + 2}{2} \leq 3\log_2 (3M_{T-1}^{1/3} + 2) - 3
\]
where the first inequality comes from invariant (3.1) and the second inequality is justified because $M_t$ is a non-decreasing sequence. Furthermore, $M_{T-1} \geq 1$, since $T \geq 2$ and the first prediction is always a zero, which counts as a mistake. Using the inequality $\log_2(3\mu + 2) \leq \log_2(5\mu)$, which is true for $\mu \geq 1$, leads to

$$3 \log_2(3M_{T-1}^{1/3} + 2) - 3 \leq 3 \log_2(5M_{T-1}^{1/3}) - 3 \leq \log_2 M_{T-1} + 3 \log_2(5) - 3 < \log_2 M_{T-1} + 4.$$ 

\[\square\]

Theorem 5 says that the amount of memory needed by the tree grows only linearly with the number of mistakes. The respective growth bound given in [23] also scales linearly but with a larger constant. This is reflected in the experiments as well.

However, the comparison of the mistake bounds of the two algorithms is complex, and in general multiplicative and additive update algorithms have different merits [45]. The case here is even more intricate because $x_t$ conceptually has twice as many dimensions as the corresponding quantity in [23] and the feature values are different. Therefore, the optimal weight vector in hindsight and its cumulative $\delta$-hinge loss will be different for the two algorithms. The latter is likely to be larger in the formulation here because the feature values are larger. In this view, the dependence on $\delta^{-3}$ in the mistake bound presented here may not be important, since $\delta$ may be large. Notice that for the multiplicative algorithm, one can afford to push the features as close to 1 as possible without changing the mistake bound which depends only on $\|x_t\|_\infty \leq 1$. However, the algorithm in [23] depends on $\|x_t\|_2 \leq 1$, and their features cannot be made larger without affecting their mistake or growth bound. In Theorem 5, $\beta$ is set so that the features are as large as possible while keeping the PST size linear with the number of mistakes. Finally, the mistake bound here also depends on $\log T$. Even though this dependence also exists in a lower bound [45], this lower
Table 3.1: Error Rates for PSTs on five different tasks

<table>
<thead>
<tr>
<th>DATASET</th>
<th>ULYSSES Bit</th>
<th>ULYSSES A-Z</th>
<th>EXCEL</th>
<th>OUTLOOK</th>
<th>FIREFOX</th>
</tr>
</thead>
<tbody>
<tr>
<td>PERCEPTRON</td>
<td>24.32</td>
<td>67.58</td>
<td>22.68</td>
<td>5.1</td>
<td>14.86</td>
</tr>
<tr>
<td>WINNOW</td>
<td>20.49</td>
<td>65.58</td>
<td>20.59</td>
<td>4.43</td>
<td>13.88</td>
</tr>
</tbody>
</table>

Table 3.2: Number of nodes in PSTs on five different tasks

<table>
<thead>
<tr>
<th>DATASET</th>
<th>ULYSSES Bit</th>
<th>ULYSSES A-Z</th>
<th>EXCEL</th>
<th>OUTLOOK</th>
<th>FIREFOX</th>
</tr>
</thead>
<tbody>
<tr>
<td>PERCEPTRON</td>
<td>675K</td>
<td>13.2M</td>
<td>24402</td>
<td>41239</td>
<td>21081</td>
</tr>
<tr>
<td>WINNOW</td>
<td>270K</td>
<td>10.3M</td>
<td>15338</td>
<td>25679</td>
<td>12662</td>
</tr>
</tbody>
</table>

bound assumes that an adversary selects the feature values, which is not true in this case. Nevertheless, as the next section shows, the actual number of mistakes in practice may differ markedly from these worst case bounds.

3.3 Experiments

This section reports on some experiments conducted to demonstrate the effectiveness of the proposed algorithm. Two quantities of interest are the online error rate in Table 3.1 and the size of the PST in Table 3.2. Since the data from the motivating application are not publicly available, two reproducible experiments are first described. Using the text from James Joyce's Ulysses one can define two problems: predicting the next bit and predicting the next alphabetic character in the text (non alphabetic characters were discarded in this case).

The first two columns of Tables 3.1 and 3.2 show the results of these experiments. For both tasks, the Balanced Winnow variant presented in this chapter makes fewer mistakes and grows a smaller tree than the perceptron of [23]. In all experiments, $\alpha$ was set to 0.1 and $\beta$ was set as in theorem 5. The baseline error rates are 50% and 88% respectively.

Predicting the next letter as well as the problems from motivating application are multiclass problems: the sequence does not come from a binary alpha-
bet and neither Balanced Winnow nor the algorithm of [23] can directly handle alphabets with more than 2 symbols. To handle them, ideas from [17] are adapted by maintaining weights $w^{(1)}, \ldots, w^{(k)}$ one for each class. The decision at time $t$ is $\hat{y}_t = \arg \max_i w^{(i)} x_t$. If $\hat{y}_t \neq y_t$ then $w^{(\hat{y}_t)}$ and $w^{(y_t)}$ are updated by:

$$\theta^{(\hat{y}_t)}_{t+1,i} = \theta^{(\hat{y}_t)}_{t,i} - \alpha x_{t,i}$$
$$\theta^{(y_t)}_{t+1,i} = \theta^{(y_t)}_{t,i} + \alpha x_{t,i}$$

(if $|s(i)| \leq d_t$ as usual). This extension works for Balanced Winnow as well as the algorithm of [23]. A difficulty with this extension for Balanced Winnow is that it needs the normalization constant $Z^{(j)}_t$ for each class $j$. Strictly speaking, $Z^{(j)}_t$ cannot be computed without a priori knowledge of the length $T$ of the sequence, because the classifiers conceptually have a weight for each substring of the whole sequence. However, the approximation

$$\tilde{Z}^{(j)}_t = \sum_{i \in A_t} e^{\theta^{(j)}_{t,i}}$$

works very well in practice and can be computed quickly from $\tilde{Z}^{(j)}_{t-1}$. This approximation was used in all the experiments.

In another experiment, the task was to predict the next system call that a program would execute based on the previous system calls. The data consisted of three applications: Firefox, Excel, and Outlook. For each application 40 sequences of system calls were available. The monitoring application was recording 23 different system calls. The last three columns in Tables 3.1 and 3.2 summarize the results of these experiments. For brevity, the tables report for each application the average online prediction error rate and tree size over the 40 sequences. However, Tables 3.1 and 3.2 understate the difference of the two algorithms in this problem since the multiplicative algorithm always makes fewer mistakes and grows smaller trees than the additive one for all three applications and all tested sequences. To assess statistical significance we used a paired sample two sided t-test, This showed that the differences of the reported quantities
are significant ($p < 10^{-5}$ for all tests). However, there exist sequences that can force Winnow to make more mistakes than Perceptron. In two out of the 120 sequences, Winnow initially made more mistakes and started outperforming Perceptron only after the first half of the sequence.

Finally, it is interesting to note that if instead of $P_t \leq M_t^{2/3}$ the algorithm had enforced $P_t \leq M_t^{1/2}$, one would have derived a mistake bound that always scales with $\delta^{-2}$. By setting $\beta = 2^{-1/2}$, the growth bound would have been similar. Surprisingly, this variant has empirically no clear advantage over the additive algorithm. The analysis here allows selecting a larger $\beta$ i.e. larger features which in turn allow the margin $\delta$ to be larger. This improves the mistake bound. At the same time, larger features mean that the norms of the noise vectors will be larger. Hence deciding on how much noise one should tolerate is a crucial issue. Too much noise will hurt the mistake bound and too little will cause the tree to grow very fast. A good balance can be achieved by requiring the size of the tree to scale linearly with the number of mistakes. This suggests that other choices of $\beta$ in conjunction with an invariant similar to the one in (3.1) could be employed. Empirically, however, they do not work as well.

### 3.4 Related Work

Apart from [23], with which a comparison was made in the experiments, there are many other methods for learning PSTs, which are based on a wide range of principles such as PAC learning [57], structural risk minimization [44], and online Bayesian mixtures [65], and their generalizations [37, 55]. All these methods assume that there is an *a priori* bound on the maximum depth of the tree. For many applications, this is not known, and the algorithm should be allowed to estimate a good value of this parameter from the data.
The work of [45] contains many results and insights about multiplicative algorithms, including variants that are competitive with any vector $u$ such that $||u||_1 \leq U$. Extending our algorithm to be competitive with any vector in this ball is also possible. Additionally, many authors, starting with [7], have noticed that Winnow’s weight vector can be sparsified by zeroing the entries that have small weights compared to the largest weight in the hypothesis. This procedure is effective in practice, but comes with no theoretical guarantees. However, in the case of learning PSTs, the tree implicitly defines a partial order for the costs of setting the parameters to nonzero values. This allows one to have a sparse hypothesis and still be able to characterize the number of mistakes.

3.5 Conclusions

This chapter presented a modification of Balanced Winnow for learning PSTs in order to predict the next item in a sequence. The algorithm presented here does not rely on any assumptions about an underlying PST that generates the data. The algorithm also comes with theoretical guarantees about the number of mistakes it will make relative to the best PST determined in hindsight and about the amount of memory it will use to store its hypothesis. In all the experiments, it was found that it makes fewer mistakes and uses less memory than a Perceptron-like algorithm [23]. As the analysis shows, the damage caused by not fully growing the tree is quantified by the norm of the deterministic noise vector $n_t$. By picking the smallest norm, one minimizes this damage. Among the norms one could use here, the smallest one is $||n_t||_\infty$, which naturally arises in the analysis of multiplicative algorithms.
CHAPTER 4
ONLINE GRADIENT DESCENT WITH IMPORTANCES

4.1 Introduction

An importance is a real number that describes the cost of misclassifying an example. Importances arise in many settings in machine learning such as boosting [30], covariate shift correction algorithms [39] and active learning [4, 5]. In boosting, importances are assigned to each example depending on how well that example has been classified in previous iterations. In covariate shift correction, an importance is assigned to a training example according to how close to the test distribution that example is. In the active learning framework of [4] an adaptive rejection sampling scheme is applied to each example and each retained example gets an importance equal to the inverse probability of being retained. Importances have become a de-facto language for specifying the relative importance of prediction amongst examples.

When not constrained by running time, importances can be dealt with using either black box techniques [59, 66] or direct modification of existing algorithms. Often importances can be eliminated simply by treating an example with importance $h$ as $h$ examples. However, as this thesis has already argued, online learning algorithms are sometimes preferred. Especially when datasets are large, algorithms such as online gradient descent are the method of choice. Here the standard approach of treating an example with importance $h$ as $h$ examples is typically translated into practice by computing the gradient once and then multiplying it by $h$. This is undesirable for large $h$ because such an example can cause an update that is far beyond what is necessary to attain a small loss on it.
An important observation is that multiplying the gradient by $h$ is typically not equivalent to doing $h$ updates via gradient descent, because all loss functions of interest are nonlinear. The goal of this chapter is to resolve this failure by investigating alternate updates that gracefully deal with importances by taking into account the curvature of the loss function. We mainly focus on a novel set of updates that satisfy an additional invariance property: for all importances $h$, the update is equivalent to two updates with importance $h/2$. Hence we decided to call these updates importance invariant.

The importance invariant updates are defined via an ordinary differential equation (ODE). Even so, it was surprising to find that they have closed-form solutions for all common loss functions. Another surprising discovery was that our invariant update substantially improves the learned predictor even when $h = 1$, both in terms of the quality of best predictor after a parameter search and in terms of the robustness to parameter search, effectively reducing the desirability of searching over many different schedules of learning rates. The reason for this is that an importance invariant update smoothly interpolates between a very aggressive projection [38, 16] algorithm and a less aggressive gradient multiplier decay algorithm. All of these benefits come at near-zero computational cost.

Among the other algorithms we consider, implicit updates [45, 47] turn out to coincide with importance invariant updates for piecewise linear loss functions and provide qualitatively similar updates for other loss functions. For most other loss functions, implicit updates require a root-finding algorithm. This is quite fast in practice. The only drawback is that analysis of implicit updates for these loss functions is harder.

Finally, another reasonable way to handle importances can be derived by
adapting techniques from [24]. This approach approximates the loss by a second order Taylor expansion at the current prediction and in the direction of the update. The authors analyze updates based on this quadratic approximation for the logistic and exponential losses for which this approximation is an upper bound. These updates coincide with implicit updates for squared loss (since the quadratic approximation is exact) and are not applicable to piecewise linear losses. We will not discuss these updates any further, since they have only been analyzed for two specific loss functions.

Section 4.2 defines the problem and describes some naive but unsatisfactory approaches. Next, the importance invariant solution is proposed and a general framework for deriving invariant updates for many loss functions is presented in Section 4.3. Section 4.4 discusses some important properties of the proposed updates, such as safety. Section 4.5 briefly covers how implicit updates can handle importance weights. Section 4.6 empirically demonstrates the merits of the proposed updates even on problems without importances. Experiments where large importances naturally arises are presented in the context of active learning in Chapter 5. Section 4.7 states some conclusions.

4.2 Problem Setting and Notation

The task is to learn a good classifier from a training set of triplets \((x_t, y_t, h_t)\), \(t = 1, \ldots, T\) where \(x_t \in \mathbb{R}^d\) is a vector of \(d\) features, \(h_t \in \mathbb{R}_+\) is an importance, and \(y_t \in \mathbb{R}\) is a label. The quality of the classifier is measured by a loss function \(\ell(p, y)\) where \(p\) is the prediction of the classifier and \(y\) is the actual label. The model is linear, i.e. \(p = w^\top x\), where \(w \in \mathbb{R}^d\) is a vector of weights. Therefore \(p\) is a real number. The domain of \(y\) will depend on the loss function and will be
mentioned when a loss function is first introduced. The goal is to find

$$w = \arg\min_w \sum_{t=1}^{T} h_t \ell(w^\top x_t, y_t),$$

(4.1)

using a procedure similar to online gradient descent. When examples do not have importances the online gradient descent algorithm, shown in Algorithm 3 in page 16, is a good candidate for finding an approximate minimizer of the objective function (4.1).

When examples have importances, we maintain the semantics of the importances by adhering to the following principle: An example with importance weight $h$ should be treated as if it is a regular example that appears $h$ times in the dataset. This is a statement of both mathematical and semantic correctness. Mathematically, (4.1) states the same thing. Semantically, an example of importance $h$ is just a convenient encoding of $h$ identical examples. For now it is assumed that importances are integers and the learning rate sequence is constant, so all $\eta_t = \eta$. These assumptions are only for ease of exposition and are lifted in Section 4.3.

### 4.2.1 Some Unsatisfactory Approaches

A first approach would be to perform several passes over the data. In the $i$-th pass, only those examples whose importance is greater than $i$ would be used. While this is a valid approach, it is very inefficient. Ideally each example should be presented once to the learner.

Another tempting approach is to multiply the update by the importance:

$$w_{t+1} = w_t - h_t \eta \nabla_w \ell(w_t^\top x_t, y_t).$$

(4.2)

However, this update rule does not respect the principle of Section 4.2. To see
this, consider the case $h_t = 2$. Rule 4.2 should be equivalent to

\[
v = w_t - \eta \nabla_w \ell(w_t^\top x_t, y_t)
\]

\[
w_{t+1} = v - \eta \nabla_w \ell(v^\top x_t, y_t)
\]

which is not true in general. Furthermore, the quality of this update gets worse as the importance weight gets larger. To see this, note that online gradient descent is based on approximately solving

\[
w_{t+1} = \arg\min_w \frac{1}{2} \|w - w_t\|^2 + \eta_t \ell(w^\top x_t, y_t)
\]

by linearizing the loss around the point $w = w_t$:

\[
w_{t+1} = \arg\min_w \frac{1}{2} \|w - w_t\|^2 + \eta_t \left( \ell(w_t^\top x_t, y_t) + (w - w_t)^\top \nabla_{w_t} \ell(w_t^\top x_t, y_t) \right)
\]

This can be easily solved by setting the gradient of the objective to zero:

\[
0 = w_{t+1} - w_t + \eta_t \ell(w_t^\top x_t, y_t)
\]

and rearranging. Though this is well motivated when $\eta_t$ is small, rule 4.2 implicitly assumes that the first order approximation of the loss is valid far away from its expansion point $w_t$. Since all loss functions in machine learning are nonlinear, this assumption is simply invalid and can lead to very poor results.

Another way to see the problem is to recall that the regret bound of online gradient descent scales linearly with the square of the largest norm of the gradients computed in each round [67]. In settings like the importance weighted active learning framework of Chapter 5, multiplying the loss with the importance causes the squared norm of the gradient to be multiplied by the square of the importance. If the importances grow faster than $O(T^{1/4})$, as can happen in the algorithm of Chapter 5, then the regret bound of online gradient descent becomes $O(T)$ which is vacuous.
Another approach with good computational characteristics is rejection sampling according to $h/h_{\text{max}}$. In this approach, an example with importance $h$ is retained with probability $h/h_{\text{max}}$, where $h_{\text{max}}$ is an upper bound on the maximum importance in the data. Otherwise the example is discarded. The model is then learned from the unweighted set of the retained examples. However, when $h_{\text{max}}$ is much larger than the importance of a typical example, this approach will lead to increased generalization error because too many examples will be discarded. Rejection sampling can be repaired by learning multiple predictors based upon different rejection-sampled datasets [66], but this increases computation substantially.

4.2.2 An Efficient Invariant Approach

To achieve invariance and efficiency an example with importance $h$ can be presented $h$ times in a row. This section will focus on the cumulative effect of this approach. This scheme respects the correctness principle and considers each example once. The only remaining question is whether the cumulative effect of $h$ presentations in a row can be computed in time that does not scale linearly with $h$. While it is not obvious on how to do this for any model, the next section explains why this is possible for linear models and how to compute it.

4.3 A Framework For Working with Importances

Given a loss function of the form $\ell(p, y)$, where $p$ is the prediction, and assuming a linear model $p = w^\top x$ one has that $\nabla_w \ell = \frac{\partial \ell}{\partial p} x$. Therefore all gradients of a given example point in the same direction and differ only in magnitude. Hence computing the cumulative effect of presenting the example $h$ times in a row
amounts to computing a global scaling for $x$ that aggregates the effects of all the gradients. Below, a simple lemma is presented that formalizes this in the case of integer importances.

**Lemma 7.** Let $h \in \mathbb{N}$. Presenting example $(x, y)$ $h$ times in a row is equivalent to the update

$$w_{t+1} = w_t - s(h)x,$$

(4.3)

where the scaling factor $s(h)$ has this recursive form:

$$s(h + 1) = s(h) + \eta \frac{\partial \ell}{\partial p} \bigg|_{p = (w_t - s(h)x)^\top x}$$

(4.4)

$$s(0) = 0.$$  

(4.5)

**Proof.** By induction on $h$. The base case is obvious. Now the effect of presenting the example $(x, y)$ $h + 1$ times can be computed by performing a gradient update on the vector $v$ that results from presenting the example $h$ times. By the induction hypothesis, this intermediate vector is

$$v = w_t - s(h)x$$

and the gradient descent step is

$$w_{t+1} = v - \eta \nabla_w \ell(w^\top x, y) \big|_{w=v}.$$  

Expanding this using the induction hypothesis we get

$$w_{t+1} = w_t - s(h)x - \eta \frac{\partial \ell}{\partial p} \bigg|_{p = (w_t - s(h)x)^\top x} x$$

$$= w_t - \left( s(h) + \eta \frac{\partial \ell}{\partial p} \bigg|_{p = (w_t - s(h)x)^\top x} \right) x.$$

Given a loss function, one could try to find a closed form solution to the recurrence defined by (4.4) and (4.5). For example, for squared loss $\ell(p, y) = \frac{1}{2} (p - y)^2$. 
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\( \frac{1}{2}(p - y)^2 \), for which \( y \in \mathbb{R} \), the recurrence is

\[
  s(h + 1) = s(h) + \eta ((w_t - s(h)) \mathbf{x}^\top \mathbf{x} - y).
\]

A simple inductive argument can then verify that

\[
  s(h) = \frac{w_t^\top \mathbf{x} - y}{\mathbf{x}^\top \mathbf{x}} (1 - (1 - \eta \mathbf{x}^\top \mathbf{x})^h)
\]  \hspace{1cm} (4.6)

Note that when \( \eta \mathbf{x}^\top \mathbf{x} < 1 \), \( s(h) \) asymptotically approaches the quantity that would make \( w_{t+1}^\top \mathbf{x} = y \). This behavior is more desirable than that of multiplying the gradient by the importance weight.

Update 4.6 is a first breakthrough that allows to compute \( s(h) \) fast. However, it is restricted to integer importances. Moreover, other loss functions do not yield a recurrence with a closed form solution. To overcome these problems, another ingredient is necessary. Starting from (4.6), is it instructive to think about the consequences of presenting an example many times. To compensate, the learning rate will also need to be adjusted so that its effect is split among the updates. Suppose that the algorithm sees an example a factor of \( n \) times more using a learning rate that is smaller by a factor of \( n \). This can be simulated in constant time using (4.6) with \( h_n \) and \( \eta/n \) in place of \( h \) and \( \eta \), respectively.

Letting \( n \) grow large, the quantity of interest is

\[
  \lim_{n \to \infty} \frac{w_t^\top \mathbf{x} - y}{\mathbf{x}^\top \mathbf{x}} \left( 1 - \left( 1 - \frac{\eta \mathbf{x}^\top \mathbf{x}}{n} \right)^{nh} \right).
\]

Using that, \( \lim_{n \to \infty}(1 + z/n)^n = e^z \) leads to

\[
  s(h) = \frac{w_t^\top \mathbf{x} - y}{\mathbf{x}^\top \mathbf{x}} \left( 1 - \exp(-h \eta \mathbf{x}^\top \mathbf{x}) \right) . \hspace{1cm} (4.7)
\]

In the above derivation, the gradient descent process happens in continuous time, which is the limit of the discrete process as the learning rate becomes infinitesimal. This idea is now generalized to derive updates for other loss functions.
Theorem 6. The limit of the gradient descent process as the learning rate becomes infinitesimal for an example with importance $h \in \mathbb{R}_+$ is equal to the update

$$w_{t+1} = w_t - s(h)x,$$

where the scaling factor $s(h)$ satisfies the differential equation:

$$s'(h) = \eta \frac{\partial \ell}{\partial p}_{p=(w_t - s(h)x)\top x}, \quad s(0) = 0. \quad (4.8)$$

Proof. In accordance with the proof of Lemma 7, it is possible to compute the effect of an importance $h + \epsilon$ assuming knowledge of the effect of an importance $h$ by performing an additional gradient step with the learning rate appropriately scaled by $\epsilon$:

$$s(h + \epsilon) = s(h) + \epsilon \eta \frac{\partial \ell}{\partial p}_{p=(w_t - s(h)x)\top x}.$$ 

Rearranging leads to

$$\frac{s(h + \epsilon) - s(h)}{\epsilon} = \eta \frac{\partial \ell}{\partial p}_{p=(w_t - s(h)x)\top x}.$$ 

Taking the limit as $\epsilon$ approaches $0$ gives the result. The initial condition makes sure that a zero importance has no effect in the update. $\square$

This theorem will be the framework for deriving updates for many loss functions. Plugging a loss function in (4.8) gives an ODE whose solution is the result of a continuous gradient descent process. The ODE can be easily solved by separation of variables.

As a sanity check for squared loss we have $\frac{\partial \ell}{\partial p} = p - y$ and (4.8) gives

$$s'(h) = \eta((w_t - s(h)x)\top x - y), \quad s(0) = 0,$$

a linear ODE, whose solution rederives (4.7).
Table 4.1: Importance Invariant Updates for Various Loss Functions

<table>
<thead>
<tr>
<th>Loss</th>
<th>$\ell(p, y)$</th>
<th>Invariant Update $s(h)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Squared</td>
<td>$\frac{1}{2} (y - p)^2$</td>
<td>$\frac{p-y}{</td>
</tr>
<tr>
<td>Logistic</td>
<td>$\log(1 + e^{-yp})$</td>
<td>$\frac{W(e^{\eta</td>
</tr>
<tr>
<td>Exponential</td>
<td>$e^{-yp}$</td>
<td>$\frac{py - \log(\eta</td>
</tr>
<tr>
<td>Logarithmic</td>
<td>$y \log\frac{y}{p} + (1 - y) \log\frac{1-y}{1-p}$</td>
<td>$\begin{cases} \frac{p-1 + \sqrt{(p-1)^2 + 2\eta</td>
</tr>
<tr>
<td>Hellinger</td>
<td>$1 - \sqrt{py} - \sqrt{(1-p)(1-y)}$</td>
<td>$\begin{cases} \frac{p - 1 + \frac{1}{2} \sqrt{12\eta</td>
</tr>
<tr>
<td>Hinge</td>
<td>$\max(0, 1 - yp)$</td>
<td>$\min\left( -y\eta, \frac{p-y}{</td>
</tr>
<tr>
<td>$\tau$-Quantile</td>
<td>$\begin{cases} \tau(y - p) &amp; \text{if } y &gt; p \ (1 - \tau)(p - y) &amp; \text{if } y \leq p \end{cases}$</td>
<td>$\begin{cases} \min\left( -\tau \eta, \frac{p-y}{</td>
</tr>
</tbody>
</table>

4.3.1 Other Loss Functions

Using (4.8) as a framework, one can derive step sizes for many popular loss functions as summarized in Table 4.1.

For the logistic loss, for which $y \in \{-1, +1\}$, the solution involves the Lambert W function $W(z) e^{W(z)} = z$. The solution can be verified using $W'(z) = \frac{W(z)}{z(1 + W(z))}$. The exponential loss, for which $y \in \{-1, +1\}$, also fits nicely into this framework.

For the logarithmic loss, for which $y \in [0, 1]$, the ODE has no explicit form for all $y \in [0, 1]$. The table presents the common case $y \in \{0, 1\}$. In this case each value of $y$ gives rise to an ODE whose solution has an explicit form. Note that here the ODE solutions satisfy a second-degree equation, hence each branch has two solutions. The selected branch is the one satisfying $s'(0) = \eta \frac{\partial \ell}{\partial p}$. To avoid an infinite loss when using the logarithmic loss directly with a linear model, one should clip the predictions in an interval $[p_{\min}, p_{\max}]$ so that $p_{\min} > 0$ and $p_{\max} < 1$. In this case updates should use $\min(h, h')$ as the importance, where
h' is the importance that leads to an update that reaches the clipping point. Alternatively, one could use a link function such as \( \sigma(p) = (1 + \tanh(p))/2 \), where \( p = w_l^T x_l \). As in the case without the link function, we get an explicit form for \( y \in \{0, 1\} \), which is

\[
s(h) = \begin{cases} 
\frac{p + \frac{1}{2} \log(\omega_0)}{||x||^2} & \text{if } y = 0 \\
\frac{p - \frac{1}{2} \log(\omega_1)}{||x||^2} & \text{if } y = 1,
\end{cases}
\]

where

\[
\omega_0 = W(\exp(e^{2p} + 2p + 4h\eta||x||^2))
\]

\[
\omega_1 = W(\exp(e^{-2p} - 2p + 4h\eta||x||^2)).
\]

As in the case of logistic loss, \( W(z) \) is the Lambert W function.

A similar situation arises for the Hellinger loss, for which \( y \in [0, 1] \). The solution to (4.8) has no simple form for all \( y \in [0, 1] \) but for \( y \in \{0, 1\} \) we get the expressions in Table 4.1.

**Hinge Loss and Quantile Loss**

Two other commonly used loss functions are the hinge loss and the \( \tau \)-quantile loss, where \( \tau \in [0, 1] \) is a parameter. These are differentiable everywhere except at one point where the subdifferential contains zero.

For the hinge loss, a valid expression for (4.8) is

\[
s'(h) = \begin{cases} 
-\eta y & y(w - s(h)x)^\top x < 1 \\
0 & y(w - s(h)x)^\top x \geq 1.
\end{cases}
\]

The first branch (together with \( s(0) = 0 \)) gives \( s(h) = -\eta h \) for \( y(w + yh\eta x)^\top x \) < 1. Otherwise, i.e. when

\[
h \geq h_{\text{hinge}} = \frac{1 - yw^\top x}{\eta x^\top x},
\]

54
$s(h)$ is a constant. Here $h_{\text{hinge}}$ is the importance that would make the updated prediction lie at the hinge. To maintain continuity at $h_{\text{hinge}}$ we set $s(h) = -y h_{\text{hinge}} \eta$. In conclusion,

$$s(h) = \min(-y h \eta, -y h_{\text{hinge}} \eta).$$

This matches intuition when one considers the limit of infinitely many infinitely small updates: For large importance weights, the process will bring the prediction up to $y$ and make no further progress.

The quantile loss is similar. The update rule first computes the importance weight $h'$ that would take the updated prediction at the point of nondifferentiability, then multiplies the gradient by $\min(h, h')$.

### 4.3.2 Variable Learning Rate

To handle a decaying learning rate $\eta_t$, one just needs to modify (4.8) slightly. Let $\eta_t(u)$ be the value of the learning rate $u$ timesteps after time $t$. Then (4.8) becomes

$$s'(h) = \eta_t(h) \left. \frac{\partial \ell}{\partial p} \right|_{p = (w_t - s(h)x_t) \top x_t}, \quad s(0) = 0.$$

The solutions in this case are not qualitatively any different from the solutions of (4.8). After the separation of variables $s$ and $h$, integration on the side containing $dh$ will have to take into account $\eta_t(h)$. Hence the modification boils down to replacing the occurrences of $h \eta$ with $\int_0^h \eta_t(u) du$. Again, for popular choices of learning rate such as $\eta_t(u) = (t + u)^{-q}$ with $q = \frac{1}{2}$ or $q = 1$, this has a closed form.

### 4.3.3 Regularization

Theorem 6 can be modified to handle losses of the form $\ell(w \top x, y) + \frac{\lambda}{2} ||w||^2$. However, the resulting differential equation is considerably harder, and only...
the case of squared loss has an easy closed form solution. An alternative way of incorporating regularization is based on splitting [27]. First perform $h$ unconstrained steps using the closed form solution, then compute the effect of regularization:

$$w_{t+1} = \arg\min_w \frac{1}{2} \| w - (w_t - s(h)x)|^2 + \frac{h\eta\lambda}{2} \| w \|_2^2.$$ 

Note that we apply all $h$ regularizers at once. The solution to the above optimization problem is

$$w_{t+1} = \frac{w_t - s(h)x_t}{1 + h\eta\lambda}.$$ 

This approach can also handle other regularizers such as $\lambda\| w \|_1$, leading to a truncated gradient update [49].

### 4.4 Properties of the Updates

#### 4.4.1 Invariance

We first show that the updates satisfy an invariance property. Updating with importance $a + b$ is is equivalent to an update with importance $a$ immediately followed by an update with importance $b$. It is convenient to explicitly state the dependence on the prediction $p$, by writing $s(p, h)$ instead of $s(h)$. The following theorem states this.

**Theorem 7.** Let $s(p, h)$ be the solution of

$$\frac{\partial s}{\partial h} = \eta \frac{\partial \ell}{\partial p} \bigg|_{p = w^\top x - s(p, h)x^\top x}, \quad s(p, 0) = 0,$$

where $\ell$ is a continuously differentiable loss. Then

$$s(p, a + b) = s(p, a) + s(p - s(p, a)x^\top x, b).$$
Proof. For convenience let $f(z) = \eta \frac{\partial \ell}{\partial p} \bigg|_{p=z}$ and $n = x^T x$. The theorem says that if $f$ is continuous and $s$ satisfies

$$\frac{\partial s}{\partial h} = f(p - ns(p, h))$$

$$s(p, 0) = 0,$$

then

$$s(p, a + b) = s(p, a) + s(p - ns(p, a), b). \quad (4.9)$$

Now fix an arbitrary value of $a$, and consider the pair of single-variable functions

$$u(b) = s(p, a + b)$$

$$v(b) = s(p, a) + s(p - ns(p, a), b).$$

These satisfy

$$u(0) = v(0) = s(p, a)$$

$$\frac{du}{db} = \frac{\partial s}{\partial h}_{(p, a+b)} = f(p - ns(p, a + b)) = f(p - nu(b))$$

$$\frac{dv}{db} = \frac{\partial s}{\partial h}_{(p - ns(p, a), b)} = f(p - ns(p, a) - ns(p - ns(p, a), b)) = f(p - nv(b)).$$

In other words, both $u$ and $v$ are solutions of the ordinary differential equation

$$\frac{dw}{db} = f(p - nw(b))$$

with initial condition $w(0) = s(p, a)$. Since $f$ satisfies the hypotheses of the existence and uniqueness theorem for ordinary differential equations, it is valid to conclude that $u(b) = v(b)$, which verifies (4.9).

The existence and uniqueness theorem for ODEs, used in the proof, shows that $s(p, h)$ is the unique function with the invariance property, but does not shed any light on further properties of $s(p, h)$.
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4.4.2 Safety

For some loss functions such as squared loss, hinge loss, and quantile loss, the residual \( w_t^\top x_t - y_t \) is an indicator of whether the learner is overestimating or underestimating the target. An update is said to be safe if

\[
\frac{w_{t+1}^\top x_t - y_t}{w_t^\top x_t - y_t} \geq 0
\]

whenever \((w_t^\top x_t - y_t) \neq 0\). Since the residual does not change sign after a safe update, the weights cannot wildly oscillate even when the learning rate is very aggressive.

Standard gradient descent is not safe, and importance-invariant step sizes always are. We can verify this for each loss function separately.

For the squared loss:

\[
\frac{w_{t+1}^\top x - y}{w_t^\top x - y} = \frac{w_t^\top x + \frac{y-w_t^\top x}{x^\top x} \left(1 - e^{-h\eta x^\top x}\right)x^\top x - y}{w_t^\top x - y} = e^{-h\eta x^\top x} > 0.
\]

For the hinge loss there are two cases. The first case is when

\[-y h\eta \geq w_t^\top x - y \quad ||x||_2^2\] 

In this case the update is

\[
\frac{w_{t+1}^\top x - y}{w_t^\top x - y} = \frac{w_t^\top x - \frac{w_t^\top x - y}{||x||_2^2} ||x||_2^2 - y}{w_t^\top x - y} = 0.
\]

The other case can be written as \( y h\eta ||x||_2^2 > y - w_t^\top x \) which leads to

\[
\frac{w_{t+1}^\top x - y}{w_t^\top x - y} = \frac{w_t^\top x + y h\eta ||x||_2^2 - y}{w_t^\top x - y} > \frac{w_t^\top x - y + y - w_t^\top x}{w_t^\top x - y} = 0.
\]

Hence the update is safe in both cases.

The quantile loss is similar to the hinge loss. Again there are two main cases since we need to distinguish between \( w_t^\top x > y \) and \( w_t^\top x < y \). However, each case has two sub-cases: in the first case we need to check whether \((1 - \tau) h\eta\) is larger or smaller than the step size that would make the updated prediction equal to \( y \). In the second case the sub-cases are similar but the relevant quantity is \(-\tau h\eta\).
4.4.3 Fallback Regret Analysis

Ideally, one would like to be able to show a result similar to that of Section 2.3.3. For example, the regret of online gradient descent using the proposed updates grows sublinearly with the number of examples. However, this certainly cannot work when the sequence of importances is arbitrary. For example in a sequence whose first importance is arbitrarily large, it is easy to see that no statement can be made about the regret of the algorithm.

This section provides a fallback analysis for the case \( h_t = 1 \). For simplicity the results are only shown for squared loss and \( ||x_t|| = 1 \) for all \( t \). However, this can be extended to other losses, as a Taylor expansion of each update around \( \eta = 0 \) shows that to first order, it is equivalent to online gradient descent. Hence one should expect a regret analysis similar to the one achieved by the underlying learning rate schedule. The proof of the theorem uses the following lemma multiple times.

**Lemma 8.** For all \( y > 0 \),

\[
\frac{1}{y + 1} \leq 1 - \exp \left( -\frac{1}{y} \right) \leq \frac{1}{y}.
\]

**Proof.** Consider the linear approximation of the function \( \exp(z) \) at the point \( z = 0 \). By Taylor’s theorem this is \( \exp(0) + (z - 0) \exp(0) = 1 + z \). Since \( \exp(z) \) is convex,

\[
\exp(z) \geq 1 + z.
\]  

(4.10)

To prove the second inequality of the lemma, we simply substitute \( z = -1/y \) in (4.10) and rearrange. To prove the first inequality, we plug in \( z = 1/y \) in (4.10) and have

\[
\exp \left( \frac{1}{y} \right) \geq 1 + \frac{1}{y}
\]
Since $y > 0$ both sides are positive, so this is equivalent to

$$\exp \left( -\frac{1}{y} \right) \leq \frac{y}{y + 1} \quad (4.11)$$

Adding 1 to both sides and rearranging leads to

$$1 - \frac{y}{y + 1} \leq 1 - \exp \left( -\frac{1}{y} \right)$$

which proves the first inequality and the lemma.

**Theorem 8.** If $\ell(p, y) = (p - y)^2$ and $||x_t|| = 1$ for all $t$, then the importance invariant update attains a regret of $O(\sqrt{T})$ when $\eta_t = t^{-1/2}$ and a regret of $O(\log(T))$ when $\eta_t = t^{-1}$.

**Proof.** First, consider the case when $\eta_t = t^{-1/2}$ and therefore the step sizes are $\eta'_t = 1 - \exp(-t^{-1/2})$. In general the regret of online gradient descent depends on the step sizes via [67]:

$$\frac{1}{\eta'_T} + \sum_{t=1}^{T} \eta'_t = \frac{1}{1 - \exp(-T^{-1/2})} + \sum_{t=1}^{T} \left( 1 - \exp \left( -\frac{1}{\sqrt{t}} \right) \right).$$

Using Lemma 8 the first term is bounded as

$$\frac{1}{1 - \exp(-T^{-1/2})} \leq \sqrt{T + 1} \leq \sqrt{T} + 1.$$

Using Lemma 8 again, the summation is bounded by

$$\sum_{t=1}^{T} \left( 1 - \exp \left( -\frac{1}{\sqrt{t}} \right) \right) \leq \sum_{t=1}^{T} \frac{1}{\sqrt{t}} \leq 1 + \int_{1}^{T} \frac{1}{\sqrt{t}} \, dt \leq 2\sqrt{T} - 1.$$

Putting the two bounds together:

$$\frac{1}{\eta'_T} + \sum_{t=1}^{T} \eta'_t \leq 3\sqrt{T}.$$

Now, consider the case $\eta_t = t^{-1}$. This type of schedule is known [62] to give logarithmic regret for strongly convex functions such as squared loss. The same
holds true for the update rule presented here. In general, for a 1-strongly convex loss such as squared loss, regret depends on [62]:

$$
\sum_{t=1}^{T} \left( \frac{1}{\eta_t} - \frac{1}{\eta_{t-1}} - 1 \right) + \sum_{t=1}^{T} \eta'_t = 
$$

$$
\sum_{t=1}^{T} \left( \frac{1}{1 - \exp(-t^{-1})} - \frac{1}{1 - \exp(-(t - 1)^{-1})} - 1 \right) + \sum_{t=1}^{T} (1 - \exp(-t^{-1}))
$$

Using Lemma 8, the second sum can be bounded as

$$
\sum_{t=1}^{T} (1 - \exp(-t^{-1})) \leq \sum_{t=1}^{T} \frac{1}{t} \leq 1 + \int_{t=1}^{T} \frac{1}{t} dt = \log(T) + 1. \quad (4.12)
$$

The first sum is telescoping leaving

$$
\sum_{t=1}^{T} \left( \frac{1}{1 - \exp(-t^{-1})} - \frac{1}{1 - \exp(-(t - 1)^{-1})} - 1 \right) = \frac{1}{1 - \exp(-T^{-1})} - 1 - T.
$$

A final application of Lemma 8 leads to

$$
\sum_{t=1}^{T} \left( \frac{1}{1 - \exp(-t^{-1})} - \frac{1}{1 - \exp(-(t - 1)^{-1})} - 1 \right) \leq 0
$$

Combining this with (4.12) we obtain that

$$
\sum_{t=1}^{T} \left( \frac{1}{\eta_t} - \frac{1}{\eta_{t-1}} - 1 \right) + \sum_{t=1}^{T} \eta'_t \leq \log(T) + 1,
$$

which is the regret obtained by the original $\eta_t = t^{-1}$ update. \qed

### 4.5 Implicit Importance-Weighted Updates

Implicit updates, first proposed in [45] and recently analyzed in [47], provide an alternative way for handling importances. An implicit update sets:

$$
\mathbf{w}_{t+1} = \text{argmin} \frac{1}{2} \| \mathbf{w} - \mathbf{w}_t \|^2 + \lambda \ell(\mathbf{w}^\top \mathbf{x}, y),
$$

where $\lambda$ is a free parameter similar to the learning rate in interpretation. Finding the minimizing $\mathbf{w}$ generally requires an iterative root-finding algorithm. This is
perhaps an order of magnitude more expensive than the closed form updates derived above, although often overshadowed by the update itself.

To adapt implicit updates for large importances one can simply use \( \lambda_t = \eta h_t \) or \( \lambda_t = \int_0^{h_t} \eta(u) du \) as in section 4.3.2, yielding the “Imp\(^2\)” algorithm (for implicit importance). Imp\(^2\) has qualitatively similar properties, satisfying safety, as defined in Section 4.4.2. When all importances are 1, Imp\(^2\) satisfies the same regret bounds as online gradient descent [47]. However it does not satisfy the invariance property of Section 4.4.1 nor has a closed-form update. In fact, Imp\(^2\) has a closed form solution only for squared loss, hinge loss and quantile loss. For the latter two loss functions, it is equivalent to the importance-invariant update. The next subsections show the derivations for these cases. The results on squared loss and hinge loss are known [47, 16], but the result for quantile loss is new.

### 4.5.1 Squared Loss

For the squared loss we have

\[
w_{t+1} = \arg \min \frac{1}{2} ||w - w_t||^2 + \frac{\lambda}{2} (w \top x - y)^2.
\]

Taking the derivative of the objective with respect to \( w \) and setting to zero we get

\[
w = w_t - \lambda (w \top x - y)x.
\]  

One can solve for \( w \top x \) by taking the inner product of both sides with \( x \):

\[
w \top x = w_t \top x - \lambda (w \top x - y)x \top x
\]

\[
w \top x = \frac{w_t \top x + \lambda yx \top x}{1 + \lambda x \top x}.
\]
Now substituting back in (4.13) yields
\[ w = w_t - \frac{\lambda (w_t^\top x - y)}{1 + \lambda x^\top x} x. \]

### 4.5.2 Hinge Loss

The implicit update for the hinge loss comes from the solution of

\[
\begin{align*}
    w_{t+1} &= \arg \min \frac{1}{2} \|w - w_t\|^2 + \lambda \xi \\
    \text{subject to} \quad &\xi \geq 0 \\
    &\xi \geq 1 - y w_t^\top x
\end{align*}
\]

This update has been considered by [16] under the name PA-I. They show that the solution to the above optimization problem is

\[
w_{t+1} = w_t + y \min(\lambda, \frac{1 - y w_t^\top x}{x^\top x}) x,
\]

which is the same as our importance-invariant update. However, in their algorithm \( \lambda \) remains fixed for all \( t \), while here \( \lambda = h_t \eta_t \) varies as \( t \) varies.

### 4.5.3 Quantile Loss

For the quantile loss, the update can be written as:

\[
\begin{align*}
    w_{t+1} &= \arg \min \frac{1}{2} \|w - w_t\|^2 + \lambda \xi \\
    \text{subject to} \quad &\xi \geq \tau (y - w^\top x) \\
    &\xi \geq (1 - \tau) (w^\top x - y)
\end{align*}
\]

To find \( w_{t+1} \) we introduce the Lagrangian:

\[
L(w, \xi, \mu) = \frac{1}{2} \|w - w_t\|^2 + \lambda \xi + \\
+ \mu_1 (\tau (y - w^\top x) - \xi) + \\
+ \mu_2 ((1 - \tau) (w^\top x - y) - \xi),
\]
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with Lagrange multipliers $\mu_1 \geq 0, \mu_2 \geq 0$. Setting the derivative of $L$ to zero with respect to $w$ and $\xi$ leads to

$$w = w_t + \mu_1 \tau x - \mu_2 (1 - \tau) x$$

(4.14)

$$\mu_1 + \mu_2 = \lambda,$$

(4.15)

The following cases are now distinguished:

1. Case $w^\top x > y$. This means that $(1 - \tau)(w^\top x - y) > 0$, therefore the second constraint suggests $\xi > 0$. This implies that $\tau(y - w^\top x) - \xi < 0$, thus the first constraint is not tight. Recall that the minimizer of any constrained optimization problem must satisfy the Karush-Kuhn-Tucker complementary slackness conditions. Using these conditions here we get $\mu_1(\tau(y - w^\top x) - \xi) = 0$ and conclude that in this case $\mu_1 = 0$ and hence $\mu_2 = \lambda$. Therefore (4.14) becomes $w = w_t - \lambda(1 - \tau)x$. Using this, it is possible to write the condition $w^\top x > y$ in terms of the a priori known $w_t$ as:

$$\frac{w_t^\top x - y}{(1 - \tau)x^\top x} > \lambda.$$

2. Case $w^\top x < y$. In a manner similar to the previous case, one can show that $\mu_2 = 0$ using the complementary slackness condition $\mu_2((1 - \tau)(w^\top x - y) - \xi) = 0$, therefore $\mu_1 = \lambda$ and $w = w_t + \lambda \tau x$. Again the condition $(w^\top x > y)$ can be written in terms of $w_t$ as:

$$\frac{y - w_t^\top x}{\tau x^\top x} > \lambda.$$

3. Case $w^\top x = y$. Plugging in $w$ from (4.14) and rearranging the terms, we have

$$w_t^\top x + (\tau(\mu_1 + \mu_2) - \mu_2)x^\top x = y.$
Now one uses (4.15) to get an equation involving only $\mu_2$, which yields

$$\mu_2 = \frac{w^\top x - y}{x^\top x} + \tau \lambda,$$

hence

$$\mu_1 = \lambda - \mu_2 = \frac{y - w_i^\top x}{x^\top x} + (1 - \tau) \lambda.$$

Plugging these back to the condition on $w$ from the Lagrangian leads to

$$w = w_t - \frac{w_i^\top x - y}{x^\top x} x.$$

To sum up, the implicit update for the quantile loss is

$$w = \begin{cases} 
w_t - \lambda(1 - \tau)x, & \frac{w_i^\top x - y}{(1-\tau)x^\top x} > \lambda \\
w_t + \lambda \tau x, & \frac{y - w_i^\top x}{\tau x^\top x} > \lambda \\
w_t - \frac{w_i^\top x - y}{x^\top x} x & \text{otherwise},
\end{cases}$$

which is the same as the importance invariant update.

### 4.6 Experiments

This section presents empirical results on four text classification datasets. The dataset rcv1 is a modified version [48] of RCV1 [51], astro is from [41], spam was created from the TREC 2005 spam public corpora, webspam is from the PASCAL large scale learning challenge. In all experiments, a single pass through the training set was performed and the error on the test set was reported. Many runs were performed each with its own learning rate schedule of the form

$$\eta_t = \frac{\mu}{||x_t||^2} \left( \frac{t_0}{t + t_0} \right)^q$$

with $(\mu, t_0, q) \in \{2^i\}_{i=0}^{10} \times \{10^i\}_{i=0}^{8} \times \{0.5, 1\}$. 
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The experiments treated all examples as having an importance weight of 1. Experiments with large importances are conducted in Section 5.5 in the context of the active learning algorithm of Chapter 5. We compared standard online gradient vs. invariant and implicit updates on four loss functions: squared, logistic, hinge and quantile ($\tau = 0.5$) loss. The purpose of these experiments was to highlight the robustness of the invariant updates: We found that they yield good generalization with little search for a good learning rate schedule (also noted in [47] for implicit updates). Before discussing this further, Table 4.2 shows the test accuracy of the hypotheses learned by each update after exhaustively searching over the learning rate schedule. For astro and rcv1 the differences are very small. The documents in the spam dataset are not processed with TF-IDF, which might explain the larger improvement with invariant and implicit updates. The results on the webspam dataset were initially puzzling, but it has been verified that this is not a failure to optimize well; on the contrary, the proposed updates attain smaller progressive validation loss [8] than standard online gradient descent on the training data. Since progressive validation loss behaves like a test set loss [8], this is evidence that the webspam test set has a different distribution from the training set.¹

To illustrate robustness, results are presented in two ways. First, in Figures 4.1 and 4.2, four scatter plots are shown where each point is a learning rate schedule and its coordinates are the accuracy of the learned hypothesis with and without the invariant updates. The scatter plots include various loss functions and datasets. Other combinations of loss function and dataset look very similar and are omitted.

The plots only show the cases in which both learning rates achieve accuracy

¹The test set consisted of the last 50000 examples of the original training set. The real test labels are not public.
Table 4.2: Test accuracies (grid search over schedules)

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Loss</th>
<th>Invariant</th>
<th>Imp²</th>
<th>Standard</th>
</tr>
</thead>
<tbody>
<tr>
<td>astro</td>
<td>hinge</td>
<td>0.96626</td>
<td>Same</td>
<td>0.96694</td>
</tr>
<tr>
<td></td>
<td>quantile</td>
<td>0.96629</td>
<td>Same</td>
<td>0.96703</td>
</tr>
<tr>
<td></td>
<td>logistic</td>
<td>0.96494</td>
<td>0.96485</td>
<td>0.96432</td>
</tr>
<tr>
<td></td>
<td>squared</td>
<td>0.96463</td>
<td>0.96429</td>
<td>0.96469</td>
</tr>
<tr>
<td>rcv1</td>
<td>hinge</td>
<td>0.94872</td>
<td>Same</td>
<td>0.94838</td>
</tr>
<tr>
<td></td>
<td>quantile</td>
<td>0.94846</td>
<td>Same</td>
<td>0.94859</td>
</tr>
<tr>
<td></td>
<td>logistic</td>
<td>0.94704</td>
<td>0.94682</td>
<td>0.94743</td>
</tr>
<tr>
<td></td>
<td>squared</td>
<td>0.94769</td>
<td>0.94799</td>
<td>0.94790</td>
</tr>
<tr>
<td>spam</td>
<td>hinge</td>
<td>0.97626</td>
<td>Same</td>
<td>0.97411</td>
</tr>
<tr>
<td></td>
<td>quantile</td>
<td>0.97524</td>
<td>Same</td>
<td>0.97484</td>
</tr>
<tr>
<td></td>
<td>logistic</td>
<td>0.96676</td>
<td>0.97982</td>
<td>0.97603</td>
</tr>
<tr>
<td></td>
<td>squared</td>
<td>0.97609</td>
<td>0.97614</td>
<td>0.97563</td>
</tr>
<tr>
<td>webspam</td>
<td>hinge</td>
<td>0.98936</td>
<td>Same</td>
<td>0.99142</td>
</tr>
<tr>
<td></td>
<td>quantile</td>
<td>0.98908</td>
<td>Same</td>
<td>0.99088</td>
</tr>
<tr>
<td></td>
<td>logistic</td>
<td>0.99094</td>
<td>0.99038</td>
<td>0.9923</td>
</tr>
<tr>
<td></td>
<td>squared</td>
<td>0.98960</td>
<td>0.98966</td>
<td>0.99218</td>
</tr>
</tbody>
</table>

Table 4.3: Fraction of schedules with near optimal error

<table>
<thead>
<tr>
<th>Loss</th>
<th>Invariant</th>
<th>Standard</th>
</tr>
</thead>
<tbody>
<tr>
<td>hinge</td>
<td>0.337</td>
<td>0.039</td>
</tr>
<tr>
<td>logistic</td>
<td>0.109</td>
<td>0.050</td>
</tr>
<tr>
<td>quantile</td>
<td>0.361</td>
<td>0.053</td>
</tr>
<tr>
<td>squared</td>
<td>0.306</td>
<td>0.031</td>
</tr>
</tbody>
</table>

above 0.9 and there are virtually no schedules for which the difference in accuracy is larger than 0.1. Among these cases, the vast majority of experiments are clustered under the $y = x$ line and towards the extreme values of the $x$-axis. Consequently, when using the invariant update, many schedules provide excellent performance.

To make this clearer, a second way of viewing this result is provided in Table 4.3. This table reports the fraction of learning rate schedules that achieve generalization accuracy to within 0.001 of the best learning rate schedule on average across all four datasets. For loss functions for which there is a notion of
overshooting and which can benefit from a safe update, an order of magnitude improvement is observed in the number of schedules that converge to near optimal performance.

4.7 Conclusions

This chapter described how to tune online gradient descent learning algorithms for various losses so they efficiently incorporate importance information. Such information is needed for applications in boosting, active learning, transfer learning, and learning reductions. The essential lesson here is that taking into account the properties of the loss function can be done cheaply and can provide great benefits even when examples have the same importance.

Motivated by an invariance property, new classes of updates were proposed that improve the standard update rule even when all examples have equal importance, yielding better prediction performance while simultaneously reducing the value of searching for good parameters for the learning rate schedule. Further experiments that we conducted but did not report here showed that invariant updates even improve the performance of adaptive gradient descent methods such as those proposed in [10, 26]. Since invariant updates are computationally free, they are easy to incorporate in existing software.
Figure 4.1: Scatter plots showing test accuracy with two different updates for various datasets and losses
Figure 4.2: Scatter plots showing test accuracy with two different updates for various datasets and losses.
CHAPTER 5
FAST AGNOSTIC ACTIVE LEARNING

5.1 Introduction

In active learning the algorithm is given the additional freedom to ask questions about the label of a specific example. This setup captures many natural settings where the algorithm has access to unlabeled data but obtaining labels for the data is expensive. An active learning algorithm can guide the selection of examples that need to be labeled leading to savings in the amount of labeling effort. Since the active learning algorithm effectively compresses the data to a smaller sample, active learning can also save computational effort. In other words, the learning algorithm requires less time because it runs on a smaller input.

At first it seems that enabling the learning algorithm to ask questions should make its task easier: by ignoring redundant examples it should achieve good error rates without asking for too many labels. However, this is not always true. If the space of classifiers that the algorithm is considering does not contain a classifier that labels everything perfectly, then active learning does not necessarily provide an advantage over passive learning [42]. The same is true if the labeling oracle, that provides the actual labels to the active learning algorithm, is very noisy. In this chapter we will not make any assumptions about the level of noise in the labels, nor about the best classifier in the algorithm’s hypothesis space. Thus the active learning algorithm of this chapter will be agnostic.

Agnostic active learning algorithms have been previously proposed [2, 5] but have mostly remained objects of theoretical study. In this chapter, we take a careful look into the details of the recently proposed active learning algorithm
of [5]. The original formulation of this algorithm, though tractable, is highly inefficient. The purpose of this chapter is to show that it is possible to reformulate the algorithm so that it is extremely efficient in the special case of linear classifiers.

The chapter starts by reviewing the algorithm of [5] in Section 5.2. Starting with Section 5.3, the original contributions of this thesis are presented. Namely, an efficient reformulation of the algorithm of [5], as well as an analytically tractable case that further explicates the workings of the algorithm. Finally, we present some empirical results that show the effectiveness of our reformulation.

5.2 Reducing Active to Supervised Learning

We start by describing the algorithm of [5] which is a general purpose reduction from active learning to supervised learning. In other words, this algorithm can be used to turn any supervised learning algorithm into an active learning algorithm. We have chosen this algorithm as a starting point because its design is robust: even if some of the quantities needed by the algorithm are computed approximately, the algorithm will not catastrophically fail.

In contrast with the rest of the algorithms in this thesis, the analysis of active learning assumes that examples actually come from an unknown but fixed distribution $D$ over $\mathcal{X} \times \mathcal{Y}$ where $\mathcal{X}$ is the input space and $\mathcal{Y} = \{\pm 1\}$ are the labels. Here $(x, y) \in \mathcal{X} \times \mathcal{Y}$ will be a pair of random variables with joint distribution $D$. An active learner receives a sequence $(x_1, y_1), (x_2, y_2), \ldots$ of i.i.d. copies of $(x, y)$, with the label $y_i$ hidden unless the algorithm explicitly asks for it.

Let $\mathcal{H}$ be a set of hypotheses mapping from $\mathcal{X}$ to $\mathcal{Y}$. We assume that the classifiers in $\mathcal{H}$ do not completely agree on any single $x \in \mathcal{X}$ i.e. $\forall x \in \mathcal{X}, \exists h, h' \in \mathcal{H}$ such that $h(x) \neq h'(x)$. For example, this assumption is true for linear classifiers
that are represented by vectors in a Euclidean ball of radius $R$, i.e. $\mathcal{H} = \{ w : ||w|| \leq R \}$. Then if $h(x) = \text{sign}(w^\top x)$ we can always use $h'(x) = \text{sign}(-w^\top x)$.

This is possible because if $w \in \mathcal{H}$, then $-w \in \mathcal{H}$. The error of a hypothesis $h : \mathcal{X} \rightarrow \mathcal{Y}$ is $\text{err}(h) := \mathbb{P}(h(x) \neq y)$ where $(x, y)$ is drawn from $\mathcal{D}$. Let $h^* := \arg \min \{ \text{err}(h) : h \in \mathcal{H} \}$ be a hypothesis of minimum error in $\mathcal{H}$. The goal of the active learner is to return a hypothesis $h \in \mathcal{H}$ with error $\text{err}(h)$ not much more than $\text{err}(h^*)$, using as few label queries as possible.

In the importance-weighted active learning (IWAL) framework of [4], the active learner looks at the unlabeled data $x_1, x_2, \ldots$ one at a time. Similar to the Label Efficient Perceptron of Section 2.4.1, after each new example $x_t$, the learner determines a probability $p_t$ and a coin with bias $p_t$ is flipped. The label $y_t$ is queried if the coin comes up heads.

To determine the probability $p_t$, the IWAL framework essentially performs a statistical hypothesis test. Consider two plausible hypotheses that predict differently on the current example and measure the difference in their error rates. If the difference is not too large, then the algorithm cannot deduce the label of the example and should ask for it. If one of the hypotheses is clearly better, then the algorithm can skip this label. However, because we are not making any assumptions on the quality of the previously received labels we hedge our bets by assigning a small probability to the event of querying the oracle. Intuitively, the larger the difference between the error rates of the two hypotheses, the smaller the probability of querying the labeling oracle.

We first turn to the problem of estimating the error rate of a hypothesis $h$. This task is not trivial because we are interested in the error rate of $h$ on the true distribution of the data while we only have examples that have been collected by the active learning algorithm and potentially constitute a biased sample.
Let $Q_t \in \{0, 1\}$ be a random variable that indicates whether the algorithm queries the labeling oracle for label $y_t$. Formally, $Q_t$ is conditionally independent of the current label $y_t$, with conditional expectation

$$
\mathbb{E}[Q_t | F_{t-1}, x_t] = p_t
$$

where $F_t := \bigcup_{i=1}^{t} (x_i, y_i, Q_i)$ is the history of the algorithm up to time $t$.

Given a hypothesis $h$ define its importance-weighted empirical error of $\text{err}(h)$ from $F_T \in (\mathcal{X} \times \mathcal{Y} \times \{0, 1\})^T$ to be

$$
\hat{\text{err}}(h, F_T) := \frac{1}{n} \sum_{t=1}^{T} \frac{Q_t}{p_t} \cdot \mathbb{I}[h(x_t) \neq y_t].
$$

Note that this quantity depends on a label $y_i$ only if it has been queried (i.e., only if $Q_i = 1$. In the notation of Algorithm 6, this is equivalent to

$$
\text{err}(h, S_T) := \frac{1}{n} \sum_{(x_t, y_t, 1/p_t) \in S_T} \frac{1}{p_t} \cdot \mathbb{I}[h(x_t) \neq y_t]
$$

where $S_T \subseteq \mathcal{X} \times \mathcal{Y} \times \mathbb{R}$ is the importance weighted sample collected by the algorithm.

A basic property of this estimator is that it has no bias:

$$
\mathbb{E}[\hat{\text{err}}(h, F_n)] = (1/n) \sum_{t=1}^{n} \mathbb{E}[\mathbb{E}[(Q_t/p_t) \cdot \mathbb{I}[h(x_t) \neq y_t] | F_{t-1}, x_t, y_t]]
$$

$$
= (1/n) \sum_{i=1}^{n} \mathbb{E}[(p_t/p_t) \cdot \mathbb{I}[h(x_t) \neq y_t]]
$$

$$
= \mathbb{E}[\mathbb{I}[h(x_t) \neq y_t]] = \text{err}(h).
$$

This holds for any algorithm for setting $p_t$ as long as it guarantees $p_t > 0$.

The full algorithm is shown in Algorithm 6. The rejection threshold (line 8) is based on a deviation bound from [5]. First, the hypothesis $h_t$, that minimizes the importance weighted error, and the “alternative” hypothesis $h'_t$ are found. Note that both optimizations are over the entire hypothesis class $\mathcal{H}$.
Algorithm 6 Importance-weighted active learning with an ERM oracle.

function IWAL($C_0, c_1, c_2, T$)

1: $S_0 \leftarrow \emptyset$
2: for $t = 1, 2, \ldots, T$ do
3: Observe $x_t$
4: $h_t \leftarrow \arg\min_{h \in \mathcal{H}} \text{err}(h, S_{t-1})$
5: $h_t' \leftarrow \arg\min_{h \in \mathcal{H} \land h(x_t) \neq h_t(x_t)} \text{err}(h, S_{t-1})$
6: $G_t \leftarrow \text{err}(h_t', S_{t-1}) - \text{err}(h_t, S_{t-1})$
7: $p_t \leftarrow \begin{cases} 1 & \text{if } G_t \leq \sqrt{\frac{C_0 \log t}{t-1}} + \frac{C_0 \log t}{t-1} \\ s & \text{otherwise} \end{cases}$

8: Draw a Bernoulli random variable $Q_t$ with $P(Q_t = 1) = p_t$
9: if $Q_t = 1$ then
10: Query the oracle for $y_t$
11: $S_t \leftarrow S_{t-1} \cup \{(x_t, y_t, 1/p_t)\}$
12: else
13: $S_t \leftarrow S_{t-1}$
14: end if
15: end for
16: return $\arg\min_{h \in \mathcal{H}} \text{err}(h, S_T)$
17: end function

(with $h_t'$ only being required to disagree with $h_t$ on $x_t$)—this is a key aspect where this algorithm differs from previous approaches. The difference in importance-weighted errors $G_t$ of the two hypotheses is then computed. If $G_t \leq \sqrt{(C_0 \log t)/(t-1) + (C_0 \log t)/(t-1)}$, then the query probability $p_t$ is set to 1. Otherwise, $p_t$ is set to the positive solution $s$ to the quadratic equation in (5.2). The functional form of $p_t$ is roughly

$$G_t = \left( \frac{c_1}{\sqrt{s}} - c_1 + 1 \right) \cdot \sqrt{\frac{C_0 \log t}{t-1}} + \left( \frac{c_2}{s} - c_2 + 1 \right) \cdot \frac{C_0 \log t}{t-1}. \quad (5.2)$$

The analysis of [5] suggests the following constraints for the constants that appear in the Algorithm: $c_2 \leq c_1$, $c_1 \geq 5 + 2\sqrt{2}$, $c_2 \geq 5$, as well as the value $C_0 = 8$. However, from a practical perspective $c_1$ and $c_2$ only have a mild effect on the
behavior of the algorithm as long as they are both greater than 1. The constant $C_0$ can be thought of as a tuning parameter that describes the labeling cost. If $C_0 \to \infty$ then labels are thought to be very cheap. This makes the algorithm very mellow, meaning that it will ask for all the labels. If $C_0 \to 0$ the labels are very expensive and the algorithm will not ask for any of them.

### 5.2.1 Consistency

Algorithm 6 enjoys a consistency guarantee that bounds the generalization error of the importance weighted empirical error minimizer. The proof of [5] actually establishes a lower bound on the query probabilities $p_t \geq 1/2$ for $x_t$ such that $h_n(x_t) \neq h^*(x_t)$.

**Theorem 9** ([5, Theorem 2]). The following holds with probability at least $1 - \delta$. For any $n \geq 1$,

$$
err(h_n) \leq err(h^*) + \sqrt{\frac{2C_0 \log n}{n-1}} + \frac{2C_0 \log n}{n-1}.
$$

Therefore, the final hypothesis returned by Algorithm 6 after seeing $n$ unlabeled examples has roughly the same error bound as a hypothesis returned by a standard passive learner with $n$ labeled data.

### 5.2.2 Label Complexity Analysis

A bound on the number of labels requested by Algorithm 6 after $n$ iterations can also be shown. This is mediated through the disagreement coefficient, a quantity first used by [35] for analyzing the label complexity of the $A^2$ algorithm of [2]. The disagreement coefficient $\theta := \theta(h^*, \mathcal{H}, \mathcal{D})$ is defined as

$$
\theta(h^*, \mathcal{H}, \mathcal{D}) := \sup \left\{ \frac{\Pr(X \in \text{DIS}(h^*, r))}{r} : r > 0 \right\}
$$
where

\[ \text{DIS}(h^*, r) := \{ x \in X : \exists h' \in \mathcal{H} \text{ such that } \Pr(h^*(X) \neq h'(X)) \leq r \text{ and } h^*(x) \neq h'(x) \} \]

(the disagreement region around \( h^* \) at radius \( r \)). This quantity is bounded for many learning problems studied in the literature; see [35, 36, 31, 64] for more discussion.

**Theorem 10** ([5, Theorem 3]). *With probability at least 1 – \( \delta \), the expected number of labels queried by Algorithm 6 after \( n \) iterations is at most*

\[ 1 + \theta \cdot 2 \text{err}(h^*) \cdot (n - 1) + O \left( \theta \cdot \sqrt{C_0 n \log n} + \theta \cdot C_0 \log^3 n \right). \]

The linear term \( \text{err}(h^*) \cdot n \) is unavoidable in the worst case, as evident from label complexity lower bounds [42, 4]. When \( \text{err}(h^*) \) is negligible and \( \theta \) is bounded (as is the case for many problems studied in the literature [35]), then the bound represents a polynomial improvement in label complexity over supervised learning.

### 5.3 Efficient Implementation

The reduction of [5] requires for each unlabeled example two hypotheses:

1. an empirical risk minimizer (ERM)
2. an alternative risk minimizer that disagrees with the ERM on one example.

For all but the simplest hypothesis spaces, finding the ERM is hard. Even for linear classifiers, finding whether the ERM hypothesis makes fewer than \( k \) errors is NP-complete. Hence the first approximation is to relax the requirement
to return the ERM hypothesis. Instead of the ERM hypothesis one can use the output of a learning algorithm. For example, a linear support vector machine returns a linear classifier that minimizes a convex upper bound of the empirical risk. Many learning algorithms work in a similar way.

The second approximation involves the alternative hypothesis required by the algorithm. For many popular linear classifiers, such as linear support vector machines or linear logistic regression, finding the alternative hypothesis can be formulated as a convex optimization problem with an additional linear inequality constraint. This constraint simply enforces that the current unlabeled example should have a label different than the one preferred by the ERM hypothesis. This label will be referred to as the alternative label and denoted by $y_a$. For example, for a linear classifier, and assuming that the alternative label is negative ($y_a = -1$), the added constraint is $w^T x_t \leq 0$. This means that the alternative hypothesis should classify the current example as negative.

For multiclass problems with $K$ classes, finding which of the labels should play the role of the alternative label requires searching over the possible $K - 1$ labels. When testing if the class label $k$ should be the alternative one, constraints are introduced so that example $x_t$ is constrained to belong to class $k$. For a linear classifier that maintains one weight vector per class and predicts via the rule

$$\hat{y}_t = \arg\max_{1 \leq j \leq K} w_j^T x_t,$$

we introduce $K - 1$ constraints of the form

$$w_k^T x_t \geq w_j^T x_t$$

for all $j \neq k$. The alternative label is then the one that gives the hypothesis with the fewest errors on the training set, with ties broken arbitrarily. Multiclass problems will not be discussed any further in this chapter.
Though the approach with the additional linear constraint is tractable, it requires solving a convex problem. A much simpler way of obtaining a similar result is as follows. Execute the learning algorithm on the collected dataset plus the unlabeled example \( x_t \) with the alternative label. Furthermore, the importance of \( x_t \) should be just large enough so that the resulting hypothesis predicts the alternative label. This way of obtaining an alternative hypothesis works with any black box learning algorithm able to handle examples with varying importances. If the algorithm is really a black box, binary search can be used to estimate the right importance. However, as discussed below, for linear classifiers this importance can be computed much more cheaply.

The benefit of thinking in terms of importances is in the relation of the importance with the quantity \( G_t \) in the active learning algorithm. Recall that \( G_t \) is the difference in importance-weighted error rates between the ERM and the alternative hypothesis. In fact, \( G_t \) is an estimator of the difference between the true error rates. Therefore, \( t \cdot G_t \) is an estimate of the additional number of mistakes that the alternative hypothesis will do on the first \( t \) examples. On the other hand, suppose that \( i_t \) is the smallest importance that gives a valid alternative hypothesis, i.e. an \( i' \) such that \( h'(x_t) \) is the alternative label. Then, \( i_t \) is an estimate of the additional number of mistakes that the alternative hypothesis will do on the first \( t \) examples. To see this, consider a learning algorithm that has collected a random sample \( S_{t-1} \) plus \( i_t \) copies of \( x_t \) with the alternative label. The ERM for this learner is the alternative hypothesis \( h' \). Now present the current example \( x_t \). Clearly this will cause \( h' \) to make a mistake. Once the learner receives the correct label, it is convenient to imagine that this cancels one of the \( i_t \) copies of \( x_t \) that the algorithm started with. Repeating this process \( i_t \) times the learner is left with the initial set \( S_{t-1} \) whose ERM is the original empirical risk minimizer.
h considered by the active learner at step t. Therefore, h and h′ were i, mistakes apart. Thus i, will be used to estimate t · Gt, or Gt = i,t/t. In conclusion, to run Algorithm 6, the alternative hypothesis is not necessary. One only needs Gt, or a reasonable way to estimate it. Recall that Algorithm 6 is consistent and hence robust to the kinds of approximations discussed here.

The next observation is that calling a learning algorithm on every iteration to compute h seems very wasteful. Clearly, the dataset on which the algorithm is executed differs from the previous one by just one example. For this case, many specialized algorithms exist, from Bayesian updating such as [40] to warm-starting an optimization method [12]. The approach taken here is even more radical: each new example is handed over to an online learning algorithm. Thus it will be processed once and will never be revisited. Since the active learning algorithm assigns importances to the examples, the variants of online gradient descent described in Chapter 4 will be used. In other words, the weight vector wt at each iteration of online gradient descent will serve as the ERM hypothesis for that round.

Finally, using the importance invariant updates, one can obtain a closed form solution for the importance that should be given to the current unlabeled example.

**Theorem 11.** The importance i, that will cause the next iterate wt+1 to classify xt as ya = − sign(w⊤t xt) after an invariant gradient update is

\[ i, = \frac{1}{\eta} \int_0^{\frac{w_t^\top x_t}{\|x_t\|^2}} \left( \frac{\partial \ell}{\partial p} \bigg|_{p=(w_t - u x_t)^\top x_t} \right)^{-1} du, \]  

(5.3)

where \( \ell = \ell(p, y_a) \) is the loss of predicting p when the actual prediction is \( y_a \).

**Proof.** The importance should be just large enough that an invariant update with the triple (xt, ya, i, ) leads to a hypothesis w′ such that sign(w′⊤ xt) = y.a. Here
\( y_a = -\text{sign}(w_t^\top x_t) \). Recall that the invariant update in this case is

\[
\mathbf{w}' = \mathbf{w}_t - s(i_t)x_t, \quad (5.4)
\]

where \( s \) satisfies the ODE

\[
\frac{\partial s}{\partial i} = \eta_t \left. \frac{\partial \ell}{\partial p} \right|_{p=(w_t-s(i)x)^\top x} \quad s(0) = 0. \quad (5.5)
\]

Notice that now \( i_t \) is sought so an explicit solution of the ODE in terms of \( s \) is not necessary. In fact it is sufficient that \( \mathbf{w}'^\top x_t = 0 \), so using (5.4)

\[
\mathbf{w}_t^\top x_t - s(i_t)||x_t||^2 = 0,
\]

and hence

\[
s(i_t) = \frac{\mathbf{w}_t^\top x_t}{||x_t||^2}. \quad (5.6)
\]

Going back to (5.5), separating variables, integrating both sides, and using the initial condition one gets that

\[
i_t = \frac{1}{\eta_t} \int_0^{\mathbf{w}_t^\top x_t/||x_t||^2} \left( \left. \frac{\partial \ell}{\partial p} \right|_{p=(w_t-u x_t)^\top x_t} \right)^{-1} du.
\]

The following corollaries are direct consequences:

**Corollary 1.** For the logistic loss \( \ell(p, y) = \log(1 + \exp(-yp)) \),

\[
i_t = \frac{1 - y_a w_t^\top x_t - \exp(y_a w_t^\top x_t)}{\eta_t ||x_t||^2}.
\]

**Corollary 2.** For the squared loss \( \ell(p, y) = \frac{1}{2}(p - y)^2 \), assuming \( y \in \{-1, +1\} \) and \(-1 < w_t^\top x_t < 1\)

\[
i_t = \frac{\log(1 - y_a w_t^\top x_t)}{\eta_t ||x_t||^2}.
\]
It is also possible to find $i_t$ when implicit updates are used but there is no general methodology. However, for many loss functions it is possible to find a closed form solution for the importance. Below we show how to do this in the case of logistic loss.

For the logistic loss the optimization problem that defines the implicit update is

$$ w_{t+1} = \text{argmin} \frac{1}{2} ||w - w_t||^2 + i_t \eta_t \log(1 + \exp(-y_a w_t^\top x_t)). $$

Setting the derivative of the above to zero leads to

$$ w_{t+1} = w_t + \frac{i_t \eta_t y_a}{1 + \exp(y_a w_{t+1}^\top x_t)} x_t. \tag{5.7} $$

This update is called implicit because $w_{t+1}$ is given in terms of itself. Nevertheless, there is a unique $w_{t+1}$ that satisfies (5.7) and can be found with a root-finding procedure. In our case we do not even need $w_{t+1}$, but only the importance $i_t$. To do that, it is sufficient to require $w_t^\top x_t = 0$ and by taking the inner product of (5.7) with $x_t$ and plugging $w_{t+1}^\top x_t = 0$ in we get

$$ 0 = w_t^\top x_t + \frac{i_t \eta_t y_a}{2} x_t^\top x_t,$$

$$ i_t = -\frac{2w_t^\top x_t}{\eta_t y_a x_t^\top x_t} $$

The complete algorithm is shown in Algorithm 7. The algorithm provides explicit and numerically stable formulas for the probabilities $p_t$ using $c_1 = c_2 = 2$ for the constants of Algorithm 6. Of particular interest is the dual role that importances play in this algorithm. On one hand, the importance $i_t$ helps determine the difference between the empirically best and the alternative hypotheses. On the other hand, the quantity $1/p_t$ is used as the importance of $x_t$ to keep the sample $S_t$ unbiased.
Algorithm 7 Importance weighted active learning with online gradient

1: function FAST-IWAL($C_0, T$)
2: \( S_1 \leftarrow \emptyset \)
3: \( w_1 = 0 \)
4: for \( t = 1, 2, \ldots, T \) do
5: \( \text{Observe } x_t \)
6: \( y_a \leftarrow -\text{sign}(w_t^\top x_t) \)
7: \( i_t \leftarrow \eta_t^{-1} \int_0^{||x_t||^2} \left( \frac{\partial \ell(p,y_a)}{\partial p} \bigg|_{p=(w_t-u)x_t} \right)^{-1} du \)
8: \( G_t \leftarrow i_t/t \)
9: \( b_t \leftarrow \sqrt{C_0 \log t \over t-1} \)
10: \( p_t \left\{ \begin{array}{ll} 1 & \text{if } G_t \leq b_t + b_t^2 \\ \left( b_t \left( 1 + \sqrt{1 + 2G_t + b_t^2} \right) \over G_t + b_t^2 + b_t \right)^2 & \text{otherwise} \end{array} \)
11: Draw a Bernoulli random variable \( Q_t \) with \( \mathbb{P}(Q_t = 1) = p_t \)
12: if \( Q_t = 1 \) then
13: \( \text{Query the oracle for } y_t \)
14: \( S_{t+1} \leftarrow S_t \cup \{(x_t, y_t, 1/p_t)\} \)
15: \( w_{t+1} \leftarrow w_t - s(1/p_t)x_t \)
16: else
17: \( S_{t+1} \leftarrow S_t \)
18: \( w_{t+1} \leftarrow w_t \)
19: end if
20: end for
21: return \( w_{T+1}, S_{T+1} \)
22: end function

5.4 An Analytically Tractable Case

Besides the approximations presented so far, there is also a special case for which a quantity similar to \( G_t \) can be computed in closed form. Suppose that at time \( t \) a set of examples \( S_t \) has been collected, and let \( \Delta_t \) be the difference in importance-weighted loss between the current classifier and the alternative one, i.e.

\[
\Delta_t = \sum_{(x,y,i) \in S_t} i(\ell(w_t^\top x, y) - \ell(w_t^\top x, y)).
\]
Furthermore, suppose \( w_t \) is learned using least squares classification, meaning that
\[
\mathbf{w}_t = \arg\min_{\mathbf{w}} \sum_{(x,y,i) \in S_t} \frac{i}{2}(\mathbf{w}^\top x - y)^2,
\]
where \( y \in \{-1, +1\} \). This can be computed in closed form as
\[
\mathbf{w}_t = A_t^{-1} q_t \tag{5.8}
\]
where
\[
A_t = \sum_{(x,y,i) \in S_t} i x x^\top \tag{5.9}
\]
\[
q_t = \sum_{(x,y,i) \in S_t} i y x. \tag{5.10}
\]
For now, we assume \( A_t \) is invertible and we discuss a related setting where \( A_t \) is guaranteed to be so at the end of this section.

In general, least squares classification is not a good idea. For example, when \( y = 1 \) a prediction \( \mathbf{w}^\top x = 0 \) attains the same loss as prediction \( \mathbf{w}^\top x = 2 \). However, the former gives no indication of the actual label while the latter prediction suggests that \( x \) might be positive. Regardless of its suitability for classification purposes, squared loss provides closed-form solutions from which useful insights can be obtained. This is illustrated in the following theorem:

**Theorem 12.** For a classifier learned with least squares classification, we have
\[
\Delta_t = \frac{(\mathbf{w}_t^\top x_t)^2}{2x_t^\top A_t^{-1} x_t}, \tag{5.11}
\]
where \( \mathbf{w}_t \) and \( A_t \) are defined in (5.8) and (5.9) respectively.

**Proof.** The alternative classifier is the minimizer of
\[
\mathbf{w}'_t = \arg\min_{\mathbf{w}} \sum_{(x,y,i) \in S_t} \frac{i}{2}(\mathbf{w}^\top x - y)^2
\]
subject to \( \mathbf{w}^\top x_t = 0 \),
The Lagrangian of this problem is

\[ L(w, \lambda) = \frac{1}{2}||w||^2 + \sum_{(x,y,t) \in S_t} \frac{i}{2}(w^\top x - y)^2 + \lambda w^\top x_t. \]

Setting the partial derivative of \( L \) with respect to \( w \) to zero yields

\[ w = A_t^{-1}(q_t - \lambda x_t). \]

We now plug this back in the constraint \( w^\top x_t = 0 \) and solve for \( \lambda \), yielding

\[ \lambda = \frac{x_t^\top A_t^{-1} q_t}{x_t A_t^{-1} x_t}, \]

therefore

\[ w'_t = A_t^{-1} q_t - \frac{x_t^\top A_t^{-1} q_t}{x_t A_t^{-1} x_t} A_t^{-1} x_t. \quad (5.12) \]

On the other hand, \( \Delta_t \) can be expressed succinctly as

\[ \Delta_t = \frac{1}{2} w_t^\top A_t w_t - q_t^\top w'_t - \frac{1}{2} w_t^\top A_t w_t + q_t^\top w_t. \]

Substituting the values of \( w_t \) and \( w'_t \) from (5.8) and (5.12) leads to

\[ \Delta_t = \frac{(x_t^\top A_t^{-1} q_t)^2}{x_t^\top A_t^{-1} x_t} = \frac{(w_t^\top x_t)^2}{2x_t^\top A_t^{-1} x_t}. \]

The probability of asking for a label will be large when \( \Delta_t \) is small and Theorem 12 elucidates when this is true depending on \( w_t, x_t, \) and \( S_t \). On one hand, if the magnitude of the current prediction \( w_t^\top x_t \) is close to 0, then the classifier is uncertain about its prediction and it makes sense to ask for the label. On the other hand, \( \Delta_t \) depends on \( x_t A_t^{-1} x_t \) which is the norm of \( x_t \) measured according to a metric defined by the examples in \( S_t \). If \( x_t \) is very different from the examples in \( S_t \), then \( x_t A_t^{-1} x_t \) will be large and \( \Delta_t \) will be small. Again, it is sensible to ask for the label in this case. Interestingly, the same quantity as \( \Delta_t \)
appears in the querying criterion of another recently proposed active learning algorithm [25] that works only for least squares classification.

Finally, to address any concerns of singular or ill-conditioned $A_t$, one can solve a regularized problem:

$$w_t = \arg\min_{w} \frac{1}{2}||w||^2 + \sum_{(x,y,i) \in S_t} \frac{i}{2} (w^\top x - y)^2.$$ 

In this case, the expression for $\Delta_t$ is only slightly more complicated:

$$\Delta_t = \frac{(w_t^\top x_t)^2}{2x_t^\top C_t^{-1}x_t} + \frac{1}{2}(||w_t||^2 - ||w'_t||^2),$$

where $C_t$ is defined as $C_t = I + \sum_{(x,y,i) \in S_t} ix^\top$, while $w_t$ and $w'_t$ have been redefined as

$$w_t = C_t^{-1}q_t$$

$$w'_t = w_t - \frac{w_t^\top x_t}{x_t^\top C_t^{-1}x_t} C_t^{-1}x_t.$$ 

### 5.5 Experiments

To experimentally evaluate Algorithm 7, the four datasets used in Chapter 4 were treated as active learning tasks. The learning rates were set as in the experiments of Chapter 4 and again only one pass through the training set was performed. The algorithm uses a linear model, with a link function $\sigma(p) = \max(-1, \min(1, p))$, and optimizes squared loss as implemented in the Vowpal Wabbit [48] system.

Some crude calculations taking into account the form of the probability $p_t$ and the dependence of $G_t$ on $\eta_t$ and $t$ show that when $\eta_t$ decays as $1/t$ then the generated importance weights $1/p_t$ scale like $O(t/ \log(t))$, so they are expected to become large as the algorithm runs. Hence it is important to be able to handle these weights correctly.
As a side note, the probabilities themselves become small, in this case $O(\log(t)/t)$. Summing over all $t$, the expected number of collected labels is $O(\log^2(t))$. The good news here is that the number of collected labels grows slowly and remains unbounded, so the algorithm will eventually collect enough labels to learn. The bad news is that this result is not what Theorem 10 predicts. Perhaps the analysis here is not as refined as necessary, or perhaps a learning rate of $1/t$ is not an adequate choice. On the other hand, the same crude calculations with a learning rate of $1/\sqrt{t}$ suggest that $1/p_t$ stays bounded regardless of the value of $t$. However, this is not validated by our experimental results where we see that careful handling of large importances is crucial.

In the experiments, three update strategies were used to handle the generated importance weights $1/p_t$. The first was the naive approach of multiplying the gradient with the importance weight, the second strategy used the invariant updates of Section 4.3, and the third strategy used the implicit updates of Section 4.5. Algorithm 7 was also modified so that the importance weight $i_t$ was computed according to each strategy. In other words, $i_t$ is such that if the algorithm were to update with $(x_t, y_a, i_t)$ then the resulting classifier would have predicted $y_a$ as the label of $x_t$.

In Figures 5.1 and 5.2 we summarize our results. Each combination of learning rate schedule and setting of the parameter $C_0$ in Algorithm 7 ($C_0 \in \{10^{-8}, 10^{-7}, \ldots, 10^1\}$) is an experiment that can be represented in the graph by a point whose $x$-coordinate is the fraction of labels queried by the active learning algorithm and whose $y$-coordinate is the test error of the learned hypothesis. To summarize this set of points, the figures plot part of its convex hull. The points on the convex hull (sometimes called a Pareto frontier) are experiments which represent optimal tradeoffs between generalization and label complex-
Figure 5.1: Test errors as a function of the number of labels queried for online learning experiments.

ity for some setting of this tradeoff. When a curve stops sooner than the size of the dataset, it means that there were no experiments in which using more queries gave better generalization. We have also included the results from a typical good run of a passive learner. The graphs show very convincingly the value of having an update that handles importance weights correctly. Doing so yields better generalization and lower label complexity than those attainable by
Figure 5.2: Test errors as a function of the number of labels queried for online learning experiments.

multiplying the gradient with the importance weight. In fact, Table 5.1 lists the ratio of labels between passive and active learning to achieve a given accuracy. This shows that naive handling of importances can make active learning need more labels than passive learning to achieve the same accuracy.
Table 5.1: Reduction in label complexity

<table>
<thead>
<tr>
<th>Dataset</th>
<th>astro</th>
<th>rcv1</th>
<th>spam</th>
<th>web</th>
</tr>
</thead>
<tbody>
<tr>
<td>Desired Accuracy</td>
<td>0.963</td>
<td>0.943</td>
<td>0.967</td>
<td>0.986</td>
</tr>
<tr>
<td>Multiplication</td>
<td>0.45</td>
<td>1.59</td>
<td>1.28</td>
<td>0.54</td>
</tr>
<tr>
<td>Implicit</td>
<td>5.12</td>
<td>6.55</td>
<td>1.88</td>
<td>4.33</td>
</tr>
<tr>
<td>Invariant</td>
<td>7.56</td>
<td>6.55</td>
<td>2.13</td>
<td>1.82</td>
</tr>
</tbody>
</table>

5.6 Conclusion

This chapter provided an efficient implementation of the algorithm in [5] which is as fast as online learning, is theoretically sound, and produces a dataset that can be reused for learning other classifiers with perhaps different representations. It also demonstrated the empirical effectiveness of this algorithm in four different problems. Even though many of the computational shortcuts taken were approximate or heuristic, the created active learning algorithm never failed and in fact it would eventually converge to the same solution as a passive supervised learning algorithm. Consequently, this approach can be widely used to reduce the cost of labeling in situations where labeling is expensive.
CHAPTER 6
CONCLUSIONS AND FUTURE DIRECTIONS

This thesis has presented solutions for various online learning tasks by building on top of existing algorithms. The algorithm of Chapter 3 is a modification of Winnow and ensures that the learned classifier uses little memory. The updates of Chapter 4 are the result of online gradient descent in continuous time, and the fast active learning algorithm of Chapter 5 is based on a slow algorithm together with creative uses for the importances of the examples.

In all cases, the insights that led to the improvements came after careful examination of the existing algorithms. For the PST algorithm of Chapter 4 it was a combination of two key ideas. First, realizing that the optimal tree should be sparse; and second, that the damage caused by approximate updates is minimized when a multiplicative update algorithm is used. For the careful treatment of importance weights, the insight came from understanding that online gradient descent implicitly treats the loss function as linear. Finally, the fast active learning algorithm of Chapter 5 is based on approximations that obviate the need to compute the alternative hypothesis \( w'_t \).

In fact, online algorithms are simple algorithms and the proofs of their guarantees are transparent. Every time the online algorithm makes an update, it moves closer to the optimal hypothesis. This suggests that online learning algorithms can be easily adapted for many other tasks. To do this, one first has to understand how various externally imposed requirements can be incorporated into the algorithm. For example, as this thesis showed, a small model can be obtained by approximate updates. In this case, keeping track of the effect of the approximation in the proof suggests that certain terms should be bounded in order to maintain a nontrivial mistake bound for the whole algorithm. In general,
proofs can guide the design of a learning algorithm to ensure that the algorithm still entertains some guarantees when a desired requirement is imposed.

Even though online learning algorithms are very robust and come with good guarantees, in practice they often produce classifiers whose error rate is slightly worse than a classifier obtained via a batch learning algorithm. This is especially true for datasets that can fit in the main memory of a single machine. The remedy in such cases is to cycle the data through the online algorithm more than once. When do we stop training? Many machine learning tasks are convex, hence it is possible to estimate the suboptimality of a candidate solution using convex duality. Such an estimate of an upper bound on the duality gap is in sharp contrast to a typical approach that would measure convergence on a set of held out data; here no data needs to be held out. Furthermore, we can compute this surrogate duality gap in an online manner as we run the algorithm. For very large problems, such a stopping criterion opens the possibility of learning without even going through the whole input.

For active learning, the algorithms need further refinements to be practically useful. On one hand, extensions to multiclass problems need to be investigated. On the other hand, settings with more constraints need to be addressed. For example, it is often the case that acquiring labels in bulk is cheaper than acquiring labels one by one. This leads to the \textit{batch mode active learning} setting \cite{chen2015} where the algorithm is given a pool of unlabeled examples and has to select $k$ at a time to ask for their labels. Clearly, one can compute a probability similar to that of Algorithm 7 for each unlabeled example in the pool. However, picking the $k$ examples based on these probabilities might not be a great idea. For example, two similar unlabeled examples will both be equally good according to these probabilities. However, once we know the label for one of them, the other
might not be very informative. Therefore, for batch mode active learning some issues regarding the diversity of the $k$ queried examples need to be addressed. Moreover, the possible labelings of the $k$ queried examples are $2^k$ for binary classification, and reasoning about exponentially many possibilities constitutes an additional difficulty in this setting.

Another common shortcoming of the online algorithms in this thesis and those most analyzed in the literature is that they maintain only one hypothesis at a time. From an engineering point of view, the bottleneck in online learning algorithms is reading the data. Hence maintaining a small number of hypotheses, say 20, will not cause any degradation in performance. Having more than one hypothesis can be useful for tracking a constantly drifting concept. This might be the case when the learning algorithm must recommend current events, where new trends and stories quickly appear and disappear. In such a case, different hypotheses can be learned for different time resolutions and with different emphasis on recency. Another possibility is to obtain a measure of uncertainty for a prediction. For example, such functionality can be used to decide whether it is worth asking for the label of an example in active learning. Suppose that some hypotheses disagree on the classification of the example. Then asking for the label is going to significantly update at least one of these hypotheses. However, if all hypotheses agree, one might still want to ask for the label in case all of the hypotheses are mistaken at the same time. A simple way to introduce diversity among the hypotheses is via randomization of the importance of each example. For example, the importances generated by Bootstrapping [29], a statistical resampling method, are outcomes of a binomial random variable. This random variable describes the number of successes in $n$ trials with each trial having success probability $i/n$, where $i$ is the actual importance and $n$ is
the sum of importances over all examples. When $n$ is large, the distribution of this random variable is well approximated by a Poisson distribution with rate $i$. This ensures that in expectation every example appears in the data with its original importance.

Finally, all the algorithms in this thesis work in the setting of full feedback. However, in many scenarios the algorithm makes a prediction and only observes whether a human agrees with that prediction. This is true in most settings in the World Wide Web, where algorithms that recommend movies, ads, or search results never explicitly learn what the user would have liked to see instead. In order for the algorithm to learn in such a setting, it has to intelligently collect enough information about its alternatives. This is called exploration. Clearly the algorithm should often suggest the best alternative given the collected information. This is called exploitation. Balancing the tradeoff between exploration and exploitation in online learning is a problem that has received much attention. Solutions exist for restricted settings and heuristics are already employed in search engines to recommend ads [33]. However, an algorithm that is general, efficient, and comes with a theoretical guarantee has remained elusive. One line of future work is to better understand the heuristics [33, 14]. Another possibility is to start with a theoretically sound algorithm. In [28] we have shown an algorithm with a theoretical guarantee that makes polynomially many calls to a learning algorithm in order to make a single prediction. Making such an algorithm practical might be possible by considering simple modifications and perhaps sacrificing its optimal $O(\sqrt{T})$ regret.
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