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Atomic layer deposition (ALD) provides the ability to deposit highly conformal thin films with essentially molecular level control over film thickness. These characteristics have made it an active area of research for a number of applications, notably in the field of semiconductor devices. The focus of the work presented here is on the initial stages of film growth, including the first interaction of gas phase ALD precursors with the substrate, and the period in which the growing surface transitions from the starting substrate to the steady-state growing film. Of particular interest are substrates modified using thin organic films. These organic films are used to alter the identity, density and spatial extent of functional groups on the surface.

We begin with a review of the prior work in this area, focusing on the ALD of TiN\textsubscript{x} on a variety of organic films, including self-assembled monolayers with various endgroup chemistries, and branched films with a more 3-d distribution of functional groups. Here connections are observed between the initial interactions of the gas phase precursors with the organic film, and the subsequent stages of ALD growth. A relationship between the initial rate of ALD growth and the resulting film morphology is also observed, and can be explained by a variation in nucleation site density due to the structure of the organic film.

The next section involves the ALD of a range of materials (Al\textsubscript{2}O\textsubscript{3}, HfO\textsubscript{2}, Ta\textsubscript{2}O\textsubscript{5}, and TaN\textsubscript{x}), on a single organic layer, branched poly(ethylene imine) (PEI).
Here, the presence of the organic layer causes an attenuation in the amount of material deposited per ALD cycle in the initial stages of growth. A strong correlation was found between the thermodynamic driving force of the ALD reaction and the degree of attenuation, suggesting that ALD processes in which there is a strong driving force (or low activation energy) for the formation of the final products can more easily overcome the obstacles presented by the organic layer.

The ALD of one material, TaN_x, was examined in more detail using in situ XPS. Substrates in this study included nonporous SiO_2, a porous low dielectric constant or ‘low-κ’ material, and both substrates modified by PEI films. PEI was used here in part because of the tendency of smaller molecules to infiltrate and deposit within the pore network of the low-κ. The chemical structure of the chemisorbed tantalum precursor, Ta[N(CH_3)_2]_5, after the first cycle of ALD, as well as the oxidation state and chemical composition of the TaN_x film in the first 10 cycles (~ 6-10 Å) were strongly affected by the starting substrate. Substrates with a high density of oxygen containing groups led to a more oxidized TaN_x film, and less efficient incorporation of N in a nitride binding state. Furthermore, the presence of a PEI film enhanced the growth of TaN_x at the surface of the porous low-κ, and limited infiltration of the pore network by the gas phase ALD precursors.

A final set of experiments involved the early stages of cobalt film formation on tantalum substrates using chemical vapor deposition with the metalorganic precursor dicobalt hexacarbonyl tert-butylacetylene (CCTBA). Here it was found that growth proceeded in two phases. The first involved the formation of an intermixed cobalt/tantalum layer, while the second took place after the intermixed layer was covered and was characterized by the formation of a mixed carbon/cobalt film.
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<td>$k$</td>
<td>extinction coefficient</td>
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</tr>
<tr>
<td>$\phi$</td>
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</tr>
</tbody>
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1. Introduction

1.1 Overview

The primary theme of this dissertation is an investigation of the initial stages of inorganic thin film growth using mainly atomic layer deposition (ALD), and to a lesser degree chemical vapor deposition (CVD), on a variety of substrates, with an emphasis on substrates which are modified using thin organic films. A set of in situ and ex situ experimental techniques are used to study these initial stages, which include the first interactions of gas phase film precursors with a substrate, as well as the transition of the surface from the starting substrate to the steady-state growing film. In the following chapters we will discuss and explore the connections between the chemical functionality and microstructure of the starting substrate, and these early processes. The main body of the dissertation is organized as a set of independent chapters, where the appropriate introductory material (including a survey of relevant literature and summary of experiments) is given in each individual introduction section. The purpose of this chapter is to introduce relevant ideas and place each chapter in context.

1.2. Atomic layer deposition

Inorganic thin film deposition using gas phase precursors can be divided into two broad categories: physical vapor deposition or PVD, which includes techniques
such as evaporation and sputtering, where the film is built up by exposure to atoms or clusters of the film material, and chemical vapor deposition or CVD. In CVD, growth is mediated by chemical reactions which take place between gas-phase precursors, between precursors and the substrate, or between adsorbed precursors. Atomic layer deposition (ALD) can be considered a sub-type of CVD, as it involves chemical reactions which take place on the substrate surface. ALD relies on the sequential exposure of a substrate to two vapor phase precursors in an A-purge-B-purge-A⋯ sequence [1,2], where each single sequence is termed an “ALD cycle”. During each cycle, vapor phase precursors chemisorb or otherwise react on the substrate surface to form a monolayer or less of the desired film material (generally less, due to limitations on the saturation density of the gas phase precursors [3,4]). At the end of each cycle, sites have been regenerated on the surface which are chemically reactive towards the first precursor, and the process is repeated. The purge step prevents mixing of the gas phase precursors, ensuring that the only reactions which take place are on the substrate surface. One key aspect to the ALD process is that precursor adsorption takes place only at chemically active sites on the surface, and as a consequence is self-limiting. The ALD process is shown schematically in Fig. 1-1 for the deposition of TiO$_2$ from TiCl$_4$ and H$_2$O. This simplified schematic depicts a full monolayer of TiO$_2$ formation after one cycle.

There are two notable advantages to ALD over other thin film deposition techniques. The first is the potential for digital molecular level control over the thickness of the deposited film, simply by controlling the number of cycles.
Figure 1: Simplified schematic of an ALD process to form TiO₂ using TiCl₄ and H₂O.

**Step 1:** Precursor 1 exposure and chemisorption

**Step 2:** Purge

**Step 3:** Precursor 2 exposure and surface reaction

**Step 4:** Purge
Second is the high degree of conformality provided by ALD, meaning that all surfaces are covered with the same film thickness regardless of location (trench sidewalls, flat areas, inner pore surfaces, etc). This is because, given a sufficiently long precursor exposure time, all surfaces will become saturated with the precursor, due to the self-limiting nature of the surface reactions.

ALD was invented independently by groups working in Finland and the USSR in the 1960s and 1970s [2], with the first US patent for an ALD process issued in 1977 [5]. In the early development of ALD, the films deposited were mainly epitaxial, and therefore the technique was known as “atomic layer epitaxy” (ALE) [6]. Fig. 1-2 summarizes the number of research publications and patents related to ALD (and ALE) published by year from 1980 through 2010 [7,8]. This summary shows that the area saw limited research activity from its invention through 1990. However, since that time, particularly since 2000, the amount of research regarding ALD has steadily increased from year to year. This increase is mainly due to the adoption of ALD in conventional microelectronics manufacturing, for a number of applications.

One such application is the deposition of the gate oxide in a Si-based transistor. Here, an extremely thin film must be deposited with very good thickness precision, making ALD an ideal technique. As such, adoption of ALD has already taken place in high volume manufacturing, with Intel beginning to use ALD to deposit the HfO₂ gate oxide starting at the 45 nm technology node [9]. Other areas in microelectronics fabrication in which ALD could be used include any step requiring the deposition of thin films within very high aspect ratio structures where near perfect conformality is required.
Figure 1-2: Number of research publications and patents (US patents issued) related to ALD by year [7,8].
This situation is encountered in the formation of thin diffusion barrier layers on an insulating material prior to the deposition of a metal, commonly copper [10], in the back end of line (BEOL) steps of integrated circuit manufacturing. This application is addressed by a number of experiments in this dissertation, and as such it will be discussed in detail in Sec. 1.3, as well as in Chapters 4-6.

ALD is also envisioned to have applications in fields outside of microelectronics manufacturing, including catalysis [11], biology [12], textiles [13], and photovoltaics [14]. The large amount of research and potential applications of ALD has led to the development of many new ALD processes. A recent review [2] has shown that recipes now exist for the deposition of films incorporating more than half the elements in the periodic table, with the most common materials being oxides, nitrides, sulfides, and pure metals. Furthermore, the same techniques used to form inorganic materials using ALD can be used to make organic thin films, and organic/inorganic hybrid materials and superlattices [15-19].

Despite the significant amount of research into ALD, there are a number of fundamental aspects that have not been fully explored. One of these aspects is the initial interaction of the vapor phase precursors with the starting substrate (first half cycle), and the transition of the surface from the starting substrate to the steady state growing film (subsequent cycles, up to the point where steady state growth is achieved). This is of particular importance when the chemical identity of the ALD film and the substrate are very different. During this transition region, the amount of material added per cycle, as well as the chemical composition of the deposited film, can be very different from the steady-state growth observed after many ALD cycles.
1.3. Thin film deposition on surfaces modified by organic layers

As stated above, much of the work presented here relates to the deposition of inorganic thin films, mainly through ALD, on substrates modified with organic layers. Chapter 3 is devoted to a review of this topic, so it will only be not be discussed fully here. Of particular importance to the results presented in subsequent chapters is work previously conducted in the Engstrom group, which helped to inspire and guide the
experiments described in subsequent chapters. This previous work includes examinations of the initial interactions between organic thin films and gas-phase TiN$_x$ precursors [30-34], as well as the effects of organic thin films on the initial stages of TiN$_x$ ALD [23-25].

1.4. Copper/low-κ integration and diffusion barriers

In the interconnect structures of modern integrated circuits, Damascene processing techniques are used to inlay copper wiring lines into trenches etched into an insulating material. Copper has replaced aluminum as the primary metal in the interconnect due to its lower resistivity. Likewise, SiO$_2$ is being replaced as the insulator by alternative low dielectric constant or “low-κ” materials [35,36]. This was driven by the goal of decreasing delays caused by capacitance between adjacent copper lines. In combination, the adoption of copper and low-κ dielectrics has reduced the resistance-capacitance (RC) delay of the interconnect structure and increased the overall speed of microprocessors. An SEM image of a cross-section of a modern Cu/low-κ based interconnect with 8 wiring levels (45 nm technology node) is shown in Fig. 1-3 [37].

In order to prevent copper from diffusing out of the lines, a barrier material is deposited on the insulating material prior to the addition of copper. This barrier must be thin (< 5 nm in future technology nodes [38]), conformal, and essentially free of defects such as pinholes. As stated in the previous section, this combination of requirements makes ALD an ideal technique to deposit the diffusion barrier film [38].
Figure 1-3: SEM image of the cross section of a modern Cu/low-κ interconnect (45 nm technology node) with 8 wiring levels. Image source: Intel [9], developer.intel.com/technology/itj/index.htm.
Low-κ materials, however, present a number of issues regarding the use of ALD. First, to decrease the bulk dielectric constant, low-κ materials can incorporate pores, which in some cases form an interconnected network [35,36]. Because ALD leads to the deposition of highly conformal films, the film material can deposit within the pore structure, which is undesirable [39-41]. Furthermore, low-κ materials have a much lower density of surface active sites for thin film nucleation as compared to SiO$_2$. These sites, typically in the form of Si-OH groups, are intentionally removed from low-κ materials to limit the adsorption of water within the pore structure, which causes an increase in the bulk dielectric constant. This decreased density in nucleation sites can lead to low initial growth rate, rough, islanded or defective, barrier films, as well as decreased density of the barrier [42-46]. These issues, as well as a number of possible solutions proposed by other researchers, are described in detail in Sec. 6.2.

One solution to both issues considered here is the deposition of a branched organic layer on the porous low-κ substrate prior to ALD, shown schematically in Fig. 1-4. Because the organic molecule is branched, it would have the potential to ‘multiply’ nucleation sites on the surface by binding to a single site, while presenting many reactive terminations to incoming vapor phase precursors [31,32]. Also, if the size of the organic molecule is significant compared to pore openings in the low-κ, it can block diffusion of precursors into the low-κ, effectively sealing it. This prospect is investigated in Chapter 5, in which a set of in situ and ex situ techniques are used to study the ALD of tantalum nitride, a candidate barrier material [10,38], on dielectric substrates modified with a branched organic layer.
Figure 1-4: Schematic demonstrating the use of a branched organic layer to enhance ALD growth on a porous low-$\kappa$ dielectric material with a scarcity of nucleation sites.
Modifying a material which has interconnected pores with organic molecules can be somewhat complicated by the possible infiltration of the organic molecules into the pore structure. Methods for measuring and controlling the level of infiltration are discussed in detail in Chapter 6.

In addition to the diffusion barrier, various other thin films are added during fabrication of the interconnect. One such class of films includes “wetting” or “seed” layers, which are deposited on top of the diffusion barrier to optimize the surface for subsequent copper deposition. Cobalt is currently being investigated as a possible wetting/seed enhancement layer [47]. An investigation of the early stages of Co deposition by CVD using in situ XPS, representing the initial part of an ongoing project, is discussed in Chapter 7.

1.5. Overview of dissertation

The following chapter contains a focused description of the experimental techniques used throughout the dissertation. Subsequent individual chapters describe additional experimental methods in detail where appropriate. Chapter 3 contains a review of inorganic thin film deposition on substrates modified by interfacial organic layers, or IOLs, with an emphasis on experiments conducted in the Engstrom research group [25]. Chapter 4 describes a series of experiments undertaken to study the ALD of several materials (Al₂O₃, HfO₂, Ta₂O₅, and TaNx) on thin layers of a polyamine, poly(ethylene imine), deposited on SiO₂/Si(100). This study is continued in Chapter 5, where we will further examine the ALD of TaNx on SiO₂/Si(100) and a porous low-κ
material modified using poly(ethylene imine). The focus of Chapter 6 is the infiltration of organic surface modifiers into porous low-\(\kappa\) materials. Chapter 7 contains a description of an \textit{in situ} XPS study of the initial stages of cobalt film formation by CVD on tantalum.
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2. Experimental Techniques

2.1 Overview

This chapter provides an accounting, description, and short background of the materials and experimental techniques which are utilized in subsequent chapters. As these techniques are discussed fully in various texts and other publications, here the focus will be on aspects which are of most interest to the work described in this dissertation. Where techniques are used in only a single chapter, the reader is referred to more detailed discussions provided in the relevant chapter.

2.2 Materials

The following solvents were used as received: chloroform (HPLC grade, Fisher Scientific, Pittsburgh, PA), anhydrous toluene (Sigma-Aldrich Corp., St. Louis, MO), acetone (CMOS grade, Mallinckrodt Baker Inc., Phillipsburg, NJ), methanol (99.9%, Alfa-Aesar, Ward Hill, MA), and anhydrous methanol (Sigma-Aldrich Corp.). Filtered, deionized water (resistivity ~ 18.2 MΩ) was obtained from a Milli-Q Biocel system (Millipore, Billerica, MA). These materials were used in the course of substrate preparation, and were used as received: buffered oxide etch or BOE (6:1 aqueous solution of hydrofluoric acid and ammonium fluoride, CMOS grade, Mallinckrodt Baker), Nanostrip (mixture of sulfuric acid and hydrogen peroxide, Cyantec, Fremont, CA). These materials were used to form organic thin
films, in methods described in detail below, and were used as received: glycidol (Acros Organics USA, Morris Plains, NJ), sodium methoxide (Sigma-Aldrich Corp.), 3-aminopropyl dimethylethoxysilane [APDMES, (CH₃)₂(CH₃CH₂O)Si(CH₂)₃NH₂] (Gelest, Inc., Morrisville, PA), 11-aminoundecyltriethoxysilane [AUTES, (CH₃CH₂O)₃Si(CH₂)₁₁NH₂] (Gelest), octadecyltrichlorosilane [ODTS, Cl₃Si(CH₂)₁₇CH₃] (Gelest), triacontyltrichlorosilane [TTS, Cl₃Si(CH₂)₂₀CH₃] (Gelest). Branched poly(ethylene imine) or PEI (Sigma-Aldrich Corp.) with Mₙ ~ 60,000 and Mₘ ~ 750,000 was supplied as a 50 wt% solution in water and further diluted in deionized water before use. The following were used as precursors in the deposition of inorganic films: tetrakis(dimethylamido) titanium, Ti[N(CH₃)₂]₄, (Schumacher, Carlsbad, CA), hydrogen (Airgas East, Salem, NH, ultra high purity grade), NH₃ (Airgas, semiconductor product grade), pentakis(dimethylamido) tantalum Ta[N(CH₃)₂]₅ (99.9%, Sigma-Aldrich Corp.), and dicobalt hexacarbonyl tert-butylacetylene (CCTBA). Structures of key molecules used in forming organic and inorganic films are given in Fig. 2-1.

For experiments involving nonporous SiO₂, substrates were cleaved from single-side polished, 100 mm Si(100) wafers (B doped, resistivity 38-63 Ω cm). The low-κ substrate used here is a “SiOCH type” film (~ 1500-4500 Å) provided by an industrial collaborator on 300 mm Si wafers. From XPS, the low-κ material consists of approximately, by atomic fraction, 34% Si, 52% O, and 14% C. Heating to the temperature used for TaNₓ ALD (230 °C for ~ 20 min) results in a decrease in the atomic content of C to approximately 10%, due presumably to decomposition and desorption of carbon containing groups at elevated temperature in vacuum.
Figure 2-1: Structures of molecules used to form thin films in Chapters 4-7.
Figure 2-1, continued: Structures of molecules used to form thin films in Chapters 4-7.
As received, the dielectric constant (κ) of the material is 2.5. The internal structure of the material has also been elucidated in detail by TEM tomography and ellipsometric porosimetry [1]. EP indicates that the void fraction the low-κ is ~18.4%, and that 90 % of the pores (by volume) have a diameter of less than 5 nm (full pore size distribution is given in Chapter 6). Complementary EP and TEM results suggest that the structure of this low-κ includes large ellipsoidal pores connected through smaller necks or micropores in the skeleton material.

2.3 Substrate preparation

The procedure used for preparation of the SiO₂ substrates is identical to procedures described earlier [2]. To summarize, 17 × 17 mm² Si substrates were cleaved from Si(100) wafers, and sonicated in chloroform to remove organic contaminants. The native SiO₂ layer was removed from the substrates by dipping in BOE for 2 minutes. The substrates were then re-oxidized by dipping in Nanostrip for 15 min at a temperature of ~ 75 °C. The BOE/Nanostrip treatment was then repeated. This procedure produces a flat, ~ 15-20 Å thick layer of nonporous SiO₂ with a surface Si-OH density of ~ 5 × 10¹⁴ cm⁻² [2-4]. This SiO₂ layer is referred to as “chemical oxide” in later section. The substrates consisting of a low-κ thin film deposited on Si were also cleaved into 17 × 17 mm² samples. The low-κ was either used as-received (water contact angle of 93°/71° advancing/receding), or exposed to one of two pre-treatments: a 2 second exposure to an air plasma (Harrick Plasma PDC-001, plasma power of 7.16 W), which reduced the water contact angle to
30°/19°, or a simultaneous exposure to ozone gas and UV irradiation for 2 minutes (Samco model UV-1, 5 L/min O₂ flowrate into O₃ generator), reducing the contact angle to 67°/46°. Both pre-treatments enhance the reactivity of the low-κ, and the air plasma in particular can be used as a simulation for plasma damage due to processing steps used to pattern low-κ in practice.

For the experiments described in Chapter 5, prior to deposition of polyglycidol (poly-G), low-κ substrates were exposed to air plasma or UV/Ozone treatment, while poly(ethylene imine) films were deposited on the low-κ with no pretreatment. For the experiments involving infiltration of organic materials (Chapter 6), the low-κ was either used as received, after exposure to plasma, or after exposure to UV/Ozone pretreatment. The specific pretreatment used is noted where relevant.

For experiments involving growth on tantalum (Chapter 7), substrates were prepared by depositing 500 Å-800 Å Ta on cleaned native SiO₂/Si(100) using sputtering in the Cornell Nanofabrication Facility (CNF).

### 2.4 Formation of organic thin films

Poly(ethylene imine) thin films (Chapters 4-5) were deposited by submerging substrates in a 0.1 weight % solution of PEI in deionized H₂O for 15 min. The pH of this solution was measured to be ~ 11. At this pH, the PEI molecules in solution are not highly charged [5], such that electrostatic repulsion, which could have the effect of decreasing the density and uniformity of the PEI thin film, is minimized. After removal from the deposition solution, substrates were rinsed with deionized H₂O and
dried using a stream of dry $\text{N}_2$, and were used within 24 hr of preparation. PEI was deposited on SiO$_2$ and low-\(\kappa\) substrates using identical methods. Unlike the other methods of attachment, where a covalent bond is formed between the molecule and the surface, in this case the binding is mediated by interactions between amine groups on the PEI and Si-OH or similar oxygen containing sites on the low-\(\kappa\) surface (See Sec. 4.4.1 and 5.4.2).

Procedures for the formation of thin films of poly-G on nonporous SiO$_2$ using glycidol has been described in detail previously [6,7]. With the exception of the plasma pretreatment described above, poly-G was deposited on the low-\(\kappa\) substrates using identical methods. The thickness (and degree of branching) of the poly-G layer can be controlled by varying the amount of time the substrate is submerged in neat glycidol. On SiO$_2$, the growth rate of poly-G was measured to be \(\sim 1.1 \text{ Å min}^{-1}\).

APDMES, AUTES, ODTS, and TTS (Chapter 6) were deposited from liquid solutions in toluene in a nitrogen environment (M. Braun Inc. glovebox, Stratham, NH). Methods for depositing these materials on nonporous SiO$_2$ have been described in detail previously [8-10], and were used without modification here to treat low-\(\kappa\) substrates. (1H,1H,2H,2H-perfluorooctyl) trichlorosilane (FOTS) and 3-aminopropyltrimethoxysilane (APTMS) were deposited from the gas phase using a MVD 100 (Applied Microstructures Inc., San Jose, CA). In this tool, the substrates were placed in a vacuum chamber which was first evacuated to \(< 0.04 \text{ Torr}\). For FOTS, the samples were first exposed to water vapor, then FOTS vapor for periods of 20 s to 1200 s. For APTMS, samples were exposed to pure APTMS vapor for 900 s.
2.5 Description of vacuum systems

Experiments involving film deposition and/or analysis under ultra high vacuum (UHV) were carried out in the Engstrom group chamber in Olin Hall 312. The results of these experiments are described in Chapters 4, 5, and 7. A schematic of this system is shown in Fig. 2-2. Full details of the design and capabilities of this chamber are given elsewhere [11-13], so the focus here will be the aspects of the chamber which are of most relevant to the results presented in subsequent chapters.

The UHV system can be divided into 5 sub-chambers: the source chamber, antechamber, main chamber, analysis chamber, and loadlock. The source and antechambers are used in the generation, differential pumping, and collimation of hyperthermal molecular beams [14], and are pumped by turbomolecular pumps (source: BOC Edwards STP-301CB1, installed January 2010, antechamber: Pfeiffer TPU 261 PC, installed January 2010). Exposure of the sample to the molecular beam, as well as XPS analysis, takes place in the main chamber. A full description of the XPS components is given in Chapter 9. The main chamber, which is pumped by a turbomolecular pump (Osaka TG 403M), typically reaches a base pressure of $\sim 1 \times 10^{-9}$ Torr after 24 hr bakeout. The main chamber is equipped with a quadrupole mass spectrometer (QMS, Hiden 3F/EPIC, Hiden Analytical, Warrington, UK), which is mounted perpendicular to the molecular beam axis, with the ionizer region aligned with the molecular beam. This allows the QMS to be used to directly analyze the molecular beam, to measure the background due to scattered components of a beam, or to analyze the residual gases in the chamber (RGA).
Figure 2-2: AutoCAD drawing of the UHV system used for deposition and analysis in Chapters 4, 5 and 7 [15]. Note that the feed lines and other components for molecular beam generation, the QMS, and loadlock chamber are not shown.
Above the main chamber, and separated from it by a gate valve, is the analysis chamber, which contains optics for performing LEED measurements. This chamber is pumped either through the main chamber, or the loadlock, depending on the gate valve configuration. The loadlock is also separated from the analysis chamber by a gate valve, and is used for sample introduction. It is pumped by a Pfeiffer TMU 071 P turbomolecular pump (installed August 2007). The controllers for the source, antechamber, and main turbomolecular pumps are connected via an interlock which controls initial pumpdown and venting of the system, including emergency venting in the event of a power failure or other malfunction [11].

The sample manipulator (Thermionics SMR-3, Thermionics Northwest, Port Townsend, WA) allows for controlled motion of the sample along three linear axes, as well as polar rotation (out of the sample plane, with a vertical axis of rotation), and azimuthal rotation (rotation within the sample plane). Positioning of the sample in the $x$, $z$, polar, and azimuth coordinates was achieved using computer controlled stepper motors. Positioning in the $y$ direction was controlled by a manual micrometer. The range of motion in the $x$ and $y$ directions was 1 inch, in the $z$ direction was ~16 inches. In principle, the range of motion of the azimuth and polar angles is a full 360°, though in practice polar motion is limited by other hardware in the UHV system. Samples were radiatively heated by a pyrolytic boron nitride heating element incorporated in the manipulator. Due to experimental constraints, the temperature of the sample surface could not be measured directly during experiment. Instead, a reference temperature was measured near the sample heater; a linear correlation was then established between this temperature and the actual sample surface temperature.
To develop this correlation, the sample temperature was measured using a thermocouple which was brought into direct contact with the sample, for a range of reference temperatures.

The bakeout procedure performed when pumping down the system from atmospheric pressure required removing motors and micrometers from the system, which can potentially cause misalignment between the beam axis and sample manipulator. Realignment was performed after reinstalling motors and micrometers by depositing a thick spot on a sample to visually determine the position of the beam axis (an example of such a spot is shown in Fig. 7-5). The sample position was then adjusted as needed to center the molecular beam on the sample. Alignment of the sample relative to the XPS analyzer was also required, and involved translating the sample in the $y$ and $z$ directions while collecting spectra relevant to the sample material and sample holder. Detailed information on the initial alignment of the sample with the XPS hardware is given in the Chapter 9.

One of two molybdenum platens (Thermionics Northwest) was used to hold samples during deposition and analysis. In these platens, the sample is held within a shallow well by a retaining plate secured by clips. With the exception of a narrow lip to prevent the sample from falling through, the well is open, so that the back of the sample is directly exposed to the sample heater, allowing efficient radiative heat transfer from the heated element in the manipulator and the back of the sample. The sample holder used for most experiments incorporated three wells designed to hold 17 x 17 mm$^2$ samples (shown in Fig. 9-3) along the axis of rotation of the manipulator. A second sample holder could accommodate up to four samples, two 17 x 17 mm$^2$, and
two 1 x 1 mm$^2$. The retaining plate is reversible, allowing either $\sim 500$ µm or $\sim 760$ µm thick samples to be used. Two holes were tapped on either side of the center sample well, which allowed the use of clips to secure samples of irregular thickness or shape using a backing plate of standard size.

To introduce samples, the analysis/loadlock gate valve is closed, then the loadlock is vented with high purity N$_2$, using the pump controller’s automated vent routine. The sample is then placed on the end of a transfer arm, and the loadlock is pumped down, again using an automated routine (Pfeiffer DCU controller). When the loadlock reaches a satisfactory pressure (typically $< 1 \times 10^{-6}$ Torr), the loadlock/analysis gate valve is opened and the sample is transferred to the manipulator (Thermionics STLC Series II transfer system), which is positioned in the analysis chamber for transfer.

Transition metal coordination complexes used as precursors for film growth were delivered to the surface via a collimated molecular beam (for a full description of the principles underlying molecular beam formation, see Ref. 14). The beam was generated by first passing an ultra high purity carrier gas through a stainless steel vessel, the ‘bubbler’, containing the complex. The resulting gas mixture is expanded through a heated 150 µm aperture, or nozzle, into the source chamber. Collisions in the nozzle region accelerate the heavier transition metal coordination complexes in the beam to a hyperthermal energy, which can be measured using time-of-flight techniques [16]. The beam passes through a conical skimmer with a 1.5 mm circular opening at its apex (Precision Instrument Services, Inc.), then into an antechamber containing a shutter, which allows the passage of the beam into the deposition
chamber to be modulated. Finally, an aperture defines the beam into an approximately \( 12 \times 12 \text{ mm}^2 \) square area on the substrate surface at normal incidence. \( \text{NH}_3 \), used as a coreactant for \( \text{TiN}_x \) and \( \text{TaN}_x \) ALD, was delivered via a doser utilizing a glass microcapillary array [17,18] (Burle Technologies, Lancaster, PA), which is located in the main chamber. The method used to deposit films by ALD in this system was similar to the method described previously [19,20]. Details regarding the formation of the specific inorganic films are given in Chapter 5 (TiN\(_x\) and TaN\(_x\)), and Chapter 7 (Co).

The advantages of using a collimated molecular beam for precursor delivery are twofold. First, it allows for relatively high flux of the precursor to the substrate while allowing the chamber to return to UHV conditions quickly for XPS analysis. Second, it allows terraces of different thicknesses to be grown by ALD, which would not be possible using a conventional ALD reactor. This is achieved by translating the substrate perpendicular to the beam axis after certain cycle intervals. If the distance the substrate is translated is less than the width of the beam spot, multiple terraces are formed, where each represents a different number of ALD cycles. This technique is valuable for \textit{ex situ} analysis, because it allows multiple thickness points to be studied on a single substrate, increasing throughput and decreasing possible substrate-to-substrate variations.

In addition to the ALD conducted in the UHV system described here, additional films (\( \text{Al}_2\text{O}_3 \), \( \text{HfO}_2 \), \( \text{Ta}_2\text{O}_5 \), and \( \text{TaN}_x \)) were deposited using conventional techniques in an Oxford FlexAL system (Oxford Instruments, Oxfordshire, UK) in the
Cornell Nanofabrication Facility (CNF). Details regarding this system and its use are given in Chapters 4 and 5.

### 2.6 X-ray photoelectron spectroscopy (XPS)

XPS is a surface-sensitive analytical technique which is described in detail in numerous sources, examples of which are given in Refs. 21 and 22. The technique involves measuring the kinetic energy of electrons emitted by a sample from atomic core levels upon x-ray irradiation. Knowing the x-ray photon energy (as well as various correction factors including the work function of the spectrometer and static charge on the sample), the binding energy of the electron to its atom prior to ejection can be calculated. The binding energies of core level electrons are characteristic for each element, so that a wide range survey scan of a sample can be used to identify which elements are present (see Fig. 9-4 for an example of such scans). Small shifts in the binding energy, known as ‘chemical shifts’, can be used to characterize the chemical binding environment of an element, or to aid in the identification of chemical structures [23]. The surface sensitivity of XPS is due to the very short length that a photoelectron travels through a solid material - typically 1-5 nm- before experiencing an inelastic collision event. This has the effect of severely attenuating the signal from buried atoms, so that in most cases almost all of the signal in XPS comes from within ~ 10 nm from the vacuum interface. The intensity of the binding energy peak for a given element is proportional to the density of that element in the near surface region. The relationship between atomic density and XPS intensity also depends on
instrumental factors, photoionization cross-sections (which are tabulated for each element [24]), and attenuation effects related to the depth of a given atom below the vacuum interface. Methods for calculating absolute atomic densities from XPS data, using a reference standard, are described in detail in Chapters 3, 4, and 5.

*In situ* and *ex situ* XPS measurements, including angle-resolved XPS, were carried out in the vacuum chamber described above, using an Omicron Sphera U5 concentric hemispherical electron energy, and an Omicron DAR 400 twin anode source (Omicron Nanotechnology USA, Eden Prairie, MN). The analysis spot size and the acceptance angle of the spectrometer lens are independently variable, though a combination a computer and mechanical control. Details of the installation of these components (2008) are given in Chapter 9. To collect XPS data, typically a wide range survey scan was first taken (~ 0 - 1000 eV binding energy range), then detailed scans were performed to more closely examine specific core levels (carbon 1s, tantalum 4d, gold 4f, for example). All XPS components were computer controlled using Omicron software. After collection, data were exported and analyzed using CasaXPS software, version 2.3.13. A complex photoelectron background is present in XPS, due to photoelectrons undergoing inelastic collisions or other energy loss events. This background was subtracted using a method proposed by Shirley [25]. Peak areas and positions were extracted by fitting peaks using a Gaussian/Lorentzian product formula with a mixing ratio of 0.7 [26]. An additional correction was applied as needed to account for the slight asymmetry observed in metals [27,28], due to the presence of closely spaced electron energy levels near the vacuum level. Where doublets are observed [Ta(4d_{5/2}) and Ta(4d_{3/2}), Au(4f_{7/2}) and Au(4f_{5/2}) were commonly
encountered], the ratio of peak areas was constrained using theoretical values [21]. Additional information regarding peak fitting is provided in individual chapters.

During XPS, thick, insulating films can build up a static charge due to the small amount of photoemission current. For conducting films, or very thin dielectric films, this effect is avoided because the sample is electrically grounded during analysis. If the sample is electrically charged, the binding energy scale is shifted by an amount equal to the charge, because photoelectrons leaving the sample surface must overcome an additional electrical field. This effect causes a constant shift over the entire range of the binding energy scale. Therefore, one way to correct for charging effects is to measure the binding energy of a core level peak from a component in the sample of known binding energy. The shift between the measured and known peak position is then applied to all data collected for that sample. Note that this correction must be carried out individually for each sample and experimental configuration. One commonly used method is to measure the position of so-called “adventitious carbon” or carbon contamination which builds up on the sample under ambient conditions in air or in the vacuum chamber. The position of the C(1s) peak for such carbon is generally set to 284.6–285.0 eV. For example, if the position of this peak is measured to be 286.0 eV, then a correction factor of -1.4 to -1.0 eV is applied to the entire binding energy scale. If adventitious carbon cannot be used, because other types of carbon with a similar C(1s) binding energy are present, or because the sample is cleaned \textit{in situ} (i.e. by sputter cleaning or annealing), situations encountered in the experiments described later, then alternately the underlying substrate may be used. In many cases, the position of the underlying substrate will be more reliable than
adventitious carbon, because its composition can be known with certainty, for example with a single crystal Si substrate, and it is not affected by chemical reactions taking place within overlayer films, which can also cause shifts in binding energy. In subsequent chapters, for thin films on SiO$_2$/Si(100), the Si(2p) signal from the underlying Si substrate (binding energy of 99.5 ± 0.2 eV [21,23]) is used for charging correction. For comparing thin film growth on very different substrates, the charging correction can often be a significant factor in the interpretation of XPS data. This is encountered in Chapter 5, in which the growth of thin TaN$_x$ films on both SiO$_2$/Si(100) and porous low-κ is examined. In this case, we observe little charging on SiO$_2$/Si(100), and significant charging on low-κ (~ 2 V). Charging correction for these two substrates is therefore discussed in detail in (Sec. 5.3.3).

2.7 Angle-resolved XPS (ARXPS)

As discussed above, attenuation of photoelectrons as they pass through solid material is a significant factor in XPS, and is the effect which provides a high degree of surface sensitivity. The distance that an emitted photoelectron must travel through solid material to reach vacuum is generally a function of its depth below the vacuum interface, and the takeoff angle, defined here as the angle between the direction of photoelectron travel and the surface normal. By collecting XPS data over a range of takeoff angles (angle resolved XPS or ARXPS), we can use this fact to gain insight on the spatial distribution of various elements, particularly in the direction normal to the substrate surface [21,29]. This technique is illustrated in Fig. 2-3.
Figure 2-3: Diagram illustrating the terms in Eq. 2-1. Shown is the XPS analysis of a material of interest ($i = 1$) buried by two materials ($i = 2, 3$), with a photoelectron takeoff angle of $\theta$. 
For an arbitrary distribution of a single element buried in a substrate of any composition (uniform or nonuniform), as shown in Fig. 2-3 we can write the photoelectron intensity as a function of takeoff angle \([21,30]\):

\[
I(\theta) = I_0 \int \int \int \frac{c(x,y,z)}{c_0} \exp \left( \sum_i -\frac{d_i(x,y,z,\theta)}{\lambda_i} \right) dV
\]  

(2-1)

where \(I_0\) is the unattenuated photoelectron intensity from a given element at an atomic concentration of \(c_0\), \(c(x,y,z)\) is the position-dependent atomic concentration, \(d_i\) is the distance the photoelectron must travel through material \(i\) to reach the vacuum interface as a function of position and takeoff angle, and \(\lambda_i\) is the attenuation length of the photoelectron in material \(i\). Quantification of XPS, in other words relating \(c_0\) to \(I_0\), requires the use of a suitable standard and is discussed in detail in Chapters 3-5. Use of Eq. 2-1 to directly extract concentration profiles [or relative concentration profiles \(I_0c(x,y,z)/c_0\)] is not practical given the data sets that are collected in ARXPS. Therefore, ARXPS data analysis strategies rely on making simplifying assumptions regarding concentration profiles. If we assume that: (i) the only compositional variation is in the direction normal to the substrate surface \((z)\), (ii) that the material through which the photoelectron travels is uniform and has \(\lambda_i\) which does not vary with position, and (iii) that all interfaces are abrupt and flat [29], a common set of assumptions used in analysis of ARXPS data, we can write:

\[
I(\theta) = I_0 \int_0^z \frac{c(z)}{c_0} \exp \left( -\frac{z}{\lambda \cos \theta} \right) dz
\]  

(2-2)
Included in Eq. 2-2 is the \(1/\cos \theta\) proportionality between the takeoff angle and the path a photoelectron must travel through solid material to reach the vacuum interface. Because of this, XPS taken at more glancing takeoff angles is considered to be more surface sensitive, since photoelectrons from buried atoms are more strongly attenuated. Eq. 2-2 is further simplified by making assumptions about the concentration profiles (i.e. buried 2-d film, buried substrate, exponentially decaying concentration profile, etc.). This is discussed in further detail for our measurement geometry below (Fig. 2-5).

In our system, XPS data was collected as a function of takeoff angle by turning the sample relative to the electron energy analyzer lens axis, as shown in Fig. 2-4. Note that, as shown in the figure, this causes the analysis spot to be stretched at higher takeoff angle, so a prefactor of \(1/\cos \theta\) must be added to Eq. 2-1 or 2-2.

Even with the use of Eq. 2-2, it is generally not possible to directly calculate concentration profiles given the experimental limitations present in ARXPS. In practice, a commonly employed strategy is to further simplify Eq. 2-2 by modeling the concentration profile as one of a number of simple cases [31], where the profile can be expressed with a small number of parameters (typically these parameters are a characteristic depth and unattenuated intensity).
Figure 2-4: Schematic of the ARXPS procedure used in this work, in which the photoelectron takeoff angle is varied by turning the sample relative to the electron energy analyzer lens. Note that this has the effect of enlarging the analysis spot.
For example, for a 2-d monolayer of atoms buried by a uniform thin film of thickness \(d_{ML}\), Eq. 2-1 or 2-2 can be simplified to give:

\[
I(\theta) = \frac{I_0}{\cos \theta} \exp \left( \frac{d_{ML}}{\lambda \cos \theta} \right)
\]  

(2-3)

where \(I_0\) is the unattenuated intensity from the 2-d layer, and \(\lambda\) is the characteristic attenuation length of the overlying film. The \(1/\cos \theta\) prefactor accounts for the increase in analysis area at higher takeoff angle, and the exponential term accounts for attenuation of the photoelectron as it travels through the overlayer film. Solutions for Eq. 2-1 and 2-2 for other film structures encountered later in this dissertation are shown in Fig. 2-5. One should note that the interpretation of ARXPS is highly model dependent, so selection of an appropriate model is an important aspect to data analysis.

The strategy employed here (Chapters 3, 4, 5, and 7) is to collect XPS intensity as a function of takeoff angle from 0-60° for an element of interest, determine the best model to employ, and then use an optimization routine to obtain \(I_0\) and \(\lambda\). A complete list of the assumptions required to analyze ARXPS data have been described [29], and have been judged to be reasonable given the systems studied here. Generally 6 takeoff angles were used, at values of \(\cos \theta = 0, 0.1, 0.2, 0.3, 0.4,\) and 0.5. Due to space limitations and other practical considerations we have not collected data above 60°. At high takeoff angles, effects including surface roughness, x-ray flux nonuniformity, and finite sample size (i.e., at high takeoff angle the analysis spot can become large relative to the sample size), can come into play.
**Figure 2-5:** Summary of the assumed concentration profiles used here for analyzing ARXPS results (left and center columns), and the corresponding functional dependence of photoelectron intensity on takeoff angle (right column).

<table>
<thead>
<tr>
<th>Concentration profile</th>
<th>Intensity as a function of takeoff angle</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Arbitrary distribution</strong></td>
<td>$I(\theta) = \frac{I_o}{\cos \theta} \int_0^\infty c(z) \exp(-\frac{z}{\lambda \cos \theta})dz$</td>
</tr>
<tr>
<td><strong>Buried 2-d film</strong></td>
<td>$I(\theta) = \frac{I_o}{\cos \theta} \exp(-\frac{d_{ML}}{\lambda \cos \theta})$</td>
</tr>
<tr>
<td><strong>Buried substrate</strong></td>
<td>$I(\theta) = I_o \exp(-\frac{d_S}{\lambda \cos \theta})$</td>
</tr>
<tr>
<td><strong>Thin film (not buried)</strong></td>
<td>$I(\theta) = I_o \left[1 - \exp\left(-\frac{d_{TF}}{\lambda \cos \theta}\right)\right]$</td>
</tr>
<tr>
<td>Concentration profile</td>
<td>Intensity as a function of takeoff angle</td>
</tr>
<tr>
<td>------------------------</td>
<td>----------------------------------------</td>
</tr>
<tr>
<td>Thin film (buried)</td>
<td>$I(\theta) = I_0 \exp\left(-\frac{d_0}{\lambda_0 \cos \theta}\right) \left[1 - \exp\left(-\frac{d_{rf}}{\lambda_{rf} \cos \theta}\right)\right]$</td>
</tr>
<tr>
<td>Smoothly decreasing, $c = c_0 \exp(-z/d)$</td>
<td>$I(\theta) = \frac{I_0}{d/(\lambda \cos \theta) + 1}$</td>
</tr>
<tr>
<td>Smoothly decreasing, $c = c_0 \text{erfc}(z/d)$</td>
<td>$I(\theta) = I_0\left(1 - \exp\left(-\frac{d}{2\lambda \cos \theta}\right)\right)^2 \text{erfc}\left(\frac{d}{2\lambda \cos \theta}\right)$</td>
</tr>
</tbody>
</table>

**Figure 2-5, continued**: Summary of the assumed concentration profiles used here for analyzing ARXPS results (left and center columns), and the corresponding functional dependence of photoelectron intensity on takeoff angle (right column).
Furthermore, for takeoff angles greater than 60°, elastic scattering begins to become a significant phenomenon [29,32]. Elastic scattering, a complex process which is material and structure dependent, should be minimized in ARXPS as it can not be easily incorporated into existing analysis techniques. Further details regarding the ARXPS measurement in the Olin Hall 312 UHV system are given in the Chapter 9, and where appropriate in individual chapters. In all cases, ARXPS data was collected in the low magnification mode of the spectrometer (± 2° acceptance angle), with an analysis spot size of ~ 2.5 mm diameter at normal incidence.

One key assumption is that analyzed films and overlays leading are isotropic and free of any long-range order [29]. This is violated by the Si(100) substrate used commonly here, where a crystalline structure leads to photoelectron diffraction effects [33,34]. This is demonstrated in Fig. 2-6, which shows angle-resolved XPS data for a film of SiO₂ on Si(100), with O(1s) (from SiO₂), Si⁰(2p) [from Si(100)], and Si⁴⁺(2p) (from SiO₂). Because of the large diffraction effect, generally the Si⁴⁺ peak was used instead of the Si⁰ peak to characterize the behavior of the underlying substrate [note, for example, Fig. 4-8(c)].

We have chosen to use ARXPS as the main technique to characterize the depth distribution for a number of reasons. First, it can be performed in situ, which is a requirement given the sensitivity of many of the deposited layers to air. Second, unlike TEM and sputter depth profiling it is non-destructive, and well suited for fragile organic films or organic/inorganic hybrids, which may undergo significant structural changes as a result of sputtering or the sample preparation required for TEM.
Figure 2-6: Integrated photoelectron intensity from of the O(1s), Si\(^{0}\)(2p), and Si\(^{+}\)(2p) peaks, as a function of takeoff angle, from a sample consisting of a thin film of SiO\(_2\) (chemical oxide) on Si(100). The behavior of the Si\(^{0}\)(2p) intensity with angle compared to the other two demonstrates the effect of photoelectron diffraction from single crystal Si [33,34].
Finally, ARXPS is sensitive across depths of ~ 0-10 nm, which makes it a good match for the thicknesses of the films deposited here.

2.8 Spectroscopic ellipsometry

Spectroscopic ellipsometry (SE) was used to measure film thickness and, in some cases, to extract information on the volume fraction of various components in a composite film (Chapter 6). In this technique, the change in polarization state of light is measured after reflection off of a substrate, which may be covered by a stack of thin films. Here we will focus on the aspects of this technique that are most relevant to the experiments performed here, for a more detailed description of SE in general the reader is referred to Refs. 35-38. The change in polarization state is expressed as two independent parameters, Ψ and Δ. In SE, these parameters are measured as a function of light wavelength, or, equivalently, photon energy (as opposed to non-spectroscopic or single wavelength ellipsometry). The advantages of spectroscopic ellipsometry over single wavelength ellipsometry include the ability to probe sample properties, in particular optical properties, over a range of wavelengths, the ability to collect additional data, allowing more accurate determination of physical properties including film thickness, and the potential to use parameterized optical models to fit and extract optical properties. This final point will be discussed in further detail below. The measured parameters Ψ and Δ are a function of the number of films in the stack, the thickness of the films, and their optical properties (refractive index \( n \) and extinction coefficient \( k \)). The optical properties may also be expressed as the complex dielectric
function, \( \varepsilon = (n - ik)^2 \). Each film in the stack has its own \( n \) and \( k \), which are both a function of wavelength.

Analysis of \( \Psi \) and \( \Delta \) data from SE will often require some elements of modeling and optimization, and so a consistent, fixed procedure for analysis is helpful in producing accurate and repeatable results. The procedure we have used is given in detail elsewhere [39]. The first step is to assume a film structure (the number of films on the substrate), and to make initial guesses for the optical properties of each film. From these initial guesses, the analysis software can compute theoretical \( \Psi \) and \( \Delta \) values. An optimization routine is then used to adjust the film thicknesses and optical properties to obtain the best fit for the measured \( \Psi \) and \( \Delta \). The figure of merit used here in the optimization was a mean squared error in which the contribution to the overall error of each \( \Psi \) and \( \Delta \) value was weighted by the uncertainty on the measured value [40]. In principle, using this technique, one can calculate the optical properties and the thickness of every film in a stack. However, this is often not practical due to the presence of extremely thin films (< 10 nm), for which the optical properties and thickness are highly cross-correlated in the data analysis, or adjacent films with very similar optical properties (for example an \( \text{Al}_2\text{O}_3 / \text{SiO}_2 \) film stack). For these reasons, independent fitting of many parameters results in very high uncertainty values, high levels of cross-correlation, and at times unphysical results.

In practice, the number of fit parameters is reduced to obtain accurate and physically meaningful results. Optical properties are specified in one of two ways. If the identity of the film is known (for example, in the case of \( \text{Al}_2\text{O}_3 \) films deposited by ALD), previously measured and tabulated \( n \) and \( k \) values as a function of wavelength
can be used if available. If the optical properties of all films in the measured stack can be fixed, then the result of the analysis will be the thicknesses of all films. If the optical properties of a film are unknown (for example, a low-κ film of unknown porosity), \( n \) and \( k \) values may be parameterized using one of a number of established approximations. For transparent, dielectric materials (\( k = 0 \)), for example, the Sellmeier approximation may be used [35]:

\[
n(\lambda) = \sqrt{1 + \sum_j A_j \frac{\Lambda_j^2}{\Lambda^2 - \Lambda_{0,j}^2}} \tag{2-4}
\]

where \( \Lambda \) is the wavelength of light, and \( \Lambda_{0,j} \) and \( A_j \) are parameters. For the accuracy required for typical spectroscopic ellipsometry methods, a single term in the expansion (i.e. \( j = 1 \)) is sufficient. If this approximation were used, rather than fitting \( n \) at each measured wavelength, the optimization routine would produce values of \( \Lambda_{0,j} \) and \( A_j \) that gave the best result for \( n \) across the entire measurement range. This greatly reduces the number of fit variables and ensures that \( n \) follows the behavior described by Eq. 2-4. For more optically complex films, metals or composites for example, other parameterizations exist which describe \( n \) and \( k \) simultaneously in a physically consistent manner [36]. For some optical models, the potential exists to extract material properties of the film, for example the electrical resistivity [41].

As stated above, if two optically similar films (\( \text{SiO}_2 \) and \( \text{Al}_2\text{O}_3 \), for example) are adjacent in the film stack, it is often not possible to independently calculate their thickness, even if their optical properties are well known. This difficulty is
compounded if the films are very thin (< 10 nm). This problem frequently arises when measuring the thickness of organic thin films, or inorganic ALD films on SiO₂/Si. For this reason we have attempted to measure the thickness of the bare SiO₂ (chemical oxide) layer before subsequent film growth, in order to be able to fix this thickness in subsequent analysis. For organic films measurement of the unmodified SiO₂ layer thickness was straightforward. For ALD films, the pre-deposition thickness measurement should take into account any potential changes in the thickness of the SiO₂ film (or combined organic|SiO₂ film) thickness due to the ALD process. The pre-measurement used in this case involved loading the substrate into the ALD chamber and performing the preheating routine, and is discussed in detail in Chapter 4.

For very thick (>> 10 nm) dielectric films, such as the low-κ materials discussed in Chapter 6, the optical properties and thickness of the film are sufficiently decoupled in the fit and can be measured independently. In these cases a function describing \( n \) as a function of wavelength is normally used (for the analysis in Chapter 6 we have chosen to use the Sellmeier approximation, Eq. 2-4). In order to check the calculated optical constants, a thickness can be assumed, and \( n \) and \( k \) values directly calculated for each wavelength. Because two parameters are measured at each wavelength (\( \Psi \) and \( \Delta \)), the two optical parameters can be calculated unambiguously if there are no other variables in the optimization.

The instrument used for SE measurements is a Woollam VASE (J. A. Woollam Co., Inc. Lincoln, NE). Data was analyzed using WVASE32 software. In all cases, test measurements were taken to determine the optimal wavelength range to use for the measurement, with the goal of obtaining precise and independent values, while
minimizing analysis time. Typically, the substrate was strongly absorbing in the wavelength of the measurement, so any light passing into the substrate is absorbed and does not contribute to the measurement. Si is appreciably transparent in the IR region, so for samples with a smooth back side this must be accounted for if photon energies less than \( \sim 1.5 \) eV are used. For Si substrates with a rough back side, the light reflected from the back of the sample is diffuse and does not affect the measurement. A satisfactory fit was defined as one in which the reduced mean squared error (MSE) was less than 30 (in most cases less than 10), with all cross-correlation matrix elements less than 0.97 [40]. This final criteria ensures that all values (i.e. thickness and optical properties) could be calculated independently.

2.9 Atomic Force Microscopy (AFM)

AFM was carried out using a Digital Instruments Dimension 3100 atomic force microscope (Veeco Instruments, Woodbury, NY) in tapping mode, located either in the Cornell Nanofabrication Facility (CNF) or the Cornell Nanobiotechnology Center (NBTC). AFM data were exported and analyzed using Gwyddion software, version 2.19. Image processing involved leveling by mean plane subtraction, and removal of scan lines by matching the height median between lines. In-plane correlation length was determined using previously developed methods [20]. Examples of data used to extract correlation length are given in Fig. 5-23.
2.10 Ellipsometric porosimetry

Ellipsometric porosimetry (EP) was carried out on a Sopra EP-12 instrument, using 2-propanol as the adsorbate. Full details regarding this technique are given in Chapter 6.
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3. Review of the use of organic thin films to alter nucleation and growth in atomic layer deposition*

3.1. Overview

The interfaces between inorganic and organic materials are important to a wide variety of technologies. A significant challenge concerns the formation of these interfaces when the inorganic layer must be grown on a pre-existing organic layer. The focus of this chapter is a review of the fundamental aspects of inorganic-organic interface formation using transition metal coordination complexes and atomic layer deposition. First, the aspects of the synthesis and characterization of ultrathin interfacial organic layers, formed mostly on SiO$_2$ and possessing a variety of functional groups, including layers with a branched microstructure will be discussed. Further discussion will relate to the reactions of transition metal coordination complexes with these layers. A number of factors control the uptake of the transition metal complex and the composition of the adsorbed species that are formed, including identity, density, and dimensionality or spatial distribution of the functional groups. At room temperature, adsorption on layers that lack functional groups results in penetration of the organic layer by the transition metal complex, and reaction with residual -OH at the organic|SiO$_2$ interface. Adsorption on layers with a mostly two-dimensional arrangement of reactive functional groups results in the formation of molecular “bipods,” where the surface bound functional groups react with the complex

via two ligand exchange reactions. In contrast, for layers that possess a high density of functional groups arranged three-dimensionally, the transition metal complex can be virtually stripped of its ligands. Atomic layer deposition on interfacial organic layers also depends strongly on the density and accessibility of reactive functional groups. On surfaces that possess a high density of functional groups, in a 2-d arrangement, growth via atomic layer deposition is initially weakly attenuated, mostly uniform and smooth, and eventually evolves to growth characteristic of unmodified SiO$_2$. Growth on layers that lack sufficient densities of functional groups is initially strongly attenuated, in contrast, and the resulting films are rough, severely islanded and three-dimensional. As a consequence, there is a correlation between the strength of the initial attenuation in the rate of growth, and the thin film morphology. Correlations between the initial uptake of the transition metal complex by the organic layer and the initial rate of thin film growth are less direct, however, as the composition and structure of the chemisorbed species must also be considered.

3.2. Introduction

The wide palette of chemical functionality available in organic chemistry, combined with the tunability of the physical, optical and electrical properties of organic molecules, allows a high degree of customization for individual applications. In certain cases, chemical reactions, as well as inter- and intramolecular forces, can be used to assemble organic molecules into nm-scale structures, a useful property in modern semiconductor devices, which often require the patterning and deposition of
extremely thin films. The integration of organic molecules into a device almost always involves the formation of an interface between the organic and the other (inorganic) components. As such, the interfaces between inorganic materials such as metals, oxides, and semiconductor crystals, and organic matter such as polymers, small molecules and self-assembled monolayers play a key role in a number of existing and emerging technologies.

Developing an understanding of how to build robust interfaces between these two classes of materials is an important and challenging problem. One aspect of the problem is associated with the processing/fabrication gap between these two sets of materials. Inorganic materials are often subjected to harsh processing environments, such as plasmas and high temperature furnaces, while organic materials are commonly synthesized and processed at or near room temperature, often in solution. Formation of inorganic-organic interfaces will in many cases require effectively integrating the two processing environments, or developing new ones. The differences in material properties between inorganic and organic materials can present a number of additional complications. In terms of their molecular-level structure, inorganic materials are characterized by simple building blocks held together by strong metallic, covalent and ionic bonds, and often exist in only one stable crystal structure. Organics are comprised of larger, more complex building blocks, held together by weak van der Waals forces and possibly hydrogen bonding interactions. Organic materials are often amorphous at processing and ambient conditions, and can also possess a number of crystalline phases that are very close in energy. In most situations, one class of material will be present and the task will be to deposit a thin film or otherwise make
contact with the other. Perhaps due to greater stability of inorganic materials, the formation of “organic-on-inorganic” interfaces is more developed than its inverse. The most well-defined and perhaps best examples of these are self-assembled monolayers (SAMs) [1-3]. While the formation of organic layers on inorganic substrates is a relatively well-studied area, where SAMs represent the prototype, the process of inorganic film growth on organic surfaces and/or substrates is less so.

In any device in which an organic molecule plays an active role, the quality of the interface between the organic and other (inorganic) components often makes a large contribution to the overall performance of the device, for example, in organic thin film transistors (OTFTs) [4-8], organic light emitting diodes (OLEDs) [9,10], photovoltaic cells, and in molecular electronics [11-14]. Engineering electrode-organic interfaces using a third interfacial material can allow better control over band/orbital offsets across the interface, perhaps affecting the injection/extraction of carriers. Such a strategy has been shown to be effective in OTFTs, using thin interfacial layers of metal oxides, [15,16], copper phthalocyanine [17], and the organic electron acceptor tetracyanoquinodimethane [18]. Beyond their use as active electrical components, thin organic films can also be used to improve the mechanical properties of interfaces between two inorganic materials. For example, functionalized organic films have been used to enhance the adhesion of gold to glass [19] and SiO$_2$ [20].

Organic films may also be useful in controlling the subsequent nucleation and growth of inorganic films. In such cases, partial or complete degradation of the organic layer may be acceptable, perhaps even desired. A minimum requirement could be that the layer does not adversely affect either the properties of the underlying
substrate, or the inorganic thin film that is deposited. Concerning the promotion of nucleation and growth, there are several reasons as to why this may be necessary. First, a substrate of interest may lack a sufficient density of nucleation sites for the growth of the inorganic thin film—this is particularly true for materials grown using reactive processes such as chemical vapor deposition (CVD) or atomic layer deposition (ALD). If the density of sites is low, e.g., due to the chemical makeup of the substrate, the film that is deposited may first consist of discrete 3-d islands, which only merge after longer growth times, leading to a rough film. To address this issue, it is possible that an organic layer with an appropriate structure could be used as a nucleation site amplifier/multiplier. Such an organic layer could be made by binding or growing an organic molecule with branched microstructure and reactive terminal functionalities. A related example is provided by substrates that are porous—by definition empty space does not provide sites for nucleation. On a substrate with interconnected pores, branched or “space-filling” molecules could be used to seal the pores against infiltration of an inorganic precursor while simultaneously enhancing the reactivity of the surface. Here the deposited or grown organic layer would both provide nucleation sites, and fill the empty spaces at the surface of the porous substrate. In this application, the infiltration of the organic material itself into the pores is an additional factor to consider when selecting the building blocks of the organic layer. A final example of what an organic layer might produce is a surface normalization coating, where the deposition/growth of the organic molecule on a surface with dissimilar materials exposed would act to “normalize” the nucleation and subsequent growth of inorganic films over the entire surface.
Most early work on the formation of inorganic-on-organic interfaces involved the evaporation of elemental metals in vacuum onto thin polymeric films [21-23], straight chain alkanethiol SAMs on gold, as well as on oligophenylene and oligo(phenylene-ethynylene) SAMs, which are of interest in molecular electronics. Evaporation in vacuum is simple and accessible to many investigators, and therefore is an obvious first method to examine. A range of metal/terminal organic functional group (OFG) combinations have been studied [24-40]. Combinations likely to lead to chemical reaction gave results consistent with reaction of the metal primarily at the OFG—for example Cu/-COOH, Au/-SH, and Al/-OH. Metal/OFG combinations with weak interactions led to penetration of the SAM by the metal species, with significant metal deposition at the SAM/substrate interface. Intermediate strength interactions gave results consistent with a mixture of reaction with the OFG and at the SAM/substrate interface, e.g., Au, Al, Cu, and Ag with -OCH₃. Very reactive transition metals, such as Ti and Ca, can react with reactive endgroups and the SAM backbone [28], eventually leading to degradation of the SAM [36,38]. In addition to the effect of the terminal OFG, we may expect that infiltration of the SAM layer can also be controlled to a certain extent by making use of backbone chemistry. Indeed, crosslinking the backbones of thiol-terminated oligophenylene SAMs using electron irradiation has been shown to limit the deposition of evaporated Ni to the SAM/vacuum interface [41,42]. The evaporative deposition of Mg, Al and Ca with SAMs possessing -OCH₃, -COOH, and -OH endgroups has also recently been examined using a combination of experiment and density functional theory (DFT) [43-45]. Research is continuing in the area of metal evaporation on SAMs, with recent
examples including the use of a condensed Xe buffer layer [46,47] and indirect evaporation techniques [48] to control penetration of the SAM by metal adatoms.

An attractive alternative to evaporative deposition is the use of \textit{metal coordination complexes}, as control over the ligand groups attached to the metal center allows further tunability of the interactions between the inorganic precursor and organic layer, with the potential for \textit{self-limiting} adsorption (saturation) under the proper conditions. Such properties may be useful for devices that require a robust electrical connection between the (metal) electrodes and the organic, without causing disruptions to the organic molecule or short circuits. For example, exposure of -OH and -COOH terminated SAMs to trimethylamine alane, H$_3$AlN(CH$_3$)$_3$, leads to the formation of a thin layer of AlO$_x$, leaving the backbone of the SAM intact [49]. On an -SH terminated SAM, sufficiently short exposures to cyclopentadienyl-allyl-palladium, (C$_5$H$_5$)Pd(C$_3$H$_5$) lead to a plateau in Pd coverage [50,51]. Several experiments demonstrate that these types of chemically specific interactions between coordination complexes and surfaces with organic functionality can be used to control film growth by CVD. Nucleation of palladium and gold films grown using (C$_5$H$_5$)Pd(C$_3$H$_5$) and trimethylphosphine-methylgold, [(CH$_3$)$_3$P]AuCH$_3$, was found to take place preferentially on -SH terminated SAMs over -CH$_3$ and -OH terminated SAMs [52]. Furthermore, the nucleation density of gold films was affected by changing the ratio of -SH to -CH$_3$ terminations on the surface. For Cu films deposited using Cu(II) bis-hexafluoroacetylacetonate, Cu$^{II}$(hfac)$_2$, the presence of an -SH terminated SAM increased both the rate of growth and the Cu grain size [53]. Complete oxidation of the -SH termination to -SO$_3$H prior to Cu deposition further
increased the continuity of the film. Spatial control of the CVD of inorganic thin films has been demonstrated using SAMs patterned by microcontact printing \[54,55\] or exposure of selected areas to UV light \[56\]. Comparing CVD to physical vapor deposition (PVD, which includes evaporation), it has been found that gold deposited by CVD using \[(CH_3)_3P]AuCH_3\] grows at significantly different rates on -SH vs. -CH\(_3\) terminated SAMs, while gold grown by evaporation does not show this sensitivity to the OFG present on the surface \[57\].

As with CVD, chemical functionality plays a role when inorganic materials are deposited on organic films from the liquid phase. It has been demonstrated that the chemical termination and structure of the organic film can be used to control the crystal phase \[58\], crystal orientation \[59-61\], and growth mode (i.e., 3-D island vs. 2-D layer by layer growth) \[62\] of inorganic films deposited from liquid solution. However, a significant difference between film deposition conducted in the liquid vs. the gas phase is that, in the liquid phase, charged species are much more likely to exist on the substrate and in solution. Long range electrostatic interactions between these species may then play a role in the initial stages of film growth. With the exception of plasma-based deposition, in gas phase deposition both the substrate and precursor are neutral, so influence over the initial structure of the film is controlled by much shorter range steric and chemical interactions. We may expect, therefore, that direct transfer of results observed in solution to the cases of growth from the gas phase is problematic at best due to the differences in the driving forces.

Clearly the work conducted to date, both concerning evaporative (PVD) and reactive (CVD) deposition, suggests that control of the surface chemistry of the
organic layer is essential concerning subsequent growth of the inorganic layer. The nature of the deposition process is also important. PVD approaches lack sufficient selectivity for many applications, and the interfaces that are formed may be highly defective. CVD, on the other hand, can result in uncontrolled, continuous growth and/or require temperatures too high for many organic layers. Atomic layer deposition (ALD) [63,64] is a technique that holds significant promise for deposition of inorganic thin films on organic surfaces. Thin film growth using ALD is determined exclusively by sequential self-limiting gas-surface reactions, thus, precise control of nucleation and growth may be enabled by judicious choice of the surface chemistry. In addition, in many cases the processing temperatures for ALD are lower compared to those for CVD, making them more compatible with surfaces possessing organic functionality.

Compared to other film growth techniques, relatively few studies have examined the ALD of inorganic thin films on the surfaces of organic materials. A large fraction of this work does not involve growth on the organic, but instead the use of a SAM to block growth of an inorganic thin film [65]. For example, SAMs have been shown to be effective masking agents for the ALD of HfO$_2$ [66], Pt [67], TiO$_2$ [68], ZrO$_2$ [69], ZnO [70], Ir [71], Co [72] and Ru [73], where in most cases a SAM with a -CH$_3$ termination was employed. Concerning growth on SAMs, the ALD of WC$_x$N$_y$, using B(C$_2$H$_5$)$_3$, WF$_6$, and NH$_3$ as the thin film precursors, has been examined on SAMs possessing -Br, -CH$_3$, and -CN terminations [74]. On -Br and -CH$_3$ terminated SAMs, no measurable growth took place in the initial ~100 cycles of ALD. Growth on the -CN terminated SAM, in contrast, appeared similar to growth on SiO$_2$ with no organic functionality. In another study, investigators used a gold surface
patterned with -OH and -CH$_3$ terminated SAMs to spatially control the subsequent deposition of TiO$_2$ using Ti[OCH(CH$_3$)$_2$]$_4$ and H$_2$O [75]. In a mixed layer of these same SAMs, it was found that the morphology of the subsequently deposited TiO$_2$ depended on the relative surface concentration of -OH vs. -CH$_3$ terminations [76]. In a different system, it was shown that ALD of Al$_2$O$_3$ from H$_2$O and Al(CH$_3$)$_3$ on a -CH$_3$ terminated SAM results in a very rough 3-d film, while ALD on SiO$_2$ gives much smoother 2-d thin films [77]. The roughness of the Al$_2$O$_3$ thin film grown on the -CH$_3$ terminated SAM could be significantly reduced by using isopropyl alcohol in place of water in the first ~20 cycles [78]. In this work it was argued that the isopropyl alcohol could better “wet” the surface of the -CH$_3$ SAM. In another study, Al$_2$O$_3$ films were grown on -COOH terminated SAMs formed on H-terminated Si [79]. Here it was shown that the SAM prevented oxidation of the underlying Si, which takes place if no SAM is present. Furthermore, in situ IR showed that Al$_2$O$_3$ films grown on the -COOH SAM were similar to those grown on SiO$_2$. For a -COOH terminated SAM on a gold substrate, tunneling current measurements showed that a thin interfacial layer of Al$_2$O$_3$ deposited on the SAM by ALD protected the SAM during subsequent evaporation of the Al top electrode [80].

ALD using copper(I) N,N’-di-sec-butylacetamidinate, [Cu(§Bu-amd)]$_2$, and H$_2$ has been used to form a thin Cu film on top of a -COOH terminated SAM [81]. Here IR and XPS analysis demonstrated no diffusion of Cu to the SAM/Si interface, or damage to the SAM layer. Furthermore, during ALD Cu forms a bidentate complex with the SAM endgroup, interacting with both the -OH and C=O oxygen atoms, a phenomenon not observed when Cu is evaporated on a -COOH SAM. ALD has also
been used to fabricate thin layers of a (Ti,Al)Ox/SiOy/(-CH2)nOz inorganic-organic hybrid material, and nanolaminates of this hybrid and (pure) TiO2 or Al2O3 ALD thin films [82,83]. The hybrid layers were formed by sequential pulses of a vinyl-terminated (-CH=CH2) SAM precursor (7-octenyltrichlorosilane), “activation” of the layer by exposure to O3, followed by a single titanium isopropoxide/H2O or trimethylaluminum/H2O ALD cycle. STEM images revealed clear differences in contrast between layers of pure TiO2, next to layers of the inorganic-organic hybrid as thin as the length of the backbone of a single SAM molecule. Finally, in addition to these experimental studies, computational work has been undertaken concerning the initial stages of ALD on a number of thin organic layers [84,85].

The goal of this chapter is to provide a review of recent work, conducted mostly in the Engstrom research group, concerning the formation of inorganic-on-organic interfaces. First, the formation of tailored interfacial organic layers (IOLs), including SAMs, will be described. As discussed above, in many cases SAMs with relatively simple structures will be insufficient for some applications. Consequently, work concerning the formation of IOLs with both regular [86] and random [87] branched microstructures which are grown, i.e., not deposited whole, will also be discussed. This will afford us the opportunity to discuss methods that may be used to characterize the organic layers themselves, including XPS, contact angle, and ellipsometry. The next topic of discussion will be the initial steps of interface formation- the chemisorption of transition metal coordination complexes on surfaces terminated with these organic layers. Here the focus is on characterizing the reactions of Ti[N(CH3)2]4 and Ta[N(CH3)2]5 with a variety of IOLs using surface sensitive
techniques including in situ XPS [88] and supersonic molecular beam scattering [89]. These two precursors are used for ALD and CVD of TiN$_x$ [90-93] and TaN$_x$ [94,95], materials which have a number of applications, including use as barriers to prevent copper diffusion into dielectric materials in micro- and nanoelectronic devices [96]. In related work, the adsorption and decomposition pathways of Ti[N(CH$_3$)$_2$]$_4$ and Ta[N(CH$_3$)$_2$]$_5$ on Si(100)-2×1 and -NH$_x$ terminated surfaces, as well as the growth of thin TiC$_x$N$_y$ films by CVD using Ti[N(CH$_3$)$_2$]$_4$ have been examined [97-102].

The final topic to be discussed involves an examination of the growth of TiN$_x$ thin films on organic layers using ALD [103,104], with emphasis on the evolution of the growth processes. Here there is an opportunity to make connections between phenomena occurring in the monolayer regime, to phenomena occurring in both the nucleation and the steady-state stages of growth. There are good correlations and connections in a number of cases, but there are also gaps in the understanding of inorganic-organic interface formation.

### 3.3. The formation of inorganic-organic interfaces

The following sections will highlight the surface-sensitive characterization carried out after various steps of the process of inorganic-organic interface formation. Afterwards, we may make connections between the chemistry, density and structure of the organic layers, the composition, density and spatial distribution of the chemisorbed transition metal layer, and the rate of growth and morphology of the subsequently grown/deposited inorganic thin film.
3.3.1. Formation and characterization of interfacial organic layers

3.3.1.1. Experimental approach

Concerning the structure of organic layers to be used in this application, there are three factors that are important—these are the type, density and dimensionality of the organic functional groups. These factors are considered in schematic form in Fig. 3-1, where the parameter space that one may cover using density and dimensionality is displayed. Concerning the synthesis and/or assembly of the organic layers, there are a number of considerations, including the phase that is used for the synthesis (liquid or vapor), patterning where necessary, using methods such as microcontact printing [105] or “dip-pen” lithography [106], and the complexity of the formation process. Some SAMs can be formed in a single step, while others, due to functional group incompatibility, must undergo post assembly conversion. Likewise, surface initiated and grown oligomers and polymers can also be distinguished by the complexity of the synthesis, which can be a simple “single pot” process, or one involving multiple step, additive reactions. The latter could include processes such as molecular layer deposition [107-109], a molecular organic version of ALD.

The entire palette of surface analytical tools can be applied to the characterization of thin organic layers [1, 110], but this chapter will emphasize primarily the application of four techniques—contact angle, ellipsometry, XPS, and AFM.
Figure 3-1: Parameter space accessed by interfacial organic layers using the factors of density and dimensionality. Here we show four versions of IOLs schematically and in cross-section.
Contact angle [111] can verify the presence of certain classes of functional groups at the surface, and contact angle hysteresis, the difference between values measured using an advancing and receding contact line, is a measure of the uniformity of the layer [112]. Ellipsometry (particularly multiple wavelength, or spectroscopic ellipsometry) [113-115] provides an excellent measure of the average thin film thickness, even for layers as thin as 1 nm. These techniques allow for quick evaluation of the layers, which can be an effective screen to verify the quality of the synthesis. In terms of quantifying the chemical composition of thin layers, XPS [116,117] is probably the most powerful, noninvasive, useful and accessible technique. It can give absolute densities/concentrations if appropriate calibration standards are used, and holds the potential for depth resolution using ARXPS. In many cases information concerning bonding in the surface layers can be achieved from binding energy shifts in the core levels. Vibrational spectroscopies such as Fourier transform infrared (FTIR) spectroscopy [118] can often be applied to great effect to reveal the presence of specific functional groups, but are problematic concerning quantifying their concentration or spatial location. Regarding the direct imaging of the organic layer, atomic force microscopy (AFM) is capable of providing information on the organic layer structure/morphology over relatively large areas of the surface, which is useful in assessing the uniformity of the organic layer, and identifying structures such as islands or defects in the organic [119-121].
3.3.1.2. Straight-chain self-assembled monolayers

Perhaps the most examined form of interfacial organic layers are straight-chain SAMs such as alkylthiols [2] and alkylsilanes [122]. These classic systems are represented by a simple structure—a headgroup that binds to the surface, an alkyl backbone, and finally a tailgroup defined by an organic functional group (OFG). The headgroup is chosen to effectively couple to the chemistry of the starting substrate—e.g., thiols on Au, or silanes on SiO$_2$. Regarding the three factors referred to above, the type is determined primarily by the tailgroup OFG, the density can be controlled up to a saturation value by the duration of the self-assembly process, and the dimensionality is essentially 2-D (assuming the starting substrate is flat and smooth).

A variety of straight-chain SAMs has been employed as platforms to examine how the type of SAM affects chemical reactivity as judged by both XPS [88] and supersonic molecular beam scattering [89]. The SAMs consist of either $\equiv$Si-(CH$_2$)$_{17}$-CH$_3$, $\equiv$Si-(CH$_2$)$_{12}$-NH$_2$, or $\equiv$Si-(CH$_2$)$_{11}$-OH covalently bound to a 20–25 Å layer of SiO$_2$ on Si(100). This SiO$_2$ layer, referred to as “chemical oxide”, was used throughout this work, and is reported to have a surface density of Si-OH groups of $\sim 5 \times 10^{14}$ cm$^{-2}$ [122,123]. The SAMs were formed by first exposing a chemical oxide substrate to liquid solutions of Cl$_3$-Si-(CH$_2$)$_{17}$-CH$_3$, (octadecyltrichlorosilane, ODT), Cl$_3$-Si-(CH$_2$)$_9$-CH=CH$_2$ (10-undecenyltrichlorosilane), and Cl$_3$-Si-(CH$_2$)$_{11}$-CN (11-cyanoundecyltrichlorosilane), respectively. The first of these produces, in one step, a hydrophobic -CH$_3$ terminated SAM. The second two can be converted, post-assembly, to -OH and -NH$_2$ terminated SAMs [88]. A larger set of SAMs, including these three,
have been examined for their effects on subsequent inorganic thin film growth using ALD [103,104].

Quantifying the absolute density of a SAM is a challenge. Unlike alkylthiolate SAMs on Au(111), essentially without exception alkysilanes on SiO$_2$ do not form ordered, epitaxial-like structures, a feature that can often be exploited to quantify coverage. Provided a suitable reference standard exists, XPS can be quantitative, however. The values required to provide a quantitative analysis include: \textit{x-ray photoelectron cross-sections} for the standard and the sample (both well known), \textit{atomic density} of the standard (well known), \textit{transmission function} of the analyzer (well known), and inelastic mean free path/\textit{attenuation length}, $\lambda$, of photoelectrons in the standard (well known) and the sample of interest (in general, unknown). Thus, it is this last quantity that is most problematic concerning using peak intensities in XPS to compute absolute coverages and/or densities.

For a uniform thin film of thickness $d$, the correction factor to account for attenuation effects has the form $\delta/[1 – \exp(-\delta/\cos \theta)]$, where $\delta = d/\lambda$, and $\theta$ is the take-off angle of the photoelectrons. In previous work [88], results obtained by others concerning attenuation lengths of alkanethiols on Au measured using x-ray synchrotron radiation [124] were used. Combined with measurements of the physical thickness of the SAM from ellipsometry, we could estimate $\delta = d/\lambda = 27$ Å/24.5 Å = 1.10, and make an appropriate correction for attenuation effects. Alternatively, results from ARXPS for photoemission from either the underlying substrate [e.g., from O(1s)] or the thin film itself [e.g., from C(1s)] could have been used to measure the quantity $\delta$ directly [125]. For the case of ODTS on chemical oxide, such data was
collected was used to determine $\delta = 0.85$ \cite{88}. If this value had been employed vs. what we employed in previous work (1.10), densities of $2.76 - 3.57 \times 10^{14}$ molec-cm$^{-2}$ would have been calculated vs. the previously reported $3.09 - 3.99 \times 10^{14}$ molec-cm$^{-2}$, for the two $=\text{Si-}(\text{CH}_2)_{17}\text{-CH}_3$ SAMs examined there. These former values, using a $\delta$ that is $\sim$23% smaller, gave densities that are smaller by $\sim$ 12% compared to that published previously. In fact, it is shown easily that in the limit of $\delta \to 0$ that the correction becomes simply $\cos \theta$, i.e., independent of $\delta$, and the relative uncertainties in $\delta$ are halved in the correction factor. Thus, it seems that for most SAMs of $d < 30$ Å, and accounting for all experimental uncertainties, XPS can estimate the density of the layers to within $\pm 20\%$ given knowledge of $\delta$ to within $\pm 40\%$. This should be kept in mind when discussing results that make use of these densities, such as calculations of the adlayer stoichiometry.

3.3.1.3. Interfacial organic layers with branched microstructure

Straight chain SAMs have been investigated extensively, and provide a wide variety of chemistries useful for a number of applications. There are some applications, however, where more complicated structures are desired or necessary—layers with branched and/or interconnected microstructures, or layers that possess a 3-d distribution of active sites/functional groups. Such layers could be deposited from solution in a single step, or grown from a surface. One could argue that the latter method may be superior in terms of producing dense layers, as the packing of large
oligomers and macromolecules on surface could lead to defects on the order of the size of the molecule.

The growth of dendritic oligomers has been examined [86], borrowing directly from the chemistry used to make divergent-type polyamidoamine (PAMAM) dendrimers [126,127]. In solution, one begins this synthesis with a core amine. On a surface, SAMs terminated with primary amines were used. The amine termination of the SAM molecule, or anchor, provides a branch point, from which one expects to double the density of terminal -NH₂ groups for each “generation” of dendron. Two specific molecules were investigated for use as anchors: \( \text{CH}_3\text{CH}_2\text{O-Si-(CH}_3\text{)}_2(\text{CH}_2)_3-\text{NH}_2 \) [(3-aminopropyl)dimethylethoxysilane], and \( \text{Cl}_3\text{Si-(CH}_2\text{)}_{11}-\text{CN} \) (11-cyanoundecyltrichlorosilane), which after assembly and hydroboration forms \( =\text{Si-(CH}_2\text{)}_{12}-\text{NH}_2 \). These will be referred to as Gen-0-\( n \)C, where \( n = 3 \) and 12, with \( n \) corresponding to the number of carbon atoms in the alkyl backbone. Subsequent reaction of the amine group with methyl acrylate \( [\text{CH}_3\text{O(C=O)CH=CH}_2] \) then ethylenediamine, \( \text{H}_2\text{N-(CH}_2\text{)}_2-\text{NH}_2 \), produces a layer with -NH₂ terminations, Gen-1-\( n \)C, ideally double in density of that of the starting anchor layer. The final products of these reactions are displayed in ball-and-stick form in Fig. 3-2. Decreases in both the static contact angle, as well as the contact angle hysteresis, indicate that the density and uniformity of the hydrophilic functional groups at the surface increase from Gen-0 to Gen-1. Thickness measurements from ellipsometry are also agreement with the expectations based on molecular models for the reactants, e.g., the layers increased in thickness by about 5-6 Å from Gen-0 to Gen-1.
Figure 3-2: Ball and stick models of the two -NH₂ terminated first generation PAMAM dendrons, which differ in terms of the length (3 or 12) of their straight chain anchor: Gen-1-3C (left) and Gen-1-12C (right).
The use of XPS in this work provided a quantitative measure of both the density of the layers, and the efficiency of the conversion from Gen-0 to Gen-1. Unlike the straight chain SAMs described above, these PAMAM layers are “stuffed” with functional groups. At Gen-1, there are 2 primary amines, one tertiary amine and 2 amide groups per anchor. Thus, identification of the layer from chemical shifts in the C(1s) feature is quite plausible in this case. In addition, there should be 5 N atoms per anchor if the conversion is 100%. In Fig. 3-3(a), the C(1s) feature for both the Gen-1-3C and the Gen-1-12C layers has been plotted. The data is well described by a fit to three peaks, assuming contributions from 3 types of binding environments for C atoms: aliphatic, R-CH$_2$-R, amino, R-CH$_2$-NH$_2$, and amidic R-\(\text{C}(=\text{O})\)-NH-R. The stoichiometry measured by XPS (not accounting for attenuation effects) was in both cases close to the theoretical expectation. By modeling the overall intensities for the C(1s) peaks to estimate absolute densities, it was determined that the conversion from Gen-0 to Gen-1 was ~ 26% for the 3C anchor, and ~ 90% for the 12C anchor. The N(1s) signal could also be used to estimate the efficiency of the conversion. In Fig. 3-3(b) are plotted the N(1s) XP spectra for Gen-0 and Gen-1 for both anchors. For 100% conversion, ignoring effect of photoelectron attenuation, the intensity of the N(1s) feature should increase by a factor of 5 after conversion. However, the integrated N(1s) intensity increases by a factor of 1.5 for the 3C anchor and 3.42 for the 12C anchor. These results agree with that obtained from analysis of the C(1s) peaks, and are consistent with the more efficient conversion of the longer anchor, Gen-0-12C.
Figure 3-3: XP spectra of the (a) C(1s) and (b) N(1s) features for the Gen-1 PAMAM dendrons with 3 carbon (3C) and 12 carbon (12C) anchors displayed in Fig. 3-2. Gen-0 represents the -NH$_2$ terminated straight-chain anchor, and Gen-1 the first-generation dendron. The C(1s) features were fit to three peaks corresponding to contributions from aliphatic (284.6 eV), amino (286 eV), and amidic (288.4 eV) carbons. Spectra have been shifted along the ordinate to facilitate presentation.
Potential causes for less than 100% conversion of the –NH₂ branching sites are discussed in detail elsewhere [86], and include steric limitations arising from the density and flexibility of the anchors, as well as hydrogen bonding between the terminal -NH₂ and –OH(a) species on the substrate (particularly in the case of the much shorter Gen-0-3C).

A potential disadvantage of the PAMAM dendron growth approach is that it involves multiple (deterministic) steps, which may be unacceptable for certain technological applications where speed and throughput are important. As an alternative, surface-initiated growth of polyglycidol (poly-G) from the base catalyzed reaction of glycidol [87] which takes place in a continuous and random fashion, was considered. The method adopted to form poly-G layers on SiO₂ was first demonstrated by Khan and Huck [128], and is similar to bulk-phase methods used to make free-standing branched polyethers [129]. The stoichiometry of the layer is set by the monomer (excluding the anchor, O:C is 2:3), and as the film grows the ratio of -OH sites to C atoms quickly approaches the limiting value of 1:3, while the thickness is determined simply by the reaction time. Under the conditions used here the growth rate of the poly-G layer is ~1.1 Å-min⁻¹ [87]. Fig. 3-4 displays ball-and-stick models for poly-G₂ and poly-G₆, where poly-Gₙ is an oligomer consisting of n monomer units. XPS, AFM, and contact angle measurements on these films are consistent with the formation of a continuous hydrophilic thin film (all contact angles < 20°), where the RMS roughness increased from 6.8 to 11.7 Å as the film thickness increased from 30 to 84 Å.
Figure 3-4: Ball and stick models of polyglycidol at two stages of growth: an oligomer of 2 monomeric units (poly-G$_2$), and another with 6 (poly-G$_6$). Each of these represents one of a number of possible configurations. For poly-G$_n$, there are $n!$ possible isomers.
Measurement of the Si(2p) substrate peak for a series of poly-G thin films gave a value for the attenuation length of 48.3 Å, a value that is somewhat larger than the values discussed above for the alkyl backbone SAMs (24.5 and 31.8 Å). This may indicate an overall lower electron density in poly-G, likely due to differences in molecular-level packing, porosity, and possibly molecular weight for this hyperbranched thin film.

XPS was used to make an estimate for the density of the -OH sites present in the poly-G layers, using the C(1s) feature to calculate the density of C in the layer, and the theoretical 1:3 C to -OH limiting ratio. This analysis assumes also that the poly-G is a continuous layer of constant density, in which functional groups are distributed uniformly. Making use of the attenuation length indicated above resulted in calculated densities of -OH of 3.1, 3.8, 4.6, and $4.5 \times 10^{21}$ sites-cm$^{-3}$ for thin films of 30, 47, 66 and 84 Å in thickness (measured by ellipsometry). Making use of these thicknesses, effective 2-d densities of -OH for these 4 cases can be calculated, resulting in values of: 0.92, 1.8, 3.0 and $3.8 \times 10^{15}$ sites-cm$^{-2}$. All of these values are well above (factors of 2-8) what one could achieve from a well-packed alkyl backbone SAM with a single terminal functional group (~ $0.46 \times 10^{15}$ sites-cm$^{-2}$).

Because ALD processes are typically conducted at elevated temperatures, the thermal stability of the organic layer in vacuum is of interest in this application. In a study of the thermal stability of straight-chain -CH$_3$ terminated alkyl SAMs (C$_4$, C$_8$ and C$_{18}$) on SiO$_2$ [130], lack of changes to the HREELS spectra or contact angle upon annealing in UHV up to temperatures as high as 467 °C was cited as evidence for stability. In other work, AFM and contact angle measurements have indicated
degradation and/or disordering of a C18 SAM annealed to 120-150 °C at pressures of 10^{-2}-10^{-3} Torr [131]. For a 84 Å poly-G film, a series of in vacuo anneals, followed by in situ XPS, have indicated modest changes up to a substrate temperature of ~ 200 °C, with more significant changes above this temperature, including decomposition and/or degradation between 250 and 350 °C. This is consistent with measurements of the stability of poly(ethylene oxide) in vacuum, a chemically similar molecule also containing C-O-C bonds in the backbone [132-136]. In poly(ethylene oxide), degradation takes place by random scission of the polymer chain, producing volatile oligomers, in the temperature range of 190–420 °C.

At this point we will return to the issue of the measurement of the attenuation length \( \lambda \) of thin organic films, as we are now in position to summarize results for a variety of IOLs. Fig. 3-5 shows \( \lambda \) for photoelectron emitted from the C(1s) core level (Mg Ka excitation, \( \sim 968.6 \) eV kinetic energy) for ODTS, poly-G, and two conjugated oligo(phenylene-ethynylene) SAMs of different lengths deposited on Au [137]. The \( \lambda \) measured for an octadecanethiol SAM on gold by Lamont and Wilkes (interpolated value) [124] is also shown for reference. Values of \( \lambda \) are plotted against the density of valence electrons in the film, as the contribution to attenuation from scattering off valence electrons is known to dominate as compared to the contribution from core-level electrons. As expected, a decrease in \( \lambda \) with increasing valence electron density is observed. Fitting this data to a power law relationship results in an exponent of -0.77 ± 0.29, using linear weighting. Including only our results gives values of -0.80 or -0.85 (linear vs. logarithmic weighting).
Figure 3-5: Attenuation length $\lambda$ for electrons representing photoemission from the C(1s) core level as a function of the density of valence electrons in the organic film. Mg Kα x-ray radiation gives an electron kinetic energy of $\sim 970$ eV for the C(1s) level. The solid line represents a fit to a power law (exponent of $-0.77 \pm 0.29$), whereas the dashed line is a prediction of the Ashley equation [Ref. 138].
Assuming an isotropic distribution of scattering sites, and considering inelastic scattering events only, an exponent of -1 would be expected.

For comparison, also plotted in Fig. 3-5 are the values expected from an empirical relationship between electron inelastic mean free path (IMFP) and valence electron density developed by Ashley [138], which is a power law with an exponent of -1. In all cases, the values predicted by the Ashley equation are higher than the measured values. A slight overestimation is expected by the Ashley equation, since it accounts only for scattering only off of valence electrons. Somewhat better agreement between predicted and measured values can be obtained using the TPP-2M relation [139], which includes additional material parameters. A possible source of deviation between the expected IMFP and the measured λ is elastic scattering, which can lead to complicated, potentially non-exponential attenuation functionality [140]. All in all, the values found for the attenuation lengths are within expectations, and lend weight to their use in the calculations that follow.

3.3.2. Reaction of transition metal coordination complexes with interfacial organic layers

The first step in the formation of inorganic-on-organic interfaces involves the reaction of the inorganic containing species, e.g., a transition metal coordination complex, with a pre-existing organic layer, which could be considered the first half-cycle in an atomic layer deposition process. Key objectives in studying this reaction include quantifying the kinetics of adsorption, the spatial extent of reaction, and the
structure of the adlayer. All of these may have a role in determining the final properties of the inorganic-organic interface, including electrical, thermal, and mechanical properties.

3.3.2.1. Experimental approach

Precise control of reactant exposures is essential to quantify the evolution of the adlayer with time, thus, focus has been on the use of ultrahigh vacuum (UHV) techniques, primarily XPS, to examine the chemisorption of transition metal compounds on interfacial organic layers. Examination under well-controlled UHV conditions ensures that the reaction products are not further modified by reaction with either residual gases or by exposure to the atmosphere. In this approach, the organic layer is first formed and characterized on an appropriate substrate using the techniques described above in Sec. 3.3.1. Next, the sample is transferred into one of two custom-designed UHV chambers \([141,142]\), and exposed to controlled amounts of the transition metal coordination complex of interest. In one chamber, exposures are achieved using a glass capillary array doser \([88,141]\), leading to fluxes at the sample surface of \(\sim 10^{12}-10^{13} \text{ molec-cm}^{-2}\cdot\text{s}^{-1}\). In the other, a collimated supersonic molecular beam \([89,142]\) is used, giving fluxes at the sample surface of \(\sim 10^{15} \text{ molec-cm}^{-2}\cdot\text{s}^{-1}\). Here the angle of incidence could also be varied, and interactions between the surface and metal coordination complexes could be probed using molecular beam reflectivity techniques \([89]\). After dosing, XP spectra could be collected immediately for regions representing the substrate [Si(2p), O(1s)], the organic layer [C(1s), O(1s),
N(1s)], and the transition metal complex [Ti(2p), Ta(4p), Ta(4d), Ta(4f), C(1s),
N(1s)]. Substrates could be subjected to a series of exposures, affording the
opportunity to obtain a corresponding series of XP spectra, including ones taken at
variable take-off angle (ARXPS).

3.3.2.2. The kinetics of adsorption

3.3.2.2.1. Coverage-exposure relationships

In cases where adsorption is dissociative and effectively irreversible, the
kinetics of adsorption can be quantified by obtaining the *coverage-exposure
relationship*. This can be achieved by employing XPS to monitor the absolute
coverage of the transition metal. If the incident flux is also known, or can be
calculated, the coverage-exposure relationship can be used to estimate the absolute
value of the coverage-dependent probability of adsorption. Self-limiting, saturated
adsorption of the thin film precursors is essential to ALD, and the coverage-exposure
relationship is a direct indicator of the formation of a saturated adlayer.

Fig. 3-6 presents representative coverage-exposure relationships for
Ti[N(CH₃)₂]₄ adsorbed on chemical oxide, and two straight-chain (-OH and -CH₃
terminated) SAMs at a substrate temperature of Tₛ = -50 °C (results were similar at Tₛ
= 30 and 110 °C). In these experiments, Ti[N(CH₃)₂]₄ was delivered to the substrate
via a glass capillary array doser.
Figure 3-6(a): Coverage-exposure relationship, deduced from XPS, for the adsorption of Ti[N(CH₃)₂]₄ on chemical oxide, -OH and -CH₃ terminated SAMs, at a substrate temperature of -50 °C. highlighting the low exposure regime, which illustrates the differing initial slopes. The fits to the data, shown as smooth curves, are for a first-order Langmuirian model of adsorption.
Figure 3-6(b): Coverage-exposure relationship, deduced from XPS, for the adsorption of Ti[N(CH₃)₂]₄ on chemical oxide and an -OH and -CH₃ terminated SAMs, at a substrate temperature of -50 °C emphasizing the high exposure regime and the saturation coverage. The fits to the data, shown as smooth curves, are for a first-order Langmuirian model of adsorption.
The ordinate represents the density of Ti estimated from XPS [88], without making any corrections for attenuation effects (vide infra). Fig. 3-6(a) highlights the low exposure regime, which demonstrates most effectively differences in the initial probabilities of adsorption. The data for larger exposures, in Fig. 3-6(b), best indicate differences in the densities at saturation. All data could be fit well to a model assuming first-order Langmuirian kinetics, \( \frac{d\theta}{dt} = \left( S_{R,0}F/n_s \right) (1 - \theta) \), where \( \theta \) is the fractional coverage of the chemisorbed species, \( S_{R,0} \) is the initial (zero-coverage) reaction probability, \( F \) is the incident flux, and \( n_s \) is the density of the chemisorbed species at saturation. From inspection, for these conditions chemical oxide is the most reactive surface (\( S_{R,0} \) largest), whereas the surface terminated with the -CH₃ SAM is the least reactive. Using estimates for both the absolute coverage (not attenuation corrected), and the absolute exposure, results in initial probabilities of adsorption in this case of 0.48, 0.19 and 0.09 for the adsorption of Ti\([\text{N(CH}_3\text{)}_2]_4\) on chemical oxide and the -OH and -CH₃ terminated SAMs, respectively. The value on chemical oxide is close to unity, and given experimental uncertainties in the estimates for the absolute coverage and incident flux, it is plausible that the actual value is indeed unity. In this regard, a value close to unity was found using molecular beam techniques for Ti\([\text{N(CH}_3\text{)}_2]_4\) reacting on chemical oxide [89]. The data shown in Fig. 3-6 also indicate that the capacity of the surface to adsorb the Ti complex depends on the surface termination. As may be seen the (apparent) saturation coverage follows in the same order as the initial probability of adsorption. Clearly, the identity or type of functional group has a large influence on the reactivity of the surface. What remains
concerning this data is to determine the spatial extent of reaction, and, if necessary, make corrections to the saturation densities due to attenuation of the Ti signal.

3.3.2.2. Effects of microstructure of the organic layer on reactivity

Sec. 3.3.1.3 described how both regular and irregular, randomly branched oligomers and polymers could be grown from a surface. These layers naturally introduce a way to increase the density of reactive functional groups, and to increase the dimensionality of the arrangement of groups in the organic layer. In Sec. 3.3.1.1 these two features were identified, along with the identity of the functional group, as the factors important in controlling inorganic-organic interface formation. Fig. 3-7(a) presents the coverage exposure relationship for Ta[N(CH$_3$)$_2$)$_5$ reacting at room temperature with the straight chain anchor, ≡Si-(CH$_2$)$_{12}$-NH$_2$ (Gen-0-12C), and with the first generation dendron (Gen-1-12C, cf. Fig. 3-2). Here again, these densities, estimated from the Ta(4d) peak intensities, are uncorrected for attenuation effects. The initial probability of adsorption appears to be approximately the same for both layers, $S_{R,0} \sim 0.028$. This could reflect the intrinsic reactivity of this Ta complex with the terminal -NH$_2$ groups present in both layers. At higher exposures it can be seen that the two sets of data diverge, and the chemisorptive capacity of the Gen-1-12 layer exceeds that of the anchor by at least a factor of 2. This result is not surprising given the increase of the terminal -NH$_2$ groups from Gen-0-12C to Gen-1-12C indicated by the data shown above in Fig. 3-3(b).
Figure 3-7: Coverage-exposure relationship, deduced from XPS, for the adsorption of Ta[N(CH$_3$)$_2$)$_5$ at 25 °C on (a) a Gen-0 and Gen-1 PAMAM dendron, and (b) two different thicknesses of poly-G. Absolute densities were calculated from XPS.
A similar set of results is considered in Fig. 3-7(b) where the (uncorrected) coverage-exposure relationship for Ta[N(CH_{3})_{2}]_{5} reacting with two different thicknesses of polyglycidol (poly-G, cf. Fig. 3-4) is presented. Similar to the results obtained on the regularly branched dendron, here we also find that the initial reactivity of the surface depends only weakly on the thickness of the organic layer, with \( S_{R,0} \sim 0.10 \) (0.06) on the 30 Å (84 Å) thick poly-G layer. The chemisorptive capacity of the surface is clearly higher for the thicker, more branched organic layer, however.

### 3.3.2.3. Spatial extent of reaction

Essential to developing an understanding of inorganic-organic interface formation is not only quantifying the amount of adsorption by the transition metal coordination complex, but also the details of the reaction—where does the complex react, and what is the extent of reaction? This subsection will concern the former, the spatial extent of reaction, and the next subsection (3.3.2.4) will concern the latter.

In order to quantify the location of the chemisorbed species with respect to the vacuum/organic and the organic/substrate (e.g., SiO_{2}) interfaces, ARXPS has been employed. ARXPS offers many advantages with respect to competing techniques. For example, direct imaging techniques such as transmission electron microscopy (TEM) and scanning TEM (STEM) are not only invasive, but are problematic concerning the imaging of organic materials and the air-sensitive near-monolayer adlayers that interest us here. Sputter depth profiling is also invasive and lacking concerning the analysis of the thin, relatively sensitive layers formed here. ARXPS can provide both
chemically specific and spatially resolved information assuming that the distribution
of adsorbed species can be safely assumed to be one of a handful of simple cases.
Even if the assumed model is over-simplified, ARXPS can nevertheless identify
important trends concerning the spatial extent (i.e., depth from the IOL/vacuum
interface) of adsorption in these systems.

Given the two-dimensional nature of the simpler IOLs, a reasonable
assumption is that the transition metal complex forms a 2-d monolayer upon
chemisorption, buried beneath the vacuum/organic interface by a distance $d_{ML}$.
Neglecting photoelectron diffraction effects, and assuming that the organic overlayer
is uniform, the predicted variation of the photoelectron intensity with take-off angle is
given by $I(\theta) = (I_0/\cos \theta) \exp[-d_{ML}/(\lambda \cos \theta)]$, where $I_0$ is the unattenuated intensity
($d_{ML} = 0$) at the normal (0°) take-off angle, $\theta$ is the take-off angle, and $\lambda$ is the
attenuation length of the photoelectrons. Fig. 3-8 displays the predicted form for $I(\theta)$
as a function of take-off angle for a series of values of $d_{ML}/\lambda$. To highlight the change
in functional form with changing values of $d_{ML}/\lambda$, all values are normalized to $I$ at $\theta = 0°$. For $d_{ML}/\lambda \geq 1$, $I(\theta)$ decreases continuously with increasing take-off angle. For
intermediate values $1 > d_{ML}/\lambda > 0$ the intensity passes through a maximum, and in the
limit of $d_{ML}/\lambda \rightarrow 0$ it approaches the functional form $1/\cos \theta$. This last form simply
represents an increase in the area of the surface “seen” by the detector as the take-off
angle is increased. Practically, due to the effects of finite sample sizes and surface
roughness, it is difficult to collect meaningful data beyond a take-off angle of $\theta \sim 75°$. 
In most cases, this range of take-off angles is sufficient to obtain useful information
concerning the spatial extent of reaction.
Figure 3-8: Predicted form for the photoemission intensity, $I(\theta)$, as a function of takeoff angle, $\theta$, for a series of values of $d_{ML}/\lambda$. $d_{ML}$ is the depth of the 2-d monolayer of photo-emitters, and $\lambda$ is the attenuation length. To highlight the change in functional form with changing values of $d_{ML}/\lambda$, all curves are normalized to $I$ at $\theta = 0^\circ$. 
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Fig. 3-9 displays the results from ARXPS for take-off angles of $\theta = 0^\circ$-65$^\circ$ for the adsorption of Ti$[\text{N(CH}_3\text{)}_2]_4$ on two straight chain SAMs: one with -NH$_2$ termination, and one with -CH$_3$ termination [88]. The trend of the Ti(2p) intensity with take-off angle is opposite for these two cases, indicating the Ti complex is near the SAM/vacuum interface and has reacted with the terminal -NH$_2$ group in the first case, whereas the Ti complex has penetrated the -CH$_3$ terminated SAM layer, and has reacted with residual -OH$(a)$ present at the SAM/SiO$_2$ interface in the second. A fit to these data, shown by the smooth curves, gave values for $d_{\text{ML}}/\lambda = 0.12 \pm 0.09$ for the -NH$_2$ SAM, and 0.86 ± 0.19 for the -CH$_3$ SAM. Making use of the attenuation length found using the methods described above in Sec. 3.3.1.2, and correcting for photoelectron energy, $\lambda$ for the Ti(2p) photoelectrons was calculated to be 28.8 Å. Using this value, the depth of the chemisorbed layer was found to be $d_{\text{ML}} = 3.5 \pm 2.6$ Å and 24.8 ± 5.5 Å for the -NH$_2$ and -CH$_3$ SAMs, respectively. These can be compared to measured thicknesses of ~14 and 27 Å for the -NH$_2$ and -CH$_3$ SAMs, respectively. These results are consistent with the reaction of Ti$[\text{N(CH}_3\text{)}_2]_4$ with the terminal -NH$_2$ group on the -NH$_2$ SAM, and at the SAM/SiO$_2$ interface with the -CH$_3$ SAM.

A potentially more complex example is provided by the adsorption of Ta$[\text{N(CH}_3\text{)}_2]_5$ on the Gen-1 PAMAM dendrons. These layers, as described in Sec. 3.3.1.3, possess functional groups on their (branched) backbones, in addition to the terminal -NH$_2$ groups. Fig. 3-10(a) presents ARXPS results for Ta$[\text{N(CH}_3\text{)}_2]_5$ adsorption on the Gen-1-3C and Gen-1-12C dendrons [86].
Figure 3-9: Integrated area of the Ti(2p) feature as a function of takeoff angle for saturated layers of Ti[N(CH₃)₂]₄ on straight-chain -NH₂ and -CH₃ terminated SAMs. The smooth curves are a fit to the model that assumes that the Ti is present in a 2-dimensional monolayer buried at a depth $d_{ML}$ from the SAM/vacuum interface (cf. Fig. 3-8).
Figure 3-10: Integrated peak area of the Ta(4f) region for saturated layers of Ta[N(CH$_3$)$_2$)$_5$ on (a) -NH$_2$ terminated PAMAM dendrons, and (b) an 84 Å thick polyglycidol layer. In (a) the smooth curves are a fit to the model that assumes that the Ta is present in a 2Vd monolayer buried at a depth $d_{ML}$ from the SAM/vacuum interface. In (b) we display a fit to two models: the 2-d model as in (a) and Fig. 3-8, and a thin film model that assumes the Ta is uniformly distributed in a thin film which extends from the IOL/vacuum interface to a depth of $d_{TF}$.
For comparison, results are also shown for the anchor, Gen-0-12C, which is the straight-chain -NH₂ SAM considered in Fig. 3-9. First, taking note of the absolute intensity of the Ta signals, we see that these results verify those considered in Fig. 3-7(a), which showed that the branching step increases the chemisorptive capacity of the surface. We also see that the results for the two Gen-1 layers are similar at near normal take-off angles, but diverge at larger take-off angles, where the intensity from the Gen-1-3C layer is larger. This means that more of the Ta is near the surface on the Gen-1-3C layer, but, due to the higher degree of attenuation of the Ta signal in the Gen-1-12C case, there is actually more Ta adsorbed on the Gen-1-12C layer. Fits of these data to the 2-d monolayer model described above give these values: \( \frac{d_{ML}}{\lambda} = 0.02 \pm 0.22 \) (Gen-0-12C), \( 0.22 \pm 0.06 \) (Gen-1-3C), and \( 0.48 \pm 0.08 \) (Gen-1-12C). Thus, penetration is least on the straight-chain anchor, and is the most on the branched dendrons formed from the longer anchor. This is consistent with the higher dimensionality of the arrangement of active sites in the Gen-1 dendrons. Again, making use of ARXPS of C(1s) for the bare dendrons, \( \lambda \) can be estimated and thus the absolute depth of penetration can be calculated. For the three cases we find \( d_{ML} = 0.3 \pm 3.1 \) Å (Gen-0-12C), \( 5.7 \pm 1.4 \) Å (Gen-1-3C), and \( 8.5 \pm 1.5 \) Å (Gen-1-12C). From ellipsometry the thickness of the latter two layers is 11.2 and 19.5 Å, and thus it seems that adsorption involves reaction with the branched backbones on the Gen-1 dendrons.

As a third example, we consider the adsorption of Ta[N(CH₃)₂]₅ on poly-G. As described above in Sec. 3.3.1.3, in poly-G films, potentially reactive -OH sites are distributed throughout the film, not confined to the top surface. Thus, one may
anticipate applying a different assumption concerning the distribution of chemisorbed Ta species in the adlayer. One simple model could be a uniform distribution of species throughout a thin film which extends from the vacuum interface to a depth of $d_{TF}$. The appropriate functional form in this case is $I(\theta) = I_0[1 - \exp[-d_{TF}/(\lambda \cos \theta)]]$, where $I_0$ now represents the intensity from an infinitely thick film possessing this density of species. Fig. 3-10(b) displays a plot the results from ARXPS for a saturation exposure of Ta$[\text{N(CH}_3)_2]_5$ on a 84 Å thick poly-G thin film [87]. As may be seen, the 2-d model and the thin film model fit the data equally well, and are indistinguishable from each other for take-off angles $\theta = 0^\circ$-60$^\circ$. Above angles of 65$^\circ$ the two models diverge. These observations indicate two things. First, there is motivation to collect data at very shallow (> 70$^\circ$) take-off angles, provided sample size, electron optics, surface roughness, and elastic scattering effects can be dealt with. Second, given the results presented here, over take-off angles of 0$^\circ$-60$^\circ$, it is reasonable to expect only a single metric from the analysis—the average depth of penetration. For the results in Fig. 3-10(b), $d_{ML}/\lambda = 0.31 \pm 0.09$ and $d_{TF}/\lambda = 0.76 \pm 0.28$. Again using results from ellipsometry and ARXPS of the substrate Si(2p) feature the attenuation length of Ta(4f) photoelectrons in these poly-G layers can be estimated to be $\lambda = 50.1$ Å. Thus, the mean depth of penetration found from the two models is $\langle d \rangle = 16 \pm 4$ Å (2-d model) and 20 ± 7 Å (thin film model), values indistinguishable given the uncertainties. Given the nature of the exponentially damped weighting function it is expected that the thin film model will consistently predict a slightly larger value for the average depth of penetration. A final question involves how these values may depend upon the thickness of the poly-G layer. Analysis of ARXPS data using the 2-d
model from thinner layers gave values of $\langle d \rangle = 15 \pm 4$ Å (30 Å thick poly-G) and $19 \pm 4$ Å (66 Å thick poly-G). Thus, the average depth of penetration was confined to the range $15-19 \pm 4$ Å for all layers investigated.

3.3.2.4. Structure and composition of the chemisorbed species in the saturated adlayers

For the amido coordination complexes considered here, chemisorption involves a simple ligand exchange reaction:

$$M[N(CH_3)_2]_n(g) + -R-XH(a) \rightarrow -R-X-M[N(CH_3)_2]_{n-1}(a) + HN(CH_3)_2(g)$$

where $M = Ti, Ta$ (and $n = 4, 5$), and $X = O$ or NH. An important question is what happens after this initial reaction, and how might additional ligand exchange reactions depend on the identities of the functional groups, their density, and their arrangement in three-dimensional space. Considerable insight can be achieved if the stoichiometry of the adlayer can be deduced, so important values to measure are the density of functional groups present (cf. Sec. 3.3.1), the density of the metal center (previous parts of this Sec. 3.3.2.), and the number of ligands retained by the complex (this subsection). Identifying the nature of the chemisorbed species present at saturation coverage could have significant implications concerning additional reactions between this adlayer and, for example, co-reactants introduced in subsequent cycles of atomic layer deposition.
3.3.2.4.1. Correlation between M and OFG densities

One expects a strong correlation between the density of the metal center at saturation and the density of organic functional groups. On one set of surfaces, based on results from ARXPS, reaction has occurred between Ti[N(CH$_3$)$_2$]$_4$ and residual -OH(a) at the SAM/SiO$_2$ interface. This was found to be the case for a straight-chain, -CH$_3$ terminated SAM, ≡Si-(CH$_2$)$_7$-CH$_3$ (assembled at 2 different densities), and for two SAMs possessing reactive tail groups, ≡Si-(CH$_2$)$_{11}$-OH, and -Si-(CH$_3$)$_2$(CH$_2$)$_3$-NH$_2$, i.e., Gen-0-3C. In the case of the -OH SAM, adsorption was modeled as being divided between reaction at the SAM/SiO$_2$ interface, and at the reactive -OH tail group [88], while in the case of Gen-0-3C it is assumed that all species react at the SAM/SiO$_2$ interface. Fig. 3-11 shows the Ti density at the SiO$_2$/SAM interface as a function of the SAM density. Also included on this plot is the bare chemical oxide surface. In this plot, the density of Ti has been corrected for attenuation effects. As may be seen, there is a negative correlation between the Ti density and the density of the SAM. This is of course consistent in this case as the SAMs, when formed, bind to the substrate via the -OH(a) groups, and thus they are not available to bind the Ti complex. For the SAMs with -NH$_2$ and -OH terminations, lower Ti saturation densities are observed at a given SAM density as compared to the -CH$_3$ terminated SAMs. This may be due to the presence of partially decomposed Ti complexes bound at the SAM/vacuum interface that could block the diffusion of other Ti complexes to the SAM/SiO$_2$ interface.
Figure 3-11: The density of Ti atoms produced by saturation exposures to Ti[N(CH$_3$)$_2$]$_4$ ($T_s = 25 \, ^\circ$C) as a function of the SAM density, as deduced from XPS, for mostly unreactive SAMs. The data point on the ordinate represents the starting surface, chemical oxide. In all cases, the Ti density has been corrected for attenuation effects and represents that attributed to adsorption at the SAM/SiO$_2$ interface. For the -OH SAM, adsorption of Ti at the SAM/vacuum interface is also implicated [Ref. 88], and this value is considered in Fig. 3-12.
Of most interest here are the examples where the complex reacts with the functional group on the IOL. Fig. 3-12 contains a plot of a set of results for Ti[N(\text{CH}_3)_2]_4 reacting with straight chain alkyl or aromatic [137] SAMs possessing either a terminal -OH or -NHR end group. Again the results for reaction on the -OH SAM were modeled as occurring both at the OFG and the SAM/SiO$_2$ interface—here that due to the OFG is plotted. As may be seen, all of these results indicate a Ti:OFG ratio of approximately 1:2. Two scenarios are possible: first, half of the OFGs may react with each transition metal complex, while the other half do not, possibly due to steric effects. Second, two OFGs could react with each transition metal complex. In the former, a single -N(CH$_3$)$_2$ ligand would be exchanged, while two would be exchanged in the latter case. This issue will be revisited below. Fig. 3-12 also plots the result for the adsorption of Ti[N(\text{CH}_3)_2]_4 on the branched dendron, Gen-1-3C. For the plots shown here, the dendron OFG density was calculated assuming contributions from both the terminal primary amines, -R-NH$_2$, and the amides, -C(=O)NH-. Given this assumption, the stoichiometry of Ti:OFG is also 1:2 for this case. Thus, there is a strong tendency towards this stoichiometry for the adsorption of Ti[N(\text{CH}_3)_2]_4 on -OH, -NHR, and -C(=O)NH- containing layers at room temperature.

In Fig. 3-13 the reaction of Ta[N(\text{CH}_3)_2]_5 on a variety of IOLs is considered. First plotted in (a) are the results for the Ta:OFG ratio for the Ta complex reacting with the -NH$_2$ terminated straight-chain anchors, and the first-generation dendrons [86]. Here, for comparison the results for the Ti complex displayed in Fig. 3-12 are re-plotted. We see that for the Ta complex the 1:2 ratio for Ta:OFG is also implicated by the data.
Figure 3-12: The density of Ti atoms produced by saturation exposures to Ti[N(CH$_3$)$_2$]$_4$ ($T_s = 25$ °C) as a function of OFG density, as deduced from XPS, for IOLs with reactive endgroups and backbones. For 5 of the cases, the SAMs possess either a straight chain alkyl or aromatic backbone and a single terminal -OH or -NHR endgroup. For the branched PAMAM dendron (Gen-1-3C), both terminal amine, -NH$_2$, and the backbone amide group, -C(=O)NH-, contribute to the OFG density. In all cases, the Ti density has been corrected for attenuation effects.
Figure 3-13(a): The density of Ta atoms produced by saturation exposures to Ta[N(CH$_3$)$_2$]$_5$ (T$_s$ = 25 °C) as a function of OFG density, as deduced from XPS, for two generations of PAMAM dendrons, and both the 3C and 12C anchors. For the Gen-1 dendrons both terminal amine, -NH$_2$, and the backbone amide group, -C(=O)NH-, contribute to the OFG density. For comparison, the results shown in Fig. 3-12 for Ti[N(CH$_3$)$_2$]$_4$ on reactive IOLs are reproduced here also.
Figure 3-13(b): The density of Ta atoms produced by saturation exposures to Ta[N(CH$_3$)$_2$]$_5$ (T$_s$ = 25 °C) as a function of OFG density. The IOLs here are three thicknesses of poly-G, and one layer of poly-G that has been modified by a -NH$_2$ terminated SAM. In all cases, the Ta or Ti density has been corrected for attenuation effects.
Thus, for both the Ti and Ta complexes, reactions on IOLs that are mostly two-dimensional in the configuration of their OFGs (only the Gen-1 dendrons have some 3-d character), the prevailing stoichiometry is a 1:2 M:OFG ratio for adsorption at room temperature. To further specify the nature of this interaction, the number of ligands lost upon chemisorption must be determined.

Fig. 3-13(b) shows a plot the results for Ta[N(CH$_3$)$_2$]$_5$ reacting with poly-G, where there is a definitive 3-d character to the configuration of the -OH groups [87]. For the thinnest poly-G layer, we see that there are approximately 2 -OH groups (available to react) per chemisorbed Ta complex, consistent with the trend discussed above. For the thicker films, the implied Ta:OFG ratio is much smaller, and there are ~ 4.5 and 5.3 -OH groups (available to react) per Ta complex for poly-G films of 66 and 84 Å in thickness. These results suggest that ligand exchange could be extensive for adsorption on the thicker layers. Indeed, this inspired an additional set of experiments, to be discussed in the following subsection. Fig. 3-13(b) also displays the result from a “hybrid” organic layer. This layer was formed by first growing a 84 Å thick poly-G film, and then exposing it to the molecule used to form the Gen-0-3C layer, 3-aminopropyltrimethylethoxysilane, CH$_3$CH$_2$O-Si-(CH$_3$)$_2$(CH$_2$)$_3$-NH$_2$. Here one anticipates reaction between the ethoxy group and the -OH in the poly-G layer, forming new -NH$_2$ terminations. Fig. 3-13(b) shows the density of -NH$_2$ formed in this conversion, calculated from XPS, but uncorrected for attenuation effects. Ignored for the moment are unreacted -OH sites in the poly-G layer. Note that the density of -NH$_2$ formed in this case (~ 4.9 × 10$^{14}$ molec-cm$^{-2}$) was larger than that formed by reaction of this same molecule on chemical oxide (~ 3.2 × 10$^{14}$ molec-cm$^{-2}$). The uncorrected
density of Ta formed by a saturation exposure was found to be \( \sim 2.5 \times 10^{14} \text{ molec-cm}^{-2} \). As ARXPS was performed on the reacted adlayer \( (d_{ML}/\lambda \sim 0.2) \), a corrected value for the Ta density of \( 3.3 \times 10^{14} \text{ molec-cm}^{-2} \) could be cited. However, concerning the Ta:OFG ratio it is probably better to consider the two uncorrected values, as they may be equally affected by attenuation effects. Doing so results in a Ta:OFG ratio of 1:2, again fitting into the trend identified for a number of the systems considered here.

3.3.2.4.2 Stoichiometry of the chemisorbed species in the saturated adlayers

A final issue to be considered in this subsection concerns the amount of ligand exchange that occurs when the Ti and Ta complexes react with these interfacial organic layers. The atomic N:metal ratio of the saturated adlayer can be calculated using the N(1s) and either the Ti(2p) or one of many Ta [Ta(4p), Ta(4d), Ta(4f)] photoelectron intensities, and applying corrections related to the photoemission cross-sections and analyzer transmission. One anticipates that attenuation effects may be quite similar for N and M (Ti or Ta), as N remaining in the film is still likely bound to the metal center. In the case of layers consisting of chemical oxide, and only C, H and O are in their backbones and terminal groups, the only N in the film comes from the metal complex. In these cases the N:metal ratio is a direct indicator of the number of ligands retained by the metal complex on chemisorption. In cases where N exists in the IOL, their presence must be accounted for to accurately estimate the amount of ligand exchange occurring.
We first consider results for the chemisorption of Ti[N(CH_3)_2]_4 on simple straight chain alkyl SAMs, for a series of substrate temperatures. Fig. 3-14 shows a plot the number of ligands retained as a function of substrate temperature, for adsorption on chemical oxide and the SAMs with -CH_3, -OH and -NH_2 termination. Except for one case (chemical oxide, T_s = 30 to 110 °C), in all cases the number of ligands retained is a decreasing function of T_s, indicating ligand loss is thermally activated. For either -OH or -NH_2 termination, reaction of the Ti complex with 2 functional groups will release 2 HN(CH_3)_2 as products, and form 2 linkages with the alkyl SAM tail groups (scheme 1a). This seems to be the case for adsorption at T_s = 50 °C. The slightly higher value on the -CH_3 SAM could reflect steric crowding at the SAM/SiO_2 interface. At room temperature and above, on average ~ 1.2-1.8 ligands are retained on all surfaces, except the data point for the -NH_2 SAM at T_s = 110 °C where on average only 0.4 are retained. For reaction with 2 -NH_2 groups, sufficient hydrogen exists to remove 3 or even 4 ligands via the formation of imine linkages (scheme 1b). The loss of 3 ligands via reaction with 2 -OH groups is problematic, as sufficient hydrogen does not exist to produce 3 HN(CH_3)_2 molecules. In these cases, formation of a metallacycle, specifically an azametallacyclopropane (scheme 1c) is possible [143]. Finally, reaction between adjacent Ti complexes may also be in play, where a Ti center might react with a neighboring ligand, liberating an H atom and forming a Ti-(CH_2)-N linkage, similar to metallacycle formation.

Next to be considered is the adsorption of Ta[N(CH_3)_2]_5 on the -NH_2 terminated anchor and Gen-1 layers. First, on the short Gen-0-3C anchor that each Ta center retains an estimated ~ 3.1 ligands.
Figure 3-14: Number of \(-\text{N}(\text{CH}_3)_2\) ligands retained by \(\text{Ti}[\text{N}(\text{CH}_3)_2]_4\) after chemisorption on three straight-chain SAMs (terminated by \(-\text{CH}_3\), \(-\text{OH}\), and \(-\text{NH}_2\)) and bare chemical oxide, as a function of substrate temperature.
Scheme 3-1: Possible structures formed by the reaction of transition metal coordination complexes Ti[N(CH₃)₂]₄ and Ta[N(CH₃)₂]₅ with amine-functional organic layers.
Reaction in this case could be equivalent to that shown for Ti in scheme 1a, where the Ta complex would form 2 Ta-NH-R linkages. On this short anchor reaction with interfacial -OH might also occur, forming Ta-O-Si linkages. On the longer anchor, Gen-0-12C, ligand loss is more significant and on average 1.1 ligands are retained, suggesting imine formation (2 linkages), and retaining a single N(CH$_3$)$_2$ ligand. On the Gen-1 layers significant loss of ligand is implicated: on average only 0.3 (Gen-1-3C) and 1.4 (Gen-1-12C) ligands are retained by the Ta center. For the Gen-1 layers, about 1 branch (comprising one amine and one amide group) is available per Ta complex to react. In terms of moieties that may form with a single branch, two examples are given in scheme 1d and 1e, and both of these lead to the loss of 2 ligands. In order to lose additional ligands the terminal -NH$_2$ groups could form imine linkages, or schemes 1d and 1e may combine with -OH groups at the SAM/SiO$_2$ interface (more likely for the short anchor, Gen-1-3C), or with functional groups on other branches to produce additional loss of ligand. It is also conceivable that metallacycles could form. The situation is certainly complex, and a number of additional reactions may occur under the actual growth conditions of ALD (vide infra) that are not considered in Scheme 1.

The reaction of Ta[N(CH$_3$)$_2$]$_5$ with poly-G, and poly-G modified with the aminoalkoxysilane presents an interesting example of the effect of the IOL on the adlayer stoichiometry. For pure poly-G films, the number of -N(CH$_3$)$_2$ ligands retained by Ta[N(CH$_3$)$_2$]$_5$ can be calculated unambiguously from the measured N:Ta ratio. Spectra from the N(1s) and Ta(4p$_{3/2}$) regions for saturated layers of Ta[N(CH$_3$)$_2$]$_5$ on chemical oxide, 30 Å poly-G, 84 Å poly-G, and 84 Å poly-G modified by the Gen-0-3C -NH$_2$ terminated SAM are shown in Fig. 3-15.
Figure 3-15: XP spectra of saturated layers of Ta[N(CH$_3$)$_2$]$_5$ for the N(1s) and Ta(4p$_{3/2}$) regions. The substrates include, top to bottom, bare chemical oxide, two thicknesses (30 and 84 Å) of poly-G, and an 84 Å poly-G film modified by a -NH$_2$ terminated SAM prior to exposure to Ta[N(CH$_3$)$_2$]$_5$. The spectra have been shifted along the ordinate to facilitate the presentation.
Focusing on the first 3 of these, we see by inspection that the Ta complex retains the most number of ligands on chemical oxide, followed by the thinner poly-G layer, and finally the thicker poly-G layer. Making appropriate accounting for the photoelectron cross-sections for the N(1s) and Ta(4p$_{3/2}$) peaks, on average $2.9 \pm 0.3$, $1.4 \pm 0.3$, and $0.6 \pm 0.2$ N(CH$_3$)$_2$ ligands are retained by Ta[N(CH$_3$)$_2$]$_5$ on these 3 surfaces. In regard to the result on chemical oxide, although the density of -OH sites is high on this surface, the sites are confined to a 2-d plane, which is nearly atomically flat. Thus, there may be steric limitations in terms of ligand exchange reactions, and at room temperature they appear to be limited to 2. What may lead to higher loss of ligand on poly-G films? One obvious factor is the distributed 3-d nature of the -OH sites in poly-G, as well as the fact that they are attached to a relatively flexible backbone. Thus, on the thicker poly-G film, the terminal -OH can probably virtually surround the Ta complex, stripping it almost entirely of ligands. Referring back to the estimates for the Ta:OFG ratio [cf. Fig. 3-13(b)] values of 1:2.2 (30 Å) and 1:5.3 (84 Å) were found. Thus, there is sufficient density of -OH on the thicker layer to facilitate almost complete ligand removal.

Moving on to the result for Ta[N(CH$_3$)$_2$]$_5$ on the poly-G layer modified by the -NH$_2$ terminated SAM, its effect is quite spectacular. The N:Ta ratio on this layer is 4.0. Using the densities uncorrected for attenuation, a Ta:OFG ratio of 1:1.96 is calculated for this case. Thus, it appears the Ta complex retains on average 2 ligands, and loses 3, upon reacting with this modified layer. If the reaction in this case were limited to the -NH$_2$ groups, this implies either imine or metallacycle formation. Perhaps equally as likely, however, is participation of -OH that has not reacted with...
the aminoalkoxysilane. In any event, the modification of the poly-G has made the layer much less aggressive in terms of ligand removal, and \( \sim 1.4 \) more ligands are retained. The fact that the modification reduces the total amount of Ta\([N(CH_3)_2]\_5\) chemisorbed and its depth of penetration \( (d_{ML}/\lambda \sim 0.2 \) with -NH\(_2\) modification, \( d_{ML}/\lambda \sim 0.31 \) without), while decreasing the number of ligands lost, suggests that modification may not only change the chemistry of the topmost layers, but also increases the density, retarding diffusion to lower layers where additional -OH sites are present.

Examining the reactions of Ti\([N(CH_3)_2]\_4\) for the 9 chemically distinct systems reviewed here, no obvious trends of ligands retained/lost with OFG identity, density or dimensionality could be established. In 8 of the 9 systems, the Ti center retained an average of 1.47 ligands for adsorption at room temperature, spanning a range of 1.19-1.95. The most noticeable effect of OFG identity concerning the Ti complex is probably the results for \( T_s = 110 \) °C \( (cf. \) Fig. 3-14), where the -NH\(_2\) terminated SAM is the outlier, retaining one less ligand on average vs. chemical oxide, and the -OH and -CH\(_3\) terminated SAMs. These differences are not seen at room temperature, where the number of ligands retained is \( \sim 1.5 \) for both -NH\(_2\) and -OH terminated layers.

For the reaction of Ta\([N(CH_3)_2]\_5\) the results for the number of ligands retained is also not particularly clear for the 8 chemically distinct systems reviewed here. On the straight-chain and branched -NH\(_2\) terminated layers, the number of ligands retained spans a large range, from 0.3-3.1. Note, however, that this upper limit value of 3.1 is for reaction on Gen-0-3C, where for the Ti complex, reaction with the underlying chemical oxide at the SAM/SiO\(_2\) interface was implicated. Participation of the underlying substrate is also suggested here for Ta, as the number of ligands
retained on chemical oxide is ~ 2.9. The value for the poly-G layer modified with the aminoalkoxysilane, namely 2.0, also lies within the aforementioned range, but is above the range of 0.3-1.4, which one obtains if the Gen-0-3C results are excluded. One could conclude from these results that ligand loss is minimized on surfaces possessing a mostly 2-d configuration of -OH sites. This idea is supported when considering the reaction of the Ta complex on the unmodified poly-G layers. Here the thickest, most 3-d in character poly-G layer retained the least number of ligands (0.6), chemical oxide the most (2.9), with the thinner poly-G layer retaining an intermediate amount (1.4). This observation highlights the importance of both density and dimensionality, as the thick poly-G layer could almost entirely strip the Ta complex of its ligands.

3.3.3. Atomic layer deposition on organic layers

As discussed in Chapter 1, much still remains to be learned concerning the initial stage of nucleation in ALD. As ALD involves sequential, self-limiting chemical reactions, one can expect that the chemistry and microstructure of the surface will have a strong effect on the early stages of film growth. Thus, the observations made in Sec. 3.3.2 will hopefully prove to be useful in building an understanding of the first few cycles of ALD. An important concern here is the effect of substrate temperature. Although ALD is typically a lower temperature process than CVD, the IOLs utilized here may be affected by thermal degradation, prior to deposition and/or during growth, as reviewed above in Sec. 3.3.1.3. The importance of the survival of the organic layer
is dependent upon the application. Where the organic layer is present only to promote nucleation and growth, degradation prior to growth, e.g., due to substrate heating, would likely not be desired as it could affect the density and/or configuration of OFGs present in the IOL. These issues should be kept in mind when drawing comparisons between growth via ALD and the observations made concerning the initial chemisorption regime discussed above in Sec. 3.3.2.

3.3.3.1. Experimental approach

ALD is conventionally carried out in low-pressure systems, where the flow is typically viscous and laminar and the operating total pressure is on the order of 1 Torr. The experiments to be described below take an alternative approach, making use of the custom-designed UHV system discussed in Sec. 2.5 [142], which is better suited to an examination of the ALD process, as opposed to the high throughput formation of “device quality” thin films. In this approach, although there is no upper limit on exposure (product of pressure \( \times \) time), there is a pressure limit (the highest pressure used in these experiments is \( \sim 10^4 \) Torr). For the systems examined, this might prove to be an issue for the NH\(_3\) exposure step, as there is evidence for a catalytic effect of NH\(_3\) on transamination ligand exchange reactions [85]. If this does occur, then the extent of the completion of ligand exchange reactions occurring in the NH\(_3\) exposure cycle may be reduced at the reduced pressure employed in this process. One may expect this to mostly effect the composition of the growing thin film.
Besides enabling the use of a variety of *in situ* analytical probes, working in UHV offers a number of additional benefits. First, the IOLs are brought to reaction temperature in UHV, minimizing potential degradation associated with background gases present in more conventional ALD systems. Second, in our system the transition metal complex is introduced via a well-collimated supersonic molecular beam, which permits one to use stepwise substrate translation (perpendicular to the supersonic beam) to vary exposures spatially on a *single* substrate [142]. A typical experiment produces a terraced thin film where each terrace represents a different experiment, e.g., differing by total number of ALD cycles, or exposure per cycle to the transition metal complex [104]. Given sufficient spatial resolution, each terrace can be analyzed *ex situ* separately, which provides a series of “snapshots” of the ALD process, improving experimental throughput and run-to-run reproducibility.

As shown in Sec. 3.3.2, the chemical functionality and molecular structure of the IOL has strong effects on the chemisorption of the transition metal complex. As this is in essence the first half cycle of ALD (possibly conducted at a lower temperature than actual ALD) one expects that the IOL will affect the nucleation and early stages of growth of ALD. To examine these effects, the focus will be on the use of characterization techniques that can provide information on the *kinetics of growth* and the *morphological evolution* of the inorganic film. Concerning the kinetics of growth, one key measure will be the thickness of the film as a function of the number of cycles of ALD. A variety of techniques are available for measuring film thickness, including direct imaging (SEM, TEM, STEM), and quicker, though more indirect techniques which may be used *in situ* or *ex situ*. The latter set includes ellipsometry,
interferometry, x-ray photoelectron attenuation, mass change measured by quartz crystal microbalance, and several others. The results reviewed here will rely on thickness measurements using ellipsometry, with a subset of these measured also using Rutherford backscattering spectroscopy (RBS) and cross-sectional STEM. Concerning film morphology, AFM provides quick, direct, and quantifiable information, and therefore will be central to the results presented here. With regard to the chemical composition of the thin films, EELS spectra taken in combination with STEM have been used to calculate relative atomic abundances. XPS has also been conducted on selected films. Both techniques were conducted \textit{ex situ}, so caution must be used in interpreting these results as the films may have reacted with air and therefore may be significantly oxidized, and/or possibly contaminated by volatile organic carbon-containing species.

\textbf{3.3.3.2. Effects of interfacial organic layers on thin film growth via ALD}

\textbf{3.3.3.2.1. Kinetics of nucleation and growth}

The kinetics of nucleation and growth in ALD is a bit of a misnomer, as the technique involves repetitive gas-surface reactions that reach saturation. Thus, although the kinetics embodied in coverage-exposure relationships, considered above in Sec. 3.3.2.2, establish the self-limiting nature of the half-reactions, the “kinetics” of the thickness ($D$) vs. number of cycles ($n$) relationship is mostly connected to the density of active sites present at the beginning of each cycle, steric interactions.
between adsorbed species, and ligand stability. At saturation, for example, the density of accessible active sites is zero. Concerning nucleation, on surfaces where the density of active sites is less than the number of active sites achieved for steady state film growth, there is a transition region, often called an “incubation period.” In this region, the film thickness deposited per cycle \( \frac{dD}{dn} \) increases from each cycle to the next as the original surface is transformed into one representing the steady-state growing film [144,145]. Interfacial organic layers can obviously be used to modify the density of active sites, and perhaps the tendency of the surface to engage in a variable number of reactions with the transition metal complex. Therefore, one expects the IOLs will have a large effect on \( \frac{dD}{dn} \big|_{n \to 0} \). We will see that, in addition to the saturation density of precursor on the surface, the initial rate of growth is also sensitive to the spatial extent of chemisorption and the structure of the chemisorbed precursor.

To provide a baseline, the growth of TiN\(_x\) on chemical oxide using Ti[\(N(CH_3)_2\)]\(_4\) and NH\(_3\) as co-reactants is considered first. As discussed above, Ti[\(N(CH_3)_2\)]\(_4\) is delivered via a supersonic molecular beam, while NH\(_3\) is introduced via a glass capillary array effusive doser. Note that, for a number of ALD chemistries, the chemical oxide surface provides a substrate on which growth is initiated immediately and there is no detectable incubation period due to a high density of -OH(\(a\)). The deposited thickness \( D \) as a function of the exposure \( \epsilon \) to the Ti complex for growth on chemical oxide displays the signature of a saturated half cycle, where growth saturates at \( \sim 2\) A-cycle\(^{-1}\) [103]. In comparison, using a viscous flow reactor, and depending on dose times, values of \( \sim 0.9\text{-}3.0\) A-cycle\(^{-1}\) have been reported for this same process at 180 °C [91]. The variation in \( dD/dn \) with substrate temperature has
also been measured, and used to define the so-called ALD “window,” where the deposited thickness per cycle shows only a weak or no dependence on substrate temperature. For the TiN\textsubscript{x} ALD process reported here, the window appears at ≈ 167-207 °C.\cite{104}

Before moving on to results for ALD on the IOLs, note that \(dD/dn\) vs. \(\varepsilon\) data can be used to estimate an incorporation coefficient for the transition metal complexes reacting with the growing surface at the beginning of the metal half cycle. For TiN\textsubscript{x} it is \(\sim 0.07\) at \(T_s = 167\) and 207 °C for growth initiated on chemical oxide. In comparison, the densities found from RBS are used, the implied coefficient is \(\sim 0.036\). Perhaps the best comparison to make to these data is not the data discussed above in Sec. 3.3.2., as these were for reaction on pristine chemical oxide at \(T_s \leq 110\) °C, but results from molecular beam scattering measurements at temperatures where steady-state decomposition is observed. At \(T_s = 271\) °C the steady-state incorporation probability was \(\sim 0.1\) for Ti[N(CH\textsubscript{3})\textsubscript{2}]\textsubscript{4} reacting on the surface formed from its decomposition.\cite{89} This value is close to that estimated here within the ALD window, but somewhat larger. A larger value could represent the fact that outside the ALD window at higher temperature the coverage of ligands is reduced, and more sites are active to react with the Ti complex.

We now move to a discussion of the results concerning ALD growth on IOLs, one of the core topics of this review. First, as shown elsewhere\cite{104}, saturation behavior for growth on IOLs is similar to the behavior on chemical oxide. One of the most interesting sets of data to consider when comparing growth on different surfaces is the \(D\) vs. \(n\) relationship. Fig. 3-16(a) shows ellipsometric thicknesses for the ALD of
TiN$_x$ on chemical oxide and two unreactive -CH$_3$ terminated IOLs (a C$_{18}$, and a C$_{30}$ straight chain SAM). Results for two substrate temperatures are displayed, representing the lower (167 °C) and upper (207 °C) bounds of the ALD window observed on chemical oxide. The $D$ vs. $n$ relationship on chemical oxide is linear, as would be expected for ideal ALD growth. As can be seen, for these unreactive SAMs, film growth is significantly attenuated. This is expected, since ARXPS indicated that this type of chemical termination leads to chemisorption only at the SAM/SiO$_2$ interface. With the SAM present, accessibility to -OH groups will be limited, and there will be fewer of them, as many make linkages to the SAM Si headgroup. The ability of unreactive straight-chain SAMs to suppress ALD growth has also been observed in work by others using flow type ALD systems [65-73]. Take note of the fact that the longer SAM (TTS) suppresses growth more significantly.

Regarding the effect of substrate temperature, we see that, although the $D$ vs. $n$ on SiO$_2$ is very similar at both 167 and 207 °C, this is not the case for at least one of the SAMs. For the C$_{18}$ SAM, there is a sharp increase in the slope of the relationship at $n \sim 200$ cycles. Note that similar behavior (an abrupt change in the slope, $dD/dn$) is observed for a much shorter IOL, hexamethyldisilazane (HMDS), which produces a monolayer of -Si(CH$_3$)$_3$ species [104]. The approximate slope between 200 and 300 cycles on the C$_{18}$ SAM is close to that observed on bare chemical oxide. This behavior seems to indicate a sudden change in the composition/structure of the topmost layers that result in an increase in the number of available reaction sites.
Figure 3-16: TiN$_x$ film thickness (from ellipsometry) as a function of the number of ALD cycles at $T_s = 167$ °C (empty symbols) and 207 °C (filled). The solid lines correspond to fits to the data using Eq. 3-1. Results are shown for growth (a) on chemical oxide and two unreactive SAMs (ODTS and TTS); and (b) on chemical oxide and three reactive -NH$_2$ terminated, straight-chain and branched IOLs.
For the longer $C_{30}$ SAM, in contrast, there are negligible differences between growth at the two substrate temperatures, and the attenuation of growth is maintained over the entire temperature window. Taken in hand with the results on HMDS not reproduced here, it seems that for the unreactive SAMs the thickness of the layer plays an important role in attenuating growth.

In Fig. 3-16(b) sets of $D$ vs. $n$ data similar to those shown in (a) for growth on three IOLs possessing reactive endgroups are considered, namely the two first generation $-\text{NH}_2$ terminated dendrons considered above in Sec. 3.3.1.3, and one of the $-\text{NH}_2$ terminated anchors. Note the scale on the ordinate in (b) is about twice that in (a). A number of observations can be made from these results. First, there are minimal differences in growth between that on the Gen-1-3C vs. the Gen-1-12C layer, at both substrate temperatures. Recall that these two layers have the same functional endgroup(s), and only differ in the length of their $-\text{CH}_2-$ backbones (3 or 12). The fact that the growth is essentially identical for the two cases would indicate that the ALD film nucleates at the IOL/vacuum interface, thus it is insensitive to the length of the anchor backbone. In addition, the results for the $C_{12}$ straight chain anchor, Gen-0-12C, is essentially indistinguishable from the Gen-1 layers. This is somewhat unexpected, given the fact that the saturation density of $\text{Ta}[\text{N(CH}_3)_2]_5$, representative of the first half cycle of ALD, is significantly higher for the branched layers for adsorption at room temperature as shown above in Sec. 3.3.2.2.2. However, all three IOLs possess reactive terminal groups, which would appear to be essential to explain this behavior.

As may be seen in Fig. 3-16(b), on these reactive IOLs the thickness deposited at 207 °C is approximately double that observed at 167 °C. All three IOLs exhibit
essentially identical behavior, and we see that the growth rate at 207 °C above ~ 200 cycles is approximately that observed on bare chemical oxide. This was not the case for growth at the lower substrate temperature where the attenuation of growth is still apparent at 300 cycles. From these observations it can be concluded that there is still some “memory” of the starting surface for growth at 167 °C. It has been speculated elsewhere [104] that this could involve partial degradation of the IOL, where fragments are bound to the growing surface, occupying sites and suppressing growth.

In Fig. 3-17, growth on four IOLs possessing -OH groups, including three poly-G films of different thickness is considered. First the results on the straight chain -OH terminated SAM are quite similar to those on the reactive -NH₂ terminated layers. Growth on this surface is also faster at the higher substrate temperature (207 °C), and approaches the $dD/dn$ value on chemical oxide after about 200 cycles. Thus, it seems surfaces possessing reactive endgroups arranged mostly in a 2-d array give similar results. For poly-G, however, the thickness of the layer has a large effect. This is quite unlike the behavior of TiNₓ growth on the dendrons [cf. Fig. 3-16(b)], where growth was nearly indistinguishable on the 3 layers representing different thicknesses and degrees of branching. For the 2 thickest layers of poly-G (47 and 84 Å), growth is significantly attenuated. Indeed, $D$ vs. $n$ on these layers is similar growth on TTS, the unreactive -CH₃ terminated C₃₀ SAM (plotted in Fig. 3-17 for comparison). Recall that, for thicker poly-G layers, the saturation density of Ta[N(CH₃)₂]₅ increases [cf. Fig. 3-7(b)], but the depth of penetration does not [cf. Sec. 3.3.2.3]. We must conclude that, for poly-G, the larger saturation density observed in chemisorption does not result in higher $dD/dn$ in ALD because of the nature of the adsorbed species.
Figure 3-17: TiN$_x$ film thickness (from ellipsometry) as a function of the number of ALD cycles at $T_s = 167$ °C (empty symbols) and 207 °C (filled). The solid lines correspond to fits to the data using Eq. 3-1. Results are shown for growth on chemical oxide, a straight chain -OH SAM, and three thicknesses (30, 47 and 84 Å) of poly-G, which also possesses -OH groups. The dashed line shows a fit to the data for TTS, taken from Fig. 3-16.
As described above in Sec. 3.3.2.4.2, for the thickest poly-G layer on average only ~0.6 ligands were retained by the Ta center. The Ta-O-R linkages in these species will not react with/be displaced by NH$_3$, certainly for the partial pressures employed in this work. Thus, these Ta centers will essentially be “dead” concerning further growth. The thinnest poly-G layer, however, retains on average 1.4 -N(CH$_3$)$_2$ ligands, which may exchange with NH$_3$. Finally, although growth is faster on the thinnest poly-G layer, it is still significantly less than that achieved on the -OH terminated SAM, suggesting the “memory” of the starting substrate for growth on this poly-G layer may be associated with the spatial distribution of the reactive endgroups in this layer.

In order to quantify the discussion of $D$ vs. $n$ results, such as those shown in Fig. 3-16 and 3-17, the following phenomenological model equation can be used:

$$D = D'_{\infty} \{n + m(1 - \alpha)[\exp(-n/m) - 1]\} \quad (3-1)$$

where $D$ is the film thickness, $n$ is the number of ALD cycles, $D'_{\infty}$ is the deposited thickness per cycle as $n \to \infty$, and $\alpha$ and $m$ are parameters. This form exhibits the following characteristics: $D|_{n=0} = 0$; $dD/dn|_{n=0} = \alpha D'_{\infty}$, and $dD/dn|_{n \to \infty} = D'_{\infty}$, i.e., the initial deposited thickness per cycle is a fraction $\alpha$ of the asymptotic value ($D'_{\infty}$), but approaches it with an exponential decay constant of $m$ cycles. In this model there is no “incubation” time, where the growth is identically zero, and the functional form is essentially that given previously [103,146]. In Figs. 3-16 and 3-17, the fits to the data given by the smooth solid lines made use of the functional form given by Eq. 3-1,
which in most cases describes the data well. Exceptions are growth on ODTS at $T_s = 207 \, ^\circ C$, and, in general, growth on poly-G.

Fig. 3-18 contains a plot of the attenuation factor $\alpha$, where $\alpha = 1$ represents no attenuation, as a function of the thickness of the IOL at two substrate temperatures: (a) 167 °C; (b) 207 °C. Results are given for both reactive (C$_{11}$-OH SAM, Gen-0-12C, Gen-1-3C, and Gen-1-12C -NH$_2$ terminated IOLs) and unreactive [HMDS, ODTS, TTS, and FOTS, CF$_3$(CF$_2$)$_5$(CH$_2$)$_2$SiCl$_3$] layers. We see that $\alpha$ depends on the chain length (thickness) of the unreactive IOLs. This observation further bolsters the idea that for these unreactive layers nucleation takes place at the SiO$_2$/IOL interface involving reaction with residual -OH($a$), where the thicker layers are more effective at limiting diffusion of the ALD precursors to this interface. Turning to the results for growth on the reactive layers, we see that there is essentially no dependence of $\alpha$ on IOL thickness for these four IOLs, which is consistent with the data shown in Figs. 3-16(b) and 3-17 (-OH SAM data). This observation supports the conclusion that film nucleation takes place at the IOL/vacuum interface for these reactive layers. Compared to the other IOLs, the data for thin (30 Å) poly-G is not fit as well by the model, which may indicate more complex nucleation behavior on these surfaces. A fit to the data for the 30 Å poly-G layer at $T_s = 207 \, ^\circ C$ gives $\alpha = 0.11 \pm 0.09$, which, as may be seen, places it close to the line drawn for the unreactive IOLs in Fig. 3-18(b). One possible explanation for this could be the 3-d distribution of -OH groups in the poly-G layer which, as discussed above in Sec. 3.3.2.3, leads to penetration of the poly-G layers by the metal complex (in that case, Ta[N(CH$_3$)$_2$])$_3$ by on average $\sim 15 \pm 4$ Å.
Figure 3-18: Growth attenuation factor $\alpha$ from Eq. 3-1 as a function of IOL thickness. Data is separated into two groups, one for IOLs with reactive terminations (-OH and -NH$_2$), and the other for those with both unreactive backbones (-CH$_2$-, -CF$_2$-) and terminations (-CH$_3$ and -CF$_3$). Results are shown for (a) 167 °C and (b) 207 °C.
Thus, it seems that both the presence of reactive endgroups and their spatial distribution are important concerning the nucleation behavior.

The behavior of the decay constant, $m$, is somewhat more difficult to interpret as there is greater uncertainty in determining its value. For example, in many cases the best fit value for $m$ exceeds (sometimes greatly) the total number of cycles examined (300 in most cases). The data set that gives the best fit to the model (Eq. 3-1) are the results on the -NH$_2$ terminated IOLs (Gen-0-12C, -1-3C, and -1-12C). At the lowest substrate temperature (167 °C) the values for $m$ are all quite large, ranging from 1040 ± 560 to 2900 ± 2080. At the higher substrate temperature (207 °C), $m$ decreases in all cases, and ranges from 217 ± 107 to 247 ± 77. As discussed elsewhere [104], such a change in $m$ with substrate temperature could indicate a thermally activated reaction may be involved in the change of $dD/\text{dn}$ towards its asymptotic value of $D'_{\infty}$. For example, if IOL degradation does occur as a consequence of ALD growth, these fragments may be bound to the growing surface, and their residence time on this surface could determine the time constant of attenuation. Using $1/m$ as a reaction rate coefficient (and accounting for the total time per cycle) an Arrhenius analysis gives an apparent activation energy of 19 kcal-mol$^{-1}$, with a preexponential factor of $2 \times 10^4$ s$^{-1}$. Using a more reasonable preexponential factor of $10^{13}$ s$^{-1}$ results in an apparent activation energy of 39 kcal-mol$^{-1}$. Both values are consistent with activation energies for bond breaking. If this analysis is correct, then $m$ might be decreased by increasing the time per cycle, or the substrate temperature, although the latter might lead to non-self-limiting CVD-like growth.
3.3.3.2.2. Morphological evolution of thin film topology

In ideal atomic layer deposition, the film grown will have essentially the same topography as the underlying substrate, due to the high degree of conformality that characterizes ALD. However, not unlike the $D$ vs. $n$ relationship, the morphology of a film grown by ALD can be dependent on processes that take place early in growth of the thin film. If the substrate has a low density of nucleation sites, growth in the initial cycles will not occur uniformly across the surface, and may be limited to disconnected islands. Growth per cycle on these islands will be much higher than on the surrounding unreactive areas of the substrate (where it may be essentially zero), leading to the formation of mounds with significant 3-d character. Therefore, if an IOL has the effect of altering the nucleation characteristics of an ALD film, one would also expect it to have an effect on the thin film morphology.

Fig. 3-19 displays atomic force micrographs of TiN$_x$ thin films formed after ALD growth ($T_s = 167$ °C) on chemical oxide, and 5 different IOLs, two possessing no reactive functional groups (HMDS and TTS), one possessing OFGs confined primarily to a 2-d plane (Gen-1-3C), and two possessing a 3-d arrangement of OFGs (poly-G of 2 different thicknesses, 30 and 84 Å). The micrographs are in order of increasing value of the ratio RMS roughness ($\sigma$)/film thickness ($D$). The differences in thin film morphology are readily apparent. The films grown on chemical oxide, the -NH$_2$ terminated dendron, and the short -CH$_3$ terminated IOL (HMDS) exhibit similar microstructure, are smoothest, and are characterized by small, closely spaced grain-like domains.
Figure 3-19: AF micrographs of representative TiN$_x$ films grown by ALD on bare chemical oxide, and a variety of IOLs, including a -NH$_2$ terminated dendron (Gen-1-3C), two unreactive SAMs (HMDS and TTS), and two thicknesses of poly-G. Here $D$ is the ellipsometric film thickness, $\sigma$ is the RMS roughness, and $\xi$ is the in-plane correlation length. All images are 500 $\times$ 500 nm$^2$. 

- **chemical oxide**
  - 60 cycles, $D = 120$ Å
  - $\sigma = 5.8$ Å, $\xi = 290$ Å

- **Gen-1-3C**
  - 100 cycles, $D = 52$ Å
  - $\sigma = 10.5$ Å, $\xi = 300$ Å

- **HMDS**
  - 100 cycles, $D = 63$ Å
  - $\sigma = 14.4$ Å, $\xi = 440$ Å

- **TTS**
  - 150 cycles, $D = 16$ Å
  - $\sigma = 21$ Å, $\xi = 1100$ Å

- **30 Å poly-G**
  - 250 cycles, $D = 142$ Å
  - $\sigma = 36$ Å, $\xi = 820$ Å

- **84 Å poly-G**
  - 300 cycles, $D = 42$ Å
  - $\sigma = 57$ Å, $\xi = 710$ Å
The in-plane correlation lengths (ξ) for these three films, determined from analysis of the power spectral densities, are also similar and span the range of 290-440 Å. It is of interest to note that for these two IOLs the values for initial attenuation factor are similar: \( \alpha = 0.27 \) (Gen-1-3C) and 0.29 (HMDS). Moving on to the results on the 30 Å poly-G thin film we see that the relative roughness, \( \sigma/D \), is similar to that observed on HMDS, albeit for a thicker TiN\(_x\) film, while the features are larger by about a factor of 2, with \( \xi \sim 820 \) Å. A meaningful value for the attenuation factor on this surface at this substrate temperature could not be determined, but at the higher substrate temperature (207 °C) it was \( \alpha \sim 0.11 \), a value smaller than for growth on HMDS or Gen-1-3C. The film grown on TTS is much rougher, and consists of large patches (\( \xi \sim 1100 \) Å), which appear to be only partially coalesced. Indeed, the measured value of the RMS roughness exceeds the thickness of the TiN\(_x\) film estimated from ellipsometry for this film (note of the value of \( \alpha \sim 0.05 \) for TTS). Finally, the in-plane morphology of the TiN\(_x\) film formed on the thicker 84 Å poly-G film appears to be quite similar to that formed on the thinner poly-G thin film (\( \xi \sim 710 \) Å), except that the \( \sigma/D \) of the film is larger and, similar to growth on TTS, the roughness exceeds the thickness of the TiN\(_x\) film. As indicated by the data shown in Fig. 3-17, the attenuation factor for growth on this thick poly-G layer is likely smaller than that observed on TTS.

One would expect the morphology to evolve with film thickness. The micrographs shown in Fig. 3-19 represent snapshots of specific points in this evolution. Fig. 3-20 shows a plot of the evolution of the RMS roughness with film thickness for the 6 cases considered in Fig. 3-19, and one additional case given by a straight chain SAM with -OH termination.
Figure 3-20: RMS surface roughness, measured by AFM, vs. ellipsometric film thickness for TiN$_x$ ALD. (a) Results for growth on chemical oxide, two IOLs with reactive endgroups (Gen-1-3C and an -OH SAM), and two unreactive SAMs (HMDS and TTS). (b) Results for growth on three IOLs with reactive endgroups (an -OH SAM, and two thicknesses of poly-G), and an unreactive SAM (TTS).
As may be seen in (a), growth on chemical oxide leads to the smoothest film. Evolution of roughness for films grown on the reactive IOLs with 2-d character is similar to that on chemical oxide. Growth on the short unreactive IOL, HMDS, is initially rough, but the film smoothens with additional thickness and the roughness approaches that observed on chemical oxide at a thickness of $D \sim 170$ Å. Growth on TTS is quite different. Roughness increases almost linearly with thickness initially, then the film starts to smoothen, similar to the behavior observed on HMDS. As may be seen in (b), films formed on both poly-G layers are quite rough. On the thicker poly-G film, the roughness grows rapidly, faster than the thickness. This result is most likely due to rearrangement of the poly-G film itself, and possibly errors in the calculation of film thickness from ellipsometry. In any event growth on this thicker poly-G layer most closely resembles that on the thick, unreactive TTS layer. Growth on the thinner poly-G layer also results in rough films, but they are much smoother that those formed on the thicker poly-G layer. If they are compared to those grown on the -OH SAM, we see that the roughness exceeds that on the 2-d IOL by $\sim 10$-20 Å. Note that this distance is about the depth of penetration in the poly-G implicated by ARXPS for the Ta complex (cf. Sec. 3.3.2.3).

A final example concerning the effects of the IOL on thin film morphology considers a result from scanning transmission electron microscopy [104]. Fig. 3-21 displays a micrograph (annular dark field image) of a TiN$_x$ thin film with a nominal thickness of $\sim 120$ Å grown on Gen-1-3C at $T_s = 167$ °C. Three distinct layers are observed: the TiN$_x$ thin film; the chemical oxide/Gen-1-3C layer and the Si substrate.
Figure 3-21: (a) Annular dark field transmission electron micrograph of a TiN$_x$ film grown on a -NH$_2$ terminated IOL (Gen-1-3C) at 167 °C. Nominal thickness of the film is ~120 Å. (b) Elemental profiles for Ti, Si and C obtained from corresponding high-resolution electron energy loss spectra. The absolute position of the surface is approximate.
The deposition is very conformal at the nm-scale, as seen from the similarity in the undulations of the TiNₓ/vacuum and the SiO₂/Si interfaces. In this micrograph, however, the chemical oxide layer and the Gen-1-3C layer cannot be clearly resolved—has the IOL undergone some degradation due to the TiNₓ ALD process? In order to make some statement as to the fate of the IOL, the STEM probe was used to acquire electron energy loss spectra (EELS), which can map the chemical composition of the thin film/IOL/SiO₂/Si stack. Also shown in Fig. 3-21 are the depth profiles for Ti, Si and C, as deduced from EELS (step size was 17.9 Å, similar to the expected thicknesses of the chemical oxide and the Gen-1-3C layer). We see that the Ti and Si signal behave as expected. Perhaps the most interesting observation is the peak in the C signal in the location where the Gen-1-3C layer is expected to be. These results support that, at minimum, some fragments of the original Gen-1-3C layer are at the SiO₂/TiNₓ interface, and the layer has not been completely degraded or displaced. Clear resolution of the fate of the IOL from techniques such as STEM, however, remains a significant experimental challenge.

3.3.3.3. Correlations between chemisorption and ALD growth

In the work reviewed here one of the ultimate goals is to identify connections between phenomena occurring in the monolayer regime, which represents surface chemistry, to phenomena occurring in both the nucleation and the steady-state stages of growth, which represent thin film materials science. The first connection/correlation which can be identified involves the attenuation of the initial rate of inorganic film
growth by ALD, and the saturation density of the transition metal coordination complexes on the starting substrate (effectively the first ½ cycle of ALD). First, what is the expectation? If the initial rate of growth is attenuated via a mechanism that changes the density of chemisorbed precursors, but does not change their character (e.g., number of ligands retained) or their accessibility concerning subsequent growth, then one expects a strong correlation. Fig. 3-22 shows a plot of the attenuation factor \( \alpha \) from Eq. 3-1 (using thicknesses \( D \) determined both from ellipsometry and RBS) vs. the saturation density measured from beam reflectivity for four cases: chemical oxide, and 3 straight-chain SAMs terminated by -NH\(_2\), -OH, and -CH\(_3\) groups. The values for \( \alpha \) are from ALD of TiN\(_x\) at \( T_s = 167 \) °C (cf. Figs. 3-16 to 3-18), while the saturation densities for the Ti[N(CH\(_3\)]\(_2\)]\(_4\) precursor are determined from supersonic molecular beam scattering measurements at \( T_s = 25 \) °C [89], where the precursor is delivered to the surface in a way that is identical to that used in the ALD studies [103,104]. There is a good correlation between the attenuation factor and the saturation density for these four cases. A fit of these data to a power law gives an exponent of \( \sim 0.95 \), thus the attenuation factor scales essentially linearly with the density of available sites for the chemisorption of Ti[N(CH\(_3\)]\(_2\)]\(_4\) on these surfaces.

Which systems may not show such a good correlation?—ones where there is a fundamental change in the character of the chemisorbed species, such as adsorption on poly-G (cf. the results shown in Fig. 3-15). Although a direct comparison between the chemisorption of Ta[N(CH\(_3\)]\(_2\)]\(_5\) and the ALD growth of TiN\(_x\) cannot be made, large differences (> factor of 2) in the saturation density of the Ti and Ta amido compounds are not expected.
Figure 3-22: Growth attenuation factor [from ellipsometry and RBS (open symbols); \( \alpha \) in Eq. 3-1] vs. the saturation density of Ti\([\text{N(CH}_3\text{)}_2]\)\(_4\) (at \( T_s = 25 \, ^\circ\text{C} \)) measured from beam reflectivity [89]. For the two data points on poly-G we have estimated the saturation density for exposure to Ti\([\text{N(CH}_3\text{)}_2]\)\(_4\) by using that found for thermal exposures to Ta\([\text{N(CH}_3\text{)}_2]\)\(_5\), and estimated \( \alpha \) using the first measured thickness data point.
Indeed on chemical oxide at $T_s = 25 \, ^\circ C$ the saturation densities are $\sim 6.9 \times 10^{14}$ and $4.4 \times 10^{14}$ atoms-cm$^{-2}$ for the Ti and Ta complexes (thermal gas exposures), respectively, or a Ti/Ta ratio of $\sim 1.6$. For the three other cases where results exist for both complexes (Gen-0-3C, -0-12C, -1-3C) the average value for the ratios of saturation densities of Ti/Ta is $\sim 1.5$. Given a saturation density for Ta, this value can be used to estimate a corresponding one for the Ti complex. An estimate for the attenuation factor for TiN$_x$ ALD on poly-G at $T_s = 25 \, ^\circ C$ can be made making use of the first data point for which a thickness has been reliably measured, as shown in the $D$ vs. $n$ relationship in Fig. 3-17. This is likely an upper bound for $\alpha$. Using this approach, two additional points are plotted in Fig. 3-22 for TiN$_x$ ALD on 30 and 84 Å-thick poly-G. Again the saturation density has been corrected for the likely higher coverage of the Ti complex, and was measured for a thermal gas exposure (not a supersonic beam). We see that these two data points are displaced significantly from that for the other IOLs. Indeed, there seems to be a negative correlation considering only those data for the -OH SAM and the poly-G layers. The discrepancy between these two data points and the trend observed for the other IOLs is likely not explained by the different method of introduction of the metal complex (thermal vs. supersonic), but likely reflects true differences in the nature of the adlayer. A potential argument is that the additional uptake of the precursors by the thick poly-G layer does not aid subsequent growth as the metal complex has been virtually stripped of its -N(CH$_3$)$_2$ ligands, forming an unreactive fully oxidized species as first discussed above in Sec. 3.3.2.4.2. The conclusion from this analysis is that both the density and the identity of the chemisorbed precursors are important concerning subsequent growth.
Poor nucleation as indicated by sluggish initial growth may lead to less-than-ideal topology—e.g., islanded 3-D growth, which would lead to correlations between the kinetics of growth and the thin film morphology. In this case justifiable assumptions can be made concerning how these two phenomena are related. If growth involves first the formation of islands that are well separated, then these islands will grow until they “touch” and eventually coalesce into a uniform thin film. Before coalescence, one can expect the islands to grow both laterally and vertically and perhaps possess a shape similar to a truncated sphere. In this case the roughness should reach a maximum, or possibly exhibit a discontinuity at the point of coalescence. At this point, the height of the island should scale linearly with the spacing between islands, or equivalently the roughness should scale with $N_s^{-1/2}$, where $N_s$ is the island density. Concerning the kinetics one can associate the attenuation factor with the density of the islands via $\alpha = N_{s,IOL}/N_{s,max}$, where $N_{s,IOL}$ is the density of active sites and, hence, the islands on the surface with the IOL, while $N_{s,max}$ is the density of active sites on the untreated chemical oxide. Thus, in this case a log-log plot of the roughness vs. $1/\alpha$ should yield an exponent (slope) of $1/2$.

To examine this correlation we consider only those results for which good estimates for the attenuation factor and relevant results concerning the evolution of surface roughness with thickness exist. Fig. 3-23 is a plot of the RMS roughness vs. $1/\alpha$ for 5 cases: growth of TiN$_x$ on chemical oxide, 2 reactive IOLs (Gen-1-3C and the -OH terminated SAM) and 2 unreactive IOLs (HMDS and TTS).
Figure 3-23: RMS roughness for the early stages of growth vs. $1/\alpha$ for TiN$_x$ ALD on six surfaces. The roughness plotted is either the maximum observed in the early stages of growth (valid for HMDS, TTS, Gen-1-3C and 84 Å-thick poly-G), or, if a maximum is not observed, it is the first value for which we have a thickness (chemical oxide and the -OH SAM) In all cases, cf. Fig. 3-20. The fit to a power law excludes the data point for poly-G, primarily due to the uncertainty in the value for $\alpha$ (again estimated as in Fig. 3-22).
The roughness plotted in these cases was either the maximum observed vs. thickness, as shown in Fig. 3-20(a) for growth on TTS, HMDS, and Gen-1-3C, or if a maximum did not exist, the first value for which a thickness is reported (chemical oxide and the -OH SAM). These data are described well by a power law exponent of \( \sim 0.55 \), close to the value of \( \frac{1}{2} \) discussed above. In general, the degree of attenuation of the initial rate of growth correlates with a rougher film, which is clearly related to a scarcity of nucleation sites and leads to island-type growth in the initial cycles of ALD. Purely for comparison a data point for growth on the 84 Å-thick poly-G IOL is also plotted: here the upper bound for \( \alpha \) that was also used in the construction for Fig. 3-22 was used. Here it should be a lower bound for \( 1/\alpha \). We see that for this correlation of RMS roughness vs. \( 1/\alpha \), the data for growth on poly-G are in better agreement with the overall trend, unlike the case for the data shown in Fig. 3-22. Thus, it appears that the correlation between the attenuation of growth and the surface morphology is more universal than that between the attenuation of growth and the initial uptake of the chemisorbed transition metal complexes.

### 3.4. Conclusions and Outlook

Inorganic-organic interfaces play an important role in a wide variety of existing and emerging applications. Growth of an inorganic thin film on top of a pre-existing organic layer presents considerable challenges, particularly when the organic layer provides electronic, optical, or photonic functionality, as in these cases its properties can be changed dramatically by invasive chemistries. Most of the early
work concerning inorganic-on-organic interface formation involved the evaporative deposition of metallic thin films on polymers or surfaces terminated with self-assembled monolayers. However, more precise control of interface formation can be achieved by making use of transition metal coordination complexes, with suitable ligands, combined with an organic surface possessing an appropriately selected functional group(s).

As a first step to developing an understanding of inorganic-organic interface formation, x-ray photoelectron spectroscopy can be used effectively to determine both the absolute density of molecules present in a self-assembled monolayer and, in selected cases, the presence and concentration of certain functional groups. Evaluation of a dimensionless attenuation factor, $d/\lambda$, via either angle-resolved x-ray photoelectron spectroscopy, or direct estimates of the attenuation length ($\lambda$) and film thickness ($d$), enables these quantitative estimates. These techniques were used to characterize a series of interfacial organic layers possessing a variety of structures and functionalities, from simple straight chain self-assembled monolayers to organic layers with more complex, branched molecular structures. The latter set included both regular and randomly branched oligomers grown from the surface, which can increase the dimensionality of the functional groups present in the monolayer from essentially a 2-d to a 3-d spatial arrangement.

Having characterized one of the reactants in this case, the interfacial organic layers, the reaction of these with two amido compounds with Ti and Ta centers was considered next. In situ XPS was used as a primary technique to quantify the density of species that are formed, their composition, and using angle-resolved XPS, their
spatial distribution. Measurement of coverage-exposure relationships for the Ti\([\text{N(CH}_3\text{)}_2]_4\) and Ta\([\text{N(CH}_3\text{)}_2]_5\) complexes revealed that the initial probability of reaction is determined primarily by the chemical identity of the functional groups present at the surface. The adsorptive capacity/saturation coverage of the organic layer, on the other hand, is determined mostly by the density of the organic functional groups. These trends for the most part held true concerning reactions with organic layers with more complicated, branched structures, possessing functional groups distributed also along their backbones. Angle-resolved XPS revealed that, in the case of straight chain SAMs, for layers lacking a reactive endgroup, e.g., those terminated by \(-\text{CH}_3\), the transition metal complexes penetrate the SAM and react at the SAM/SiO\(_2\) interface, whilst for layers possessing reactive terminal groups, e.g., \(-\text{NH}_2\), the reaction was confined to this endgroup. Adsorption and reaction on branched, multifunctional IOLs, in contrast, produced layers where penetration and reaction with functional groups on the backbone, in addition to the terminal functional groups, was implicated.

Concerning the stoichiometry of the adlayers formed at room temperature, for the IOLs where the OFGs were distributed mostly in a 2-d arrangement, there is a clear tendency towards the formation of species where the transition metal complex has undergone two ligand exchange reactions with these OFGs, producing a 1:2 M:OFG ratio. The reaction with the branched IOLs is more complex. With regular branched polyamidoamine dendrons, reactions between the complexes and functional groups both terminal and on the backbone of the molecule are suggested. In the case of the hyperbranched polyglycidol (poly-G) layers, the high density, 3-d arrangement
of the -OH groups in a sufficiently thick layer can exchange virtually all the ligands in the Ta complex forming a completely oxidized metal center.

ALD on the interfacial organic layers was examined using ex situ ellipsometry, AFM, and in selected cases, RBS and cross-sectional STEM. The deposited thickness \( D \) vs. the number of ALD cycles \( n \) relationship for growth on the IOLs was typically non-linear, exhibiting an attenuated rate of growth initially, which eventually evolved to the rate observed on unmodified chemical oxide. In most cases, the data could be fit to a two parameter model that included an initial attenuation factor, and a constant describing the exponential approach to the unattenuated steady-state rate of growth. Generally, initial growth on unreactive -CH\(_3\) and -CF\(_3\) terminated IOLs is significantly more attenuated than growth on those layers possessing reactive OFGs such as -NH\(_2\) or -OH groups. In the case of growth on the unreactive straight-chain SAMs, the attenuation is greater as the chain length of the SAM increases, consistent with film nucleation at the SAM/SiO\(_2\) interface. For IOLs with reactive endgroups, the initial attenuation of growth was approximately constant with IOL thickness, consistent with nucleation taking place at the endgroup. This was even the case for growth on the -NH\(_2\) terminated first-generation dendrons, which, although branched, possess functional groups confined to essentially a 2-d layer of thickness \( \sim 6 \) Å, thus the strong similarity. On poly-G, particularly 84 Å thick poly-G, growth is strongly attenuated, even though this surface has the largest adsorptive capacity of any IOL examined here. On this surface, nearly all ligands are lost by Ta[N(CH\(_3\))]\(_5\) on chemisorption via reaction with -OH groups, and ALD growth proceeds similarly to growth on an unreactive IOL.
The morphological evolution of films grown by ALD on a variety of IOLs was examined using atomic force microscopy. In general, ALD on IOLs with reactive endgroups confined mostly to a 2-d plane results in a relatively smooth film, similar to growth on unmodified chemical oxide. ALD on unreactive IOLs, on the other hand, is severely 3-d and islanded. Interestingly, growth on the very reactive IOLs—the poly-G layers—is also very 3-d and islanded. This is due to the formation of a highly oxidized Ta complex, which lacks suitable ligands for exchange, and leads to severely islanded 3-d growth. This result suggests that a better candidate for nucleation site amplification would be an organic thin film with a lower 3-d density of reactive sites, possibly leaving some ligands available for reaction in the second half of the ALD cycle. Alternately, an organic thin film with a different type of organic functionality, which do not bind as strongly to the metal center may be used. Bonds formed between the metal center and the organic layer, then, may be more susceptible to disruption in the second half cycle. Such a layer, with amine functionality, is considered in Chapters 4 and 5.

The type, density and dimensionality (spatial distribution) of the organic functional groups present in the organic layer will strongly influence the subsequent growth of the inorganic layer. An identifying feature of the work reviewed here is that results were presented which represent both phenomena occurring in the monolayer regime, and phenomena occurring in the nucleation and the steady-state regimes of thin film growth for the same chemical system. Concerning correlations between the initial rates of growth from the thickness/number-of-cycle relationship, there is good agreement with the saturation density observed at room temperature, particularly for
IOLs which possess an essentially 2-d configuration of active organic functional
groups. The correlation is poor concerning those layers where the OFGs are high in
density and distributed in 3-d. Another correlation involves that between morphology
and the kinetics of growth, and an excellent correlation between the maximum
roughness (or that representing the largest incremental increase) and the degree of
attenuation of the initial rate of growth was found. In the cases where growth is
strongly attenuated, nucleation sites are well separated and isolated, and this leads to
3-d islands and mounded growth with a corresponding increase in roughness.

Although a number of important correlations between phenomena in the
monolayer regime and subsequent ALD growth of inorganics on a large variety of
IOLs were established, a number of important questions remain. First, all of the results
for ALD presented here were produced based on a process that used molecular beam
dosing, not via the introduction of the reactants by conventional viscous flow. It was
argued above that if there are differences, they are likely to be found in the non-
metallic coreactant cycle, here involving NH$_3$. This might have an effect on the
composition of the films that are deposited, e.g., ligand exchange might be reduced,
leading to more incorporation of C in the thin films. It is not believed that these effects
will greatly change the other conclusions and observations made in this review
concerning connections between chemisorptive capacity and the initial rate of growth,
as well as those between the thin film morphology and the growth attenuation factor.

Looking forward, additional issues remain however. Perhaps the most
interesting fundamental question is: what is the fate of the IOL for the cases
considered here? Clearly, there is no one single answer. In the case of the unreactive
IOLs, the layers are likely at least partially buried/incorporated into the growing ALD thin film. In the case of the reactive 2-d IOLs, these layers are also likely at least partially buried, but they also may be incorporated to some extent based on the arguments made concerning the length of the attenuation effects and their temperature dependencies. Further work is required to fully resolve this issue.

From the conclusions of the work presented here, a certain amount of guidance can be provided in selection of an organic layer based on the application of interest. First, if the purpose of the organic layer is to enhance the ALD growth rate, or to normalize the growth rate on a number of exposed surfaces, one should consider the connection between the location and chemical structure of the precursor adsorbed in the first half cycle of ALD, and the subsequent ALD growth rate. In the case of titanium and tantalum dimethylamido precursors, ALD growth rates are highest on organic films which lead to chemisorption of the precursor close to the vacuum interface, and the retention of a high number of ligands. This highlights the importance of maintaining a high level of accessibility and reactivity of the precursor towards the coreactant in the second half cycle. An approach which seeks to simply maximalist the density of precursor taken up in the first half cycle (i.e. thick poly-G) may fail due to the reduced reactivity of the precursor. Second, in cases where a -CH₃ terminated SAM is used to block or inhibit growth, we have observed that film growth nucleates at the SiO₂/SAM interface, as has been observed by other researchers [65]. This again suggests the use of a SAM layer which is as thick and well-packed as possible, providing a good barrier to diffusion of the precursor through the layer. Finally, the general correlation observed between the initial ALD growth rate and the roughness of
the deposited thin film suggests that a layer which normalizes the growth rate will also normalize the roughness of the deposited thin film. Likewise, strategies which enhance the ALD growth rate on unreactive substrates would also be expected to decrease the roughness of the deposited thin film.
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4. Nucleation delay in atomic layer deposition on a thin organic layer and the role of reaction thermochemistry*

4.1 Overview

ALD of a set of inorganic thin films on an interfacial organic layer has been examined, focusing on the existence of a delay in thin film nucleation and its dependence on the chemistry of each ALD reaction. The inorganic thin films examined were Al₂O₃, HfO₂, Ta₂O₅, and TaNₓ, while the organic layer was a thin (~ 5 Å thick) film of poly(ethylene imine), or PEI, on SiO₂. The early stages (< 50 ALD cycles) of inorganic thin film growth in each case have been characterized using a combination of surface-sensitive techniques including ellipsometry, x-ray photoelectron spectroscopy, and atomic force microscopy. PEI has the effect of attenuating growth to different degrees depending on the subsequently grown ALD thin film, leading to no attenuation of growth for Al₂O₃, but significant incubation periods, in increasing order, for Ta₂O₅, HfO₂ and TaNₓ. Angle-resolved x-ray photoelectron spectroscopy of an Al₂O₃ thin film deposited on PEI|SiO₂ demonstrates that, in this case, the PEI thin film is buried between the Al₂O₃ thin film and the SiO₂ substrate, with no significant decrease in the density of nitrogen from the as deposited PEI film. Results from the HfO₂ and the Ta-containing thin films indicate that the processes that lead to the attenuation of growth are associated mostly with the second half-cycle of ALD (H₂O or NH₃ exposure). The length of the incubation time is found

* K. J. Hughes and J. R. Engstrom, under review at the time of dissertation submission.
to correlate with both the total enthalpy change of the overall ALD reaction, as well as the net internal energy change of a single ligand exchange reaction representative of the second half of the ALD reaction. These results suggest that the reaction thermochemistry, and activation barriers for the reactions involved the ALD process play a key role in determining the length of the incubation period caused by PEI.

4.2. Introduction

Recent work has demonstrated the feasibility of the use of thin organic layers to control the early stages of inorganic thin film growth via atomic layer deposition (ALD) [1,2]. A focus of much of the early work has concerned the effects of the structure and chemistry of the organic layer on the resulting ALD thin film; namely by examining the effect of a variety of organic layers on a single ALD chemistry. For example, it has been shown that the density, type, and spatial arrangement of reactive functional groups in an organic layer are important factors that influence the early stages of growth and resulting morphology of TiN$_x$ thin films grown by ALD [1]. In other work it has been shown that the effectiveness of n-alkyl self-assembled monolayers (SAMs) in blocking ALD growth correlates strongly with the density and uniformity of the SAM [2]. In addition, it has been observed that the ability of a given SAM to block growth also depends on the ALD chemistry: a higher “quality” SAM is required to effectively block deposition of HfO$_2$ {using either Hf[N(CH$_3$)$_2$] or HfCl$_4$ as the Hf precursor}, while lesser quality SAMs are effective to block the ALD growth of metals such as Ru and Pt [2-4]. In these cases, it has been suggested that the
differences in blocking efficiency of the SAM layers could be related to intrinsic reactivity differences of the metal-containing precursor with the residual -OH groups at the SAM/SiO$_2$ interface.

Relatively few studies have been conducted, in contrast, to examine directly the effect of a single type of organic layer on a variety of ALD processes representing different chemistries. In two separate studies, the ALD growth of Ir, Ru, Pt, ZrO$_2$ (PVP only), and Al$_2$O$_3$ thin films were examined on relatively thick (~ 100 nm) spin cast polymer films of poly(methyl methacrylate) (PMMA) [5] and poly(vinyl pyrrolidone) (PVP) [6]. Here it was found that both polymers were effective as blocking layers for the ALD growth of the metallic thin films, but not for the oxide layers. The ALD growth of TiO$_2$ on spin cast (32-420 nm thick) PMMA polymer films has also been examined, in this case using three Ti precursors: Ti(OCH$_3$)$_4$ [5], TiCl$_4$, and Ti[OCH(CH$_3$)$_2$]$_4$ [7]. The ALD process using TiCl$_4$ led to significant TiO$_2$ deposition on PMMA, while no deposition was observed using either of the Ti-alkoxide precursors. Here it was speculated that reactivity differences between the precursors and the C=O functional group in PMMA, or possibly differences in diffusivity of the Ti precursors within the polymer may have contributed to the observed behavior [7].

Here a series of experiments are described which were used to examine the ALD of a variety of inorganic thin films on the same thin organic layer. We will seek to make connections between the effect that the organic layer has on each process, particularly on the kinetics of nucleation, and the chemistry of the ALD reactions. The inorganic thin films examined include Al$_2$O$_3$, HfO$_2$, Ta$_2$O$_5$, and TaN$_x$. Concerning the
organic layer, here ALD growth will be examined on an ultrathin (~ 0.5 nm thick) layer of an amine-functional polymer on SiO₂, namely branched poly(ethylene imine) (PEI). This type of layer can be distinguished from previous work on either SAMs (~ 1-3 nm thick) [1-4] or polymer films deposited using spin-on processes (~ 10’s-100’s nm thick) [5-8]. First, PEI is water-soluble and can be deposited rather simply from aqueous solutions, which is not the case with most SAMs. Second, the behavior of polyelectrolytes such as PEI can be sensitive to the solvent pH and ionic strength. Such sensitivity can be exploited to selectively remove, re-dissolve or “erase” layers previously deposited by adjusting the pH beyond some critical value [9,10]. Similarly, the functional groups on polyelectrolytes can be exploited to promote preferential adsorption on selected areas of a substrate, based on the active sites present on the surface [11]. Third, and perhaps of most importance, polyelectrolytes can form smooth, uniform ultrathin (nm-scale thickness) films, which are bound to the underlying substrate via van der Waals, hydrogen bonding, and/or covalent bonding type interactions, while still retaining functional groups that can react with the ALD thin film precursors. It will be determined whether the presence of these reactive functional groups has an equal effect on subsequent ALD thin film growth for a variety of ALD chemistries, or whether additional factors come into play causing each ALD process to be affected differently.
4.3 Experimental Procedures

The experiments described here involve a sequence of steps beginning with preparation of the substrate (SiO₂), formation and characterization of the interfacial organic layer (PEI), and finally ALD film growth and characterization. In more detail, first thin layers of SiO₂ were grown on Si(100) substrates using wet chemical methods, forming a so-called chemical oxide with surface Si-OH density of ~ 5 × 10^{14} cm⁻² [12-14]. Next, thin layers of PEI were deposited on the substrates in aqueous solution, and characterized using a variety of methods (vide infra). Substrates, both PEI|SiO₂|Si(100), as well as bare SiO₂|Si(100) with no PEI, were loaded into an ALD chamber. The substrates were then heated and exposed to a set number of cycles (0-50) of a single ALD process. Following thin film growth, the samples were removed from the ALD chamber, and the thicknesses of the deposited thin films were measured using ellipsometry (Woollam VASE). In selected cases, samples were loaded into the UHV system described in Sec. 2.5 for analysis using XPS, in order to characterize film thickness, chemical composition and, in some cases, the spatial distribution of relevant elements in the direction normal to the surface. Selected samples were imaged using AFM to characterize the morphology of the deposited thin film.

X-ray reflectivity (XRR) measurements were conducted at the Cornell High Energy Synchrotron Source (CHESS). These measurements are described in more detail elsewhere [15]. To facilitate this method, the underlying substrate must be sufficiently smooth. Thus for these experiments a thermally (furnace oxidation) grown SiO₂|Si(100) sample was employed, rather than one with a chemical oxide layer.
Al₂O₃, HfO₂, Ta₂O₅, and TaNx films were deposited using an Oxford FlexAL ALD tool (Oxford Instruments, Oxfordshire, UK) located in the Cornell NanoScale Science and Technology Facility (CNF). Prior to initiating ALD cycles, samples were pre-heated to the deposition temperature in 200 mTorr of Ar for 3 min to maximize temperature uniformity during growth. Al₂O₃ thin films were deposited using trimethylaluminum, Al(CH₃)₃, and H₂O as co-reactants, Ar for the purge gas, and a substrate temperature of \( T_s \sim 210 \, ^\circ\text{C} \). (It should be noted that the temperature of the substrate was not measured directly, and as such the substrate temperatures quoted here are estimated based on temperature measurements taken close to the sample heater. The absolute temperatures given here are estimated to be accurate within ± 20 ^\circ\text{C}.) Using an analogous method, HfO₂ was formed using tetrakis(ethylnethylamido) hafnium, Hf[N(CH₃)(C₂H₅)]₄, and H₂O, at a substrate temperature of \( \sim 180 \, ^\circ\text{C} \). The Ta₂O₅ and TaNx thin films were formed using pentakis(dimethylamido) tantalum, Ta[N(CH₃)₂]₅, and either H₂O (for Ta₂O₅) or NH₃ (for TaNx) as a co-reactant, both at \( T_s \sim 230 \, ^\circ\text{C} \). Total cycle times ranged from 5.77 s to 37 s, and were optimized to ensure saturation of the surface in each half-cycle at steady-state growth conditions, and adequate purging between cycles. The parameters used for ALD, including total chamber pressure during the metallic precursor and coreactant dosing steps, are given in Table 4-1. The carrier gas flowrate given in Table 4-1 refers to the flowrate of Argon through the precursor vessel or “bubbler” during the dosing step. Note that the total chamber pressure during the metallic precursor dosing step represents contributions from the partial pressure of the metallic precursor and carrier gas (if used).
<table>
<thead>
<tr>
<th>Process</th>
<th>Sample temperature</th>
<th>precursor identity</th>
<th>precursor vessel temperature</th>
<th>Carrier gas flowrate, sccm</th>
<th>chamber pressure (mTorr)</th>
<th>dose time (ms)</th>
<th>Coreactant identity</th>
<th>chamber pressure (mTorr)</th>
<th>dose time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al$_2$O$_3$</td>
<td>210 °C</td>
<td>Al(CH$_3$)$_3$</td>
<td>30 °C</td>
<td>0 (direct draw)</td>
<td>80</td>
<td>20</td>
<td>H$_2$O</td>
<td>80</td>
<td>250</td>
</tr>
<tr>
<td>HfO$_2$</td>
<td>180 °C</td>
<td>Hf[N(CH$_3$)(C$_2$H$_5$)]$_4$</td>
<td>85 °C</td>
<td>250</td>
<td>80</td>
<td>400</td>
<td>H$_2$O</td>
<td>45</td>
<td>20</td>
</tr>
<tr>
<td>Ta$_2$O$_5$</td>
<td>230 °C</td>
<td>Ta[N(CH$_3$)$_2$]$_5$</td>
<td>85 °C</td>
<td>150</td>
<td>80</td>
<td>2000</td>
<td>H$_2$O</td>
<td>80</td>
<td>2000</td>
</tr>
<tr>
<td>TaN$_x$</td>
<td>230 °C</td>
<td>Ta[N(CH$_3$)$_2$]$_5$</td>
<td>85 °C</td>
<td>150</td>
<td>80</td>
<td>2000</td>
<td>NH$_3$</td>
<td>80</td>
<td>5000</td>
</tr>
</tbody>
</table>

Table 4-1: Parameters used in the Oxford FlexAL tool for the ALD of Al$_2$O$_3$, HfO$_2$, Ta$_2$O$_5$, and TaN$_x$. 
Figure 4-1: Atomic force micrographs of the (a) bare SiO$_2$ substrate, (b) as-deposited PEI thin film on SiO$_2$, and (c) as-deposited PEI thin film after annealing at $T_s = 210 \, ^\circ$C for 3 min in 200 mTorr of Ar. Area of the AFM images is $1 \times 1 \, \mu$m$^2$, with a height scale of 2.5 nm. Integrated areas of the (d) N(1s) and (e) C(1s) XPS features as a function of photoelectron takeoff angle for as-deposited PEI. The solid and dashed lines represent fits of the data to two models as described in the text.
4.4. Results

4.4.1. Poly(ethylene imine) thin film characterization

Subsequent to their formation from aqueous solution, the thin films of PEI were characterized using AFM, ellipsometry, XPS, and x-ray reflectivity. In Figs. 4-1(a-c) atomic force micrographs are displayed for (a) the bare SiO$_2$ substrate, (b) the as-deposited PEI thin film on SiO$_2$, and (c) the as-deposited PEI thin film on SiO$_2$ after annealing at $T_s = 210$ °C for 3 min in 200 mTorr of Ar in the ALD chamber. Concerning the latter, in all cases, prior to initiating ALD, samples were preheated at the deposition temperature for 3 min in 200 mTorr of Ar to maximize temperature uniformity during growth, so this case represents the state of the PEI|SiO$_2$ substrate at the start of the ALD process. The RMS roughness found from AFM is indicated in all cases. The SiO$_2$ substrate is smooth, with an RMS roughness of ~2.9 Å. Adsorption of PEI results in modest changes in the morphology of the surface, with an increase in the RMS roughness (to 4.4 Å) that is comparable to the increases observed after the adsorption of SAMs and similar thin organic films on chemical SiO$_2$ [16-18]. It also appears that adsorption of PEI has modified the in-plane microstructure—the ~30 nm dia. features on bare SiO$_2$ are absent and have been replaced by smaller and more grainy features, and features that may be pinholes are also apparent. Finally, from AFM no significant changes are observed in the surface morphology of the PEI|SiO$_2$ sample after annealing in the ALD chamber, suggesting that degradation or re-organization (e.g., creating patches of bare SiO$_2$) has not occurred to a significant
extent. For example, the RMS surface roughness has changed from 4.4 to 4.6 Å, while spectral analysis reveals that the in-plane correlation length has changed from 42.7 to 46.4 nm, after annealing.

In Fig. 4-2 the reflected intensity as a function of the out-of-plane scattering vector, \( q_z \), is plotted for a PEI thin film on a thermally oxidized Si(100) substrate. These data have been fit using a program based on Parratt formalism, and the surface is modeled as consisting of two uniform layers: the PEI and the bulk oxide. We see that the quality of the fit to the data is excellent, and from the fit we find that the thickness of this layer is \( d_{\text{PEI}} = 8.6 \pm 0.3 \) Å, the electron density is \( n_{\text{el,PEI}} = 0.35 \pm 0.04 \) Å\(^{-3}\), and the root-mean-squared (RMS) roughness of the two interfaces is 3.09 ± 0.41 Å (PEI|SiO\(_2\)) and 3.54 ± 0.43 Å (vacuum|PEI). Using the number of electrons in the PEI monomer, the density of the N atoms in the PEI layer from XRR is \( n_{N,\text{PEI}} = 1.25 \pm 0.15 \times 10^{15} \) atoms-cm\(^{-2}\).

The thin film of PEI has also been characterized using XPS. For photoemission from the N(1s) core level a single symmetric peak characterized by a binding energy of 400.8 ± 0.3 eV is observed. This value should be compared to those reported for neutral amines, including bulk PEI, which span the range of 398.6-399.1 eV [19-22], and the values reported for quaternary ammonium cations, in which the N atom carries a positive charge, of 401.3-402.5 eV [23-26]. The intermediate value measured for the nitrogen in the PEI thin film indicates that the N atoms likely carry a partial positive charge, due to hydrogen bonding or other type of interaction with the SiO\(_2\) surface involving partial charging of the N atom.
Figure 4-2: Reflected x-ray intensity as a function of the out-of-plane scattering vector, $q_z$, for a PEI thin film on a thermally oxidized Si(100) substrate. The solid line corresponds to a fit described in the text.
Spectroscopic ellipsometry indicates a thickness of 4.3 ± 0.7 Å for PEI on a SiO$_2$ (chemical oxide) thin film substrate. The thickness of the PEI thin film on SiO$_2$ (chemical oxide) was determined by measuring the difference in ellipsometric thickness between a bare SiO$_2$ thin film on Si(100) and the same substrate after PEI deposition (PEI|SiO$_2$). Both the bare SiO$_2$ thin film and the combined PEI|SiO$_2$ layer were modeled using tabulated $n$ and $k$ values for native SiO$_2$. Due to the ultrathin nature of the PEI layer, no attempt was made to directly measure its optical properties. However, by assuming a range of reasonable optical properties ($n \sim 1.4$ to 1.7 at 589 nm with $k = 0$), the calculated thickness of the PEI layer did not change by more than ~ 1 Å. To further probe the thickness of the PEI thin film, as well as the spatial distribution of the nitrogen and carbon atoms in the thin film, angle-resolved XPS (ARXPS) has been used. Figs. 4-1(d-e) show the intensity of the C(1s) and N(1s) XPS features as a function of takeoff angle for PEI|SiO$_2$. Regarding the interpretation of this data, two simple cases are considered. In the first, the nitrogen atoms are bound to the SiO$_2$ surface, existing essentially in a 2-d arrangement, covered uniformly by the carbon containing portions of the PEI layer. Given this spatial arrangement, the intensity of the nitrogen peak $I_N$ as a function of takeoff angle $\theta$ would be $I_N(\theta) = (I_0 / \cos \theta) \exp[-d/(\lambda_{N(1s)} \cos \theta)]$, where $I_0$ is the unattenuated photoelectron intensity at normal takeoff, $d$ is the thickness of the carbon containing overlayer, and $\lambda_{N(1s)}$ is the attenuation length of N(1s) electrons through this carbon containing layer (See Figs. 2-3 through 2-5 for more detail on the fitting of ARXPS data). The intensity of the C(1s) peak as a function of takeoff angle in this case would be described by $I_C(\theta) = I_0 \{1- \exp[-d/(\lambda_{C(1s)} \cos \theta)]\}$. In a second possible spatial arrangement, the nitrogen and
carbon atoms are mixed uniformly throughout the thickness of the PEI thin film, and the function \( I(\theta) = I_0 \{1 - \exp[-d/(\lambda \cos \theta)]\} \) would describe both the N(1s) and C(1s) data sets, using an appropriate value for \( \lambda \) in each case. For the fits shown in Figs. 4-1(d-e), the N(1s) and C(1s) data have been fit simultaneously, using both methods. In order to reduce the number of variables in the fit, it was assumed that \( \lambda_{C(1s)}/\lambda_{N(1s)} = \{E[C(1s)]/E[N(1s)]\}^{1/2} \) [27], where \( E \) is the kinetic energy of the specified photoelectron. As can be seen in Figs. 4-1(d-e), both models fit the data well, however the model in which the N atoms are assumed to occupy a buried 2-d layer provides a slightly better fit, with a ~ 40% lower squared error.

To extract a physical thickness \( d \) from both models, a value for \( \lambda \) is required. A reasonable value for \( \lambda \) can be obtained by using a correlation developed previously for thin organic films deposited on SiO\(_2\) substrates [1], which is based on the density of valence electrons in the organic layer. A valence electron density of \( 2.7 \times 10^{23} \) cm\(^{-3}\) can be calculated based on the XRR measurements described above. Using this value and the correlation presented elsewhere [1] results in a value for \( \lambda_{N(1s)} \) of approximately 19.7 Å. The calculated physical thickness for the model assuming a buried 2-d layer of N is 3.6 Å, and 5.7 Å for the model which assumes both elements are mixed uniformly, with both values comparable to the thickness measured by ellipsometry of 4.3 ± 0.7 Å. In any event, all methods point to the PEI polymer forming a thin, smooth and uniform layer.

The absolute density of N atoms in the layer can be calculated using data from XPS, provided an appropriate calibration standard is applied. These methods are described in detail elsewhere [1,12]. To calculate the atomic N density, the integrated
intensity for the N(1s) peak from PEI is compared to that for the Au(4f\textsubscript{7/2}) peak from an evaporated thin film of Au. Required to complete the calculation are the relative photoelectron cross-sections, \(\sigma_{\text{Au}}/\sigma_N = 5.53\) \cite{28}, analyzer transmission, \(T(E_{\text{Au}})/T(E_N)\) = \((1170 \text{ eV}/853 \text{ eV})^{-1} = 0.73\), the attenuation length of the Au(4f\textsubscript{7/2}) photoelectrons, \(\lambda_{\text{Au}} = 15.5 \text{ Å}\) \cite{29}, and the atomic density of Au, \(N_{\text{Au}} = 5.90 \times 10^{22} \text{ cm}^{-3}\) \cite{30}. The expected photoelectron attenuation effects given the location of the N atoms must also be accounted for, which can be done using the models described above. Using this method results in calculated surface densities for N of \(n_{N,\text{PEI}} = 6.0 \times 10^{14} \text{ atoms-cm}^{-2}\) and \(5.7 \times 10^{14} \text{ atoms-cm}^{-2}\), assuming that the N atoms are buried as a 2-d monolayer, or mixed uniformly with C in the thin film respectively. Given the assumptions made in this analysis, an uncertainty of \(\pm 30\%\) in the absolute intensities calculated from XPS is estimated. XP spectra collected after annealing PEI films at 230 °C for 3 min at 200 mTorr Ar in the ALD chamber indicated a decrease in the total N atomic density of \(~ 15\%\) due to thermal decomposition, with no change in the PEI thickness by ARXPS within statistical uncertainty.

### 4.4.2. ALD of Al\textsubscript{2}O\textsubscript{3} on SiO\textsubscript{2} and PEI|SiO\textsubscript{2}

The first case considered is the ALD growth of Al\textsubscript{2}O\textsubscript{3} thin films using trimethylaluminum, Al(CH\textsubscript{3})\textsubscript{3}, and H\textsubscript{2}O as co-reactants, and Ar for the purge gas, at a substrate temperature of \(T_s = 210 \text{ °C}\). Here the exposure sequence, Al(CH\textsubscript{3})\textsubscript{3}|Ar|H\textsubscript{2}O|Ar was 20 ms|1.5 s|250 ms|4 s. Fig. 4-3(a) displays the thicknesses of Al\textsubscript{2}O\textsubscript{3} thin films deposited on unmodified SiO\textsubscript{2} and PEI|SiO\textsubscript{2} as a function of the
number of ALD cycles, determined from spectroscopic ellipsometry. As can be seen, the presence of PEI does not induce a measurable change in thickness at a given number of cycles. As a complement to ellipsometry, (ex situ) XPS data of the Al(2p) feature has been collected for 20 ALD cycles on both unmodified SiO$_2$ and PEI|SiO$_2$, shown in Fig. 4-3(b). Here, and elsewhere in this chapter, the binding energy scale was corrected for substrate charging effects using the position of the Si$^{(0)}$(2p) peak from the underlying Si(100) substrate, where its binding energy was set to 99.5 ± 0.2 eV. The results from XPS are consistent with the ellipsometric measurements, with approximately the same signal intensity (within 13%) for 20 ALD cycles on unmodified SiO$_2$ and PEI|SiO$_2$.

We have also examined the morphology of the Al$_2$O$_3$ films deposited on SiO$_2$ and PEI|SiO$_2$ using atomic force microscopy, as shown in Fig. 4-4. The RMS roughness obtained from a series of micrographs on the two surfaces is shown as a function of film thickness (from ellipsometry) in Fig. 4-5. As can be seen, the vacuum|Al$_2$O$_3$ interface is quite smooth for both substrates, with RMS roughness of ~3 Å for all films analyzed (0 to ~ 40 Å in thickness), which is consistent with ideal ALD growth. A close examination of the AF micrograph representing 10 cycles of Al$_2$O$_3$ ALD on PEI|SiO$_2$ suggests the presence of pinholes or similar features in the film, which may indicate a regions with low nucleation site density. However, caution should be used in interpreting this result, as similar features were not observed in other micrographs in this series. XP spectra from the N(1s) region for as-deposited PEI|SiO$_2$, and for 20 cycles Al$_2$O$_3$ on PEI|SiO$_2$ are shown in Fig. 4-6.
Figure 4-3: (a) \( \text{Al}_2\text{O}_3 \) film thickness as a function of ALD cycles on an unmodified \( \text{SiO}_2 \) substrate (open symbols) and on PEI|\( \text{SiO}_2 \) (filled). (b) X-ray photoelectron spectra of the Al(2p) region for 20 cycles of \( \text{Al}_2\text{O}_3 \) ALD on \( \text{SiO}_2 \) and PEI|\( \text{SiO}_2 \).
Figure 4-4: Atomic force micrographs of Al₂O₃ films deposited on unmodified SiO₂ and PEI|SiO₂. Images are 1 x 1 µm², with a vertical range of 3 nm. RMS roughness values obtained from analysis of the images is also shown.
Figure 4-5: RMS roughness of Al$_2$O$_3$ films deposited on unmodified SiO$_2$ and PEI|SiO$_2$. 
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**Figure 4-6**: X-ray photoelectron spectra of the N(1s) region for as-deposited PEI on SiO$_2$ and for 20 cycles of Al$_2$O$_3$ ALD on PEI|SiO$_2$. 
A significant N(1s) signal is measured for 20 cycles of Al₂O₃ ALD on PEI|SiO₂, which indicates that PEI, or a remnant of PEI, is still present in the near-surface region, as the only plausible source of N in the thin film structure is PEI. Furthermore, the peak binding energy measured for the N(1s) feature has changed only slightly, shifting from 400.7 eV to 400.9 eV, with no new peaks appearing in the spectrum, which indicates very little change in the chemical binding environment in the N atoms in PEI. Formation of a bulk-like, stoichiometric AlN, for example, would lead to the appearance of an N(1s) peak at a binding energy of 397.3 eV [31], which is clearly not observed. The formation of species such as –(O)₂-Al-NR- remains a possibility, however.

To further quantify issues concerning the “fate” of the PEI, angle-resolved XPS (ARXPS) was conducted to determine the spatial location of the nitrogen atoms with respect to the top surface of the Al₂O₃. There are a handful of likely possibilities concerning the fate of the PEI: it could be (i) “buried” largely intact; (ii) incorporated in the Al₂O₃ thin film (with likely decomposition of the PEI); (iii) completely decomposed and removed; or (iv) displaced to the surface, e.g., as a surfactant. These cases are presented schematically in Fig. 4-7. First the third possibility can be excluded as significant amounts of N are detected after Al₂O₃ ALD. Possibilities (i) and (iv) can be easily distinguished in ARXPS [1], whereas possibility (ii) may be more difficult to quantify, but may be described in ARXPS as a weighted sum of (i) and (iv). Fig. 4-8 shows a plot of results from ARXPS for the (a) Al(2p), (b) N(1s), and (c) Si⁴⁺(2p) features for 20 cycles of Al₂O₃ ALD on PEI|SiO₂.
Figure 4-7: Four possible final structures of the thin film stack resulting from 20 cycles of Al₂O₃ ALD on PEI|SiO₂ shown in cross-section. In the four cases, the PEI thin film is (i) buried intact, (ii) incorporated uniformly in the Al₂O₃ thin film, (iii) completely decomposed and removed, and (iv) displaced to the surface.
**Figure 4-8:** Integrated areas of the (a) Al(2p), (b) N(1s), and (c) Si⁴⁺(2p) XPS features as a function of takeoff angle for 20 cycles Al₂O₃ ALD on PEI|SiO₂. In (b), the (green) solid line corresponds to a model in which the N atoms exist in a 2-d layer buried at a uniform depth. The (black) dotted line represents a fit to a buried thin film model, in which N is assumed to exist in a layer of finite thickness buried by a thin film of Al₂O₃. The solid line shown in (c) corresponds to a model for a thin film of SiO₂ that is covered uniformly by a layer of Al₂O₃ and PEI.
Concerning the latter, emission from the Si(100) single crystal substrate (Si^{0}) is susceptible to photoelectron diffraction effects and has been excluded. Before describing the fits to the data some qualitative observations can be made. First, the Al(2p) intensity increases with increasing takeoff angle, consistent with the formation of a uniform thin film of Al_{2}O_{3}. In contrast, the intensities from the N(1s) and Si^{4+}(2p) features exhibit quite similar behavior, slightly increasing and then strongly decreasing with increasing takeoff angle. These results are consistent with layers being covered/buried uniformly by a deposited thin film, i.e., the Al_{2}O_{3}.

The results shown in Fig. 4-8 have been modeled using two approaches. First, the simplest model is to assume that the N atoms from PEI are present in an essentially 2-d layer, buried at a depth of \(d_{ML}\) from the vacuum interface. This is the 2-d model used above to fit the N(1s) data in Fig. 4-2(d) (solid line). A fit to this function is shown in Fig. 4-8(b) by the solid line, where a value of \(d_{ML}/\lambda_{N(1s)} = 0.83 \pm 0.01\) has been determined. By measuring the attenuation of the Si(2p) signal from the substrate as a function of thin film thickness from ellipsometry, \(\lambda_{N(1s)}\) was calculated to be 20.6 ± 0.3 Å, which compares well with the value of 18.7-19.2 Å obtained using direct calculations of inelastic mean free path based on optical data and empirical correlations published previously [32]. Fitting the ARXPS data for N(1s) to this simplest model, then, results in a value for the depth of the 2-d N layer of \(d_{ML} = 17.2 \pm 0.9\) Å. This can be compared to the thickness of the Al_{2}O_{3} thin film measured using ellipsometry, which is 22 ± 1 Å. A thickness for the Al_{2}O_{3} layer can also be obtained using ARXPS of the Si^{4+}(2p) feature. Here the SiO_{2} film is modeled as a buried thin film with a finite thickness, where this thickness is measured for unmodified SiO_{2}
prior to overlayer growth. Using ARXPS, we obtain a value of $16.6 \pm 1.7$ Å for the depth of the SiO$_2$ film below the vacuum|Al$_2$O$_3$ interface. Using either this value, or the one obtained from ellipsometry, it can be concluded that after Al$_2$O$_3$ deposition, the majority of the N from PEI resides near the SiO$_2$ surface.

The ARXPS result shown in Fig. 4-8(b) clearly rules out case (iv) above, and also rules out the mixing of the N atoms in PEI and Al$_2$O$_3$ across the entire thickness of the Al$_2$O$_3$ layer, case (ii), as the resulting structures in both cases would exhibit an increase in the N(1s) signal with takeoff angle [similar to Al(2p), cf. Fig. 4-8(a)]. So the remaining possibilities include case (i), and a case that is intermediate between (i) and (ii), in which there is some mixing of the PEI and the Al$_2$O$_3$ layer close to the SiO$_2$ surface. The plausibility of this case can be determined by fitting the N(1s) data to a buried thin film model [1], where the film stack is given by Al$_2$O$_3$|mixed-PEI-Al$_2$O$_3$|SiO$_2$. Actually, this is the same model used to fit the Si$^{4+}$(2p) data shown in Fig. 4-8(c). Unlike a fit to those data, where the thickness of the SiO$_2$ layer was known, while the overlayer thickness was not, here the thickness of the mixed PEI-Al$_2$O$_3$ layer will be used as a parameter in the fit, while the result from ellipsometry (22 Å) will be fixed as the thickness of the combined Al$_2$O$_3$|mixed PEI-Al$_2$O$_3$ layers. The attenuation effects (values of $\lambda_{N(1s)}$) will assumed to be identical in pure Al$_2$O$_3$ and the mixed PEI-Al$_2$O$_3$ layer. Using this method results in a thickness for the mixed PEI-Al$_2$O$_3$ layer of $9 \pm 0.4$ Å. Thus, for this model the N from the PEI is distributed in a layer ~ 13-22 Å from the surface, or at a mean depth of ~ 17.5 Å. This value can be compared to the depth found from the model assuming a 2-d layer, namely $17.2 \pm 0.9$ Å. In both cases, the fits to the data argue for most of the PEI being near the SiO$_2$ surface.
The analysis conducted in association with Fig. 4-8 has established an important fact—the PEI is effectively buried by the Al₂O₃ ALD thin film. Next, we seek to quantify how much of the N in PEI remains after Al₂O₃ deposition. To answer this question the results from Figs. 4-4 and 4-8 can be used to calculate the density of N atoms between the Al₂O₃ thin film and the SiO₂ substrate after ALD. Similar to the calculation described above for the bare PEI thin film, and making appropriate corrections for photoelectron cross-sections, analyzer transmission, and attenuation lengths results in a calculated density of N atoms of \((6.2 \pm 1.4) \times 10^{14} \text{ cm}^{-2}\). This range of values represents the application of both models for the N from the PEI just discussed: the 2-d layer buried at a depth of \(\sim 17.2 \text{ Å}\), or as a (mixed) thin film of thickness 9 Å, buried under a \(\sim 13 \text{ Å}\) layer of Al₂O₃. The most important observation is that this density is within the experimental error for the N atom density calculated from XPS for the bare PEI thin film prior to ALD (\(\sim 5.7-6.0 \times 10^{14} \text{ cm}^{-2}\)). Thus, it is concluded that a significant amount, and possibly all, of the N present in the PEI is retained between the Al₂O₃ thin film and the SiO₂ surface.

While significant loss of N can be excluded, disruption of the bonding in the PEI by the growth of the Al₂O₃ thin film is possible, however, and probably likely. Some reactions could lead to the breakage of C-C and/or C-N bonds in the PEI. Other reactions, particularly in the H₂O cycle, for example, could lead to loss of C from the PEI. ARXPS of the C(1s) feature, which might address this issue, was not successful, unfortunately, with these samples, due to the presence of adventitious carbon on the Al₂O₃ surface. It is possible that other techniques such as dynamic SIMS or high resolution STEM could shed light on this issue. From a chemical viewpoint, the
selective loss of the entire C content from the PEI, while complete retention of the N content, seems very unlikely, however, as both species can form gas phase reaction products. In any event, an extremely detailed description of the remnant PEI layer awaits the application and/or development of an appropriate elementally specific atomic scale probe.

4.4.3. ALD of HfO$_2$ on SiO$_2$ and PEI|SiO$_2$

The next system considered is the ALD growth of HfO$_2$ thin films using tetrakis(ethylmethylamido) hafnium, Hf[N(CH$_3$)(C$_2$H$_5$)]$_4$, and H$_2$O as co-reactants, Ar for the purge gas, and a substrate temperature of 180 °C. Here the exposure sequence, Hf(NRR’)$_4$|Ar|H$_2$O|Ar was 400 ms|4 s|20 ms|11.5 s. Fig. 4-9(a) shows the thicknesses of HfO$_2$ thin films deposited on unmodified SiO$_2$ and PEI|SiO$_2$ as a function of the number of ALD cycles. Here the thicknesses were measured using spectroscopic ellipsometry. On bare SiO$_2$, HfO$_2$ grows linearly with the number of ALD cycles at a rate of 1.25 Å-cycle$^{-1}$, close to the upper end of the range of 0.71 - 1.2 Å-cycle$^{-1}$ from previous reports for growth under similar conditions [33-37]. As with the Al$_2$O$_3$ thin film growth series, ex situ XPS of the Hf(4d) feature was conducted as a complement to ellipsometry, as shown in Fig. 4-9(b). After 10 ALD cycles, the Hf(4d) intensity measured for the HfO$_2$ thin film deposited on unmodified SiO$_2$ exceeds the Hf intensity of the HfO$_2$ thin film deposited on PEI|SiO$_2$ by a factor of ~8, consistent with the thin film thicknesses measured by ellipsometry. Of most interest here, in contrast to the ALD of Al$_2$O$_3$, the growth of HfO$_2$ is clearly attenuated by the presence of PEI.
Figure 4-9: (a) HfO₂ film thickness as a function of ALD cycles on an unmodified SiO₂ substrate (open symbols) and on PEI|SiO₂ (filled). (b) X-ray photoelectron spectra of the Hf(4d) region for 10 cycles of HfO₂ ALD on SiO₂ and PEI|SiO₂.
Specifically, growth per cycle is significantly reduced in the first ~10 cycles, after which the growth rate approaches the steady-state rate of 1.25 Å-cycle\(^{-1}\). The data for ALD of HfO\(_2\) on PEI|SiO\(_2\) in Fig. 4-9(a) have been fit to the following form [16,17,38]:

\[
D = D'_{\infty} \{ n + m(1 - \alpha)[\exp(-n/m) - 1] \}
\]  
(4-1)

where \(D\) is the HfO\(_2\) film thickness, \(n\) is the number of ALD cycles, \(D'_{\infty}\) is the deposited thickness per cycle as \(n \to \infty\) (fixed to be the thickness deposited per cycle on bare SiO\(_2\)), and \(\alpha\) and \(m\) are parameters. This form exhibits the following characteristics: \(D|_{n=0} = 0\); \(dD/dn|_{n=0} = \alpha D'_{\infty}\), and \(dD/dn|_{n\to\infty} = D'_{\infty}\). Regarding the physical interpretation of \(\alpha\) and \(m\), the initial deposited thickness per cycle is \(aD'_{\infty}\), while the growth rate approaches \(D'_{\infty}\) with an exponential decay constant of \(m\) cycles. Fitting the HfO\(_2\) on PEI|SiO\(_2\) results in \(\alpha \sim 10^{-5}\) and \(m = 8.4 \pm 4.3\). Given the number of data points used in the fit, only the latter value (\(m\)) is physically meaningful.

An important question to ask is what is occurring during the incubation period (also referred to as “incipient growth”) of \(m\) cycles of growth, i.e., up to ~10 cycles. Fig. 4-10 presents results from (ex situ) XPS characterization of the early stages of ALD, namely after 1 and 10 cycles, focusing on the (a) N(1s) and (b) Hf(4d) features. In Fig. 4-10(a) we see that the N(1s) feature shows no major changes in the intensity or binding energy between 1 and 10 cycles, thus providing no evidence that the PEI has undergone any major chemical changes.
Figure 4-10: X-ray photoelectron spectra of the (a) N(1s) and (b) Hf(4d) regions for 1 and 10 cycles of HfO$_2$ ALD on PEI|SiO$_2$. 
Interestingly, as shown in Fig. 4-10(b), XPS of the Hf(4d) feature indicates that only a small amount of Hf has been added to the thin film from 1 to 10 cycles. For ALD of HfO$_2$ on SiO$_2$, the integrated Hf(4d) intensity would be expected to increase by a factor of $\sim 8$ from 1 to 10 cycles (taking photoelectron attenuation into account). Again using a Au calibration standard, and assuming that the Hf layer in the first cycle is well approximated by a 2-d thin film, results in a density of Hf atoms of $1.6 \times 10^{14}$ cm$^{-2}$ after 1 cycle (with $\pm 30\%$ uncertainty in the absolute density values from XPS, as discussed above). This value can be compared to values obtained by other investigators (same chemistry, but $T_s = 250$ °C) where the density of Hf after 1 cycle on bare SiO$_2$ using Rutherford backscattering spectroscopy was reported to be $\sim 1.75 \times 10^{14}$ cm$^{-2}$ [36]. These same investigators reported values of $1.5-2.5 \times 10^{14}$ Hf atoms-cm$^{-2}$ added per cycle over the first 10 cycles. These latter values can be compared to what was calculated for the first 10 cycles of HfO$_2$ ALD on SiO$_2$: $(2.2 \pm 0.7) \times 10^{14}$ Hf atoms-cm$^{-2}$-cycle$^{-1}$. Thus, it is evident that the PEI|SiO$_2$ surface takes up a significant fraction of the maximum or “ideal” amount of Hf in the first cycle, however, a much, much lower density is taken up in the subsequent 9 cycles. After this incubation period of $\sim 10$ cycles, the HfO$_2$ thin film grows at the rate expected for the ideal process observed on SiO$_2$. What remains curious at this point is the nature of the chemical transformations that occur between 1 and 10 cycles, and which seem to not be detected by ex situ XPS.
4.4.4. ALD of Ta$_2$O$_5$ and TaN$_x$ on SiO$_2$ and PEI|SiO$_2$

In two final examples, we considered the ALD growth of Ta$_2$O$_5$ and TaN$_x$ thin films using Ta[N(CH$_3$)$_2$]$_5$ either H$_2$O (for Ta$_2$O$_5$) or NH$_3$ (for TaN$_x$) as a co-reactant, Ar for the purge gas, and a $T_s = 230$ °C. Here the exposure sequence for Ta(NR$_2$)$_4$|Ar|H$_2$O|Ar was 2s|3s|2s|30s, and for Ta(NR$_2$)$_4$|Ar|NH$_3$|Ar was 2s|3s|5s|5s. Fig. 4-11(a) displays the thicknesses of Ta$_2$O$_5$ thin films deposited on unmodified SiO$_2$ and PEI|SiO$_2$ as a function of the number of ALD cycles. Here the thicknesses were measured using spectroscopic ellipsometry. As may be seen, the Ta$_2$O$_5$ thin film grows on bare SiO$_2$ at a constant rate of 0.89 Å-cycle$^{-1}$, a value near the upper end of the range of values reported previously of 0.65-0.85 Å-cycle$^{-1}$ [39,40]. Similar to the case of HfO$_2$, the presence of PEI has the effect of attenuating the rate of growth in the early stages, although the effect is less pronounced. After this short incubation period, growth proceeds at a rate equal to that observed on bare SiO$_2$. Here again the data have been fit to the model given in Eq. 4-1, resulting in values of $\alpha = 0.41 \pm 0.26$ and $m = 6.8 \pm 3.5$. Ex situ XP spectra of the Ta(4d) region, shown in Fig. 4-11(c), also indicate a lower density of Ta deposited after 20 ALD cycles on PEI|SiO$_2$ as compared to unmodified SiO$_2$, with the Ta(4d) intensity 22% lower for the Ta$_2$O$_5$ thin film deposited on PEI|SiO$_2$. Note here that the Ta(4d) feature was used, as opposed to the Ta(4f), because of possible overlap between the Ta(4f) and O(2s) peaks.

The ALD growth of TaN$_x$ on SiO$_2$ and PEI|SiO$_2$ is considered in Fig. 4-11(b). Similar to the other systems investigated here, on clean SiO$_2$ a linear thickness-number of ALD cycles relationship is observed, with no indication of an incubation period.
Figure 4-11: (a) Ta$_2$O$_5$ and (b) TaN$_x$ film thickness as a function of ALD cycles on an unmodified SiO$_2$ substrate (open symbols) and on PEI|SiO$_2$ (filled), and XP spectra of the Ta(4d) region for (c) 20 cycles of Ta$_2$O$_5$ and (d) 50 cycles TaN$_x$ ALD on SiO$_2$ and PEI|SiO$_2$. All data corresponds to a substrate temperature of 230 °C.
A growth rate of 0.64 Å-cycle\(^{-1}\) is observed on SiO\(_2\), similar to the previously reported value of 0.5 Å-cycle\(^{-1}\) using a substrate temperature of 275 °C [41]. In contrast, the growth of TaN\(_x\) is strongly attenuated on the PEI|SiO\(_2\) surface, and even after 50 cycles of ALD there appears to be no strong evidence of achieving the “ideal” rate of growth observed on SiO\(_2\). This conclusion is again supported by ex situ XP spectra, shown in Fig. 4-11(d), which indicates a much lower Ta(4d) intensity for the TaN\(_x\) thin film deposited on PEI|SiO\(_2\) after 50 cycles. Thickness vs. number of cycles was also measured using a temperature of 255 °C, as shown in Fig. 4-12. Here the same trend is observed. Such an extended incubation period has been observed previously, for example work examining the growth of TiN\(_x\) thin films on -CH\(_3\) terminated SAMs [16,17]. Here, severely 3D growth was observed, as evidenced by ex situ AFM, where the TiN\(_x\) thin films did not appear to be continuous, but were 3D islands. In Fig. 4-13 presents two representative AF micrographs: in (a) for 10 cycles of TaN\(_x\) ALD on SiO\(_2\); and in (b) for 40 cycles of TaN\(_x\) ALD on PEI|SiO\(_2\). The substrate temperature used during ALD of these films was 255 °C. Based on ellipsometry these thin films should be of similar thickness, namely ~ 6 Å. As may be seen, the features are similar in both cases, and no indication of the formation of large 3D islands. The RMS surface roughness is similar in both cases: 4.3 Å for 10 ALD cycles on SiO\(_2\), and 4.9 Å for 40 ALD cycles on PEI|SiO\(_2\). The morphology for a much thicker (~ 21 Å) TaN\(_x\) thin film on SiO\(_2\) is also similar to these two, with an RMS of 4.6 Å. Similar behavior—significant attenuation of growth with only marginal increases in thin film roughness—has been observed for ALD TiN\(_x\) thin films grown on organic layers possessing -NH\(_2\) functionality [17].
Figure 4-12: TaN<sub>x</sub> film thickness as a function of ALD cycles on unmodified SiO<sub>2</sub> (open symbols) and on PEI|SiO<sub>2</sub> (filled), at a substrate temperature of 255 °C.
Figure 4-13: Atomic force micrographs of TaN$_x$ thin films formed by (a) 10 ALD cycles on an unmodified SiO$_2$ substrate and (b) 40 ALD cycles on PEI|SiO$_2$. The thickness of the TaN$_x$ thin film is ~ 6 Å in both cases.
Additional information concerning the behavior of the two Ta-based ALD processes can be obtained from XPS after a single cycle of ALD. XP spectra collected \textit{ex situ} in the Ta(4d) region for 1 cycle of Ta$_2$O$_5$ ALD on bare SiO$_2$ and PEI|SiO$_2$ are presented in Fig. 4-14(a). From the intensity of these Ta(4d) peaks, the density of Ta taken up in the first cycle on PEI|SiO$_2$ is calculated to be $\sim$ 52% of that taken up on unmodified SiO$_2$, $(1.36 \pm 0.4) \times 10^{14}$ cm$^{-2}$ versus $(2.61 \pm 0.8) \times 10^{14}$ cm$^{-2}$ (cf. value for $\alpha = 0.41 \pm 0.26$). For the growth of TaN$_x$, similar results are expected, and in Fig. 4-14(b) XP spectra collected \textit{ex situ} in the Ta(4d) region for 1 cycle of TaN$_x$ ALD on bare SiO$_2$ are displayed. As may be seen the uptake of Ta is the same as is observed for Ta$_2$O$_5$ ALD on SiO$_2$, reflecting the fact that the first half-cycle is identical in both cases—exposure to Ta[N(CH$_3$)$_5$].

Results from XPS in the N(1s) and Ta(4p$_{3/2}$) regions for Ta$_2$O$_5$ ALD on PEI|SiO$_2$ are considered in Fig. 4-15. A similar set of spectra for TaN$_x$ ALD are not considered due to the susceptibility of the TaN$_x$ thin films to oxidation during sample transfer in air for \textit{ex situ} XPS. The 0 cycle thin film in this case represents approximately the surface just before ALD growth is initiated (i.e. The PEI|SiO$_2$ substrate was loaded into the ALD chamber, heated to the deposition temperature, then transferred in air for XPS). Two observations can be made from this data. First, the N(1s) binding energy, indicative of the chemical binding environment of the N atoms in the thin film, does not change significantly during ALD.
Figure 4-14: X-ray photoelectron spectra of the Ta(4d) region for (a) one cycle of Ta$_2$O$_5$ ALD on unmodified SiO$_2$ and PEI|SiO$_2$, and (b) one cycle of TaN$_x$ ALD on unmodified SiO$_2$. 
Figure 4-15: X-ray photoelectron spectra of the N(1s)/Ta(4p_{3/2}) region for zero, one, and 20 cycles of Ta_2O_5 ALD on PEI|SiO_2.
What is the expectation? After the first half-cycle of ALD, one may expect that the Ta precursor is bound to the surface, probably forming Ta-N linkages via ligand exchange reactions with the –NH₂,R₃ groups in the PEI, or possibly Ta-O-Si bonds via ligand exchange reactions with Si-OH groups on the SiO₂ surface. Following H₂O exposure, and/or air exposure before XPS, the chemisorbed Ta species is likely stripped of its N(CH₃)₂ ligands, and these are replaced with -OH, or other oxygen containing ligands. Furthermore, some fraction of the N present in PEI that is interacting with the SiO₂ surface, or has not reacted with Ta[N(CH₃)₂]₅, may remain unchanged. Thus the minimal change observed in the N(1s) feature is not surprising. A second observation is that the size of the N(1s) feature is largely unchanged for 0 and 1 cycles of ALD. This is consistent with the mechanism just described, where the Ta precursor chemisorbs in the first half-cycle, and loses all of its N-containing ligands in the H₂O cycle, or upon transfer in air for XPS.

4.5. Discussion

A focus of the work described above is to examine explicitly the effect of an interfacial organic layer (IOL) on the initial stages of ALD growth for a series of thin film chemical systems. In one case, the ALD of Al₂O₃, the layer seems to have no effect on growth vs. that on unmodified SiO₂. The results in this case are also consistent with the interfacial organic layer, PEI, being effectively buried essentially intact, certainly concerning its N content (no measurable change in the density or chemical binding environment of N by XPS), by the Al₂O₃ thin film. In two cases,
ALD of HfO$_2$ and Ta$_2$O$_5$, a modest delay in nucleation and growth is observed. Finally, in one case, the ALD of TaN$_x$, the suppression of growth by the organic layer is significant. First note that the experiments were not conducted for these different chemical systems at identical substrate temperatures, rather they spanned a range of $\sim$50 °C. Despite this fact, it is unlikely that substrate temperature is a major factor in determining the degree of attenuation of the ALD growth. For example, the trend in deposition temperature is HfO$_2$ < Al$_2$O$_3$ < Ta$_2$O$_5$ = TaN$_x$, the order of which has no apparent relationship with the trend in the degree of growth attenuation, which follows the order, least to most of Al$_2$O$_3$ < HfO$_2$ ~ Ta$_2$O$_5$ << TaN$_x$. We are left to consider other explanations.

The best explanation for the effect of the interfacial organic layer on these ALD processes concerns differences in the chemical identities of the gas-phase co-reactants and the details of the chemical reactions occurring in each ALD cycle. At this point it is useful to review what is known about the attenuation of ALD growth by interfacial organic layers [1]. In situations where the functional groups are largely present in the form of a 2D array, the extent of attenuation correlates well with the density of these groups. Thus, SAMs such as –CH$_3$ terminated alkyl trichlorosilanes, which bind to SiO$_2$ via the –OH groups present on the surface but lack functional groups themselves, greatly diminish reactive sites and thus inhibit the chemisorption of transition metal complexes and greatly attenuate growth. Other SAMs or IOLs that possess reactive terminations in the form of –NHR or –OH groups, in general attenuate growth to a smaller degree and lead to thin films which are similar to those grown on unmodified SiO$_2$. In cases where functional groups are distributed in a more
3D way, the behavior can be more complex. Here, overly aggressive ligand exchange reactions can virtually strip a transition metal complex of all of its ligands, forming a species unlikely to react further with co-reactants such as H$_2$O or NH$_3$. In this case, the correlation between reactivity or first half-cycle uptake of the transition metal complex, and the initial attenuation of the rate of ALD growth is poor.

The most important observations to reconcile here involve the attenuation of the ALD growth of HfO$_2$, and perhaps most interestingly, the dramatic differences between the ALD of Ta$_2$O$_5$ and TaN$_x$ on PEI|SiO$_2$. Both sets of observations suggest that key mechanisms that cause growth attenuation act during the second half of the ALD cycle, i.e., the exposure to the co-reactants H$_2$O or NH$_3$. Concerning the first, as discussed above, exposure of the PEI|SiO$_2$ surface to Hf[N(CH$_3$)(C$_2$H$_5$)]$_4$ in the first half-cycle of ALD leads to significant chemisorption of this species, close to the uptake achieved in steady-state ALD of HfO$_2$. Despite this high density of Hf achieved after 1 cycle, growth is significantly attenuated in the subsequent 9 cycles, suggesting that accessible active sites are not effectively regenerated by the H$_2$O exposure step. Concerning the second, the ALD of Ta$_2$O$_5$ and TaN$_x$ obviously differ only in the second half-cycle, thus, it is in this half-cycle that one would seek to explain the observed differences between the growth of these two materials. These results suggest that, while the first half-cycle results in the deposition of an adequate density of metal atoms in all cases, PEI introduces variability in the efficiency of the second half-cycle to regenerate active sites for additional chemisorption of the metal precursor, a necessary step for ALD.
Concerning the attenuation of the ALD of HfO$_2$ by PEI|SiO$_2$, and not Al$_2$O$_3$, one possible cause for the difference could be the relative size of the ligands in the metal containing precursors used in the two processes. The Al atom is surrounded by three -CH$_3$ groups, while the Hf atom is surrounded by four much bulkier -N(CH$_3$)(C$_2$H$_5$) groups. The presence of PEI, then, may compound existing steric barriers to the reaction between H$_2$O and the Hf atom due to the large ligand groups. Such an explanation, when applied to the Ta$_2$O$_5$ and TaN$_x$ systems would seem to fail, as the two processes utilize identical Ta precursors, and the co-reactants H$_2$O and NH$_3$ are of similar size.

The effect of potential interactions between the H$_2$O co-reactant and the PEI film can be evaluated by comparing the ALD of Al$_2$O$_3$ and Ta$_2$O$_5$. Here measurable attenuation was observed in the case of Ta$_2$O$_5$ on PEI|SiO$_2$, and no attenuation for Al$_2$O$_3$ on PEI|SiO$_2$. However, both processes utilize water as the coreactant, and, in fact, the H$_2$O pulse time is much longer in the case of Ta$_2$O$_5$ (2 vs. 0.25 s for Al$_2$O$_3$). This result points to the reactions between the chemisorbed metal-containing fragment (which is likely bound to PEI) and H$_2$O being the key to attenuation, rather than reactions between H$_2$O and largely unreacted portions of the PEI film. If the determinative process was the reaction of H$_2$O with PEI in this way, one would expect the same degree of attenuation for both process, or in fact a shorter attenuation period in the case of Ta$_2$O$_5$ due to the longer water pulse time used in that process.

In the ideal case, atomic layer deposition is simply a sequence of chemical reactions that proceed to completion. In practice, the extent to which a reaction proceeds to completion during each half-cycle depends on geometric and energetic
factors. Geometry is a factor concerning frontier orbital overlap and interaction, and the ability to access the appropriate transition state. As discussed above, geometry (steric factors) may play a role in the differences between the ALD growth of $\text{Al}_2\text{O}_3$ and $\text{HfO}_2$. Chemical reaction thermochemistry, on the other hand, can have an effect on the existence and size of the activation barrier, and whether the reaction is effectively irreversible.

Given the *ex situ* nature of the analysis techniques used here, the structures formed by reactions between the various metal complexes and PEI cannot be determined with much certainty, as they are likely disrupted on exposure to air. Therefore, the analysis of possible thermochemical effects will be approached by determining whether the *overall* thermodynamic driving force (internal energy or enthalpy change) of the ALD reactions examined here exhibits any correlation to the degree of attenuation due to the presence of PEI. The first focus will be the thermochemistry associated with the second half-cycle reactions, since, as discussed above, the first half-cycle reactions and, namely, the density of chemisorbed metal precursors formed in these steps, cannot explain these results. The second half-cycle of $\text{Al}_2\text{O}_3$ ALD involves the following reaction [42], which regenerates active -OH surface terminations:

$$\text{Al-CH}_3(a) + \text{H}_2\text{O}(g) \rightarrow \text{Al-OH}(a) + \text{CH}_4(g)$$

While the second half-cycle of $\text{HfO}_2$ ALD involves the following reaction:
\[
\text{Hf-N(CH}_3\text{)(C}_2\text{H}_5\text{)(a)} + \text{H}_2\text{O(g)} \rightarrow \text{Hf-OH(a)} + \text{HN(CH}_3\text{)(C}_2\text{H}_5\text{)(g)}
\]

In each case only a single ligand exchange reaction was considered—in the overall ALD process there will be more than one. In the HfO\(_2\) case, two chemical bonds are broken (Hf-N and O-H), and two are formed (Hf-O and N-H). Similarly, two bonds are broken and two are formed in the second half-cycle reaction for Al\(_2\)O\(_3\) ALD. The relevant bond dissociation energies have been measured experimentally for some of the bonds shown above [43] (H-OH: 118.7 kcal-mol\(^{-1}\); H-CH\(_3\): 104.9 kcal-mol\(^{-1}\); Al-OH: 130.7 kcal-mol\(^{-1}\); H-NR\(_2\): 94.5 kcal-mol\(^{-1}\)). For those that have not been measured experimentally, results from density functional theory (DFT) calculations (Al-CH\(_3\), 75.2 kcal-mol\(^{-1}\) [44]; Hf-NR\(_2\), 82.4 kcal-mol\(^{-1}\) [45]; Hf-OH, 125.5 kcal-mol\(^{-1}\) [45]) will be used. With these values, the net energy change in the second half-cycle of ALD for these single ligand exchange reactions can be estimated to be -41.7 kcal-mol\(^{-1}\) for Al\(_2\)O\(_3\) and -18.9 kcal-mol\(^{-1}\) for HfO\(_2\). Thus, in both cases there is a driving force for the reactions to proceed to completion, and the driving force is higher for the half-cycle reaction for Al\(_2\)O\(_3\). Along with the steric factors indicated above, this would help explain the stronger attenuation of HfO\(_2\) ALD.

A second method for evaluating the thermodynamic driving force for the two reactions involves calculating the total enthalpy change for the complete ALD reaction, i.e., forming a thin film of Al\(_2\)O\(_3\):

\[
\text{Al(CH}_3\text{)_3(g)} + \text{H}_2\text{O(g)} \rightarrow \text{Al}_2\text{O}_3(s) + \text{CH}_4\text{(g)},
\]
likewise for HfO$_2$:

$$\text{Hf[N(CH$_3$)(C$_2$H$_5$)$_4(g + H_2O(g) \rightarrow HfO}_2(s) + \text{HN(CH}_3)(C_2H_5)(g)$$

In the case of Al$_2$O$_3$ ALD, measured values are available for all species [30,46]; for HfO$_2$ ALD, the required enthalpy of formation is not available for Hf[N(CH$_3$)(C$_2$H$_5$)$_4$, so the analogous reaction using Hf[N(C$_2$H$_5$)$_2]$ will be considered. The total enthalpy change on reaction is -149.3 kcal-mol$^{-1}$ for Al$_2$O$_3$ and -90.3 kcal-mol$^{-1}$ for HfO$_2$. This analysis also predicts a higher driving force in the case of Al$_2$O$_3$. Due to uncertainty regarding the heat capacity for some components, these enthalpy changes are calculated at a temperature of 25 °C. The difference between the enthalpy change for reaction at 25 °C vs. that at which ALD is conducted (180-230 °C) can be estimated to be no more than ± 10 kcal-mol$^{-1}$.

Moving to the Ta-containing thin films, in the first half-cycle the two cases are identical, so as with the cases above, processes which occur in the second half-cycle of the ALD sequence are responsible for attenuation. The single ligand exchange reactions that occur in the second half-cycle for the Ta ALD processes are:

Ta$_2$O$_5$: \[\text{Ta-N(CH}_3)(a) + \text{H}_2\text{O}(g) \rightarrow \text{Ta-OH}(a) + \text{HN(CH}_3)(a)\]

and

TaN$_x$: \[\text{Ta-N(CH}_3)(a) + \text{NH}_3(g) \rightarrow \text{Ta-NH}_2(a) + \text{HN(CH}_3)(a)\]
Here again the two methods employed above can be used to compare the thermodynamic driving force in the two cases. For these single ligand exchange reactions, a net energy change of -26.0 kcal-mol\(^{-1}\) for the second half-cycle reaction for the ALD of Ta\(_2\)O\(_5\) ALD, and -3.8 kcal-mol\(^{-1}\) for the second half-cycle reaction for the ALD of TaN\(_x\) is determined. This calculation utilized bond dissociation energies obtained from both experiment \[43\] and DFT calculations \[45,47,48\]. For the complete ALD reactions, total enthalpy changes of -65.6 kcal-mol\(^{-1}\) for Ta\(_2\)O\(_5\), and either -38.2 kcal-mol\(^{-1}\) or -7.3 kcal-mol\(^{-1}\) for TaN\(_x\) are calculated, assuming the formation of predominantly the Ta\(_3\)N\(_5\) phase or the equimolar TaN phase respectively, again using a combination of experiment \[30,46,49\] and DFT calculations \[50\]. Under the conditions used here, the most likely phase to be formed is Ta\(_3\)N\(_5\) \[51\].

Summarizing these results, based on the single ligand exchange reactions for the second half-cycle reactions, the thermochemical driving forces follow this order, lowest to highest: TaN\(_x\) < HfO\(_2\) < Ta\(_2\)O\(_5\) < Al\(_2\)O\(_3\). Concerning the overall complete ALD reactions, the order is slightly modified: TaN\(_x\) < Ta\(_2\)O\(_5\) < HfO\(_2\) < Al\(_2\)O\(_3\). Based on these sequences, there does appear to be a correlation between the degree to which ALD growth is attenuated in the early stages by PEI, and the magnitude of the thermodynamic driving forces for the reactions. To quantify this relationship the following simple construction will be considered. The number of cycles associated with incipient growth is given by the parameter \(m\) given in Eq. 4-1, so the rate at which the surface is converted eventually to that representing what is achieved at steady-state is given by \(\sim 1/m\). One may anticipate that this rate scales with \(\exp(-\Delta E/RT)\), where \(\Delta E\) is the energetic (\(\sim\) enthalpic) driving force for reaction. In this case...
a plot of $\ln(1/m)$ vs. $-\Delta E/RT$ would yield a straight line. Note that an additional factor not considered here is the total exposure of the surface to the reactant in the second half-cycle, which, in addition to the thermodynamic driving force effects discussed above, may also play a role in determining attenuation effects. In this case a more accurate accounting of the attenuation could be based on $1/(m\varepsilon)$, where $\varepsilon$ is the exposure to the reactant in the second half-cycle (molec-cm$^2$). Quantifying exposures in an ALD reactor, due to residence time effects/reactor wall adsorption, is not straightforward, in particular compared to experiments involving molecular beams [52]. Thus, the length of attenuation will be estimated simply by $1/m$.

Fig. 4-16 the quantity $1/m$ (log$_{10}$ scale) vs. $-\Delta E/RT$ is plotted, the latter calculated in the two ways described above: for the second half-cycle single ligand exchange reaction, and the overall enthalpy change of the ALD reaction. To plot the results for $\text{Al}_2\text{O}_3$, $m = 1$ was used, and indicated by the arrows that its value is likely less than 1. For the case of $\text{TaN}_x$, although the fit produced a value for $m$, the uncertainty was large, and this value is likely not physical as the steady-state rate was never achieved for the range of cycles of ALD considered here. In this case $m \geq 50$ is used, i.e., the maximum number of cycles examined here, and indicated by arrows that the true value for $m$ may be larger. From Fig. 4-16 we see that the correlation between attenuation and these energetic driving forces is quite good, somewhat better for that based on the single ligand exchange second half-cycle reactions.
Figure 4-16: Inverse of the attenuation coefficient, $1/m$, for all the processes examined here for ALD on PEI|SiO$_2$ vs. the thermochemical driving force for these reactions. Two thermochemical driving forces are considered in the figure: one based on the internal energy change associated with a single ligand exchange reaction in the second half-cycle of ALD, $\Delta E/RT$, the other based on the total enthalpy change of the overall ALD reaction, $\Delta H/RT$. 
Before considering any possible reaction mechanisms, note that the correlation demonstrated in Fig. 4-16 indicates that ALD reactions with an inherently high overall driving force (or, as discussed below, a low activation barrier) are not as susceptible to attenuation by PEI. In other words, effects of PEI which act to inhibit the ALD reactions, through steric hindrances or the formation of a stable metal-PEI complex, for example, can be overcome by a high thermodynamic driving force towards the formation of the final products. Should the attenuation in the initial rate of deposition scale with these energetic driving forces? Atomic layer deposition, as conventionally defined, involves consecutive self-limiting surface reactions. During each half-cycle, given the complexity of the co-reactants, particularly the transition metal complexes, multiple elementary reactions must occur to form ultimately the inorganic compounds in each case. A reactant such as Ta[N(CH$_3$)$_3$)$_5$ likely loses 2-4 ligands in the first half-cycle [18]. Local stereochemistry may have an effect on how many ligands are lost by each individual molecule. On the other hand a co-reactant such as H$_2$O may displace multiple ligands attached to a metal center, forming perhaps multiple –OH species bound to single metal center. The ability of each of these elementary reactions to proceed to completion will depend on steric factors, as discussed above, but also on the activation barriers associated with each reaction. For some time, it has been recognized that for series of similar reactions the activation energy is linearly correlated with the enthalpy change of reaction [53,54], and to linear combinations of the energy required to break and form the necessary bonds to complete a reaction [55-57]. Thus, due to a strong driving force, reactions associated with the formation of Al$_2$O$_3$ may mostly occur with little or no activation barrier, whereas more thermo-
neutral reactions associated with the formation of TaN$_x$ may have sizable barriers. What must be kept in mind, however, is that in the absence of PEI, growth of these two materials under similar conditions ($T_s$) is quite comparable. Indeed, the two processes differ in terms of thickness-per-cycle by about a factor of 1.5, and this difference probably reflects the effect of the size of the ligands, i.e., -CH$_3$ vs. N(CH$_3$)$_2$, in controlling the saturation coverage that can be achieved in each half-cycle, or the efficiency with which reactive sites are generated at completion of the second half-cycle by H$_2$O vs. NH$_3$.

PEI clearly has an effect on the initial stages of growth, and the difference between Ta$_2$O$_5$ and TaN$_x$ ALD is quite striking. Some discussion of what may be happening in these two cases is of interest. First, as the substrate temperature and the Ta precursor are identical in both cases, the adlayer formed at the end of the first half-cycle must be identical. The Ta complex, as indicated above, may have undergone multiple ligand exchange reactions, and each Ta fragment may be bound to the PEI layer via multiple linkages. The branched nature of the PEI, and its thickness of ~ 5 Å may facilitate chelation of the Ta complex. Exposure of this layer to H$_2$O likely breaks a number of these linkages with the PEI (e.g., -NH-Ta, -N=Ta), forming new Ta-OH and other bonds with O. The linking groups on PEI are likely protonated, reforming –NH$_2$R$_x$ groups. It has been observed that hydrogen bonds involving -RNHR’- groups in a ~ 30 nm thick film of polyamide-6 are disrupted by exposure to Al(CH$_3$)$_3$, then reformed by subsequent exposure to H$_2$O [58], suggesting a similar process in the case of Al$_2$O$_3$ ALD. In this case it should be noted that the majority of hydrogen bonds exist within the polymer, i.e. between -RNHR’- and C=O groups. Given the
thermochemistry in the case of Ta$_2$O$_5$, Al$_2$O$_3$, and HfO$_2$, these conversions are irreversible, and may proceed quickly with little or no activation barrier. The situation with NH$_3$ could be quite different. In this case reaction of NH$_3$ with the linkages between the Ta complex and the PEI (e.g., -NH-Ta, -N=Ta) may be activated, and could possibly be reversible to some extent. An important difference between the initial layer formed on PEI|SiO$_2$ and that representing steady-state growth is that in the latter case NH$_3$ reacts with the -N(CH$_3$)$_2$ ligands to form a gas phase reaction product, HN(CH$_3$)$_2$, while reaction in the presence of PEI may not lead to gas phase products, e.g., ligand exchange and protonation of the groups on PEI. For this reason, it is plausible that conversion of the layer bound to PEI to one representing the steady-state surface present during growth may be sluggish for the case where NH$_3$ is the co-reactant.

4.6. Conclusions and future directions

The atomic layer deposition of a series of inorganic thin films, namely Al$_2$O$_3$, HfO$_2$, Ta$_2$O$_5$, and TaN$_x$, has been examined on an interfacial organic layer, poly(ethylene imine), focusing on the effects of this layer on the initial stages of growth. It was shown that PEI forms a smooth uniform thin film on SiO$_2$, ~ 0.5 nm thick, with a high density (~ $6 \times 10^{14}$ cm$^{-2}$) of $\text{--NH}_2$R$_x$ groups. The ALD of Al$_2$O$_3$ on PEI|SiO$_2$ is virtually identical to that observed on unmodified SiO$_2$, i.e., a linear thickness vs. number of cycles relationship, with no incubation period. From angle-resolved XPS, it was shown that the deposition of Al$_2$O$_3$ essentially buries the PEI,
with no significant loss of N density from the organic layer, although some disruption of the bonding in the PEI may have occurred. For the other three materials examined, an incubation period exists for growth on PEI|SiO₂, which is short lived (~ 10 ALD cycles) for the ALD of Ta₂O₅ and HfO₂, but substantially long-lived (> 50 ALD cycles) for the ALD of TaNₓ. Concerning the ALD of HfO₂, although the first half-cycle of exposure to the Hf co-reactant produces a coverage close to that at steady-state, growth is still strongly attenuated for ~ 10 cycles of ALD. This result highlights the effect of PEI|SiO₂ on the second half-cycle exposure to H₂O. The effect of PEI|SiO₂ on the second half-cycle is further displayed when comparing the results for the ALD of Ta₂O₅ and TaNₓ. The incubation period for TaNₓ ALD is much longer than for Ta₂O₅, however the two ALD processes differ only in the second half-cycle. Therefore, the effect of PEI|SiO₂ on the second half-cycle is implicated here also as being primarily responsible for the incubation period. Furthermore in this case the initial uptake of Ta is attenuated by about a factor of 2 by PEI, although this is not nearly enough to solely account for the attenuation of the initial thickness deposited per cycle. Viewing the results as a whole, a strong correlation between the thermodynamic driving force of the second half-cycle ligand exchange reaction and the length of the incubation period is observed. Chemical transformations in the ALD half-reactions that are more favorable thermodynamically exhibit shorter periods of incipient growth.

The work described in this chapter suggests a number of possible future directions. From an experimental point of view, the conclusions we can make from these results are somewhat limited due to the ex situ nature of the analysis. In other
work presented here, in Chapters 3 and 5, *in situ* XPS was used to determine the chemical state and molecular structure of adsorbed species. For a deeper understanding of the mechanisms underlying the results described here, similar *in situ* based techniques may prove very useful. Continuing work using the same *ex situ* techniques described here would also be of value. Suggested experimental plans would include changing the coreactant dose times and/or reaction temperatures. Studying the effect of these parameters using *ex situ* ellipsometry and XPS could provide further insight on the underlying mechanisms. For example, if the delay in nucleation is in fact due to inhibition of the second half cycle, we may expect the degree of nucleation delay ($m$ parameter in Eq. 4-1) to decrease with increasing coreactant exposure.

The trend demonstrated in Fig. 4-16 suggests that the initial growth rate may be controlled by using alternate coreactants which result in different overall reaction thermochemistry. For oxide processes, for example, ozone could be used in place of water, or likewise for nitride processes hydrazine could be used in place of ammonia. In either case, a plasma process could be used to generate highly reactive O or N containing radicals for use as coreactants, however in this case any structural damage to the organic film due to the plasma should be closely monitored. Along this same line, alternate organic films to PEI could be used. One attractive possibility is the use of polyelectrolyte multilayers [11,59,60]. Extensive study of these organic multilayers has demonstrated the ability to deposit films with a high degree of thickness precision, while incorporating a variety of chemical functionalities, some of which may have purposes beyond simply controlling subsequent inorganic film growth.
Finally, the large difference in the initial growth attenuation suggests that, for applications where the formation of a film such as TaN$_x$ is required on an organic modified substrate, that depositing a very thin inorganic film (Ta$_2$O$_5$ for example) prior to initiating TaN$_x$ ALD may allow the otherwise strong attenuation of growth to be overcome.

4.6 Appendix: ALD of Al$_2$O$_3$ on FOTS|SiO$_2$

A short series of additional experiments was conducted to study the deposition of Al$_2$O$_3$ on an organic layer which lacks any chemically reactive sites. To produce such a layer, a SiO$_2$ surface was exposed to (1H,1H,2H,2H-perfluorooctyl) trichlorosilane (FOTS), which reacts with surface Si-OH groups to form a layer of covalently bound ≡Si(CH$_2$)$_2$(CF$_2$)$_5$CF$_3$ on the surface (see Fig. 2-1 for the structure of FOTS, and Sec. 2.4 for details regarding the formation of the layer). As this layer is not expected to have any reactivity towards the ALD precursors, its only role is to deactivate and block otherwise reactive Si-OH sites. As shown in Fig. 4-15, the presence of FOTS leads to the attenuation of Al$_2$O$_3$ ALD. This is not unexpected, particularly in light of similar experiments which showed attenuation of TiN$_x$, HfO$_2$, and Pt ALD on FOTS|SiO$_2$ [2,17]. Fitting the thickness vs. number of ALD cycles data Eq. 4-1, shown by a solid line in Fig. 4-15, results in a value of $m$ of ~12. Similar to Al$_2$O$_3$ films on PEI|SiO$_2$ (Fig. 4-8), ARXPS has also been performed to determine the distribution of the FOTS after Al$_2$O$_3$ ALD. Fig. 4-16 displays the integrated XPS intensity as a function of photoelectron takeoff angle for 40 cycles of Al$_2$O$_3$ ALD on
FOTS\textit{|}SiO$_2$. The thickness of the Al$_2$O$_3$ film in this case was measured to be 27 ± 1 Å. Here we observe similar behavior to that seen in Fig. 4-8, namely an increase in the Al(2p) intensity with takeoff angle, and a decrease in the Si(2p) and F(1s), where F(1s) is representative of the FOTS molecule. By fitting the F(1s) data to a model which assumes that F exists in a 2-d monolayer buried at a depth of $d_{\text{ML}}$ from the vacuum interface [solid line in Fig. 4-16(b)], we obtain $d_{\text{ML}} = 24.0 \pm 1.3$ Å. This value should be compared to the thickness of the Al$_2$O$_3$ films obtained from ellipsometry (27 Å) and the value obtained using ARXPS of the Si$_{4+}$ feature of 34.2 ± 1.9 Å. Therefore, the fluorine remaining after 40 cycles of ALD remains chiefly between the SiO$_2$ and Al$_2$O$_3$ layers. A measurement of the F atomic density before and after ALD, conducted using identical methods as with PEI in Sec. 4.4.2 above, indicates that ~35% of the fluorine on the surface is lost during ALD. This may be due to a desorption process taking place in the early stages of ALD. However, caution must be used in interpreting this result, because of the difficulties involved with accurately measuring the F atomic density using XPS. This is due to the photoelectron induced desorption of fluorine when analyzing the 0 cycle FOTS\textit{|}SiO$_2$ sample, or apparently photoelectron-induced reactions between F and Al atoms at the Al$_2$O$_3$\textit{|}FOTS interface, as indicated by the appearance of a new peak in the F(1s) region of the XP spectrum, which can be assigned to F-Al species (Fig. 4-19). While efforts were made to correct for these effects (i.e. by taking multiple measurements of the F intensity and extrapolating back to zero x-ray exposure, or summing the contributions of the F-C and F-Al peaks in ARXPS), there may be nonlinear effects which affect the measurement.
Figure 4-17: $\text{Al}_2\text{O}_3$ film thickness as a function of ALD cycles on an unmodified $\text{SiO}_2$ substrate (open symbols) and on FOTS|$\text{SiO}_2$ (filled). Solid line through FOTS|$\text{SiO}_2$ series represents a fit to Eq. 4-1.
Figure 4-18: Integrated areas of the (a) Al(2p), (b) F(1s), and (c) Si$^{4+}$(2p) XPS features as a function of takeoff angle for 40 cycles Al$_2$O$_3$ ALD on FOTS|SiO$_2$. In (b), the solid line corresponds to a model in which the F atoms exist in a 2-d layer buried at a uniform depth. The solid line shown in (c) corresponds to a model for a thin film of SiO$_2$ that is covered uniformly by a layer of Al$_2$O$_3$ and FOTS.
Figure 4-19: X-ray photoelectron spectra in the F(1s) region for 40 cycles of Al₂O₃ ALD on FOTS|SiO₂ after ~ 7 minutes and ~ 35 minutes of exposure the x-ray source. Note the appearance, and increase in intensity, of the feature at ~686 eV binding energy, which indicates the formation of F-Al bonds.
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5. Atomic layer deposition of titanium and tantalum nitrides on substrates modified by branched polymer layers

5.1 Overview

In this chapter, a series of experiments are described which were undertaken to study the ALD of TaN and TiN on SiO$_2$ and porous low-κ substrates modified using thin organic films. Two organic films were used: polyglycidol, a branched molecule with hydroxyl and ether functionality, and poly(ethylene imine), a branched molecule with amine functionality. *In situ* XPS analysis using a molecular beam based ALD technique showed that the chemical structure of the adlayer which chemisorbs in the first half cycle of ALD is strongly influenced by the chemistry of the substrate (SiO$_2$ vs. low-κ, and unmodified substrates vs. substrates modified with thin organic films). It was found that both polyglycidol and poly(ethylene imine) films decrease the uptake of the TaN precursor Ta[N(CH$_3$)$_2$]$_5$ in the first half cycle on a SiO$_2$ substrate. However, on a low-κ substrate, poly(ethylene imine) enhances uptake of Ta[N(CH$_3$)$_2$]$_5$, and also increases the subsequent rate of TaN deposition. In addition to the rate of growth, XPS shows that the chemistry of the substrate influences both the oxidation state of the growing film, and the incorporation of nitrogen, over the first 10 ALD cycles (~ 6-10 Å). When conventional ALD techniques are used, angle resolved XPS demonstrates that a thin film of poly(ethylene imine) has the effect of decreasing infiltration of Ta[N(CH$_3$)$_2$]$_5$ into the interconnected pore structure of a low-κ material.

while enhancing uptake of the precursor at the vacuum|low-κ interface. Regarding TiNₓ ALD, the presence of poly-G inhibits growth, and causes the formation of a rough, islanded film on low-κ. This is similar to results obtained on SiO₂ substrates, and is believed to be due to the ability of the highly 3-d network of the poly-G film to strongly bind to the Ti[N(CH₃)₂]₄ molecule, stripping -N(CH₃)₂ ligands in the process, and making it unreactive in the second half cycle of ALD.

5.2. Introduction

Atomic layer deposition (ALD) [1,2] provides the ability to form extremely thin, conformal films with precise thickness control. These characteristics make it an attractive technique for a number of applications, notably in semiconductor device manufacturing [3]. In addition, precursors and recipes now exist for the ALD of a wide variety of materials, including oxides, nitrides, pure metals, and other compounds containing a wide variety of elements. Because ALD relies on the chemisorption of gas-phase precursors and other chemical reactions localized to the gas/solid interface, one may expect that the chemistry (active site density and type) and microstructure (roughness and porosity) of the starting substrate will play an important role in determining the early stages of film growth, and could potentially affect interface quality. Indeed, a number of studies have demonstrated that the initial stages of ALD can involve a transition or “incubation” period in which the growth rate is not constant, and that the duration and growth per cycle during this period is sensitive to the identity of the initial substrate [2-9]. Further, recent studies utilizing in
situ analysis techniques have demonstrated that, during the initial stages of ALD, chemical properties of the growing film including oxidation state and chemical composition can be quite different from the properties of the steady-state growing film [10-13]. For some applications, it is possible that the entirety of film growth will take place within an early transition regime. Therefore, research is ongoing to more fully understand processes taking place in the initial stages of the ALD for a number of industrially important films, with the goal of improving interface properties or initial film growth for given applications.

An application for which ALD is particularly well suited, and where control over interface chemistry and morphology is critical, is the formation of diffusion barrier films between metallic lines and the surrounding insulating material in the interconnect structures of integrated circuits [14]. The purpose of this barrier film is to prevent diffusion of metals, primarily copper, into the dielectric, and its integrity is essential in device reliability [15]. Refractory metal nitrides, TaN and WCN for example, are commonly used as barrier materials [3,16], and are deposited on the insulating material after the formation of high aspect ratio trenches and other features. The low dielectric constant, or “low-κ” insulating materials used in current and future generations of integrated circuits present challenges for the growth of barrier materials by ALD. Low-κ is a somewhat general term, because there are several types of materials which may be used for this application [17], however, two major issues with low-κ materials are frequently encountered. First, low-κ materials tend to have a low density of chemically reactive surface sites from which to nucleate thin film growth, particularly when compared to other commonly used dielectrics such as SiO₂. This is
partly because many of the reactive Si-OH terminations which are present on pure SiO$_2$ are replaced by more inert Si-CH$_3$ or other Si-alkyl terminations in low-$\kappa$. This low density of active surface sites can lead to non-ideal ALD growth behavior in the initial stages of growth, including low initial thickness deposited per cycle, as well the formation of islands, leading to rough and possibly discontinuous films [4,6,18-21]. Furthermore, it has been shown that the density of reactive sites on a substrate can influence the density of thin (~ 5 nm) ALD TaN films [22,23]. A second issue with ALD growth on low-$\kappa$ dielectrics is that many of these materials contain a network of connected meso- and micropores, intentionally added to decrease the dielectric constant. Any near-surface void spaces, by definition, have no heterogeneous nucleation sites for ALD. In addition, because the ALD process leads to extremely conformal film deposition, it is possible that film material may infiltrate and fill porous low-$\kappa$ materials [24-26]. Infiltration of barrier material into the low-$\kappa$ is undesirable obviously, because it could cause degradation of the electrical properties of the low-$\kappa$.

Two general methods exist to alter the properties of low-$\kappa$ materials to make them more suitable for ALD film growth. The first involves exposing the low-$\kappa$ to a highly reactive plasma, which can create active sites on the surface, enhancing nucleation, and/or it can densify the surface, decreasing infiltration of gas-phase species [19,20,25,27-32]. The main drawback to plasma-based modifications is that they can potentially modify the low-$\kappa$, degrading its electrical or physical properties [17,33-35]. A second method that may be used to alter the surface chemistry of low-$\kappa$ is the deposition of a thin film overlayer, for example SiO$_2$ [21,36], Al$_2$O$_3$ [37], SiC:H
or parylene [40-42]. Similarly, an important concern with these “additive” strategies is to achieve the desired interfacial properties without altering the internal structure of the low-κ.

The subject of the work presented here is to investigate ALD of the diffusion barrier materials TiN$_x$ and TaN$_x$ on two dielectric substrates, nonporous SiO$_2$ and a porous low-κ material, modified using branched organic layers. The use of thin organic films, notably self-assembled monolayers (SAMs) [43,44], is a well-established method to alter the chemical functionality of a surface prior to inorganic film growth [7-9,45-50]. Straight chain SAMs, while versatile, are intrinsically limited by their structure in that they only have one active functional group per anchoring site on the underlying substrate. On the other hand, a branched molecule with a distribution of functional groups available to interact with either the substrate or with gas-phase ALD precursors has the potential to “multiply” nucleation sites present on the substrate [9,48]. Branched oligomers or polymer molecules are also more effective at filling space, an important property if the molecule is to be used to seal porous materials.

The experiments described here involve two branched organic films. One film, polyglycidol, contains hydroxyl and ether groups, while the other, poly(ethylene imine), contains amine functionality (primary, secondary, and tertiary). They also differ in the method of formation: the former grown/grafted from a surface; the latter deposited intact from solution. First discussed are the effects of these branched organic layers on the initial chemisorption of the metalorganic ALD precursor Ta[N(CH$_3$)$_2$)$_5$, with a focus on the density and chemical state of the chemisorbed species, similar to
previous results presented for other branched and straight chain organic layers on nonporous SiO$_2$ [47,48]. A second set of experiments will examine the effect of the branched organic layer on the initial stages of ALD, specifically the effect on the amount of material deposited per cycle and the chemical composition of the deposited film. For ALD on the porous low-κ material, a key measurement will be the degree of infiltration of the ALD film into the pore network of the low-κ. Experimental techniques will include the use of ellipsometry to quantify the kinetics of growth, in situ x-ray photoelectron spectroscopy to quantify chemical state and density of near-surface species, and AFM evaluate the evolution of thin film morphology.

5.3. Experimental Procedures

The experiments described here were conducted in the following sequence. First the polyglycidol and poly(ethylene imine) films were prepared on either SiO$_2$ or low-κ substrates. Second, the organic layers were characterized using XPS, ellipsometry, and contact angle measurements. Next, in one set of experiments, bare SiO$_2$, bare low-κ, and both substrates modified with layers of polyglycidol or poly(ethylene imine) were exposed to Ta[N(CH$_3$)$_2$)$_5$ under UHV conditions. The resulting chemisorbed layers were analyzed in situ using XPS. In a second set of experiments, ALD was conducted in UHV on unmodified substrates and substrates modified with polyglycidol or poly(ethylene imine), with in situ XPS conducted between ALD cycle intervals in some cases. Finally, thin films were also deposited using a conventional viscous flow ALD reactor. Selected thin films in these cases
were characterized *ex situ* using ellipsometry, AFM, and XPS (including angle-resolved XPS).

### 5.3.1. Substrate preparation and formation of thin organic films

For experiments involving nonporous SiO$_2$, substrates were cleaved from single-side polished, 100 mm Si(100) wafers (B doped, resistivity 38-63 Ω cm). The procedure used for preparation of thin SiO$_2$ films on these substrates, described in detail in Sec. 2.3 and elsewhere [46], produces a flat, ~15-20 Å thick layer of nonporous SiO$_2$ with a surface Si-OH density of ~ $5 \times 10^{14}$ cm$^{-2}$ [46,51,52]. There are two low-κ substrates used here, referred to as low-κ I and low-κ II. Most experiments were performed using low-κ I, a carbon doped SiO$_2$-based thin film (~1500-4500 Å) formed on 300 mm Si wafers, which is described in Sec. 2.2. From XPS, the low-κ I material consists of approximately, by atomic fraction, 34% Si, 52% O, and 14% C. Heating to the temperature used for TaN$_x$ ALD (230 °C for ~20 min.) results in a decrease in the molar content of C to approximately 10% (with increases in the molar content of Si and O to ~37% and 54%), due presumably to decomposition and desorption of carbon containing groups at elevated temperature in vacuum. As received, the void fraction of low-κ I is ~18.4% measured using ellipsometric porosimetry, with a dielectric constant ($\kappa$) of 2.5. The internal structure of the material has been elucidated in detail by TEM tomography and ellipsometric porosimetry (EP) [53]. It contains a network of interconnected micro- and mesopores, with 90% of the pores having a diameter of less than 5 nm. From EP, the pore size distribution is
bimodal with modes at approximately 0.9 and 1.6 nm. Taken together, the complementary EP and TEM results suggest that the structure of this low-κ includes large ellipsoidal pores connected through smaller necks or micropores in the skeleton material. The contact angle of water on the unmodified low-κ I is ~ 90°. Low-κ II is a similar material consisting by atomic fraction of ~ 36% Si, 45% O, and 19% C. Low-κ II has a network of interconnected pores, with total void fraction of ~ 21 % by EP, a bimodal pore size distribution with similar modes, and ~ 86 % of pores having diameter less than 5 nm. The dielectric constant of low-κ II is 2.47.

The formation and structure of thin films of polyglycidol (poly-G) on nonporous SiO$_2$ using the glycidol monomer has been described in detail previously [47,54]. Prior to deposition of poly-G, low-κ substrates were exposed to one of two pretreatments: exposure to a 7.16 W air plasma for 2 seconds (Harrick Plasma, Ithaca, NY), or exposure to UV light in the presence of ozone (SAMCO UV-1 UV/Ozone cleaner, SAMCO, Inc., Kyoto, Japan). These pretreatments are used to enhance the density of hydrophilic oxygen-containing groups on the outer surface of the low-κ. With the exception of these pretreatments, poly-G was deposited on SiO$_2$ and the low-κ substrates using identical methods. The thickness (and degree of branching) of the poly-G layer can be controlled by varying the amount of time the substrate is submerged in neat glycidol. On SiO$_2$, the growth rate of poly-G was measured to be ~ 1.1 Å min$^{-1}$.

Thin films of PEI were deposited by submerging substrates in a 0.1 wt% solution of PEI in deionized water for 15 minutes. The pH of the deposition solution is ~ 11. At this pH, PEI molecules are not highly charged [55], which minimizes
electrostatic repulsion between molecules. Substrates were then rinsed with deionized water and dried using a stream of nitrogen. The thin films of PEI formed on chemical oxide are characterized elsewhere [56]. PEI was deposited on SiO$_2$ and low-$\kappa$ substrates using identical methods.

5.3.2. ALD of TiN$_x$ and TaN$_x$ films

TiN$_x$ and TaN$_x$ films were deposited in the custom-designed UHV chamber described in Sec. 2.5 [57-59] in an ALD mode using Ti[N(CH$_3$)$_2$]$_4$ or Ta[N(CH$_3$)$_2$]$_5$ in combination with NH$_3$. These reactants have been shown previously to produce TiN$_x$ [60,61] and TaN$_x$ [62,63] films in conventional ALD reactors. Conducting ALD under UHV conditions involved a number of modifications from a typical ALD process. First, in this system the substrate is exposed to the transition metal precursors via a seeded supersonic molecular beam. This beam is generated by passing H$_2$ through a stainless steel vessel containing the transition metal precursor. The vessel is heated to generate the desired vapor pressure of the precursor (~ 100 mTorr). This requires a temperature of ~ 25 °C for Ti[N(CH$_3$)$_2$]$_4$ and ~ 60 °C for Ta[N(CH$_3$)$_2$]$_5$. The resulting gas mixture is expanded through a heated 150 µm aperture, or nozzle, into the UHV chamber. Collisions in the nozzle region accelerate the heavier transition metal coordination complexes in the beam to an average kinetic energy of 2.07 eV, as measured using time-of-flight techniques [64]. The beam passes through a conical skimmer, then into an antechamber containing a shutter, which allows the passage of the beam into the deposition chamber to be modulated. Finally, an aperture defines the
beam into an approximately $12 \times 12 \text{ mm}^2$ square area on the substrate surface at normal incidence. The approximate impingement rate for precursor molecules on the substrate surface is $\sim 2.2 \times 10^{15}$ molecules cm$^{-2}$ s$^{-1}$ for Ti[N(CH$_3$)$_2$]$_4$, and $\sim 1.3 \times 10^{15}$ molecules cm$^{-2}$ s$^{-1}$ for Ta[N(CH$_3$)$_2$]$_5$, at normal incidence for Ti[N(CH$_3$)$_2$]$_4$ and 30° off normal for Ta[N(CH$_3$)$_2$]$_5$. Note that this 30° angle between the molecular beam and surface normal stretches the projected beam on the sample by $\sim 15\%$. The impingement rates given here would be equivalent to partial pressures of $\sim 0.016$ mTorr and $\sim 0.013$ mTorr in a conventional reactor, in which precursor molecules would possess a thermal energy distribution. NH$_3$ was delivered via a doser utilizing a glass microcapillary array (Burle Technologies, Lancaster, PA), producing a flux of NH$_3$ at the surface of $\sim 1.3 \times 10^{17}$ molecules cm$^{-2}$ s$^{-1}$ for TiN$_x$ ALD (cf. 0.263 mTorr) [65,66]. For TaN$_x$ ALD, the use of in situ XPS required a modification of the position of the NH$_3$ doser, resulting in a NH$_3$ flux of $\sim 0.54 \times 10^{17}$ molecules cm$^{-2}$ s$^{-1}$ (cf. 0.109 mTorr). Modulation of the NH$_3$ exposure was achieved using a pneumatic valve on the delivery line.

In these experiments, the first step in the ALD cycle was the exposure of the surface to the beam containing the transition metal complex by opening the shutter for a specified time period, followed by a pump-out period to clear the chamber of residual species. Because of the low pressure of the deposition chamber during ALD (typically $< 10^{-5}$ Torr), it operates in the molecular flow regime, so a purge gas is not used. The surface was then exposed to NH$_3$, followed by a second pump-out period. The ALD cycle was then repeated. This technique has been shown to deposit TiN$_x$ films in a self-limiting, ALD mode at substrate temperatures from 167 to 207°C for
TiN$_x$ [7,8], and at approximately 230 °C for TaN$_x$. For TiN$_x$ deposition, cycle times were: 10 s Ti[N(CH$_3$)$_2$]$_4$|15 s (pump)|30 s NH$_3$|100 s (pump). For TaN$_x$ deposition, a similar sequence was: 40|30|120|120 s. For TaN$_x$ ALD, XPS spectra were collected in situ for each substrate prior to initiating growth, then again at certain cycle intervals during ALD, typically after 5, 10, 15, and 20 ALD cycles. Additional experiments were conducted with no pauses for XPS during growth, with XP spectra collected only after 15 or 20 cycles, to determine what effect, if any, the pauses have on the film growth process. In all cases, during XPS analysis the substrate temperature was maintained at 230 °C. XPS was conducted in the same chamber as film growth.

A second set of in situ UHV experiments were undertaken to study the chemisorption of Ta[N(CH$_3$)$_2$]$_5$ on the initial substrate, i.e. the first half cycle of ALD. For experiments involving poly-G, surfaces were exposed at room temperature to pure Ta[N(CH$_3$)$_2$]$_5$ via a glass capillary array doser, at a flux of approximately $1.2 \times 10^{12}$ molecules cm$^{-2}$ s$^{-1}$, for ~ 3 hours. After dosing, XPS spectra were collected. For experiments involving PEI, substrates were exposed to a molecular beam of Ta[N(CH$_3$)$_2$]$_5$ seeded in H$_2$ at normal incidence ($\sim 1.5 \times 10^{15}$ molecules cm$^{-2}$ s$^{-1}$) for a period of 100 s, at a substrate temperature of 230 °C. XPS spectra were then collected as quickly as possible, maintaining the surface temperature of 230 °C. It was found that the chemisorbed species underwent slight changes over time at this temperature, evidenced by changes in the N(1s)/Ta(4p$_{3/2}$) spectra over time scales of ~ 10 to 100 min. Therefore, all data shown here was collected for the same time interval, 18 min 30 s, from the end of the Ta[N(CH$_3$)$_2$]$_5$ exposure period to the start of XPS.
In addition to the UHV process described above, TaN₃ thin films were also deposited using conventional ALD in an Oxford FlexAL reactor (Oxford Instruments, Oxfordshire, UK). In this reactor, substrates were pre-heated to a temperature of 230 °C in 200 mTorr Ar, then exposed to repeated cycles of Ta[N(CH₃)₂]₅|Ar purge|NH₃|Ar purge at 230 °C, with individual cycle times of 2s|3s|5s|5s. These reaction conditions have been optimized to ensure saturation of the surface with precursor in each half-cycle at steady-state growth conditions, and adequate purging between cycles. During the Ta[N(CH₃)₂]₅ exposure step, the total chamber pressure was 80 mTorr, and the Ta[N(CH₃)₂]₅ was delivered to the chamber using an Ar flowrate of 150 standard cm³ min⁻¹. The Ta[N(CH₃)₂]₅ vessel or “bubbler” was heated to a temperature of 85 °C. During the NH₃ exposure step, the total chamber pressure was 80 mTorr.

5.3.3. Characterization techniques

For experiments involving chemisorption of Ta[N(CH₃)₂]₅ on poly-G utilizing an effusive capillary array doser, XPS was conducted in situ using a VSW CLASS 100 concentric hemispherical energy analyzer operated at constant pass energy of 90 eV, and a VSW twin anode x-ray source (VSW Worldwide, Cheshire, U.K.), with a photoelectron takeoff angle of 38.5°. In situ XPS analysis of the chemisorption of Ta[N(CH₃)₂]₅ delivered via a molecular beam was conducted using an Omicron Sphera U5 concentric hemispherical electron energy analyzer operated at a constant pass energy of 50 eV, and an Omicron DAR 400 twin anode source (Omicron
Nanotechnology USA, Eden Prairie, MN), described in Chapter 9. This XPS system was also used to collect spectra during ALD of TaN<sub>x</sub>. Collecting XP spectra involved turning the substrate ~ 90° from the deposition position, then translating the XPS hardware into the position used for analysis. A photoelectron takeoff angle of 15° was used for chemisorption experiments, and 0° (normal takeoff) for spectra collected during ALD. In all cases, non-monochromated Mg Kα x-rays (1253.6 eV excitation energy) were used. For angle-resolved XPS (ARXPS) measurements, the takeoff angle was varied between 0° and 60° by rotating the substrate with respect to the analyzer axis.

For calculation of absolute atomic density using XPS, a reference standard consisting of 1000 Å polycrystalline Au (e-beam evaporated)/100 Å Cr/native SiO<sub>2</sub>/Si(100) was used (full procedure discussed below). Correct alignment of the ARXPS position was confirmed using the Au reference standard, which exhibited constant Au(4f<sub>7/2</sub>) intensity with takeoff angle.

The binding energy scale was corrected for substrate charging effects using the position of the dominant feature of the Si(2p) peak. In the case of SiO<sub>2</sub>/Si(100), the thickness of the SiO<sub>2</sub> layer is small enough such that the dominant feature is from Si<sup>0</sup> from the underlying Si substrate, and the binding energy was set to 99.5 ± 0.2 eV. Because the precise chemical environment of the Si atoms in the low-κ material is not known, published values were not available to set the correct Si(2p) binding energy in this case, and an alternate method was used. This method involved a measurement of the binding energy of the C(1s) core level of carbon in unreacted -N(CH<sub>3</sub>)<sub>2</sub> ligands, which are present in chemisorbed Ta[N(CH<sub>3</sub>)<sub>2</sub>]<sub>5</sub> adlayers, and in thin TaN<sub>x</sub> films.
deposited on SiO$_2$ and low-k. For SiO$_2$ substrates, the corrected binding energy of this peak was found to be 286.2 ± 0.22 eV. The binding energy of this peak, as well as the dominant Si(2p) peak, was then measured for Ta[N(CH$_3$)$_2$]$_5$ adlayers and thin TaN$_x$ films on low-k. Using the value of 286.2 ± 0.22 as a reference for the C(1s) position, the corrected Si(2p) binding energy for the Si in low-k I was found to be 103.37 ± 0.24 eV. This value agrees well with the range of values reported for the Si(2p) binding energies reported for SiO$_2$ [67,68]. As a check, using this binding energy calibration method results in a corrected C(1s) binding energy of 284.7 ± 0.26 eV for the main carbon component in the unmodified, bare low-k, which is close to reported values of 284.38 eV and 284.8 eV for methyl carbons bound to silicon in poly(dimethyl siloxane) [69,70]. For thicker films of TaN$_x$ deposited on low-k (~ 4 nm), the uncorrected Si(2p) binding energy decreases significantly, indicating that the static charge is dissipated through the TaN$_x$ film. Here the measured (uncorrected) Si(2p) binding energy is 103.48 eV, which is a likely upper bound for the true binding energy. Again using measurements of the C(1s) binding energy for -N(CH$_3$)$_2$, a value of 103.35 ± 0.23 eV was determined for the binding energy of the dominant Si(2p) feature in low-k II.

Concerning *ex situ* analysis, film thicknesses were measured using either a Rudolph AutoEL-II single-wavelength ellipsometer or Woollam VASE spectroscopic ellipsometer. Atomic force microscopy (AFM) was carried out using a Digital Instruments Dimension 3100 atomic force microscope. XPS was conducted *ex situ* on TaN$_x$ films deposited in the conventional ALD reactor using the Omicron Sphera U5 electron energy analyzer described above.
5.4 Results and discussion

5.4.1. Initial chemisorption of Ta[N(CH$_3$)$_2$]$_5$ on unmodified substrates

To characterize the first half cycle of TaN$_x$ ALD, a variety of surfaces were exposed to a constant dose of Ta[N(CH$_3$)$_2$]$_5$, as described above, via a molecular beam. XP spectra of the chemisorbed layer were then collected in situ. The dose used ($\sim 1.5 \times 10^{17}$ molecules cm$^{-2}$) was sufficient to achieve saturation in the thickness deposited per cycle for ALD on SiO$_2$, and is similar to exposures used for similar experiments involving Ti[N(CH$_3$)$_2$]$_4$ [7,8,46,50] and Ta[N(CH$_3$)$_2$]$_5$ [47,48]. Six substrates were investigated here: one SiO$_2$ (chemical oxide) substrate held at room temperature, two different types of low-$\kappa$ held at 230 °C, and three chemical oxide substrates held at 230 °C. Two of the chemical oxide substrates were annealed in UHV for 1 hour prior to exposure to Ta[N(CH$_3$)$_2$]$_5$, one substrate at 400 °C and the other at 550 °C. Annealing in vacuum reduces the concentration of Si-OH groups on the SiO$_2$ surface [71], and has been used previously to study the effect of the Si-OH site density on the early stages of TiN$_x$ ALD [4,5]. Although a direct measurement of the Si-OH density was not possible here, we estimate that the Si-OH surface concentration has been reduced by 40 ± 15 % (annealed to 400 °C) and 60 ± 15 % (550 °C) after the two annealing treatments [71-73].

The results of the chemisorption experiments are summarized in Fig. 5-1, which shows the position of the Ta(4p$_{3/2}$) peak versus the atomic N:Ta ratio of the
chemisorbed species. This representation provides information on the chemical structure of the Ta[N(CH$_3$)$_2$]$_5$ layer [as the number of N(CH$_3$)$_2$ ligands lost upon chemisorption is reflected in the N:Ta ratio], and the chemical binding environment of the Ta center {as the binding energy of the Ta(4p$_{3/2}$) core level correlates with the oxidation state of Ta in the layer [74]}. The combined Ta(4p$_{3/2}$) and N(1s) region (~395 - 410 eV binding energy) was a focus here, as with subsequent analysis, over other Ta core levels because of the ability to quickly collect data related to both Ta and N, and because the similar kinetic energy of the Ta(4p$_{3/2}$) and N(1s) photoelectrons simplifies quantification, as discussed below. XP spectra from the Ta(4p$_{3/2}$)/N(1s) region for SiO$_2$ and low-$\kappa$, examples of the spectra used to calculate the values shown in Fig. 5-1, are given later in Figs 5-4(a) and 5-4(c).

The atomic N:Ta ratio was calculated using the following formula:

$$\frac{I_{N(1s)}}{I_{Ta(4p_{3/2})}} = \frac{n_N \sigma_{N(1s)} T(E_{N(1s)}) \lambda_{N(1s)}}{n_{Ta} \sigma_{Ta(4p_{3/2})} T(E_{Ta(4p_{3/2})}) \lambda_{Ta(4p_{3/2})}} \quad (5-1)$$

Where $I$ is the integrated area of the N(1s) or Ta(4p$_{3/2}$) peak, $n$ is the atomic density, $\sigma$ is the photoionization cross-section, $T(E)$ is the electron energy analyzer transmission function, and $\lambda$ is the mean free path of the photoelectron. Because of the similarity of the kinetic energies of N(1s) and Ta(4p$_{3/2}$) photoelectrons, the transmission function and mean free path terms can be ignored, so ultimately the intensities are corrected using the ratio of photoionization cross sections, $\sigma_{Ta(4p_{3/2})} / \sigma_{N(1s)} = 3.93/1.77 = 2.22$ [75].
Figure 5-1: Peak binding energy of the Ta(4p\textsubscript{3/2}) XPS feature versus N:Ta atomic ratio for a number of substrates after a constant exposure to Ta\([\text{N(CH}_3)_2]_5\). The substrate temperature was 230 °C, with one data point collected at room temperature, as noted. The substrates include two low-\(\kappa\) materials, and SiO\(_2\) subjected to either no pre-anneal, or pre-annealing at 450 °C or 550 °C.
The Ta(4p\textsubscript{3/2}) peak positions were obtained through the use of a binding energy calibration based on the position of the Si(2p) peak from the underlying substrate. As discussed above, binding energies were shifted to obtain a Si(2p) position of 99.5 eV for the underlying Si(100) substrate in the case of SiO\textsubscript{2}, and 103.37 and 103.35 for the two low-κ materials.

The measured N:Ta ratios shown in Fig. 5-1 range from ~ 1.5 to 4. Given the N:Ta ratio of 5 for gas-phase Ta[N(CH\textsubscript{3})\textsubscript{2}]\textsubscript{5}, a measured ratio of less than 5 would indicate partial loss of dimethylamido ligands upon chemisorption. The primary route for ligand loss involves a reaction between Ta[N(CH\textsubscript{3})\textsubscript{2}]\textsubscript{5} and surface Si-OH groups, leading to the formation of (Si-O)\textsubscript{x}Ta[N(CH\textsubscript{3})\textsubscript{2}]\textsubscript{5-x} species and gaseous HN(CH\textsubscript{3})\textsubscript{2}. This process has been observed during the chemisorption of Ti[N(CH\textsubscript{3})\textsubscript{2}]\textsubscript{4} and Ti[N(C\textsubscript{2}H\textsubscript{5})\textsubscript{2}]\textsubscript{4} on SiO\textsubscript{2} [76,77], including the loss of multiple HNR\textsubscript{2} groups and formation of multiple SiO-Ti bonds for substrates with high Si-OH concentration. Other routes to ligand loss could involve reactions within or between adsorbed species. One possibility, observed by others as part of the thermal decomposition pathways for dialkylamido complexes of both Ta and Ti [77-81], involves intramolecular β-H abstraction by a remaining dimethylamido ligand, creating HN(CH\textsubscript{3})\textsubscript{2} and leading to the formation of a Ta-N-C metallacycle complex. However, a clear signature of the formation of such a structure is the presence of a ‘carbide-type’ C(1s) peak at ~283 eV [81], which was not observed here. A related possibility, which cannot be ruled out here, is another intramolecular H abstraction to lead to the formation of an imine ligand [i.e. N(CH\textsubscript{3})(=CH\textsubscript{2})] [82].
A detailed peak fitting of the combined N(1s) / Ta(4p\textsubscript{3/2}) feature for the surfaces examined here indicates the presence of nitrogen in two binding states, with N(1s) binding energy 399.0 ± 0.2 eV and 397.4 ± 0.2 eV. The first type accounts for >90% all N present on the three SiO\textsubscript{2} surfaces at 230 °C, and 70-80% of the N on the two low-κ surfaces. This peak can be assigned to retained -N(CH\textsubscript{3})\textsubscript{2} ligands based on the previously reported N(1s) binding energy of 398.2 eV for N in Ta[N(C\textsubscript{2}H\textsubscript{5})\textsubscript{2}]\textsubscript{5} [83], where the marginally higher binding energy measured in this case could be attributed to the likely more oxidized state of the Ta center when it is chemisorbed on an oxygen containing surface. The second, lower binding energy peak is ambiguous in that it could represent N either strongly bound to Ta, in a Ta=N or similar bond [83], or bound to a Si atom in the underlying substrate [85]. Considering the former, the spontaneous formation of Ta=N bonds in tantalum dialkylamido compounds has been observed [78,84], though notably not for for Ta[N(CH\textsubscript{3})\textsubscript{2}]\textsubscript{5}. The route to Ta=N bond formation is believed to involve first the formation of a metallacycle species involving Ta, -N(CH\textsubscript{2}R), and -CHR. This intermediate species can then release HC=R, leading to the formation of -Ta=N(CH\textsubscript{2}R). One possibility, then, is the participation of nearby alkyl groups on the low-κ substrate in a similar mechanism. The lack of -CH\textsubscript{x} groups on SiO\textsubscript{2} then would explain the higher contribution from this type of nitrogen on the low-κ surface. Alternately, the N(1s) peak at ~ 397.4 eV could indicate that the N from a dissociated dimethylamido ligand is strongly bound to Si in the underlying substrate, as has been observed during the initial stages of HfO\textsubscript{2} ALD using Hf[N(CH\textsubscript{3})\textsubscript{2}]\textsubscript{4} on hydrogen terminated Si [85]. A higher amount of N-Si bonding on the low-κ substrates as compared to SiO\textsubscript{2} could be explained by the desorption of -
CHx groups at elevated temperatures, leaving residual Si atoms on the surface in a potentially more reactive state than the Si atoms in SiO2.

The position of the Ta(4p3/2) peak is related to the chemical binding environment of the Ta center, where generally a higher core level binding energy indicates a higher oxidation state [74]. From the data shown in Fig. 5-1, we observe a significant correlation between the Ta(4p3/2) peak position and the N:Ta ratio, where the layers with a lower Ta(4p3/2) peak position tend to have a higher N:Ta ratio. This is consistent with the process of Ta[N(CH3)2]5 chemisorption taking place via the formation of Ta-O bonds [increasing the Ta(4p3/2) binding energy], with concomitant loss of HN(CH3)2. As expected, surfaces with a high concentration of Si-OH sites (i.e., SiO2 which was not pre-annealed) lead to a more oxidized Ta center and lower N:Ta ratio as compared to surfaces with lower concentration of Si-OH groups (i.e., SiO2 pre-annealed to 550 °C and low-κ). That a correlation between Ta oxidation state and N:Ta ratio is observed also supports the conclusion that most nitrogen remaining on the surface is bound to Ta as Ta-N(CH3)2, rather than bound directly to the substrate.

The N:Ta ratio of close to 4 measured for Ta[N(CH3)2]5 on 550 °C annealed SiO2 suggests reaction between Ta[N(CH3)2]5 and isolated Si-OH groups, leading to a single ligand exchange and a Si-O-Ta[N(CH3)2]4 species. This is consistent with the thermal annealing step leaving behind mostly isolated Si-OH [as well as geminal Si-(OH)2] groups, as compared to the closely spaced (< 3.3 Å) hydrogen bonded vicinal Si-OH groups which are present at 230 °C [71,73]. This, combined with the more extensive ligand loss for the Ta[N(CH3)2]5 layer on non-annealed SiO2 at 230 °C suggests extensive reactions between Ta[N(CH3)2]5 and adjacent hydrogen bonded Si-
OH groups, when present. What is not entirely clear at this point is that there is little shift in the binding energy for Ta species bound to SiO$_2$ annealed at 550 °C, and non-annealed SiO$_2$, even as the N:Ta ratio of the adlayer changes from ~ 4:1 to ~ 1.5:1.

### 5.4.2 PEI and poly-G film characterization

Before discussing the effect of PEI and poly-G on the chemisorption of Ta[N(CH$_3$)$_2$)$_5$ (Sec. 5.4.3), we will first discuss the PEI and poly-G organic layers themselves. The formation of thin films of poly-G and PEI on (nonporous) SiO$_2$ has been characterized using ellipsometry and XPS, in Refs. 47, 54, and 56, and in Sec. 4.4.1, however their formation on the low-$\kappa$ materials used in this work has not been studied. XPS will be the primary method to characterize both organic films on low-$\kappa$, and here, and for all results reported below, these results are for low-$\kappa$ I. The use of ellipsometry is problematic in this case, because the organic films are thinner than the low-$\kappa$ thin film by ~ 2-3 orders of magnitude. Slight changes in the optical properties of the porous low-$\kappa$ material (due to uptake of water, for example), or variations in the thickness of the low-$\kappa$ across the wafer can introduce significant error in the measured thickness of the organic layer.

For PEI|low-$\kappa$, the N(1s) feature can be used to derive the density, chemical binding environment, and spatial extent of the near-surface amine groups. These measurements are displayed in Fig. 5-2. The method used to calculate absolute density from XPS intensity, which has been described previously [9,46], relies on the use of an Au calibration standard, as well as correction factors based on the atomic density of
Au, $N_{Au} = 5.90 \times 10^{22} \text{ cm}^{-3}$ [86], attenuation length of the Au(4f$_{7/2}$) photoelectrons in Au, $\lambda_{Au} = 15.5 \text{ Å}$ [87], photoelectron cross-sections, $\sigma_{Au}/\sigma_{N} = 5.53$ [75], and analyzer transmission functions of the photoelectrons of interest, $T(E_{Au})/T(E_{N}) = (1170 \text{ eV/853 eV})^1$. In Fig. 5-2(a) we summarize the density and N(1s) binding energy for: (i) PEI thin films as deposited; (ii) PEI thin films after annealing at 230 °C in a 200 mTorr Ar for 3 min. (in the conventional ALD reactor); and (iii) PEI thin films annealed at 230 °C in UHV for ~ 20 min. Here we have considered PEI thin films formed on SiO$_2$ (chemical oxide) and low-κ. For cases (i) and (ii) the XP spectra were collected ex situ after transfer from ambient, with the substrate at room temperature. For case (iii) the spectra were collected in situ, with the substrate held at 230 °C. The latter two cases represent a good approximation of the state of the PEI film at the point at which ALD is initiated in (ii) the conventional, and (iii) the UHV ALD reactor. In Fig. 5-2(b) we present an example of the N(1s) XP spectra used to determine the densities and binding energies shown in Fig. 5-2(a). We note that most densities plotted in Fig. 5-2(a) represent values that have not been corrected for photoelectron attenuation effects. In three cases, we also plot values that have been corrected using angle-resolved XPS (vide infra). The attenuation correction leads to an increase in the calculated density of ~ 23-32%, and the magnitude of the correction is approximately equivalent for PEI|SiO$_2$ and PEI|low-κ.

The N(1s) binding energies for PEI|SiO$_2$ and PEI|low-κ fall between values reported for neutral amines, 398.6-399.1 eV [70,88-90] and for quaternary amines in which the N atom carries a positive charge, 401.3-402.5 eV [91-94]. An intermediate value indicates a mixture of these two groups in the PEI layer, and/or species in which
the N atom carries a partial positive charge. For example, partially charged amines might bind with the surfaces via Si-OH groups. If the implied charge state of the N in the layer is associated with bonding to the surface, then the slightly lower N(1s) binding energies measured for PEI|low-κ would then indicate weaker bonding between PEI and the low-κ substrates. Regarding the measured densities, as deposited PEI|low-κ and PEI|SiO$_2$ surfaces have an (uncorrected) amine density of $\sim 4-5 \times 10^{14}$ cm$^2$. Both surfaces degrade upon heating, with 15% and 28% of the total N density lost by SiO$_2$ and low-κ after annealing for 3 min at 230 °C in Ar. For extended periods of heating (20 min. in UHV), N loss is much more significant for PEI|low-κ. A reason for this could again be weaker bonding between the PEI and low-κ, leading to a more significant loss of PEI and/or PEI fragments to the gas phase on heating.

In addition to the density and chemical state of amine groups, an important characteristic of the PEI films is their spatial extent normal to the surface. Using angle-resolved XPS (ARXPS), the spatial extent of the film can be quantified, representing a combination of the thickness of the film above the substrate, and the depth of infiltration of the PEI into the substrate in the case of porous low-κ. In Fig. 5-2(c) we plot the integrated N(1s) intensity as a function of photoelectron takeoff angle ($\theta$) for PEI|SiO$_2$ and PEI|low-κ, both after annealing at 230 °C in 200 mTorr Ar for 3 min. If we assume that the N present in the PEI exists in a uniform, flat film of finite thickness, the integrated N(1s) intensity, $I_N$, is described by

$$I_N = I_{N,0} \left[ 1 - \exp \left( -\frac{d_{\text{PEI}}}{\lambda_N \cos \theta} \right) \right]$$ (5-2)
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Figure 5-2: (a) Summary of N(1s) peak binding energy and surface atomic N concentration for PEI films deposited on SiO$_2$ and low-κ and subjected to various treatments. Expected ranges for neutral amines, NR$_x$H$_{3-x}$, and quaternary amines are shown on the binding energy axis.
Figure 5-2, continued: (b) Detailed XP spectra in the N(1s) region and (c) integrated area under the N(1s) peak as a function of photoelectron takeoff angle for PEI films on SiO$_2$ and low-κ. Films were annealed at 230 °C in 200 mTorr Ar.
where $d_{PEI}$ is the thickness of the PEI film in the direction normal to the substrate, $\lambda_N$ is the attenuation length of N(1s) photoelectrons in the region of the PEI film, and $I_{N0}$ is the N(1s) intensity from a theoretical PEI film of infinite thickness. A fit to the data [solid line in Fig. 5-2(c)] results in $d_{PEI}/\lambda_N$ values of 0.33 ± 0.17 for PEI|SiO$_2$ and 0.44 ± 0.06 for PEI|low-$\kappa$. Because infiltration of PEI is not possible in the case of the nonporous SiO$_2$, the similarity of these two values rules out significant infiltration of the low-$\kappa$ by PEI. This is not unexpected, as the large size of the PEI molecule relative to the average pore diameter in the low-$\kappa$, as well as the high contact angle of the deposition solvent on the inner surface of the pores would work in combination to block infiltration of PEI. Using a previously derived value of $\lambda_N \sim 19.7$ Å [56] we estimate thicknesses of 6.5 ± 3.3 Å for PEI on SiO$_2$ and 8.7 ± 1.2 Å for PEI on low-$\kappa$. The thickness of PEI on SiO$_2$ measured using spectroscopic ellipsometry is 4.3 ± 0.7 Å [56], in reasonable agreement with these values. Note that this analysis assumes a constant value for $\lambda_N$ across the thickness of the PEI film, ignoring the possible formation of a mixed interfacial layer between PEI and low-$\kappa$. This assumption, if incorrect, may result in an underestimate of up to 40% in the calculated spatial extent of the PEI on low-$\kappa$. However, even if this is the case the, ARXPS analysis confirms that the PEI is confined to the top ~ 1 nm of the low-$\kappa$ layer.

The same issues with ellipsometry exist with the measurement of poly-G film thickness on low-$\kappa$. Further compounding the issue, all elements present in poly-G (C, O, and H), are also present in high concentration in the low-$\kappa$ material. Therefore, the thickness of the poly-G film on low-$\kappa$ will be estimated using the Si(2p) signal from the underlying low-$\kappa$, as shown in Fig. 5-3.
Figure 5-3: X-ray photoelectron spectra of the Si(2p) region for polyglycidol films deposited on low-κ substrates.
Assuming that the poly-G layer is well approximated as a uniform, flat film on the low-κ substrate, the integrated intensity of the Si(2p) signal, $I_{Si}$, will be attenuated as a function of the poly-G film thickness $d_{poly-G}$ as described by the function

$$I_{Si} = I_{0, Si} \exp \left( \frac{-d_{poly-G}}{\lambda_{Si(2p)} \cos \theta} \right)$$

(5-3)

Where $I_{0, Si}$ is the unattenuated Si(2p) intensity from the low-κ substrate and $\lambda_{Si(2p)}$ is the attenuation length of Si(2p) photoelectrons in the poly-G. Using a value of 48.3 Å for $\lambda_{Si(2p)}$, measured previously for poly-G films grown on SiO$_2$ [47] the calculated physical thicknesses of poly-G films after 15 and 60 minute exposures to the glycidol monomer are 20 Å and 67 Å, respectively. These figures represent a decrease of 33% and 21% from the thickness that would be obtained at the same growth time on SiO$_2$ [47]. This is not unexpected, as the density of surface Si–OH groups, which serve as nucleation sites for polyglycidol growth, are expected to be lower on the low-κ substrate. In addition to XPS measurements, the contact angle of water has been measured on poly-G films on low-κ. The contact angle on the bare low-κ treated with UV/O$_3$ is ~60°, while after either 15 or 60 minutes of exposure to the glycidol monomer, the contact angle has decreased to <10°. This indicates an increase in the density of hydrophilic groups, presumably in the form of R–OH, are on the surface. Contact angles between 6-18° have been measured for poly-G films on SiO$_2$, with a weak increasing dependence on poly-G thickness [47].


5.4.3. Effect of PEI and poly-G on initial chemisorption of Ta[N(CH₃)₂]₅

In Fig. 5-4(a-d) XP spectra are displayed for the N(1s) and Ta(4p₃/₂) region for adlayers of Ta[N(CH₃)₂]₅ resulting from a dose of $1.5 \times 10^{17}$ Ta[N(CH₃)₂]₅ molecules cm⁻² on SiO₂ (chemical oxide), low-κ, and both surfaces modified with thin layers of PEI (PEI|SiO₂ and PEI|low-κ). These spectra represent those used to calculate Ta(4p₃/₂) peak positions and N:Ta ratios shown in Fig. 5-1. A detailed fitting of the N(1s) feature to two peaks, as shown in Figs. 5-4(a) and 5-4(c), and discussed above in Sec. 5.4.1, is not shown in cases where PEI was present, because the high concentration of N atoms in this layer rendered the fitting to two peaks unreliable.

PEI affects the chemisorption of Ta[N(CH₃)₂]₅ on SiO₂ in two ways. First, the adsorbed density of Ta[N(CH₃)₂]₅ is significantly reduced. From the Ta(4d₅/₂) peak area (not shown here), we calculate Ta surface densities of $(2.32 \pm 0.70) \times 10^{14}$ cm⁻² and $(0.86 \pm 0.26) \times 10^{14}$ cm⁻² on unmodified SiO₂ (no pre-anneal) and PEI|SiO₂, respectively, a reduction of 63%. Second, the presence of PEI reduces the oxidation of the Ta center, as evidenced by the shift to lower binding energy observed for both the Ta(4p₃/₂) and Ta(4d₅/₂) peaks. The shift for the former is from 405.1 ± 0.2 eV (SiO₂) to 403.5 ± 0.8 eV (PEI|SiO₂). These two effects are also shown in Fig. 5-5, where we plot the Ta(4p₃/₂) peak position vs. the Ta density [deduced from analysis of the Ta(4d₅/₂) peak]. A plot of the Ta(4d₅/₂) peak position vs. Ta density gives a similar result. Thus, both the density and nature of the species formed on SiO₂ appear to be modified by PEI. PEI could modify the chemisorptive properties of SiO₂ in two ways: (i) via its amine groups, it could simply bind to surface –OH species, rendering them
inaccessible to Ta$[N(CH_3)_2]_5$, and/or (ii) amine groups in PEI could react with Ta$[N(CH_3)_2]_5$, displacing -N(CH$_3$)$_2$ ligands and forming (RR’N)$_x$-Ta$[N(CH_3)_2]_{5-x}$ species. The observed reduction in Ta density clearly indicates that chemisorption is affected by process (i). The decreased Ta(4p$_{3/2}$) binding energy for PEI|SiO$_2$ compared to unmodified SiO$_2$ is consistent with both (i) and (ii). A decrease in the oxidation state of Ta indicates a decrease in the degree of (Si-O)$_x$-Ta bonding. This could mean that, on PEI|SiO$_2$, more -N(CH$_3$)$_2$ ligands are retained, or that -N(CH$_3$)$_2$ ligands are being displaced by amine groups on PEI. It has been shown previously that amines are chemically reactive towards Ta$[N(CH_3)_2]_5$ [48], and chemisorption of Ta$[N(CH_3)_2]_5$ via amine groups would lead to a lower degree of oxidation of the Ta center compared to ligand exchange with the Si-OH groups on unmodified SiO$_2$. Unfortunately, deduction of the N:Ta ratio of the chemisorbed fragment, allowing a calculation of the number of ligands lost, is not feasible in the presence of PEI.

We can compare the effects of PEI on SiO$_2$ to those due to annealing of unmodified SiO$_2$. In the latter case, as shown in Fig. 5-5, we find that high temperature annealing (550 °C) decreased the amount of Ta uptake by ~ 66% from the case where there was no pre-anneal, similar to the decrease in Ta density due to PEI. There was also a decrease in the apparent ligand loss for chemisorption on the annealed surface, but interestingly, a much smaller change in the oxidation state of the Ta. In view of these results, it seems that PEI is suppressing Ta uptake on SiO$_2$ to an extent similar to the high temperature anneal, but is different concerning the nature of the species that is formed upon chemisorption. The latter suggests that amine groups on PEI|SiO$_2$ may be
involved in ligand exchange reactions with the Ta complex and binding it to the surface [case (ii) *vide supra*].

We next consider the effect of PEI on the chemisorption of Ta\([N(CH_3)_2]\)\(_5\) on low-\(\kappa\). In contrast to SiO\(_2\), we observe an *increase* of \(\sim 17\%\) in the Ta density on PEI|low-\(\kappa\) over bare low-\(\kappa\), while the oxidation state of the Ta center is essentially unchanged, as may be seen in Fig. 5-5. If we compare this result to that found for Ta\([N(CH_3)_2]\)\(_5\) on PEI|SiO\(_2\) we see that this result for PEI|low-\(\kappa\) and, in fact, unmodified low-\(\kappa\), are similar in terms of both Ta uptake and Ta oxidation state. Above it was argued that PEI may attach to SiO\(_2\) through binding between some fraction of the amine groups on PEI and surface –OH, rendering both inactive with respect to the Ta complex. Remaining free amine groups may then react with Ta\([N(CH_3)_2]\)\(_5\) in ligand exchange reactions to bind the complex. If this mechanism is correct, then the PEI bound to low-\(\kappa\) retains a higher density of free amine to react with the Ta complex when compared to SiO\(_2\)—from Fig. 5-5 PEI|low-\(\kappa\) binds \(\sim 48\%\) more Ta than PEI|SiO\(_2\). Note that this is apparently true even though the total density of N from PEI is higher for PEI|SiO\(_2\) (*cf.* Fig. 5-2). This suggests either weaker binding between low-\(\kappa\) and the PEI molecule, where a Ta\([N(CH_3)_2]\)\(_5\) molecule could potentially disrupt a bond between PEI and low-\(\kappa\), or a higher fraction of unbound amine groups in PEI|low-\(\kappa\). Both of these situations are supported by the lower binding energy of N(1s) measured for PEI|low-\(\kappa\) compared to PEI|SiO\(_2\) (*cf.* Fig. 5-2), indicating weaker binding between PEI and the low-\(\kappa\) substrate.
Figure 5-4: X-ray photoelectron spectra of the combined Ta(4p\textsubscript{3/2}) and N(1s) regions for adlayers of Ta[N(CH\textsubscript{3})\textsubscript{2}]\textsubscript{5} on (a) SiO\textsubscript{2}, (b) a thin film of PEI on SiO\textsubscript{2}, (c) low-\kappa, and (d) a thin film of PEI on low-\kappa. Solid lines correspond to a fit described in the text.
Figure 5-5: Binding energy of the Ta(4p<sub>3/2</sub>) XPS feature vs. the density of Ta for adlayers formed on a variety on surfaces, each after a constant dose of Ta[N(CH<sub>3</sub>)<sub>2</sub>]<sub>5</sub> delivered in UHV via a molecular beam.
ARXPS has also been performed in order to quantify the spatial extent of the Ta atoms in the chemisorbed layers on both low-κ and PEI|low-κ. Fig. 5-6(a) displays the area of the Ta(4d 5/2) peak as a function of photoelectron takeoff angle for layers of unmodified low-κ and PEI|low-κ, where both have been exposed to a molecular beam of Ta[N(CH₃)₂]₅ at \( T_s = 230 \, ^\circ C \) (\( ~ 1.5 \times 10^{17} \) molec·cm⁻²), equivalent to the surfaces examined in Fig. 5-4(c) and 5-4(d). The behavior of the Ta(4d 5/2) intensity with takeoff angle is nearly indistinguishable for the two cases, indicating a similar spatial distribution of Ta for bare low-κ and PEI|low-κ. A fit of this data to Eq. 5-2, which assumes that the Ta is distributed in a uniform, flat film of finite thickness, gives parameters of \( d_{Ta}/\lambda = 0.43 \pm 0.13 \) for bare low-κ and \( 0.45 \pm 0.10 \) for PEI|low-κ. These can be compared to the values found for a fit to the N(1s) feature for the unreacted layer of PEI|low-κ [\( \text{cf. Fig. 5-2(c)} \)]: \( d_{PEI}/\lambda_N = 0.44 \pm 0.06 \). Thus, a fit of the N(1s) data for the unreacted layer, and the Ta(4d 5/2) data for the reacted layer, gives essentially identical parameters. This result indicates a close connection between the spatial distribution of Ta in the chemisorbed layer and N in the PEI.

A more rigorous test of the effect of PEI on low-κ, particularly concerning the infiltration of Ta, is to examine the behavior of the layer when Ta[N(CH₃)₂]₅ is delivered to the surface using a conventional ALD reactor. The driving force for diffusion into the porous low-κ is proportional to the partial pressure gradient, which for UHV molecular beam delivery is minimal, whereas it can be sizeable for the conventional ALD reactor (< 80 mTorr here). Also, in the case of conventional ALD the incident Ta[N(CH₃)₂]₅ molecules will possess a wide range of incident trajectories. For experiments involving exposure in a conventional ALD system, ARXPS was
conducted *ex situ* with an air break between deposition of the Ta[N(CH₃)₂]₅ layer and analysis. Air exposure likely leads to loss of ligands such as -N(CH₃)₂ in the layer, while we expect that Ta will remains by and large where it was originally deposited.

In Fig. 7(b) we display the results from ARXPS for exposure of low-κ and PEI|low-κ to Ta[N(CH₃)₂]₅ in the conventional ALD reactor. As may be seen here, unlike the results from molecular beam UHV exposure, a *significant* difference is observed due to the presence of PEI. Namely, we observe both a higher intensity of the Ta feature at fixed takeoff angle, as well as a more significant increase in intensity with takeoff angle for PEI|low-κ as compared to unmodified low-κ. This more dramatic increase in Ta(4d₅/₂) intensity at high takeoff angle indicates that more of the Ta is localized near the vacuum|substrate interface for PEI|low-κ.

In order to fit the ARXPS data shown in Fig. 5-6(b) it will be useful to develop alternative models to the ones associated with Eq. 5-2, where Ta is assumed to be distributed uniformly over a finite thickness. If diffusion is playing a role, we expect a gradient in the Ta concentration in the direction normal to the surface. Two simple functions we can make use of for this concentration gradient are: an exponential decay, \( C = C₀ \exp(-z/d) \); and the complementary error function, \( C = C₀ \text{erfc}(z/d) \), where \( C₀ \) is the concentration of Ta at the vacuum|substrate interface, \( z \) is the depth, and \( d \) is a characteristic infiltration depth. Using the former, the predicted functionality for the intensity from ARXPS is:

\[
I(θ) = \frac{I₀}{\left[\left(\frac{λ \cos θ}{d}\right) + 1\right]} \tag{5-4}
\]
While the functionality for the erfc concentration profile is:

$$I(\theta) = I_0 \left[ 1 - \exp \left( \frac{d}{2\lambda \cos \theta} \right)^2 \right] \text{erfc} \left( \frac{d}{2\lambda \cos \theta} \right)$$

(5-5)

A fit to the exponential decay model, shown as a solid line in Fig. 5-6(b), gives $d/\lambda = 0.10 \pm 0.03$ and $3.7 \pm 2.8$ for Ta on PEI|low-κ and unmodified low-κ, respectively. As expected from the raw data, the Ta is much more localized to the top surface of the substrate in the case of PEI| low-κ. We have also fit the data in Fig. 5-6(b) to the model assuming the concentration follows an erfc functionality and found similar results, with values of $d/\lambda = 0.22 \pm 0.06$ for PEI|low-κ and $5.2 \pm 3.4$ for low-κ. In Fig. 5-7 we plot the concentration profiles predicted by a fit of the data in Fig. 5-6 to Eq. 5-4. Similar profiles are generated by fits to the erfc functionality. We present the data in terms of absolute densities, making appropriate corrections for photoelectron sensitivity factors, etc. This plot underscores the large effect of PEI concerning penetration of the low-κ using conventional, higher pressure exposures to the Ta precursor.

These results also can be used to obtain an equivalent absolute uptake of Ta per exposed (planar) surface area. For beam delivery we find similar values, namely, $(1.40 \pm 0.43) \times 10^{14}$ atoms-cm$^{-2}$ for unmodified low-κ and $(1.65 \pm 0.50) \times 10^{14}$ atoms-cm$^{-2}$ for PEI|low-κ. These values change little if we use the results from either the uniform thin film model, or the erfc functionality. Concerning conventional delivery, we find $(1.71 \pm 1.18) \times 10^{14}$ atoms-cm$^{-2}$ for unmodified low-κ and $(0.76 \pm 0.23) \times 10^{14}$ atoms-cm$^{-2}$ for PEI|low-κ.
Figure 5-6: Area of the Ta(4d_{5/2}) peak as a function of photoelectron takeoff angle for unmodified low-κ and PEI|low-κ substrates after exposure to Ta[N(CH$_3$)$_2$]$_5$. Ta[N(CH$_3$)$_2$]$_5$ was delivered using (a) a supersonic molecular beam under UHV conditions and (b) using a conventional ALD reactor. Smooth lines represent fits to the data in which the concentration of Ta falls off exponentially with depth, Eq. 5-4.
**Figure 5-7:** The concentration of Ta vs. depth below the substrate/vacuum interface for unmodified low-κ and PEI|low-κ exposed to Ta[N(CH$_3$)$_2$]$_5$ via a molecular beam, or via conventional ALD methods. These profiles were obtained by fitting the data shown in Fig. 5-6 to the model given by Eq. 5-4.
The smaller uptake of Ta on PEI\textsubscript{low-κ} for conventional ALD could reflect differences in the PEI layers present before exposure to Ta[N(CH\textsubscript{3})\textsubscript{2}]\textsubscript{5} in the two cases, as discussed above in connection with Fig. 5-2. For example, reduced degradation of the PEI in the case of conventional exposure might provide a better barrier to infiltration.

Turning now to the surfaces modified by thin layers of poly-G, first recall that there are two significant differences between these experiments and those presented in Figs. 5-1, 5-4, and 5-6(a). First, the set of experiments involving on surfaces modified by poly-G (and corresponding unmodified surfaces) were performed with the substrate at room temperature, as opposed to 230 °C. Second, the Ta[N(CH\textsubscript{3})\textsubscript{2}]\textsubscript{5} was delivered via an effusive doser, which imparts a thermal energy distribution to the incident Ta[N(CH\textsubscript{3})\textsubscript{2}]\textsubscript{5}. Fig. 5-8(a) shows the XP spectrum of a chemisorbed layer of Ta[N(CH\textsubscript{3})\textsubscript{2}]\textsubscript{5} on unmodified SiO\textsubscript{2}. In this case, a Ta density of (2.18 ± 0.66) × 10\textsuperscript{14} cm\textsuperscript{2} is calculated, with a Ta(4p\textsubscript{3/2}) binding energy 405.0 ± 0.26 eV, very similar to the values measured for a the chemisorbed Ta[N(CH\textsubscript{3})\textsubscript{2}]\textsubscript{5} layer on SiO\textsubscript{2} at 230 °C where molecular beam delivery was used [density of (2.32 ± 0.70) × 10\textsuperscript{14} cm\textsuperscript{2}, Ta(4p\textsubscript{3/2}) binding energy 405.1 ± 0.22 eV]. A similar phenomenon was observed for the chemisorption of Ti[N(CH\textsubscript{3})\textsubscript{2}]\textsubscript{4} on SiO\textsubscript{2}, where the Ti(2p\textsubscript{3/2}) binding energy and Ti saturation density did not vary significantly at substrate temperatures of -50, 30, and 110 °C [46]. One major difference between Ta[N(CH\textsubscript{3})\textsubscript{2}]\textsubscript{5} chemisorbed on SiO\textsubscript{2} at 230 °C [Fig. 5-4(a)] and at room temperature [Fig. 5-8(a)] is a significant broadening of the N(1s) feature at room temperature. This broadening is attributed to the presence of N in two chemical binding environments for the room temperature case.
Figure 5-8: X-ray photoelectron spectra of the combined Ta(4p\textsubscript{3/2}) and N(1s) regions for adlayers of Ta[N(CH\textsubscript{3})\textsubscript{2}]\textsubscript{5} on (a) SiO\textsubscript{2}, (b) a thin film of polyglycidol on SiO\textsubscript{2}, (c) low-κ, and (d) a thin film of polyglycidol on low-κ. Solid lines correspond to a fit described in the text.
Fitting the N(1s) feature assuming two types of N are present results in peak binding energies of ~ 399 eV and ~ 401.3 eV. The former can be assigned to residual -N(CH₃)₂ ligands attached to Ta, as observed above in Fig. 5-4. The higher binding energy of the latter N(1s) peak suggests hydrogen bonding involving loss of electron density by the N atom, likely in the form of bonds between HN(CH₃)₂ and surface Si-OH groups, or residual water molecules that are present on the SiO₂ surface at room temperature. This type of nitrogen is also observed for chemisorbed Ta[N(CH₃)₂]₅ on SiO₂ at room temperature when the Ta[N(CH₃)₂]₅ is delivered via a molecular beam, as can be seen in Fig. 5-9. Therefore, the presence of this type of nitrogen in the chemisorbed layer is due to the lower substrate temperature, rather than the lower kinetic energy of the incident Ta[N(CH₃)₂]₅ molecules.

As shown in Fig. 5-8(b), the presence of a ~ 30 Å layer of poly-G on SiO₂ decreases the saturation density of Ta, and reduces the N:Ta ratio, indicating that more -N(CH₃)₂ ligands are lost on poly-G|SiO₂ as compared to unmodified SiO₂. The mechanism for this increased ligand loss has been discussed in detail previously [47]. Briefly, it is believed that a high number of reactions take place between the Ta center and R-OH groups in poly-G due to the distributed 3-d nature of the -OH groups and the flexibility of the organic backbone of poly-G. On unmodified low-κ, Fig. 5-8(c), the amount of Ta[N(CH₃)₂]₅ on the surface is below the detection limit for Ta(4p₃/₂) and N(1s). This is in contrast to the result shown above in Fig. 5-4(c) where significant Ta was measured on unmodified low-κ at 230 °C. This is most likely due to chemical changes in the substrate induced by the higher temperature in the latter case.
Figure 5-9: X-ray photoelectron spectra in the Ta(4p\textsubscript{3/2}) and N(1s) region for Ta[N(CH\textsubscript{3})\textsubscript{2}]\textsubscript{5} adlayers on unmodified SiO\textsubscript{2}. (a) Ta[N(CH\textsubscript{3})\textsubscript{2}]\textsubscript{5} was delivered via a hyperthermal molecular beam (Olin hall 312 system), and (b) Ta[N(CH\textsubscript{3})\textsubscript{2}]\textsubscript{5} was delivered via an effusive doser (Olin hall B1 system). Note that the smaller peak width in (a) is due different XPS equipment used for the two experiments.
As discussed above, heating the low-κ material in vacuum causes a decrease in the carbon concentration, indicating a potential loss of terminating \(-\text{C}_x\text{H}_y\) groups. Loss of these groups, which are not expected to have significant reactivity towards Ta\[N(\text{CH}_3)_2\]_5, could produce Si dangling bonds or other reactive sites. As shown in Fig. 5-8(d), the addition of a 20 Å layer of poly-G to the low-κ material enhances the uptake of Ta\[N(\text{CH}_3)_2\]_5. Moreover, the N:Ta atomic ratios measured for Ta\[N(\text{CH}_3)_2\]_5 on poly-G|SiO\textsubscript{2} and poly-G|low-κ are similar and \(\sim 0.66\) in both cases, indicating the formation of similar chemisorbed species for both substrates, and that this species is different from that formed on unmodified SiO\textsubscript{2} (atomic N:Ta \(\sim 1.36\)).

As with PEI, ARXPS was performed to determine the spatial extent of Ta\[N(\text{CH}_3)_2\]_5 chemisorption on poly-G|SiO\textsubscript{2} and poly-G|low-κ. The results of this measurement are shown in Fig. 5-10. Here, because of the larger thickness of the poly-G layer as compared to PEI, and the high density of active sites available for reaction across the thickness of poly-G, this set of ARXPS data was fit assuming that Ta exists at a uniform concentration to a depth of \(d\). From a fit to the data in Fig. 5-10 we find \(d/\lambda = 0.68 \pm 0.17\) for poly-G|low-κ and \(0.74 \pm 0.25\) for poly-G|SiO\textsubscript{2}. Employing the \(\lambda\) value measured previously for poly-G [47], we can calculate \(d\) values of 33.9 ± 8.5 Å for poly-G|low-κ and 36.9 ± 12.5 Å for poly-G|SiO\textsubscript{2}. This result indicates reaction of the Ta\[N(\text{CH}_3)_2\]_5 throughout the poly-G layer, with possible infiltration into the pore structure limited to the top \(\sim 1-2\) nm.
Figure 5-10: Integrated area of the Ta(4f$_{7/2}$) peak for poly-G|$\text{SiO}_2$ and poly-G|$\text{low-k}$ after exposure to Ta[N(CH$_3$)$_2$)$_5$, delivered via a glass capillary array doser under UHV conditions. Exposures were conducted at room temperature. The solid line represents a fit to a model which assumes that Ta exists at a uniform concentration to a depth of $d/\lambda$. 
5.4.4. Effect of PEI on TaN\textsubscript{x} ALD conducted in UHV

We next consider the effects of PEI and poly-G on the initial stages of ALD on the substrates considered in the previous sections. Fig. 5-11 presents calculated 2-d densities of Ta as a function of ALD cycles for SiO\textsubscript{2}, low-κ, PEI|SiO\textsubscript{2} and PEI|low-κ substrates. These densities are calculated based on the intensity of the Ta(4d\textsubscript{5/2}) peak, using the Au calibration method described above. In this case the absolute density calculation also involved a correction based on the finite thickness of the TaN\textsubscript{x} thin films based on \(d/\lambda\) values derived from the attenuation of the Si(2p) signal from the substrate. Here ALD was performed under UHV conditions (see experimental section above), and XP spectra were collected in situ. Physical thicknesses for the films considered in Fig. 5-11 can also be calculated by using the attenuation of the Si signal from the underlying substrate. These thicknesses follow the same trends as the 2-d densities, and are considered below in Fig. 5-18. The smooth curves in Fig. 5-11 are fits to the density vs. cycles data using the equation

\[
D = D'_{\infty}\{n + m(1 - \alpha)[\exp(-n/m) - 1]\} \tag{5-6}
\]

where \(D\) is the calculated 2-d density, \(n\) is the number of ALD cycles, \(D'_{\infty}\) is the deposited density per cycle as \(n \to \infty\), and \(\alpha\) and \(m\) are parameters \([7,8,95]\). This model has the following characteristics: \(D|_{n=0} = 0\); \(dD/dn|_{n=0} = \alpha D'_{\infty}\), and \(dD/dn|_{n\to\infty} = D'_{\infty}\), i.e., the initial deposited density per cycle is attenuated by a factor of \(\alpha\), and approaches its asymptotic value \((D'_{\infty})\) with an exponential decay constant of \(m\) cycles.
Figure 5-11: Calculated atomic density of Ta, deduced from in situ XPS, as a function of number of ALD cycles for TaN<sub>x</sub> ALD conducted in UHV at a substrate temperature of 230 °C. (a) includes SiO<sub>2</sub> substrates, unmodified, pre-annealed at 550 °C, or modified with a thin layer of PEI, and (b) includes low-κ substrates, unmodified or modified with a thin layer of PEI. Solid lines represent a fit to Eq. 5-6 in the text.
Here, $D'_{\infty}$ was determined by calculating the deposited density per cycle for the 5 cycle interval for thickest films deposited, 15 to 20 cycles on SiO$_2$. This reason for selecting this 5 cycle interval is that, because it is the thickest film, it will be the closest to the eventual ultimate growth rate. Using this method, a value of $D'_{\infty} \sim 1.46 \times 10^{14}$ cm$^{-2}$ cycle$^{-1}$ was determined. This can be compared to the expected rate of $2.1 \times 10^{14}$ cm$^{-2}$ cycle$^{-1}$ for stoichiometric TaN, $1.4 \times 10^{14}$ cm$^{-2}$ cycle$^{-1}$ for Ta$_3$N$_5$, and $1.5-1.9 \times 10^{14}$ cm$^{-2}$ cycle$^{-1}$ for Ta$_2$O$_5$, using the previously reported values of 0.5 Å-cycle$^{-1}$ for TaN$_x$ ALD [63], 0.65-0.85 Å-cycle$^{-1}$ for Ta$_2$O$_5$ ALD [96,97], and the published bulk densities of these materials [86,98]. Ta$_2$O$_5$ is included here due to the high O impurity level of the films deposited in UHV, the reasons for which are discussed below.

From the data shown in Fig. 5-11, a PEI film has the effect of suppressing growth on SiO$_2$, and enhancing growth on low-$\kappa$. Recall that this is the same trend as observed for the effect of PEI on the density of Ta adsorbed in the first half cycle of ALD on SiO$_2$ and low-$\kappa$. In order to determine if the correlation between the Ta density after the first half cycle and the initial growth rate can be generalized, films were deposited on SiO$_2$ which had been pre-annealed to 550 °C. The density of Ta[N(CH$_3$)$_2$]$_5$ after the first ALD half cycle on this substrate is approximately equal to that of Ta[N(CH$_3$)$_2$]$_5$ on PEI|SiO$_2$. From the result shown in Fig. 5-11(a), TaN$_x$ ALD proceeds much differently on PEI|SiO$_2$ and 550 °C annealed SiO$_2$, indicating that there is not a general correlation between Ta density after the first half cycle and the amount of material deposited per cycle. Instead, it would seem that there is a difference in the ability of the Ta[N(CH$_3$)$_2$]$_5$ layers on 550 °C annealed SiO$_2$ and PEI|SiO$_2$ to
effectively regenerate active sites for subsequent Ta\([N(CH_3)_2]_5\) adsorption. On 550 °C annealed SiO\(_2\), the chemisorbed Ta\([N(CH_3)_2]_5\) layer possesses adequate reactivity to obtain the ideal growth rate after ~ 10 cycles, while the Ta\([N(CH_3)_2]_5\) layer on PEI|SiO\(_2\) with approximately the same Ta density does not. The tendency for thin films of PEI to suppress the second half cycle of ALD has been observed for conventional ALD of HfO\(_2\) and TaN\(_x\) [56], as described in Chapter 4.

Beyond measuring the density of Ta on the surface during ALD, the use of \textit{in situ} XPS also allows the chemical state and composition of the growing films to be characterized. First, the characterization of the oxidation state of the Ta in the film will be addressed, then the chemical binding environment of nitrogen. As we will see, the two are strongly correlated, and depend on the identity of the initial substrate. As shown in Figs. 5-1 and 5-5, the starting substrate can significantly affect the oxidation state of the Ta center and the atomic N:Ta ratio of the chemisorbed Ta\([N(CH_3)_2]_5\) precursor. Therefore, one may expect the initial substrate to also affect the initial stages of film growth in a similar way. Fig. 5-12, the binding energies of the (a) Ta\((4d_{5/2})\) and (b) Ta\((4p_{3/2})\) peaks are plotted as a function of Ta density for films deposited after 0.5-20 ALD cycles (identical to the films considered in Fig. 5-11). We observe that the Ta\((4d_{5/2})\) binding energy decreases with the amount of Ta deposited for all substrates. Furthermore, for three substrates (PEI|SiO\(_2\), low-\(\kappa\), and PEI|low-\(\kappa\)), the Ta\((4d_{5/2})\) binding energy as a function of Ta density is similar, while in the initial stages the Ta\((4d_{5/2})\) binding energy for the fourth substrate, unmodified SiO\(_2\), is higher. After approximately \(1.0 \times 10^{15}\) Ta atoms-cm\(^{-2}\) have been deposited (~10 cycles on SiO\(_2\)), the binding energies begin to converge.
Figure 5-12: The binding energies of the (a) Ta(4d_{5/2}) and (b) Ta(4p_{3/2}) core levels as a function of the density of Ta for TaN_x ALD conducted in UHV on several substrates. These XPS measurements were conducted in situ. The binding energy scales were corrected for charging effects using the Si(2p) signal from the underlying substrates.
This trend in Ta oxidation state follows the trend observed for Ta\([\text{N(CH}_3\text{)}_2]_5\) chemisorbed in the first half cycle of ALD (the first point displayed for all substrates in Fig. 5-12), suggesting that the additional Ta-O bonds formed in the chemisorbed layer of Ta\([\text{N(CH}_3\text{)}_2]_5\) on unmodified SiO\(_2\) lead to the formation of a more oxidized TaN\(_x\) layer in the initial stages of growth. The presence of PEI apparently suppresses oxidation during these initial stages, and has the effect of ‘normalizing’ the oxidation state of Ta in TaN\(_x\) deposited in cases where the underlying substrates, low-κ and SiO\(_2\), lead to very different levels of oxidation in the absence of PEI.

The decrease in Ta(4d\(_{5/2}\)) binding energy with increasing film thickness is similar to behavior observed for TiO\(_2\) ALD on SiO\(_2\) [13], where the Ti(2p\(_{3/2}\)) binding energy decreased by \(\sim 0.4\) eV over the first 5 ALD cycles (TiCl\(_4\) / H\(_2\)O ALD at 100 °C). Of note here is that the Ti(2p\(_{3/2}\)) binding energy was higher in the initial stages of ALD as compared to the TiO\(_2\) film deposited at steady state, which the authors also attribute to the formation of Si-O-Ti bonds at the SiO\(_2\)/TiO\(_2\) interface, in contrast to the Ti-O-Ti bonds formed in the bulk TiO\(_2\) film.

Because the elements of interest exist in an extended thin film, other methods to calibrate the binding energy scale were explored which would eliminate any effects of differential charging between the substrate and the film. The binding energy of the Ta and N core levels vary depending on substrate type and film thickness, and are therefore unsuitable for use as reference elements. “Adventitious” C, commonly used for this purpose, would be unreliable due to its overlap with the carbon component in the low-κ substrate. Therefore, we have chosen the amine-type carbon present in the -\(\text{N(CH}_3\text{)}_2\) ligand as the reference component, and have made alternate plots referencing
the Ta(4d_{5/2}) and Ta(4p_{3/2}) peak positions to this component, which is assumed to lie at 286.2 ± 0.22 eV. This result is presented in Fig. 5-13 for unmodified SiO\(_2\), annealed SiO\(_2\), and low-κ. The presence of a large amine carbon peak in PEI precludes this analysis in the case of PEI|SiO\(_2\) and PEI|low-κ. As one can see, the results presented in Fig. 5-13 follow the same trends as those shown in Fig. 5-12. Since these substrates have very different types of Si, and surface charging characteristics, this gives credibility to the method of using the underlying Si shown in Fig. 5-12.

The next aspect to be considered is the chemical state of the nitrogen atoms in the growing film. The most significant chemical change observed in nitrogen in the initial stages is a shift from the most abundant chemical binding environment being the amine N found in the dimethylamido ligand [N(1s) binding energy ~ 399 eV], to nitride N found in TaN\(_x\) [N(1s) binding energy ~397.5 eV]. This is demonstrated in Fig. 5-14, where a shift to significantly lower N(1s) binding energy from 0.5 to 15 cycles is can clearly be observed. It is likely that the amount of amine N in the near surface region does not vary significantly during growth, since it represents residual ligands which have not yet been removed through reaction with NH\(_3\). Therefore the apparent shift seen in Fig. 5-14 is an indication of the buildup of nitride N as the TaN\(_x\) film grows. Because of the significant separation in N(1s) binding energy between the amine and nitride type N, the N feature can be reliably fit to two peaks, allowing an independent calculation of the N:Ta atomic ratio for both types of N. As stated above, the concentration of amine N does not vary significantly during growth, and after the early stages is small compared to the concentrations of other components in the film.
Figure 5-13: The binding energies of the (a) Ta(4d_{5/2}) and (b) Ta(4p_{3/2}) XPS features as a function of the density of Ta for TaN_x ALD conducted in UHV on several substrates. The construction of this plot utilized the same data as Fig. 5-12, but in this case the C(1s) peak from amine type carbon was used to correct the binding energy scale for sample charging effects (see text for details).
Figure 5-14: X-ray photoelectron spectra in the N(1s) region for 0.5, 7, and 15 cycles of TaN\textsubscript{x} ALD on unmodified SiO\textsubscript{2}. Vertical marks indicate the binding energies measured for the dominant types of nitrogen observed after ½ cycle (an amine-type nitrogen at ~ 399 eV) and 20 cycles of ALD (a nitride-type nitrogen at ~ 397.5 eV).
As shown Fig. 5-15, the behavior of the nitride type N:Ta atomic ratio for unmodified SiO$_2$ is different than the other three substrates examined. Specifically, films deposited on unmodified SiO$_2$ tend to have a lower nitride N:Ta ratio, with convergence to an equivalent value for all films around 1.5 - 2.0 × 10$^{15}$ Ta atoms-cm$^{-2}$. This indicates a correlation between Ta oxidation state (Fig. 5-12) and nitride N:Ta ratio, which can be explained in the following way: the Ta-O oxide bond is thermodynamically more stable than the Ta-N nitride bond, as evidenced by the higher bond dissociation energy of Ta-O as compared to Ta-N [86], and also by the fact that TaN$_x$ forms a native oxide upon exposure to air [99]. Therefore, in the presence of suitable oxygen containing groups (such as Si-OH), the more likely bond to be formed is Ta-O. If oxygen containing groups are less abundant (low-κ), or are blocked by the presence of a second surface film (PEI|SiO$_2$), then a Ta-N bond can be formed. In other words, the growing film can more easily incorporate N as nitride in the absence of oxidizing groups. Again, here it is shown that the presence of an interfacial layer of PEI changes the early stages of growth of TaN$_x$ on SiO$_2$, leading to behavior more like ALD on low-κ and PEI|low-κ.

A second aspect to note in Fig. 5-15 is that the nitride N:Ta ratio that is reached at ~ 20 cycles on all substrates (0.6-0.8) is not the value expected for either stoichiometric TaN or Ta$_3$N$_5$. This is likely due to oxygen incorporation in the film. Due to the low pressure (and therefore low incident reactant flux) used for deposition, the presence of contaminants in the reaction chamber, even at levels of ~ 10$^{-9}$ torr, may have a significant effect on film composition due to competition between adsorption of the contaminants and adsorption of reactants.
Figure 5-15: The atomic ratio of N (nitride, or TaN\textsubscript{x} type only) to Ta as a function of the density of Ta. These atomic ratios were calculated based on XPS data collected \textit{in situ}.
First, the presence of relatively high pressures of reactant, purge, or carrier gases in the chamber in a conventional ALD reactor limit the mean free path of contaminant molecules, meaning that the substrate surface is partially ‘protected’ by the higher pressure of gas against contaminant flux from, for example, the chamber walls. Furthermore, the relatively low pressure of NH$_3$ used in the coreactant step may also increase the incorporation of O and C {where the presence of C could be attributed to the Ta[N(CH$_3$)$_2$)$_5$ molecule} as compared to films deposited in a conventional ALD reactor utilizing a higher pressure NH$_3$ dose.

Before moving on, some mention should be made of the N(1s) peak observed at $\sim 397.5$ eV for Ta[N(CH$_3$)$_2$)$_5$ adlayers formed after the first cycle of ALD (cf. Fig 5-4). As discussed above, this may be due to the binding of dimethylamido ligands to Si dangling bond sites, forming, say (CH$_3$)$_2$N-Si(R)$_2$O- species. If this is in fact the species being formed, and these species are retained during the subsequent stages of thin film growth, then this type of nitrogen would be incorrectly assigned as ‘nitride-type N’ in the analysis presented here. Due to the somewhat ambiguous nature of the chemical binding environment this type of N in the chemisorbed Ta[N(CH$_3$)$_2$)$_5$ adlayers, we have not attempted to make any correction to the data shown in Fig. 5-15. However, an appropriate method to analyze data from 5-20 ALD cycles may be to subtract the contribution of this type of N from the measured nitride-like N intensity. The expected contribution to the measured nitride-like N component from the initially adsorbed Ta[N(CH$_3$)$_2$)$_5$ was determined by first measuring the intensity of this component for Ta[N(CH$_3$)$_2$)$_5$ adlayers on each substrate (using the spectra shown in Fig. 5-4). This intensity was then subtracted from the measured nitride-like N intensity.
measured for each point in Fig. 5-15, after making suitable corrections based on XPS analyzer sensitivity, and assuming that the intensity of the signal from the initial adlayer was attenuated by a factor of \(\exp(-d/\lambda)\). \(d/\lambda\) is the normalized thickness of the deposited TaN\(_x\) film determined using the Si(2p) intensity from the substrate. The nitride-like N to Ta atomic ratio was then recalculated using the “corrected” value, and the resulting alternate version of Fig. 5-15 is shown in Fig. 5-16. If the correction resulted in a negative value for the nitride-like N to Ta ratio, the result is plotted as zero in Fig. 5-16. Using this method, the nitride N:Ta ratio for low-\(\kappa\) is close to that for unmodified SiO\(_2\) for all TaN\(_x\) thin film thicknesses, while the nitride N:Ta ratio for and PEI||low-\(\kappa\) is close to unmodified SiO\(_2\) in the early stages (< \(5 \times 10^{14}\) Ta atoms cm\(^{-2}\)), with no significant change to the other data series.

As stated above, a number of experiments were conducted to gauge the effect of the ~ 30 minute pauses in growth required to collect XPS data. For these experiments, TaN\(_x\) films were deposited on unmodified SiO\(_2\), PEI|SiO\(_2\), and unmodified low-\(\kappa\) under UHV conditions using identical methods to those used to form the films analyzed above. However, in this case ALD was not stopped for XPS until after 15 cycles (SiO\(_2\)) or 20 cycles (PEI|SiO\(_2\) and low-\(\kappa\)). In other words, for these experiments, measurements were taken only at 0 and 15 or 20 cycles, instead of at 0, 5, 10, 15, and 20 cycles. The results of these experiments, in the form of Ta density as a function of cycle (similar to Fig. 5-11) and Ta(4d\(_{5/2}\)) binding energy as a function of Ta density (similar to Fig. 5-12), are shown in Fig. 5-17. Relevant results from the previous figures are also shown for comparison.
Figure 5-16: Calculated atomic ratio of N (of nitride, or TaN\textsubscript{x} type only) to Ta as a function of deposited Ta density. This plot was constructed using the same data used to construct Fig. 5-15, but in this case the N intensity was corrected by removing the low binding energy N contribution measured after 0.5 cycles of ALD (described further in text), which may be due to N binding to Si in the substrate.
Figure 5-17: Results highlighting the effect of the pause in ALD to collect XPS data on TaN\textsubscript{x} film properties. Conditions are the same as given in Figs. 5-11 and 5-12, and relevant data from those figures are repeated here. Data points collected with no pauses for XPS until 15 or 20 cycles indicated by boxes. (a) Calculated atomic density of Ta, from \textit{in situ} XPS, as a function of number of ALD cycles, and (b) binding energy of the Ta(4d\textsubscript{5/2}) core level as a function of atomic density of Ta.
From Fig. 5-17(a), we can conclude that the pauses in growth have the effect of generally decreasing the growth per cycle, though the effect is much more pronounced in the case of SiO$_2$ substrates. This may indicate reactions taking place between adsorbed precursors, between background contaminants in the chamber and surface species, or between the adsorbed precursors and the substrate, all which could lead to a decreased reactivity of the surface with the subsequent precursor pulse. Since the effect is substrate dependent, it would seem that the final possibility is most likely, i.e. that adsorbed species react with the SiO$_2$ substrate during the pause in growth during XPS analysis to an extent that is not possible with the low-κ substrate. In Fig. 5-17(b), we observe that the pauses in growth also have the effect of increasing the oxidation state of Ta in the film, evidenced by a higher Ta(4d$_{5/2}$) binding energy. This result can clearly be interpreted as an effect of the reaction with the film surface with background H$_2$O in the UHV chamber, which could be present at a level of $\sim 10^{-9}$ Torr. It may also be possible that reactions between adsorbed precursors and the surface could have this effect, though the change in oxidation state does not appear to be substrate dependent, making this possibility less likely.

Note that for both measurements, ALD deposition rate and Ta oxidation state, the *relative* effect of the substrate is the same if growth is interrupted for XPS analysis. For the case when measurements are taken only at 15-20 cycles of growth, the rate of TaN$_x$ growth is lower on PEI|SiO$_2$ and low-κ relative to unmodified SiO$_2$, and the oxidation state of the Ta is lower on PEI|SiO$_2$ and low-κ as compared to SiO$_2$, i.e. trends that were observed in Figs. 5-11 and 5-12. The results shown in Fig. 5-17(b), in particular, suggest that the effect of the substrate may be stronger and longer.
lasting than that which would be indicated when XPS is collected after every 5 cycles. In other words, the effect of the substrate would be partially damped by the interaction of adsorbed precursors with residual H\textsubscript{2}O in the UHV chamber.

5.4.5. Effect of PEI on TaN\textsubscript{x} ALD conducted in a conventional ALD reactor

Fig. 5-18 presents results involving TaN\textsubscript{x} ALD using a commercial ALD reactor (Oxford FlexAL). Here substrates were preheated to 230 °C in 200 mTorr Ar, then exposed to repeated cycles of Ta[N(CH\textsubscript{3})\textsubscript{2}]\textsubscript{5}/Ar purge/NH\textsubscript{3}/Ar purge. \textit{Ex situ} ellipsometry was used to measure the thickness of the TaN\textsubscript{x} layers. Substrates were not reintroduced to the ALD chamber after ellipsometry, so each point for conventional ALD in Fig. 5-18 represents a separate film. For comparison, the thickness of films deposited in UHV are also displayed, calculated from the attenuation of the Si(2p) signal from the underlying substrate (i.e., Eq. 5-3), with an empirical correlation used to determine a value of 20.8 Å for TaN\textsubscript{x} [100]. First note that the deposited thickness as a function of cycles on SiO\textsubscript{2} is similar for the two deposition methods (0.57 Å-cycle\textsuperscript{-1} for UHV vs. 0.64 Å-cycle\textsuperscript{-1} for conventional). Also, the presence of PEI on the SiO\textsubscript{2} surface has the effect of attenuating growth to approximately the same degree for both ALD methods.

This is in contrast to the case of ALD on low-κ and PEI|low-κ, which proceeds very differently in UHV and in a conventional reactor. The deposited 2-d density of Ta on low-κ and PEI|low-κ as a function of ALD cycles in conventional reactor is shown in Fig. 5-19.
Figure 5-18: Film thickness as a function of ALD cycles for TaN$_x$ films deposited on unmodified SiO$_2$ and PEI|SiO$_2$ using either UHV techniques (filled symbols) or a conventional ALD reactor (Oxford FlexAL, empty symbols). For the films deposited in UHV, attenuation of the underlying Si(2p) signal intensity in XPS was used to calculate the film thickness, while ex situ spectroscopic ellipsometry was used to measure film thickness for films deposited using the conventional reactor.
Figure 5-19: Deposited Ta density, calculated from ex situ XPS, as a function of ALD cycles for TaN$_x$ films on unmodified low-$\kappa$ and PEI|low-$\kappa$. Shown for reference are the calculated Ta density after 1 ALD cycle on unmodified SiO$_2$, and the expected Ta density versus ALD cycles that would be expected for ideal Ta$_3$N$_5$ ALD.
Ex situ XPS was used in this case, instead of ellipsometry, again due to the issues with ellipsometry for films deposited on porous low-κ discussed above in Sec. 5.4.2. As observed for similar types of low-κ material [18-21], the 2-d density of Ta on low-κ is much lower than the ‘ideal’ density for the equivalent number of ALD cycles on SiO₂. Also, XPS indicates a significantly higher density of Ta taken up in the first cycle compared to each of the subsequent 19 cycles. In the case of ALD on porous substrates, XPS density results should be considered in combination with measurements of the degree of infiltration of the film into the substrate. Similar to the result shown in Fig. 5-6(b), an ARXPS measurement at 20 ALD cycles is shown in Fig. 5-20. Note that an equivalent analysis of the data is justified for both 1 and 20 cycles, because, from the result shown in Fig. 5-19, the total amount of Ta deposited on both substrates at 20 cycles has only increased by a factor of ~2, and is still less than the total amount deposited after 1 cycle on unmodified SiO₂. As with 1 cycle of ALD, we observe significantly different behavior on unmodified low-κ and PEI|low-κ.

If the data in Fig. 5-20 is fit to a model which assumes that the concentration profile follows \( c = c_0 \exp(z/d) \) (Eq. 5-4), d/λ values of 0.64 ± 0.18 for unmodified low-κ and 0.14 ± 0.02 for PEI|low-κ are obtained. Comparing these results to results from the equivalent fits for ARXPS of 1 cycle on low-κ and PEI|low-κ, the characteristic infiltration length for unmodified low-κ has decreased significantly from 3.7 ± 2.8, while the value for PEI|low-κ has increased slightly, from 0.10 ± 0.03. These changes are not unexpected, as they indicate the initial stages of thin film growth at the vacuum|substrate interface. For PEI|low-κ, this increases the measured d/λ due to the slight increase in film thickness compared to the chemisorbed Ta[N(CH₃)₂]₅ layer.
Figure 5-20: Integrated area under the Ta(4d\textsubscript{5/2}) peak for unmodified low-\(\kappa\) and PEI\|low-\(\kappa\) substrates after 20 cycles of TaN\textsubscript{x} ALD using a conventional ALD reactor (Oxford FlexAL). Smooth lines represent fits to the data in which the Ta concentration decreases exponentially from a maximum concentration at the vacuum\|substrate interface (Eq. 5-4).
In the case of unmodified low-κ, the increase in Ta concentration at the vacuum|substrate interface reduces the average depth of Ta, which leads to the decrease in the calculated \( d/\lambda \) value.

### 5.4.6. Effect of poly-G on TiN\(_x\) ALD conducted in UHV

Turning to TiN\(_x\) films deposited on poly-G, Fig. 5-21 shows the thickness of TiN\(_x\) films grown on unmodified SiO\(_2\), low-κ, poly-G|SiO\(_2\) and poly-G|low-κ as a function of ALD cycles. TiN\(_x\) films were deposited under UHV conditions, and thicknesses were measured using single wavelength ellipsometry ex situ. Here, the much higher thickness of the TiN\(_x\) film mitigates the large errors associated with using ellipsometry to measure film thickness on porous low-κ (error bars are shown to estimate the effect of these issues). For both SiO\(_2\) and low-κ, significant attenuation of growth is observed with poly-G present. As has been discussed previously, the initial growth rate on poly-G|SiO\(_2\) decreases with increasing poly-G thickness [9]. Neglecting the effect of the underlying substrate, the higher growth rate on poly-G|low-κ compared to poly-G|SiO\(_2\) is consistent with this trend, as the thickness of the poly-G film on low-κ is \( \sim \)33\% lower. Fitting the thickness vs. ALD cycles data to Eq. 5-6, the values of \( \alpha \) calculated for growth on low-κ and on poly-G|low-κ are equivalent within the uncertainty, and fall in the range of 0-0.4. The calculated \( m \) parameters, however, are significantly different, with the bare low-κ having an \( m \) value of 74 ± 37 cycles and the poly-G|low-κ with a value of 295 ± 66 cycles.
Figure 5-21: TiN<sub>x</sub> film thickness as a function of ALD cycles for deposition on unmodified SiO<sub>2</sub>, unmodified low-κ, and low-κ modified with a film of polyglycidol. ALD was carried out in UHV, and thickness was measured using ex situ ellipsometry.
This result is consistent with a visual inspection of the two data sets in Fig. 5-21, which clearly shows that the slope of the thickness vs. cycles curve for TiN\textsubscript{x} grown on low-\(\kappa\) approaches the ideal value measured on SiO\textsubscript{2} much earlier than for poly-G|low-\(\kappa\). This shows that there are fundamental differences in the mechanism by which growth is attenuated on low-\(\kappa\) and poly-G|low-\(\kappa\) from the ‘ideal’ rate of growth on SiO\textsubscript{2}. The reduction in growth per cycle on unmodified low-\(\kappa\) is short-lived, and the ideal growth rate is obtained rather quickly, while the effect of poly-G is apparent in the growing film at much longer cycle intervals. The lack of reliable data below 150 cycles introduces significant uncertainty in fitting \(a\) and \(m\) values for growth on poly-G|SiO\textsubscript{2} films, however given that the deposited thickness vs. cycles from 250 to 300 cycles is much lower that the ideal rate of growth, it can be estimated that \(m > 300\) cycles, which indicates that the effect of poly-G is also relatively long lived for TiN\textsubscript{x} ALD on poly-G|SiO\textsubscript{2} as well.

To summarize the effects of the two branched organic layers on the kinetics of growth in the early stages of TiN\textsubscript{x} and TaN\textsubscript{x} ALD, it is first observed that both suppress the rate of deposition per cycle on SiO\textsubscript{2}. This is most likely due to a combination of effects caused by the organic layers, including a reduction in the number of active sites on the starting substrate, and a decrease in the chemical reactivity of the chemisorbed species towards the coreactant, NH\textsubscript{3} in this case. On the other hand, both organic layers enhance the uptake of Ta[N(CH\textsubscript{3})\textsubscript{2}]\textsubscript{5} in the first cycle of ALD. For PEI, this leads to an increase in the TaN\textsubscript{x} deposition rate over the first 20 cycles. However, the presence of poly-G on the low-\(\kappa\) surface attenuates TiN\textsubscript{x} growth in this case also, again attributed of the tendency of the poly-G layer to strongly
suppress the chemical reactivity of the adsorbed transition metal coordination complex.

5.4.7. Effect of poly-G and PEI on TaNₓ and TiNₓ thin film morphology

The effect of thin films of PEI and poly-G on the morphology of TiNₓ and TaNₓ films deposited by ALD has been discussed previously [9,56]. In summary, the presence of poly-G on SiO₂ induces the growth of much rougher films as compared to unmodified SiO₂, and in fact there is a strong positive correlation between deposited film roughness and poly-G film thickness. Combined with the decrease in deposited TiNₓ thickness per cycle with increasing poly-G thickness, it is concluded that the higher roughness of TiNₓ films deposited on poly-G|SiO₂ is due to the formation of islands in the initial stages of growth because of the low density of active nucleation sites on the surface. For PEI|SiO₂, only a marginal increase in roughness is observed for ALD TaNₓ films (grown by conventional ALD) as compared to films deposited on SiO₂, consistent with TiNₓ ALD films deposited in UHV on other Rₓ-NH₃ₓ functional organic thin films [8].

AFM images for 0 and 5 cycles of TaNₓ ALD on low-κ and PEI|low-κ are shown in Fig. 5-22. The initial morphology is comparable for both substrates, consistent with the formation of a thin, smooth film of PEI on low-κ. Noted on the AFM images are the correlation lengths (ξ) determined using the 1-d power spectral densities, which are shown in Fig. 5-23 [8]. At zero cycles, the two the substrates are similar, as expected, with correlation lengths of 107 nm and 126 nm for low-κ and
PEI|low-κ.. In the case of low-κ, we see little change from the initial substrate to the substrate after 5 ALD cycles ($\xi \sim 111$ nm). The morphology of the PEI|low-κ surface changes significantly, and at 5 cycles has a correlation length of $\sim$53 nm. The formation of small features ($<100$ nm lateral correlation length) is observed for both TiN$_x$ and TaN$_x$ ALD films [8,56], so the transition to a surface morphology with lower correlation length is consistent with the nucleation of a TaN$_x$ film. However, from XPS the density of Ta at 5 cycles on PEI|low-κ is still $<50\%$ of the density of Ta after 1 cycle of TaN$_x$ ALD on SiO$_2$. An alternate possibility, then, is that the higher concentration of Ta[N(CH$_3$)$_2$]$_5$ at the vacuum substrate interface leads to a morphological change in either the low-κ surface, or the PEI layer. In either case, the AF micrographs shown in Fig. 5-22 demonstrate that PEI|low-κ and unmodified low-κ possess two distinct surface morphologies after 5 cycles of TaN$_x$ ALD.

Turning to the surface morphology of TiN$_x$ films deposited on low-κ and poly-G|low-κ, Fig. 5-24 shows four AF micrographs, representing the bare low-κ and poly-G|low-κ surfaces, and both after 100 cycles of TiN$_x$ ALD, conducted in UHV. As with PEI, the presence of poly-G on the low-κ surface does not induce significant changes in morphology. However, after 100 cycles of TiN$_x$ ALD, these two surfaces are quite different, with a much higher roughness and correlation length observed for the TiN$_x$ film deposited on poly-G|low-κ. Fig. 5-25 displays the rms roughness of TiN$_x$ thin films from AFM as a function of thickness for ALD on a number of substrates. First, note that films grown on unmodified low-κ are not significantly rougher than those grown on SiO$_2$. On both poly-G|SiO$_2$ and poly-G|low-κ, however, roughness increases sharply from 0 cycles.
**Figure 5-22**: Atomic force micrographs of unmodified low-κ, low-κ modified with a thin film of PEI, after 0 cycles and after 5 cycles of TaN_x ALD, conducted in a conventional ALD reactor. Values in the lower right represent in-plane correlation lengths calculated from the image (see text and Fig. 5-23 for details).
Figure 5-23: Power spectral density (PSD) plots extracted from the AFM images shown in Fig. 5-22. These are used to determine the in-plane correlation length ξ (the intersection of the plateau and fall-off regions in the PSD plot).
Figure 5-24: Atomic force micrographs of unmodified low-κ, low-κ modified with a thin film of polyglycidol (as deposited), and both substrates after 100 cycles of TiN$_x$ ALD conducted under UHV conditions.
Figure 5-25: Root mean squared (RMS) roughness as a function of film thickness for TiN$_x$ ALD films deposited in UHV on unmodified SiO$_2$, unmodified low-$\kappa$, and both substrates modified with a thin layer of polyglycidol.
This is consistent with the previously discussed correlation between initial growth attenuation and roughness in the early stages of ALD, due to a scarcity of nucleation sites. At higher thicknesses, the roughness of the TiN$_x$ film grown on poly-G|low-$\kappa$ begins to decrease, which may be ascribed to the eventual coalescence of islands formed during the nucleation period [9].

5.5. Conclusions and future directions

The initial stages of atomic layer deposition of TaN$_x$ and, to a lesser extent, TiN$_x$, have been investigated on substrates including SiO$_2$, a low-$\kappa$ material, and both of these modified by branched organic layers. These organic layers included poly(ethylene imine) (PEI), which contains amine functionality, and polyglycidol (poly-G), which contains ether and hydroxyl functionality. On a flat, nonporous SiO$_2$ substrate, both PEI and poly-G have the effect of suppressing the initial chemisorption of the gas phase transition metal coordination complex Ta[N(CH$_3$)$_2$]$_5$ (i.e., the first half cycle of TaN$_x$ ALD). For a porous low-$\kappa$ substrate, however, the presence of a PEI film enhances chemisorption. The difference observed between the effect of PEI on chemisorption on SiO$_2$ and low-$\kappa$ can be attributed to the presence of a higher density of amine groups free to react with Ta[N(CH$_3$)$_2$]$_5$ in the case of PEI|low-$\kappa$. For substrates modified with PEI, there appears to be a positive correlation between the density of Ta[N(CH$_3$)$_2$]$_5$ adsorbed in the first half cycle and the subsequent ALD growth rate. However, this trend does not hold for poly-G, where, as seen previously [9], there seems to be a negative correlation between ALD growth rate of TiN$_x$ and the
density of adsorbed Ta\([\text{N(CH}_3\text{)}_2]\)\(_5\) after the first half cycle. The presence of poly-G on the substrate also leads to the formation of rough, islanded TiN\(_x\) films, indicative of suppressed nucleation, which is not observed for PEI. On an SiO\(_2\) surface which has been pre-annealed to decrease the density of Si-OH groups, we see a similar Ta density after the first half cycle as in the case of PEI|SiO\(_2\), but with much less attenuation in the subsequent ALD growth. Taken together, these results show that both the chemical state, as well as the density of the chemisorbed species after the first half cycle have a strong effect on nucleation and the early stages of film growth. It can be concluded that ALD growth rate in the early cycles is maximized if the chemisorbed layer after the first half cycle is contains a high metal density, is not sterically blocked (by a polymer layer, for example), and incorporates limited chemical bonding between the metal and the substrate. Regarding the last point, we can consider chemical bonding limited if the number of bonds is small (i.e. the Si-O-Ta bonds formed on annealed SiO\(_2\)), or if the bonds are chemically weak (i.e. between Ta and an amine group vs. an oxygen containing group).

In addition to the initial growth rate, the effect of a thin layer of PEI on the infiltration of porous low-\(\kappa\) by Ta\([\text{N(CH}_3\text{)}_2]\)\(_5\) was investigated using angle-resolved XPS. Here it was shown that, using conventional ALD techniques, PEI significantly reduced infiltration compared to an unmodified low-\(\kappa\) substrate, after both 1 and 20 ALD cycles. Furthermore, the presence of PEI on a low-\(\kappa\) substrate shortens the transition to the film morphology observed for TaN\(_x\) films deposited on nonporous SiO\(_2\). This which is consistent with PEI enhancing adsorption and film growth at the vacuum|low-\(\kappa\) interface.
Using *in situ* XPS, it was shown that the oxidation state of Ta atoms in the film is influenced by the substrate, up to ~ 10 ALD cycles (~ 6-10 Å). The oxidation state of Ta is generally lower on films deposited on PEI|SiO$_2$, unmodified low-$\kappa$, and PEI|low-$\kappa$ as compared to films deposited on unmodified SiO$_2$. The oxidation state of the film also correlates with the relative amount of nitride type (TaN$_x$) N in the film. Films which are less oxidized tend to more efficiently incorporate nitrogen as nitride, which can be viewed as a result of the more favorable chemical bonding between O and Ta, as compared to N and Ta. Overall, these results show that for the ALD of TaN$_x$ films, through the use of branched organic surface layers it is possible to affect the initial chemisorption of metal coordination complexes, as well as the rate of film growth, aspects of the chemical composition of the deposited film, and the infiltration of film material into porous substrates.

One set of results which may warrant future study involves the ALD of TaN$_x$ on porous low-$\kappa$ substrates. First is the presence of the N(1s) peak at ~ 397.5 eV for adlayers of Ta[N(CH$_3$)$_2$]$_5$ on low-$\kappa$. This was tentatively assigned to N bound strongly to Ta, or to Si in the low-$\kappa$ substrate. Future studies may resolve this, perhaps by exposing low-$\kappa$ substrates to dimethylamine or similar gas-phase species at elevated temperatures, to determine if a strongly bound layer is formed. These studies may also address the possible formation of reactive surface Si atoms on low-$\kappa$ at elevated temperatures, due to degradation of the low-$\kappa$ leading to the loss of alkyl groups. A related set of results involves discrepancies for ALD of TaN$_x$ under different conditions. For example, in Figs. 5-11(b) and 5-19 we observe that the growth rate is significantly higher for ALD on low-$\kappa$ conducted in UHV as compared to when ALD
is conducted in a conventional reactor, a phenomenon which was not fully explored here. A future set of studies, then, may involve an *in situ* study of ALD on low-κ and low-κ modified with thin organic films, with one goal to find the reasons for this discrepancy.

With regard to possible applications of this work, in the future a number of variations may be attempted which could improve upon the results described here. First, one may combine what has been learned in Chapter 4 with the conclusions made here. For example, while it has been shown that the presence of a thin film of PEI dramatically reduces the infiltration of TaN$_x$ into a porous low-κ, the rate of ALD growth remains well below the measured ‘ideal’ rate on SiO$_2$. As stated in Chapter 4, one route to achieve a higher growth rate may be to use an alternate coreactant, such as hydrazine or N plasma, to increase the thermodynamic driving force of the second half of the ALD reaction. Alternately, one could use a thin interfacial layer of a film which grows rapidly on PEI, Ta$_2$O$_5$ or Al$_2$O$_3$ for example, provided that additional measurements confirm that PEI also limits the infiltration of these materials as well. In the case of a diffusion barrier, the presence of an additional insulating film may also be undesirable. A more promising solution may be to use an organic layer, also consisting of a multifunctional polymer which can be deposited from aqueous solution. The results presented here clearly demonstrate that such layers can be reliably formed on low-κ, while other work (presented in Chapter 6) demonstrates that this route to the organic layer formation does not alter the bulk pore structure of the low-κ.
Finally, further investigation is required to determine the ability of PEI (or another alternate organic layer) to prevent infiltration and/or enhance ALD growth on other low-κ materials. It seems likely that the density and chemical identity of active sites on the low-κ surface, as well as properties involving the pore structure of the low-κ may affect the effectiveness of PEI in this regard. A future study may involve, for example, the use of similar SiO₂-based materials with variable porosity and pore size, as well as low-κ materials of different composition, including polymer based materials.
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6. Infiltration of organic film precursors into porous low-κ material

6.1. Overview

A significant issue in the integration of porous low-κ materials into semiconductor manufacturing is the infiltration of precursors into the pore structure, leading to the formation of unwanted thin films on the pore walls. Given the very small dimensions of these pores, this could significantly degrade the electrical properties of the low-κ, or produce short circuits. This issue, as it relates to the ALD of TaN$_x$, was addressed in Chapter 5. This issue must also be considered when modifying the outer surface of low-κ materials with organic molecules, which is the focus of this chapter. The infiltration of a small fluorinated molecule (8 carbon backbone), FOTS, is characterized using spectroscopic ellipsometry, ellipsometric porosimetry, and XPS. The diffusion of the FOTS molecule across the entire thickness of the low-κ is fast compared to the time required to achieve full surface coverage, so that the inner pore surfaces, and the outer surface of the material, are covered with FOTS at similar rates. The infiltration behavior as a function of molecule size, type, and low-κ pretreatment is also examined. Pre-baking the low-κ to remove residual water, and using liquid vs. gas-phase deposition techniques are found to have little effect on infiltration. Pre-treating the material with an air plasma appears to decrease infiltration for larger organic molecules (~ 11 carbon backbone), but this may also irreversibly damage the low-κ. The main factors in determining infiltration appear to
involve molecular size effects, with the most extreme examples of this being PEI, which does not infiltrate the pores of the model low-\(\kappa\) used here.

### 6.2. Introduction

The semiconductor industry faces a number of challenges related to the integration of porous low dielectric constant or “low-\(\kappa\)” materials in the interconnect structures of integrated circuits [1-3]. One set of challenges involves the deposition of thin conformal films, diffusion barriers for example, on low-\(\kappa\) material. A combination of design requirements make atomic layer deposition (ALD) [4] an ideal technique for the deposition of these films. However depositing films by ALD on low-\(\kappa\) materials is not straightforward. First, because ALD relies on the exposure of the substrate to small reactant molecules, one danger is that the barrier material will deposit inside the pore structure of the low-\(\kappa\) [5-9], causing an increase in the dielectric constant and failures related to short circuits. Furthermore, because the nucleation of ALD films requires chemical reactions between gas-phase species and reactive sites on the substrate, the characteristically low density of active sites on low-\(\kappa\) can lead to slow nucleation [10-12], or the formation of a rough, islanded film, causing increased line resistance [13] or, of greater concern, pinholes in the barrier layer [11]. It has also been shown that a low nucleation site density can lead to a reduced bulk density of the barrier [14]. One potential solution to these issues is the deposition of thin organic [15-17] or inorganic [18,19] layers to both seal the low-\(\kappa\) against ALD precursor infiltration and enhance growth by multiplying the active site density. The use of organic molecules to alter the
surface properties is of particular interest, due to the high degree of customization available through the use of organic molecules.

A second challenge involves minimizing damage to fragile low-κ materials resulting from the etching and ashing steps of patterning, which often utilize extremely reactive plasmas [2,3]. It has been shown that porous low-κ materials are particularly susceptible to plasma induced damage due to infiltration of reactive species into the pore network [20]. Reactive plasmas degrade the electrical properties of a porous low-κ by removing hydrophobic -CH₃ groups from the pore walls, leading to uptake of water [20-23]. Therefore, a potential solution for fixing plasma damage in low-κ is to deposit organic molecules which, by binding to polar surface groups, will restore the hydrophobic character to the inner pore walls and prevent increases in the dielectric constant [24-29].

When using small molecules to treat a porous low-κ, one should consider the infiltration and deposition of the molecules within the pores. If the sole purpose of the treatment is to increase the surface density of active sites or seal the low-κ for subsequent ALD, then infiltration would be undesirable as it would have the effect of increasing the dielectric constant. On the other hand, for treatments intended to restore the hydrophobic nature of the inner pore walls, controlled infiltration may be required. The use of surface modifiers to treat porous materials is by no means unique to the semiconductor field, and in fact is commonly encountered in several other applications, notably in the preparation of liquid chromatography columns. A unique difficulty with the analysis of organic infiltration in the case of low-κ and other porous thin films, however, is that traditional techniques used to measure porosity and pore
size are normally not practical, because these methods require a relatively large amount of porous material, which may not be available in the case of thin films, or may require destructive techniques such as scraping large areas of thin films from the substrate.

The work described here involves a set of experiments undertaken to characterize infiltration of porous low-κ by organic thin film precursors, using mainly two nondestructive ellipsometry-based techniques which are well suited for application to thin film samples. The deposition of \( \text{Cl}_3\text{Si(CH}_2)_2\text{(CF}_2)_5\text{CF}_3 \), or FOTS, on low-κ will be discussed first. Two methods will be utilized to characterize infiltration, spectroscopic ellipsometry (SE) \([30]\) and ellipsometric porosimetry (EP) \([31,32]\). There are a number of advantages to using FOTS as a model surface modifier. First, it has a structure typical of the molecules normally used to form self-assembled monolayers on surfaces possessing Si-OH terminations, including a -SiCl₃ endgroup used to bind the molecule to the surface, and a flexible carbon based tail group \([-\text{(CH}_2)_2\text{-}(\text{CF}_2)_5\text{-CF}_3]\). Second, the fluorine atoms present in FOTS allow it to be distinguished in XPS measurements from the low-κ material, which contains only C, O, and Si. Furthermore, it has sufficient vapor pressure that it can be deposited at reasonable temperatures from the vapor phase. Beyond FOTS, we will examine the infiltration of a variety of other organic molecules into the same low-κ using SE, to determine the effect of molecule size and other factors on the degree of infiltration. These other molecules can be divided into two classes. The first includes small molecules which, like FOTS, are known to form covalently bound monolayers on \( \text{SiO}_2 \) and are deposited from either nonaqueous solutions or the vapor phase. This class
includes \((\text{CH}_3)_2(\text{CH}_2\text{CH}_2\text{O})\text{Si(CH}_2)_3\text{NH}_2\) (APDMES), \((\text{CH}_3\text{O})_3\text{Si(CH}_2)_3\text{NH}_2\) (APTMS), \((\text{CH}_3\text{CH}_2\text{O})_3\text{Si(CH}_2)_{11}\text{NH}_2\) (AUTES), \(\text{Cl}_3\text{Si(CH}_2)_{17}\text{CH}_3\) (ODTS), and \(\text{Cl}_3\text{Si(CH}_2)_{29}\text{CH}_3\) (TTS). Structures of these molecules are given in Fig. 2-1. The deposition of poly(ethylene imine) or PEI on low-\(\kappa\) was also investigated. PEI represents a second class of organic surface modifiers: it is a much larger molecule (MW \(\sim 60,000\) g-mol\(^{-1}\) versus 161 to 556 g-mol\(^{-1}\) for the molecules in the first class), is deposited from an aqueous solution, and attaches to the surface through electrostatic or hydrogen bonding interactions, rather than covalent bonds.

6.3. Experimental methods

6.3.1. Materials, substrate preparation, and formation of organic films

A full accounting of the materials and methods used to deposit organic thin films is given in Sections 2.2-2.4. The low-\(\kappa\) material is the same as that used in Chapter 5, and is described in detail in Sec. 2.2. To summarize, the material contains a network of interconnected pores, with 90% of the pores (by volume) having a diameter of less than 5 nm (full pore size distribution is given in Fig. 6-9). EP and TEM results suggest that the structure of this low-\(\kappa\) includes larger (~ 2 nm) ellipsoidal pores connected through necks or micropores in the skeleton material [33]. The low-\(\kappa\) was either used as-received (water contact angle of 93°/71° advancing/receding), or exposed to one of two pre-treatments: a 2 second exposure to an air plasma (Harrick Plasma PDC-001, plasma power of 7.16 W), which reduced the
water contact angle to 30°/19°, or a simultaneous exposure to ozone and UV irradiation for 2 minutes (Samco model UV-1, 5 L/min O2 flowrate into O3 generator), reducing the contact angle to 67°/46°. Both pre-treatments enhance the reactivity of the low-κ, and the air plasma exposure in particular can be used as a simulation for plasma damage due to processing steps used to pattern low-κ in practice.

6.3.2. Characterization techniques

Two methods were used to evaluate the degree of infiltration of organic material into the low-κ. Spectroscopic ellipsometry was carried out using a Woollam VASE ellipsometer (J. A. Woollam Co, Inc., Lincoln, NE) using a photon energy range of 1.5 to 3 eV (wavelength range 413 nm to 827 nm), at an incident angle of 75°. This range was chosen because it corresponds to a region in which the low-κ is optically transparent (extinction coefficient $k = 0$), which greatly simplifies data analysis. The raw output from the ellipsometric measurement was used to obtain film thickness and optical properties using WVASE32 software (J. A. Woollam Co.). Changes in the optical properties were then used to calculate the amount of organic material in the bulk of the low-κ (calculation details are provided below). In a second set of measurements, ellipsometric porosimetry [31,32] was carried out in a SOPRA EP-12 instrument (SOPRALAB, Courbevoie, France) to measure the overall porosity and pore size distribution of the low-κ. In this tool, the sample is placed in a vacuum chamber and exposed to increasing steps in partial pressure of an adsorbate vapor, in this case 2-propanol. After each step change in partial pressure, the thickness and
refractive index of the porous film are measured in situ. When the partial pressure of the adsorbate reaches its vapor pressure, the process is reversed and the film is exposed to decreasing steps in the partial pressure of the adsorbate. The amount of adsorbate condensed within the film can be calculated during adsorption and desorption using measured changes in refractive index. Through the use of an appropriate model (discussed below), the pore size distribution and total porosity of the low-κ film can be derived from this measurement. One aspect of EP that should be noted is that it is only sensitive to open pores, or pores which are accessible to solvent molecules. Blind pores, those which are not connected to the outer surface, are not detected in EP. This technique is well suited to measure the porosity and pore size distribution of porous low-κ materials, and its use for the characterization of low-κ materials, including SiOCH deposited by CVD, has been demonstrated previously [32, 34-41]. EP has also been shown to give results consistent with other common methods for analyzing porous films [34,38].

The elemental composition of the near surface region of the low-κ was characterized using XPS. Measurements were taken using a VSW CLASS 100 concentric hemispherical energy analyzer (VSW Worldwide, Cheshire, U.K.) operated at constant pass energy of 90 eV, with a photoelectron takeoff angle of 38.5°. Unmonochromated Mg Kα x-rays (1253.6 eV) were generated by a VSW twin anode x-ray source using a 20 mA emission current and 12 kV anode potential. The effect of sample charging due to photoelectron emission was corrected for by shifting all spectra such that the binding energy of the Si(2p) peak was equal to 103.46 eV, as described in Sec. 5.3.3.
6.4 Results and Discussion

As discussed above, the results will be divided into two sections. The first will focus on the details of the infiltration of FOTS into porous low-κ using SE, EP, and XPS. In the second, we will discuss experiments using a range of organic surface modifiers and deposition parameters.

6.4.1. Deposition of FOTS on low-κ

In the first set of experiments, a series of identical low-κ substrates were exposed to FOTS vapor for varying amounts of time, from 20 s to 1200 s, and analyzed ex situ using SE after exposure. In a typical SE measurement, the change in polarization state of light as a result of interacting with a thin film sample is measured, and expressed in the two parameters $\Psi$ and $\Delta$ at each photon energy [30]. In principle, $\Psi$ and $\Delta$ can be used to simultaneously determine the thickness of a film, as well as its optical properties $n$ (refractive index) and $k$ (extinction coefficient) over the measurement range. Concerning the latter, it is useful to constrain $n$ and $k$ to follow one of a number of established optical models. Here, the Sellmeier approximation, which is applicable to transparent, dielectric materials ($k = 0$) [42] was used. The choice of a model which assumes $k = 0$ is based on the assumption that the low-κ is mainly a mixture of a SiO$_2$-based skeleton and air, both of which have $k = 0$ in the range of 1.5 to 3 eV.
This assumption will be tested below using a direct calculation of \( k \). The Sellmeier approximation is:

\[
n(\Lambda) = \sqrt{1 + \sum_j \frac{A_j \Lambda_j^2}{\Lambda_j^2 - \Lambda_{0,j}^2}}
\]  

(6-1)

Where \( \Lambda \) is the wavelength of the incident light, and \( A_1, A_{0,1}, A_2, A_{0,2}, \) etc., are fit parameters. For the level of precision typically required for SE data analysis, a single term (i.e., \( j = 1 \)) is sufficient [42]. In a fitting procedure conducted using Woollam WVASE32 software, we begin with initial guesses for the film thickness and the Sellmeier approximation parameters. An optimization routine then varies these initial guesses to achieve the best fit of the measured \( \Psi \) and \( \Delta \) values, based on a minimization of the mean squared error weighted by the uncertainty of the measured values at each photon energy [43]. In Fig. 6-1 the results of this optimization procedure are demonstrated for two cases, the UV/Ozone pretreated low-\( \kappa \) film with no FOTS, and the same film after 1200 s of exposure to FOTS vapor. The measured \( \Psi \) and \( \Delta \) are shown as discrete points, while results of the fitting procedure (i.e., the \( \Psi \) and \( \Delta \) values that would be obtained using the optimized thickness and Sellmeier constants) are shown as a solid line. An excellent fit to the data is obtained in both cases. Similar quality of fit was obtained for intermediate FOTS exposures, as well as low-\( \kappa \) films without UV/Ozone pretreatment before and after FOTS exposure. For all fits, one term in the Sellmeier approximation was utilized, so that only three parameters, \( A_1 \) and \( A_{0,1} \), and the low-\( \kappa \) film thickness were active.
Figure 6-1: Measured $\Psi$ and $\Delta$ values as a function of photon energy for low-$\kappa$ exposed to 0 s and 1200 s exposure to FOTS vapor. Solid lines represent a fit to the data, described in the text. Fit parameters included the low-$\kappa$ film thickness, and two parameters from the Sellmeier approximation (Eq. 6-1, $j = 1$).
The maximum element in the cross-correlation matrix for the three parameters was ≤ 0.86 for all films analyzed, indicating that all three terms could be fit independently (a cross correlation matrix element of ≥ 0.97 indicates that fit parameters are too correlated to obtain a reliable fit of all simultaneously [44]). A repeat of the fit routine using two terms in the Sellmeier approximation (total of 5 fit parameters) was also attempted, with no significant improvement in the quality of fit.

In a second check of the quality of fit, the thickness of the film was fixed to be the thickness obtained from the previously described method, then \( n \) and \( k \) values were directly calculated at each photon energy without using the Sellmeier approximation. Direct calculation of \( n \) and \( k \) is possible because \( \Psi \) and \( \Delta \) represent two independent parameters measured at each photon energy. Fig. 6-2, shows the results obtained from direct calculation (points), as well as through use of the Sellmeier approximation with \( k = 0 \) (solid lines). The optical properties obtained from fitting do not vary significantly from those obtained by direct calculation, with good fitting of \( n \) over the entire wavelength range. The direct calculation indicates that \( k < 0.002 \) for all wavelengths between 1.5 and 3 eV, validating the assumption that \( k = 0 \) required for use of the Sellmeier approximation. Fitting over the entire range available in the instrument (0.8 to 6 eV) indicated significantly nonzero values of \( k \) below 1.5 eV, likely due to an artifact related to reflections of the light beam from the backside of the Si substrate at wavelengths at which Si is appreciably transparent. \( k \) also became significant at photon energies above 3 eV, due to optical absorption by the low-\( \kappa \) material in the UV region.
Figure 6-2: Direct calculation of $n$ and $k$ for as a function of photon energy for low-$\kappa$ after 0 s and 1200 s exposure to FOTS vapor. The thickness was fixed to be that obtained from the fit of the data in Fig. 6-1. Solid lines represent $n$ values obtained from a fit described in the text, which used two parameters from the Sellmeier approximation (Eq. 6-1, $j = 1$).
In Fig. 6-3(a), the thickness derived from SE of the low-κ layer is shown as a function of exposure time to FOTS vapor. The thickness has no clear dependence on exposure time. Therefore, we can conclude that the low-κ is not considerably swelling due to FOTS adsorption, and that the formation of an FOTS multilayer on the top surface of the low-κ is unlikely. Fig. 6-3(b) shows the refractive index $n$ at 589 nm as a function of exposure time, as calculated from the Sellmeier constants obtained from the fit of the ellipsometric data. 589 nm, equivalent to the emission wavelength of the sodium D line, is a common wavelength to express refractive index. It is used here because the refractive index of several materials relevant to this study have been published at 589 nm. Also note that 589 nm ($\sim 2.11$ eV) is within the range where $k = 0$ for the low-κ material and for FOTS/low-κ (Fig. 6-2). A correlation between $n$ and FOTS exposure time is clearly seen, indicating a filling of the inner pore volume by FOTS. The overall volume fraction of FOTS within the pores can be calculated through the use of an effective medium approximation (EMA) which describes the overall refractive index of a mixture of several materials. The EMAs used here have the following general form:

$$\frac{\varepsilon - \varepsilon_{\text{host}}}{\varepsilon + 2 \varepsilon_{\text{host}}} = \sum_{\text{components}} f_i \frac{\varepsilon_i - \varepsilon_{\text{host}}}{\varepsilon_i + 2 \varepsilon_{\text{host}}}$$  \hspace{1cm} (6-2)$$

Where $\varepsilon$, $\varepsilon_i$, and $\varepsilon_{\text{host}}$ are the complex dielectric function of the film after FOTS exposure, and the complex dielectric functions of each individual component $i$ and of the ‘host’ material. $f_i$ represents the volume fraction of each component.
Figure 6-3: (a) Thickness and (b) refractive index $n$ at 589 nm (~2.1 eV photon energy) of FOTS|low-$\kappa$ as a function of FOTS vapor exposure time. Both values were obtained from a fit of SE data which included film thickness and one term in the Sellmeier approximation (Eq. 6-1, $j = 1$) as parameters.
The complex dielectric function can be written as \( \tilde{\varepsilon} = (n - ik)^2 \) \(^{[30]}\), and because \( k = 0 \) at the wavelength used for this analysis Eq. 6-2 can be rewritten

\[
\frac{n^2 - n^2_{\text{host}}}{n^2 + 2n^2_{\text{host}}} = \sum_{\text{components}} f_i \frac{n^2_i - n^2_{\text{host}}}{n^2_i + 2n^2_{\text{host}}} \quad (6-3)
\]

We will apply one of two EMAs, which differ only on the choice of the ‘host’ material. In the Maxwell Garnett form \(^{[45]}\), the host material is assumed to be the component with the highest volume fraction, which in this case would be the solid skeleton material of the low-\( \kappa \), i.e. \( n_{\text{host}} = n_{\text{skeleton}} \). In the Bruggeman form \(^{[42]}\), the dielectric function of the host material is assumed to be the measured overall dielectric function, i.e. \( n_{\text{host}} = n \). As would be expected, it has been shown that the Maxwell Garnett EMA is a better representation of isolated particles embedded in a host material, while the Bruggeman EMA is a better representation of a random aggregation of materials, where no single material is clearly the host \(^{[46,47]}\). TEM and EP analysis indicates that the actual arrangement of void spaces in the low-\( \kappa \) is somewhere between these two extremes \(^{[33]}\), therefore we will use both approximations and determine if they result in significantly different results. It should be noted that the use of both EMA equations requires the assumption that the FOTS, skeleton material, and void spaces are mixed at a length scale much smaller than the wavelength of the light used for ellipsometry. This is reasonable, given the pore size of \(< 5 \text{ nm} \) and the ellipsometry wavelengths of 413 to 827 nm.
Before FOTS exposure, Eq. 6-3 can be written:

$$\frac{n^2 - n_{\text{host}}^2}{n^2 + 2n_{\text{host}}^2} = (1 - f_{\text{void}}) \frac{n_{\text{skeleton}}^2 - n_{\text{host}}^2}{n_{\text{skeleton}}^2 + 2n_{\text{host}}^2} + f_{\text{void}} \frac{n_{\text{void}}^2 - n_{\text{host}}^2}{n_{\text{void}}^2 + 2n_{\text{host}}^2}$$  \hspace{1cm} (6-4)

and after FOTS exposure:

$$\frac{n^2 - n_{\text{host}}^2}{n^2 + 2n_{\text{host}}^2} = (1 - f_{\text{void}}) \frac{n_{\text{skeleton}}^2 - n_{\text{host}}^2}{n_{\text{skeleton}}^2 + 2n_{\text{host}}^2} + (f_{\text{void}} - f_{\text{FOTS}}) \frac{n_{\text{void}}^2 - n_{\text{host}}^2}{n_{\text{void}}^2 + 2n_{\text{host}}^2} + f_{\text{FOTS}} \frac{n_{\text{FOTS}}^2 - n_{\text{host}}^2}{n_{\text{FOTS}}^2 + 2n_{\text{host}}^2}$$  \hspace{1cm} (6-5)

By definition, $n_{\text{void}} = 1$ at all wavelengths. For $n_{\text{FOTS}}$, the chemical supplier provides a refractive index of 1.352 at 589 nm for bulk liquid FOTS (Sigma-Aldrich Corp.). This may differ from the refractive index of the FOTS layer after deposition, due to chemical and structural changes related to the adsorption process (losing Cl atoms, for example). However, because the refractive index of the adsorbed FOTS layer is not available, the value for bulk FOTS will be used. The lack of a precise figure for $n_{\text{FOTS}}$ is a significant source of uncertainty in the calculations. Published $n$ values of chemically similar materials fall in the range of 1.25 to 1.37 at 589 nm [48-51], which provides some indication of the possible range of values for $n_{\text{FOTS}}$. Having established values for $n_{\text{void}}$ and $n_{\text{FOTS}}$, we are left with three unknowns, $f_{\text{FOTS}}$, $f_{\text{void}}$ and $n_{\text{skeleton}}$. However, in practice, if a value of $f_{\text{void}}$ is assumed anywhere within reasonable limits (0 to 0.5), calculated values of $f_{\text{FOTS}}$ are obtained that do not vary by more than ± 3%. Therefore, the desired quantity $f_{\text{FOTS}}$ can be calculated without knowing $f_{\text{void}}$ and $n_{\text{skeleton}}$ to a high degree of certainty. From the possible sources of error described here,
we can estimate an uncertainty in the calculated absolute value of $f_{\text{FOTS}}$ to be $\pm 25\%$, while the relative error, arising from uncertainty in the fitting of the ellipsometry data, is $\pm 10\%$ or less.

Fig. 6-4 displays a plot of the calculated value of $f_{\text{FOTS}}$, the volume fraction of FOTS in the low-$\kappa$ layer, for the same series of samples considered in Fig. 6-3. Comparing the two EMA forms, we find that the Maxwell Garnett form results in a $\sim 5\%$ higher value of $f_{\text{FOTS}}$ compared to the Bruggeman form in all cases. The values shown in Fig. 6-4 are the average of the values obtained using the two methods. Error bars here represent the estimated relative uncertainty. Significant infiltration takes place over time scales of 10-100 s, with approximately 50\% of the total change in $f_{\text{FOTS}}$ taking place in the first 20 s. After 1200 s exposure to FOTS vapor, from ellipsometry we estimate that the UV/Ozone treated low-$\kappa$ contains $0.242 \pm 0.005$ volume fraction FOTS, while the low $\kappa$ which was not pretreated contains $0.223 \pm 0.007$ volume fraction FOTS. EP measurements indicated that the UV/Ozone pretreatment increases the open porosity of the low-$\kappa$ by $\sim 23\%$, which would likely explain the higher amount of FOTS infiltration in the pretreated film with UV/Ozone.

In addition to the SE based technique, EP has been used to determine the degree of FOTS infiltration for the UV/Ozone pretreated low-$\kappa$ film exposed to 600 s FOTS. As described above, this method involves exposing the porous film to varying partial pressures of an adsorbate gas. Forces which become relevant within small pores cause the condensation of the adsorbate at pressures below the vapor pressure ($P_0$) (see Sec. 6.5 for more detail).
Figure 6-4: Volume fraction of FOTS in low-κ as a function of FOTS vapor exposure time. Values were obtained using the refractive index values presented in Fig. 6-3, in combination with Eqs. 6-4 and 6-5.
The isotherms shown in Fig. 6-5 represent the total amount of 2-propanol condensed in the pores of the low-\( \kappa \) as a function of partial pressure of 2-propanol. Compared here are UV/Ozone treated low-\( \kappa \) with no FOTS, and the same film after 600 s exposure to FOTS. Note that the range \( P > 0.9P_0 \) is not considered due to possible condensation of 2-propanol on the top surface of the low-\( \kappa \) [31]. Initial examination of these isotherms indicates that the total open pore volume, approximated by the volume fraction of condensed 2-propanol at the highest \( P/P_0 \) considered, decreases significantly as a result of FOTS adsorption. Roughly, the open pore volume has decreased from 0.227 to 0.086, indicating an FOTS volume fraction of 0.141. This value can be compared to the value obtained from spectroscopic ellipsometry of 0.225 \( \pm 0.056 \). One possible source of discrepancy between these two figures is the uncertainty in the refractive index of adsorbed FOTS, which was assumed to be equal to the refractive index of liquid FOTS. However, it is possible that the density, and therefore refractive index, of the FOTS film is significantly different than the liquid state [52,53]. Comparing the total open pore fraction measured by EP (0.227) to the volume fraction of FOTS adsorbed at 1200 s exposure time from SE (0.242) suggests that the SE values contain a systematic error which leads to an overestimation of \( f_{\text{FOTS}} \), with the most likely source of this error being the assumed value of \( n_{\text{FOTS}} \). One possible scenario is that the confined space and curvature of the low-\( \kappa \) pores lead to enhanced packing in the FOTS layer, which could cause a significant increase the density and refractive index compared to bulk FOTS liquid.
Figure 6-5: Volume fraction of 2-propanol condensed within low-κ or FOTS|low-κ as a function of the pressure of 2-propanol relative to its vapor pressure, shown for adsorption (increasing 2-propanol pressure) and desorption (decreasing 2-propanol pressure), obtained from EP. These are commonly called the adsorption and desorption isotherms. (a) shows the entire range of the measurement, while (b) highlights the behavior at low pressure.
In addition to the total void fraction of the low-κ, the isotherms shown in Fig. 6-5 may be used to calculate the pore size distribution [31,32]. Details of this calculation for the low-κ prior to FOTS exposure are given below in Sec. 6.5. As stated above, calculations of the pore size distributions for Si based low-κ materials has been demonstrated previously, however the technique has not been studied in the case of porous materials altered with a fluorinated surface layer. The presence of FOTS may cause changes in the interaction of the adsorbate with the low-κ, which could in turn influence the adsorption processes necessary for determination of pore size, particularly in the case of micropores at low values of P/P₀. One measure for the adsorbate/low-κ interaction is the macroscopic contact angle of liquid 2-propanol on the low-κ surface, which is measured to be < 10°. This would suggest that the changes in adsorbate/low-κ interaction are not major, but nevertheless it will not be possible to decouple the changes in low-κ surface chemistry with changes in pore size. While the pore size distribution cannot be reliably calculated for the FOTS/low-κ film, a close examination of the isotherms may still reveal certain aspects of FOTS infiltration. In the low pressure region of the isotherms, shown in Fig. 6-5(b), we see that below P/P₀ = 0.005 much more adsorption takes place in the low-κ film with no FOTS. This indicates a significant change in the smallest pores in the film, in which adsorption takes place at very low P/P₀. There are three specific possibilities which would explain this: FOTS could (i) fill the smallest micropores in the film, (ii) block the entrances to micropores, or (iii) change the surface chemistry within the micropores such that condensation is delayed. Logically, process (iii) would happen in combination with process (i). Given the overall length of the FOTS molecules (∼ 1 nm) and the size of
the smallest pores in the film (< 2 nm), change in the pore wall surface chemistry in the case of micropores would also involve almost complete pore filling.

The two measurement techniques described up to this point are sensitive to changes over the entire thickness of the low-\(\kappa\) film. XPS, on the other hand, is sensitive to changes only in the top \(~\sim\) 10 nm region of the low-\(\kappa\), or < 1% of the total thickness of the low-\(\kappa\) layer. Therefore, inspection of XPS data, particularly focusing on the Si and F features, will provide insight to the adsorption process close to the vacuum|low-\(\kappa\) interface. Fig. 6S6 contains XP spectra of the Si(2p)/Si(2s) and F(1s) regions for the UV/Ozone pretreated low-\(\kappa\) exposed to FOTS vapor for 20 s and 1200 s. First, significant intensity from the two silicon core levels is observed after both 20 s and 1200 s of exposure [Fig. 6-6(a)]. This indicates that the thickness of the FOTS at the vacuum|low-\(\kappa\) interface is low, on the order of nm, providing confirmation that significant multilayer formation is not taking place. The F(1s) signal [Fig. 6-6(b)], which is directly proportional to the density of fluorine atoms in this region (neglecting attenuation effects), increases by a factor of \(~\sim\) 2.6 between 20 s and 1200 s. From SE, the volume fraction of FOTS in the bulk of the low-\(\kappa\) increases by a factor of \(~\sim\) 1.9 over the same range. This comparison shows that FOTS does not fill the low-\(\kappa\) by first depositing at the surfaces closest to the vacuum interface. Rather, the coverage of low-\(\kappa\) at the vacuum interface follows approximately the coverage within the bulk of the low-\(\kappa\), and given these figures the FOTS may deposit at a slightly higher rate within the bulk of the low-\(\kappa\). In other words, it appears that the diffusion of gas phase FOTS molecules within the low-\(\kappa\) is fast, and that the deposition of FOTS on the low-\(\kappa\) surface is reaction rate limited.
Figure 6-6: X-ray photoelectron spectra of the (a) Si(2p) / Si(2s) and (b) F(1s) regions for low-κ substrates exposed to FOTS vapor for 20 s and 1200 s.
If this were not the case, and the deposition process was mainly diffusion limited, then one would expect to see deposition of FOTS much more quickly at the vacuum interface (in XPS) as compared to deposition within the bulk pore structure (ellipsometry).

The diffusion of molecules through a porous material is a relatively well studied area. Given the range of pore size in this low-κ, and the size of the FOTS molecule, the two relevant types of diffusion are Knudsen and configurational [54,55]. Using the diffusion of hydrocarbons through zeolites as an analogous system, Knudsen diffusion (\(D \sim 10^{-5}\) to \(10^{-9}\) m\(^2\)/s) dominates when the kinetic diameter of the diffusing molecule (\(d_m\)) is > 1.7 times the diameter of the pore (\(d_p\)). Configurational diffusion, an activated process controlled by the interactions between the diffusing molecule and the pore wall (\(D < 10^{-9}\) m\(^2\)/s), takes over as the diameter of the molecule approaches the pore diameter. It is likely that both types of diffusion take place in the system under investigation here. In order for the deposition process to be reaction rate limited, the FOTS molecule must be able to diffuse across the entire thickness of the low-κ film over time scales much shorter than the FOTS exposure time. To diffuse a length of 10 µm, which is long compared to the low-κ thickness, over 20 s, the shortest exposure time examined, would require a diffusion coefficient of ~ \(8 \times 10^{-14}\) m\(^2\)/s. This is well within the range of \(D\) measured for hydrocarbons diffusing through zeolite [54], even for configurational diffusion taking place when \(d_m/d_p \sim 1\), which would be the case for FOTS diffusing through the smallest pore size measured by EP. It is not unexpected then that after 20 s, an FOTS molecule would be able to diffuse across the
entire thickness of the low-κ several times, and it is therefore plausible that the infiltration deposition process is reaction rate limited.

6.4.2. Effect of surface modifier structure and deposition parameters on infiltration

In this section, the same SE based method described above will be used to investigate the effect of a number of parameters, including organic molecule size, pretreatment, and low-κ type on infiltration.

First, because the diameter of the pores in the low-κ is comparable to the size of typical molecules used to form organic monolayers, one may expect that the size of the molecule will play a role in limiting infiltration by simple size exclusion effects. In order to confirm this, molecules of varying size have been deposited on the low-κ material. For this study the low-κ was exposed to either UV/Ozone pretreatment, or plasma pretreatment, as described above in Sec. 6.3.1. The molecules deposited were (CH$_3$)$_2$(CH$_3$CH$_2$O)Si(CH$_2$)$_3$NH$_2$ (APDMES), (CH$_3$CH$_2$O)$_3$Si(CH$_2$)$_3$NH$_2$ (AUTES), Cl$_3$Si(CH$_2$)$_7$CH$_3$ (ODTS), Cl$_3$Si(CH$_2$)$_9$CH$_3$ (TTS), and (CH$_3$O)$_3$Si(CH$_2$)$_3$NH$_2$ (APTMS). Chemical structures of these molecules are given in Fig. 2-1. For APDMES, AUTES, ODTS, and TTS, the substrate was exposed to a solution of the organic molecule in toluene for 48 hours. For APTMS, the substrate was exposed to pure APTMS vapor for 900 s. The results of these experiments, expressed as volume fraction of the organic as a function of molecular volume are shown in Fig. 6-7 (solid points).
**Figure 6-7:** Volume fraction of infiltrated organic material as a function of molecular volume of the organic, for two low-κ pretreatments. Values were obtained using $n$ values from SE, and Eqs. 6-4 and 6-5. The organic molecules include APTMS, APDMES, AUTES, FOTS, ODTs, and TTS. See Fig. 2-1 for molecular structures.
In applying Eq. 6-5 for all molecules except FOTS, the \( n_{\text{FOTS}} \) term has been replaced with the refractive index of bulk \( \text{Cl}_3\text{Si(CH}_2)_17\text{CH}_3 \) (1.432) \[53\]. The molecular volume was determined from bulk liquid density figures supplied by the manufacturer or, in the case of TTS, using the molecular modeling software ChemDraw Ultra (version 8.0, CambridgeSoft Corp.). Included in this plot is the calculated volume fraction of FOTS in the low-\( \kappa \) after 1200 s exposure to FOTS vapor. From the data in Fig. 6-7, it is apparent that there is a correlation between molecular volume and the degree of infiltration. This may be due to a number of factors. First, the larger molecules may be excluded from the smallest pores in the low-\( \kappa \). However, while the volumes of the four molecules are very different, the smallest cross-sections of the molecules, which would presumably control size exclusion, are similar. A more likely possibility is that the large molecular volume, combined with the size and shape constraints within the pore structure simply leads to less efficient packing of the larger molecules. Another possibility is that the larger molecules diffuse much more slowly through the low-\( \kappa \) compared to the small molecules. As the deposition times for all four were the same, this could lead to incomplete coverage of the large molecules. As these depositions were conducted in the presence of a liquid solvent, viscosity effects may play a larger role compared to deposition using FOTS.

A second comparison shown in Fig. 6-7 is the infiltration of a small molecule, \( (\text{CH}_3)_2(\text{CH}_3\text{CH}_2\text{O})\text{Si(CH}_2)_3\text{NH}_2 \), and a larger molecule, \( (\text{CH}_3\text{CH}_2\text{O})_3\text{Si(CH}_2)_11\text{NH}_2 \), on UV/Ozone versus plasma pretreated low-\( \kappa \). Here we see that the infiltration of the smaller molecule is similar with the two pretreatments, while for the larger molecule significant infiltration into the UV/Ozone treated low-\( \kappa \) is observed, with no
infiltration into the plasma treated low-κ. This may be explained by structural changes in the low-κ due to the plasma exposure. As stated above, plasmas can be used to seal low-κ materials against the infiltration of ALD processes into low-κ and so it would not be unexpected that a plasma treatment could also seal the surface against an organic molecule. In this case, however, the sealing provided by the plasma exposure is not perfect, as the smaller molecule is easily able to penetrate any sealing layer and deposit within the bulk of the low-κ.

As stated above, a clear result from the analysis of Fig. 6-7 is that molecule size plays a large role in determining the degree of infiltration. Therefore, one strategy which may be employed to modify the surface of porous low-κ with a minimum amount of infiltration is the use of a polymer such as PEI. PEI was deposited on the low-κ used here, and found no infiltration was observed (no measurable change in refractive index of the low-κ after deposition). However, we know that PEI does form a film on the outer surface of the low-κ with N atomic density of \( \sim 4 \times 10^{14} \text{ cm}^2 \), as discussed in Sec. 5.4.2 and shown in Fig. 5-2. Therefore, given the results presented here a promising method to modify low-κ without appreciable infiltration of the modifying material into the pore structure is the use of oligomers or polymers. A further advantage to the use of water-soluble polymers such as PEI is that, given the high contact angle of water on most low-κ materials, it is likely that capillary effects limit infiltration of small pores.

A further aspect investigated here is the effect of water within the low-κ structure. Despite the high contact angle of water on the low-κ surface, it is well known that it can infiltrate the pore network from ambient air, particularly if the low-κ
has been exposed to an oxygen containing plasma [2,20-24]. To remove any water that may be in the low-κ film, samples were held at 150 °C for 1 hour in an air oven before deposition of APTMS from the vapor phase. APTMS was chosen because no water is used in the deposition process. After the baking step, samples were cooled then transferred as quickly as possible to the deposition chamber. The amount of infiltration of the organic molecule into a pre-baked sample was then compared to infiltration into a sample which had not been baked prior to exposure to APTMS vapor. To maximize the potential effect of adsorbed water, both samples were exposed to the air plasma described above prior to baking. The pre-baking had no significant effect on the amount of infiltration, with 18.5 ± 3.5 volume % APTMS in the pre-baked sample and 16.4 ± 2.8 volume % APTMS in the sample which was not pre-baked. This result suggests that trapping of the organic molecules within the pore structure is not mediated by water absorbed water, but by intrinsic reactive sites, or sites added during the plasma exposure step. We note that measurements of the refractive index before and after the 150 °C bake indicate that the volume fraction of water in the plasma treated low-κ was ~ 0.02 after extended exposure to ambient air (> 12 hours).

Beyond the single low-κ discussed up to this point, the infiltration of APTMS into four additional low-κ samples provided by an industrial collaborator was investigated. The low-κ materials represent a range of dielectric constant, porosity, and pore connectivity, as summarized in Table 6-1. For this series of experiments, the low-κ samples were treated using UV/Ozone prior to exposure to APTMS vapor.

Ellipsometric Ψ and ∆ values measured before and after APTMS exposure are shown in Fig. 6-8.
### Table 6-1: Properties of alternate low-κ materials used in organic infiltration studies.

<table>
<thead>
<tr>
<th>Sample #</th>
<th>Dielectric Constant</th>
<th>Polar Liquid Diffusivity</th>
<th>void fraction</th>
<th>APTMS vol % (from SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td>2.75</td>
<td>Very Low</td>
<td></td>
<td>-0.6% ± 1.6%</td>
</tr>
<tr>
<td>B2</td>
<td>2.55</td>
<td>Moderate</td>
<td></td>
<td>-0.33% ± 2.8%</td>
</tr>
<tr>
<td>B3</td>
<td>3</td>
<td>Nonexistent</td>
<td>6-8 %</td>
<td>-0.13% ± 1.7%</td>
</tr>
<tr>
<td>B4</td>
<td>2.47</td>
<td>Very High</td>
<td>25-30%</td>
<td>9.58% ± 3.6%</td>
</tr>
</tbody>
</table>
Figure 6-8: Measured Ψ and Δ values as a function of photon energy for 4 low-κ samples before and after exposure to APTMS vapor. Solid lines represent a fit to the data, described in the text. Fit parameters included the low-κ film thickness, and two parameters from the Sellmeier approximation (Eq. 6-1, \( j = 1 \)).
Clearly, the only sample which exhibited any change was B4, which was reported to have a void fraction of 25-30% and the highest polar liquid diffusivity of the four. This change is reflected in the calculated volume fraction of APTMS after deposition, which is $(9.58 \pm 3.6)\%$ for sample B4, and $\sim 0\%$ for the other three. N(1s) XPS (not shown) indicated significant APTMS deposition at the vacuum|low-$\kappa$ interface for samples B1, B2, and B3.

### 6.5. Determination of pore size distribution from EP isotherms

Pore size distributions can be extracted from EP isotherms using two complementary methods. The first is based on the Kelvin equation, which relates the vapor pressure of an adsorbate to the radius of its liquid meniscus within the pore [56], and is generally valid for mesopores (2 to 50 nm [57]). Assuming a cylindrical pore shape, the Kelvin equation can be written as:

$$
\ln\left(\frac{P}{P_0}\right) = -\frac{2\gamma V_L \cos \varphi}{r_K RT}
$$

(6-6)

Where $P$ is the vapor pressure for a given radius of curvature $r_K$, $\gamma$ is the surface tension, $V_L$ is the molar volume of the liquid adsorbate, and $\varphi$ is the adsorbate/substrate contact angle. To obtain a physical pore radius $r_p$ from $r_K$, a correction factor must be added due to the thickness of adsorbate on the pore walls which forms independently of capillary condensation, i.e. $r_p = r_K + t$. The thickness of
adsorbate on the pore wall $t$, which is due to monolayer/multilayer adsorption, is also a function of the adsorbate pressure, and can be described by the Brunauer-Emmett-Teller (BET) equation \[58\]. To obtain a pore size distribution, it can be assumed that at a given pressure $P$ all pores with radius $r_K + t$ are filled, with an additional correction factor for the adsorbed layer of thickness $t$ which exists within pores with radius greater than $r_K + t$ \[59\].

For pores with a diameter $< 2$ nm (classified as ‘micropores’ by IUPAC \[57\]), the pore size is on the order of several adsorbate molecular diameters. Here the continuum approximations of the Kelvin equation begin to break down, and a second description of pore filling is required. For this we will rely on theory concerning changes in the characteristic energy of condensation due to intermolecular interactions in the confined region of a micropore \[60,61\]. A simple expression of this theory is the Dubinin-Radushkevich equation (a specific case of the Dubinin-Astakhov equation):

$$ V = V_0 \exp \left\{ - \left[ \frac{RT \ln\left( \frac{P_0}{P} \right)}{\beta E_0} \right]^2 \right\} $$

(6-7)

Where $E_0$ is a characteristic energy of adsorption, $\beta$ is an affinity coefficient \[62\], $V_0$ is the total volume of micropores, and $V$ is the volume of these pores filled at a pressure $P$. A number of researchers have proposed relationships between $E_0$ and the pore width $w$ \[63\]. One of the simplest relations, which has been used in several cases to analyze Si-based porous low-$\kappa$ materials, is $w = K/E_0$, where $K \approx 12-14$ nm-mol-kJ$^{-1}$ \[32,34,64,65\]. Although the DR equation was originally derived to describe adsorption
behavior in microporous carbons, which contain mainly slit-shaped pores, it was later shown that the pore sizes derived from DR agree well with a more complex theory developed by Dultsev to describe cylindrical pores [64,66]. The pore size distribution can be obtained by modeling pore filling is a sum of terms given by Eq. 6-7, where each term represents a population of pores with width \( w \), contributing a volume of \( V_0 \) to the total pore volume [56,67].

Calculation of the pore size distribution for the low-\( \kappa \) (no FOTS) was carried out using the built-in software of the SOPRA EP-12 instrument. In the analysis, both the Kelvin equation (Eq. 6-6) and the Dubinin-Radushkevich equation (Eq. 6-7) were implemented, with the instrument automatically determining which to use based on the shape of the isotherm. In regions where the isotherm indicated filling of micropores (steep region in at low \( P/P_0 \)), the Dubinin-Radushkevich equation was used, and where the isotherm indicated mesopore filling (higher pressures up to \( P/P_0 = 0.9 \)), the Kelvin equation was used. The pore size distribution obtained through this method is shown in Fig. 6-9 (solid line). As this is somewhat of a ‘black box’ calculation, checks were performed by analyzing the isotherms manually to extract the pore size distribution using either the Kelvin or Dubinin-Radushkevich equations only, shown in Fig. 6-9 as dashed lines. Both the automated SOPRA analysis and the Dubinin-Radushkevich equations result in a bimodal pore size distribution, centered at \( \sim 0.8 \) nm and \( \sim 2 \) nm, while the Kelvin equation predicts only one pore size mode at \( \sim 1.7 \) nm. The population of pores at 1.7 - 2 nm is at the borderline where both the Kelvin and Dubinin-Radushkevich equations are applicable, so agreement in that size range would be expected.
Figure 6-9: Pore size distribution for UV/Ozone treated low-κ, obtained thee ways: from the SOPRA EP-12 automatic calculation routine, manual calculations using the Kelvin equation (Eq. 6-6), and manual calculations using the Dubinin-Radushkevich equation (Eq. 6-7).
Likewise, the region in which no pores are detected in the Kelvin analysis (< 1 nm) is well below the limit of applicability for that method. However, as expected, quantitative agreement between the Kelvin and SOPRA derived pore size distributions is observed for pores >2 nm.

6.6. Conclusions

The infiltration of organic film precursors into a porous low-κ material was investigated, focusing first on a study of the infiltration the fluorinated molecule FOTS as a model system, using SE, EP, and XPS, and second on comparisons between different types of organic molecules, using mainly SE. In the first section, it was shown that SE is a viable method to measure infiltration, though there may be a systematic underestimation of the FOTS volume fraction in low-κ, most likely due to error in the assumed refractive index of FOTS. EP confirmed the infiltration of FOTS, providing a more direct measurement of the FOTS volume fraction after infiltration. EP indicated significant changes in the pore structure upon FOTS infiltration, including changes in the smallest (~ 8 Å diameter) pores. Combining these with XPS analysis of the fluorine concentration in the near surface region, it can be concluded that the process of FOTS film formation on the inner pore walls is a reaction-rate limited process, and that diffusion of FOTS through the low-κ film is much faster than the reaction which causes FOTS molecules to attach to the pore walls.

Investigation using other molecules showed that the size of the organic molecule was the primary factor in determining the degree of infiltration. Pre-
treatment with an air plasma also reduces infiltration of larger molecules, but pre-baking to remove water, or use of a liquid phase deposition process (vs. vapor phase) does not. For modifying the inner pore surfaces, organic molecules with characteristic sizes of < 1 nm are desirable. On the other hand, if the goal is to modify only the outer surface of the low-κ, water-soluble polymers are a viable option.
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7. In situ XPS study of the initial stages of cobalt CVD on tantalum using dicobalt hexacarbonyl tert-butylacetylene (CCTBA)

7.1 Overview

Chemical vapor deposition (CVD) of cobalt films using CCTBA on a tantalum substrate was studied using primarily in situ XPS. Deposition was conducted under UHV conditions using a collimated molecular beam. Angle resolved XPS measurements indicate that the early stages of Co CVD involve the formation of a mixed Co/Ta interfacial region. Carbon was found to be incorporated in this region in a carbide-type binding environment. After the formation of the intermixed layer, a second phase of growth initiated which is characterized by the formation of a mixed Co/C film with very high carbon content (~77 atomic %). Although this film was oxygen free as grown, it was found to be susceptible to oxidation upon exposure to air. These results represent the initial part of an ongoing study.

7.2. Introduction

In this chapter, a series of experiments are described which were conducted to better understand the initial stages of cobalt film deposition via CVD on tantalum. As discussed in Sec. 1.3, after the deposition of a Ta/TaN\textsubscript{x} barrier layer on a dielectric material (low-\kappa, for example), an additional thin film is often deposited to facilitate the subsequent plating of copper. Cobalt, deposited via CVD (chemical vapor deposition),
is a material that can be used for this application [1]. As with the diffusion barrier layer, the initial stages of film growth can have a large effect on the structure and properties of the deposited film, in part because it is extremely thin. In addition, as we will see, there are additional complications involved in the Co/Ta system due to the existence of stable mixed phases formed by the two elements. The cobalt precursor used here is dicobalt hexacarbonyl tert-butylacetylene (CCTBA). Although CCTBA is commercially available, there have been a limited number of publications regarding its use [2-5], with most of these examples addressing the CVD on Co films on Si to form cobalt silicides.

7.3 Experimental procedures

Substrates were generated by depositing 500 Å-800 Å Ta via sputtering on cleaned SiO₂/Si(100). In air transfer between sputter deposition and introduction into the UHV chamber, a native oxide formed on the Ta surface. Prior to deposition, substrates where annealed at ~ 350°C in situ for 1 hour, which reduced the near surface oxygen concentration (see results shown in Fig. 7-2).

Deposition was carried out in the Olin Hall 312 UHV system described in Sec. 2.5. A hyperthermal CCTBA/He molecular beam was generated by passing ultra high purity He (35 standard cm³ min⁻¹) through a stainless steel vessel containing liquid CCTBA held at 40 °C, and expanding the resulting mixture through a heated 150 µm aperture, or nozzle, into UHV. A conical skimmer and aperture downstream from the nozzle defined the beam into a 12 x 12 mm² cross section on the sample surface.
Further details concerning the formation of the molecular beam are given in Sec. 2.5. The direct CCTBA beam, as well as the background components present during growth, were analyzed using a quadrupole mass spectrometer (QMS) mounted perpendicular to the molecular beam (Hiden 3F/EPIC QMS, Hiden Analytical, Warrington, UK). The ionization region of the QMS was aligned with the molecular beam axis, allowing the direct beam to be analyzed. During deposition, the sample surface was perpendicular to the beam axis, and turned towards the XPS hardware for post deposition analysis (deposition and analysis setup shown in Fig. 7-1). During deposition, the sample was held at 160 °C, and was then cooled to room temperature prior to in situ XPS analysis. Post deposition XPS and ARXPS focused on four regions: Ta(4d), Co(2p), O(1s), and C(1s). Detailed XPS spectra were collected at a fixed photoelectron takeoff angle of 38.5°, with angular acceptance of ± 7°, and a spot size on the sample of ~ 600 µm. ARXPS was conducted by collecting XP spectra at 6 takeoff angles from 0°-60°, at even intervals of cos θ. Here lens settings were used which produced a spot size of ~ 2.5 mm, with angular acceptance of ±2°. Where appropriate, atomic ratios were calculated based on previously published empirical sensitivity factors [6].

In the antechamber, the beam passes through an annulus, which can be cooled using liquid nitrogen (LN₂). This annulus acts as a pump for the effusive components of the beam. When it is used, the amount of background CCTBA in the main chamber, and therefore the deposition of Co outside of the molecular beam spot, is reduced. The effect of cooling the annulus with LN₂ is demonstrated in Fig. 7-4.
Figure 7-1: Schematic of the setup within the UHV chamber used for experiments. Sample in (a) deposition position and (b) XPS analysis position (shown at 0° photoelectron takeoff angle).
The results presented subsequently include analysis of several beam exposure times. Here each exposure time represents a distinct film. To increase experimental throughput and reduce sample to sample variations, terraces were formed, allowing the analysis of generally three different exposure times in a single deposition “run”. This was achieved by translating the sample perpendicular to the beam axis at set intervals during beam exposure. A schematic of this, along with XPS analysis of the terrace structure, is shown in Fig. 7-6. Exposure times of 5 s, 15 s, 30 s, 1 min, 2 min, 4 min, 8 min, 15 min, 30 min and 3 hours were studied. For most films (5 s, 15 s, 30 s, 8 min, 15 min, and 30 min exposures), the annulus in the antechamber was cooled using liquid nitrogen (LN₂).

7.4 Results and discussion

7.4.1 Characterization of the tantalum substrate

The XP spectrum of the pre-annealed Ta substrate sample, shown in Fig. 7-2(a), reveals the presence of two Ta(4f) doublets. The doublet with higher binding energy can be attributed to oxidized Ta [7]. This oxide layer consists of 79 atomic % O, suggesting it is primarily Ta₂O₅ (71 atomic % O). Ta metal signal was also observed, consistent with a thin oxide film on at the top surface of the Ta metal [7].

After annealing for 1 hour at ~ 350 °C, the peaks corresponding to Ta₂O₅ in the Ta(4f) spectrum are not detectable. A significant amount of O still present, however as shown in Fig. 7-2(b) it has been reduced by a factor of ~4.
Figure 7-2: XP Spectra of sputtered Ta surface before and after anneal treatment, in the (a) Ta(4f) and (b) O(1s) regions. In (a), the contributions of Ta(4f) doublets from the native tantalum oxide surface layer and underlying Ta metal are labeled.
The post-anneal substrate can be termed Ta$_{O_x}$, with $x \sim 0.35$ to $0.40$). We hypothesize that the reduction in the near surface oxygen concentration is due to the diffusion of O from the starting Ta$_2$O$_5$ film deeper into the Ta metal layer during the anneal step, leading to the formation of a thicker TaO$_x$ layer, with consequently lower O content. Oxygen can be an interstitial solute in tantalum and, based on measured activation energies for diffusion of O in Ta [8,9], diffusivity in Ta is significant in the length scales relevant here at 350 °C (O atoms can move, on average, several microns per hr), therefore this hypothesis seems to be a reasonable explanation for the reduction in the near surface oxygen content.

7.4.2 Characterization of the CCTBA beam and formation of terraces

Mass spectrometry experiments were performed to confirm formation of a CCTBA beam, and to characterize the effect of the LN$_2$ cooled annulus. In Fig. 7-3, a mass spectrum of the direct CCTBA beam is shown, in a range of low (m/z = 0 to 70) and high (m/z = 70 to 300) mass. Note that the m/z of the CCTBA parent (368) is not accessible with the QMS used here, which has a range of 0 to 300. However, earlier results have shown that the parent peak has a low intensity relative to the primary decomposition products [10]. As can be seen in Fig. 7-3(b), one set decomposition products include a series of m/z = 368 - 28x, where $x = 3$- 6. These peaks represent CCTBA (m/z = 368) with an increasing degree of CO ligand loss (m/z = 28). As expected, a large CO peak at m/z = 28 is also observed. An additional decomposition product has m/z = 118, which can be assigned to Co$_2$. 

350
Figure 7-3: Mass spectra of the direct beam of CCTBA in He. Note that the CCTBA parent (m/z) was outside the mass limit of the QMS used.
It has not been determined whether these decomposition products exist in the beam, or if they are created in the ionization region of the mass spectrometer.

The modulation of the CCTBA beam by the shutter in the antechamber was confirmed by tracking the intensity of the CCTBA fragment at 118 amu while opening, then closing the shutter (Fig. 7-4). Here the shutter was opened at ~ 20 s after the start of data collection, and closed ~ 30 s later. This can clearly be seen in the sharp increase, plateau, and decrease in the m/z = 118 signal. Two conclusions can be made based on this experiment. First, the molecular beam is effectively modulated with the shutter. Second, the use of the LN$_2$ cooled annulus has the effect of decreasing the background of CCTBA, both with the beam shutter open and closed.

In order to roughly align the position of the beam spot with respect to the sample, and to confirm that the CCTBA beam is well collimated, an annealed Ta substrate was exposed to the CCTBA beam for 3 hours, which produced a visible deposition spot, as shown in Fig. 7-5(a). Finer alignment was conducted using XPS measurements (see below). XPS survey scans taken before and after 3 hours of CCTBA exposure, shown in Fig. 7-5(b), show a full transition of the surface; only Ta, C, and O are detected in the annealed substrate, and only Co and C are detected after exposure.

As described above, terraced films were produced by translating the sample holder perpendicular to the beam axis during CCTBA exposure. A schematic of the resulting terrace structure is shown in Fig. 7-6 (right). The exact positions of the terraces, required to accurately analyze each individually, were determined by collecting XP spectra in the Co(2p) region as a function of $z$ (vertical) position.
Figure 7-4: QMS intensity at m/z = 118 (a prominent fragment of CCTBA) as a function of time, for a case where the LN2 cooled pump was used in the antechamber, and a case where it was not. In this experiment the beam shutter was opened from ~ 20 s to 50 s.
Figure 7-5: (a) Photograph of the visible beam spot observed on Ta substrate after 3 hour exposure to CCTBA molecular beam. (b) XPS survey scans taken before (bottom) and after (top) 3 hours of CCTBA exposure.
Figure 7-6: (Right) Schematic of beam spot terraces on substrates. (Left) XPS Co(2p\textsubscript{3/2}) integrated intensity as a function of vertical position on middle sample. Edges of the beam spot are indicated by plateaus in the Co(2p\textsubscript{3/2}) intensity.
Fig. 7-6 (left) presents the result from this experiment. Here, plateaus in the integrated Co(2p$_{3/2}$) intensity plot correspond to terraces. In the particular experiment shown in Fig. 7-6, the LN$_2$ cooled annulus was not used, and as such a relatively high background deposition of Co was observed, evidenced by the high Co(2p$_{3/2}$) intensity measured outside the beam spot. When LN$_2$ cooling was used, background deposition was still observed, though it was significantly reduced. The ratio of beam to background deposition when LN2 was used was calculated to be ~28.5 using XPS.

7.4.4. Evolution of Co and Ta

Fig. 7-7 displays typical XP spectra from the Co(2p) and Ta(4d) regions for the bare substrate and after CCTBA exposure. For all CCTBA beam exposure times, spectra indicated the presence of only a single chemical state for both elements. Furthermore, from 5 s to 900 s of CCTBA beam exposure, a finite signal intensity was measured for both elements. In Fig. 7-8, we display the integrated area of the Co(2p$_{3/2}$) and Ta(4d$_{5/2}$) peaks as a function of CCTBA beam exposure. As expected, the Co signal increases, then saturates at high exposure time. Likewise, the Ta signal decreases, eventually reaching at 1800 s CCTBA beam exposure. These integrated intensities demonstrate that Co is being deposited on the Ta substrate, and that for high exposure times (> 900 s) a Co film is formed which is thick enough to completely obscure the signal from the underlying Ta.
Figure 7-7: X-ray photoelectron spectra taken in the (a) Ta(4d) and (b) Co(2p) regions for the bare Ta substrate and after 30s of exposure to the CCTBA beam.
Figure 7-8: Integrated intensities of the (a,b) Ta(4d\(_{5/2}\)) and (c,d) Co(2p\(_{3/2}\)) peaks as a function of beam exposure time. Parts (a) and (c) show results from all beam exposure times, while (b) and (d) highlight the low exposure time regime.
Regarding the structure of the Co/Ta interface formed, one can consider three limiting cases: (i) a flat, essentially 2-d Co film on Ta, (ii) Co islands on Ta, (iii) an intermixed layer of Co and Ta. Angle-resolved XPS (ARXPS) can be used to determine if one of these cases is dominant. Due to geometric effects, cases (i) and (iii) are nearly indistinguishable in ARXPS in the case of thick (> ~5 nm) Co islands; the use of a complementary method, AFM, to rule out the formation of thick islands is discussed below. The results of ARXPS measurements for three representative CCTBA exposures are shown in Fig. 7-9. The first CCTBA exposure is for the deposition which takes place outside of the beam spot during the 30 s CCTBA beam exposure. The reason for showing this data set is twofold: first, it represents the lowest CCTBA exposure for which we have data, and second it rules out the possibility that the finite size of the beam spot effects the ARXPS measurement. In addition to the measured data, two dotted lines are shown, representing the expected behavior for the formation of a thin film of Co on Ta, and another for the formation of an intermixed layer. In all cases, the ARXPS data indicate intermixing of Ta and Co. The bulk diffusion rate in metals is expected to be very low at the growth temperature (~13% of the absolute melting temperature of Ta); however grain boundary diffusion leading to an intermixed layer is possible, particularly if the grain boundaries are vertical. Furthermore, unlike the Cu-Ta system, a number of stable Co-Ta phases are stable at room temperature [11], which lends more credence to the formation of a mixed layer. After 900 s of deposition, the intermixed layer is covered and Ta is no longer observed.
Figure 7-9: Angle-resolved XPS measurements (ratio of Co to Ta intensity) for three representative CCTBA exposures. Dotted lines represent the trends which would be observed in the case of a thin Co overlayer, and an intermixed layer of Co and Ta.
The measured binding energies of the Ta(4d\textsubscript{5/2}) and Co(2p\textsubscript{3/2}) core levels are shown in Fig. 7-10, both corrected and uncorrected for substrate charging effects using adventitious carbon present at 284.6 eV (corrections were in all cases <0.5 eV). The binding energy of the Co peak is relatively constant, and falls in the range reported for metallic Co (777.8-778.5 eV). The position of the Ta peak, however, increases with CCTBA beam exposure time, from a metallic-like binding energy for the bare substrate (measured 226.2 eV, reported metallic range 226.3-226.7 eV) to a range closer to an oxide at 900 s exposure (measured 228.8 eV, reported Ta\textsubscript{2}O\textsubscript{5} range 229.6-230.6 eV). Although the reason for this is not definitively known, it may be due to increases in the O:Ta ratio (shown in the Fig. 7-10 inset).

7.4.5. Film Morphology

In Fig. 7-11 we display atomic force micrographs of the bare substrate (after annealing in UHV) and after exposure to CCTBA beam for 60 s. Both surfaces are smooth, with rms roughness < 0.8 nm. No major 3-d features are observed in the post-CCTBA AFM. If thick Co islands were being formed, the surface would be ~62% covered with these islands based on Ta XPS (assuming total attenuation of the Ta signal in areas covered by Co). This result indicates that the best interpretation of the ARXPS data shown in Fig. 7-9 is intermixing at the Co/Ta interface.
**Figure 7-10:** Co(2p$^{3/2}$) and Ta(4d$^{5/2}$) peak binding energies as a function of CCTBA beam exposure time. Results are shown for uncorrected binding energies (open symbols), and binding energies corrected for charging effects using the C(1s) signal of adventitious carbon (filled symbols). Inset shows the Ta(4d$^{5/2}$) binding energy as a function of the O/Ta signal intensity.
Figure 7-11: Atomic force micrographs of (a) the bare Ta substrate, post annealing, and (b) the film formed after 60 s exposure to the CCTBA beam. In both cases, the field of view is 2 µm x 2 µm, with a vertical range of 4.5 nm.
7.4.6. Evolution of carbon

The C(1s) XPS feature measured for the Co/Ta films can be deconvoluted into three components. An example (60 s CCTBA beam exposure) is shown in Fig. 7-12(a). The components can be assigned to the following binding environments for the carbon atom: an aliphatic (C-C) type (binding energy ~284.6 eV), a higher binding energy component resulting from C-O bonds (~286.5 eV), and carbide type binding environment (~283.4 eV). Angle-resolved XPS was performed to determine the depth of each type of carbon species. Due to the low intensity of the C-O species, and because the C-O type is found to be present on the bare substrate, while the carbide type is not, we will divide the C(1s) contributions into ‘carbide’ and ‘non-carbide’. As can be seen in Fig. 7-12(b), after 60 s of exposure to the CCTBA beam the non-carbide type and carbide type integrated signals behave differently. The signal from the non-carbide component increases with takeoff angle, a clear sign that it represents a thin surface film. Such thin carbon films are not unusual for on metal substrates held at room temperature in a UHV system. In contrast, the carbide signal is nearly constant with takeoff angle, similar to the signal from Co and Ta. This indicates that the carbide-type C is intermixed with Co.

If we examine ARXPS signals for all CCTBA beam exposures, we find that the division of carbide and non-carbide types into intermixed and surface species is consistent up to 480 s exposure. Because the C and Co atoms are present at the same depth, we can calculate the ratio of carbide C atoms to total Co atoms. The ratio decreases from ~1.1 to 0.27 from 5 s to 480 s exposure.
Figure 7-12: (a) XP spectrum in the C(1s) region for a 60 s exposure to the CCTBA beam. The feature has been fit to three peaks, representing a carbide type (~283.4 eV), an aliphatic type (~284.6 eV), and a R-\(\text{C-OR'}\) (carbonyl) type (~286.5 eV) binding environment. (b) Angle-resolved XPS of the feature shown in (a). Here the non-carbide type represents the sum of the latter two.
Considering both Co and Ta, the ratio of carbide C atoms to total metal atoms varies from 0.14 to 0.28, with no clear trend with CCTBA exposure.

However, the incorporation of C is very different after the Ta signal has disappeared (1800 s CCTBA exposure). First, as shown in Fig. 7-13, the carbide C signal decreases, while the non-carbide signal increases after 240 s CCTBA exposure, indicating that more carbide C, or possibly all of the carbide C, is formed at the Ta/Co interface. ARXPS measurements, shown in Fig. 7-14, indicate that for a CCTBA beam exposure of 1800 s the aliphatic type C is no longer present as a surface film, but rather mixed with the Co layer. This behavior was also observed for 3 hr (10800 s) CCTBA beam exposure. The atomic ratio of C to Co was measured to be 3.1 and 3.3 for the 1800 s and 3 hr beam exposures. The C:Co ratio in CCTBA, not including the CO ligands, is 3, suggesting that a likely source of C in the film after the Ta substrate is covered is incorporation of the tert-butyl acetylene group.

7.4.7. Evolution of oxygen

The binding energies measured for O(1s) after exposure to the CCTBA beam were in the range 530.7-530.9 eV, which lies on the upper end of the range reported for oxides of Ta (529.8-530.9 eV) and Co (529.2-531.35 eV). The integrated intensity of the O(1s) feature as a function of CCTBA beam exposure time is shown in Fig. 7-15. Generally the intensity of the oxygen signal follows the intensity of Ta, decreasing progressively before falling to a nearly undetectable level after 1800 s and 3 hrs of exposure to the CCTBA beam.
Figure 7-13: Integrated intensity of the (a) carbide-type and (b) non-carbide type C peaks as a function of CCTBA beam exposure time.
Figure 7-14: Angle-resolved XPS measurement of the non-carbide type C signal for a number of representative CCTBA beam exposure times. Dotted lines represent the behavior expected for cases where the C is present in a surface film \(1/\cos \theta\) and where it is mixed with the substrate (constant at 1).
Figure 7-15: Integrated O(1s) intensity as a function of CCTBA beam exposure time.
We conclude that the films formed after Ta has been completely covered are oxygen free. ARXPS results are shown for O(1s) for 0 s to 900 s in Fig. 7-16. The signal is approximately constant with takeoff angle up to 900 s exposure, indicating that the oxygen is incorporated into the substrate.

Having developed information on the evolution of Co, Ta, C, and O, as well as the depth distribution of these elements, it can now be summarized that Co film growth on Ta takes place in two stages. The first stage, at ≤ 480 s exposure, involves the formation of a mixed Co/Ta layer with O and C (as carbide) contamination. A second stage of growth is initiated after the intermixed layer is covered; the film formed in this layer contains only C and Co. Schematics of the proposed film structures during these two growth phases are shown in Fig. 7-17.

In order to determine the susceptibility of the deposited film to oxidation in air, the film formed after 3 hours of CCTBA exposure was taken out of the vacuum chamber and allowed to remain in ambient lab air for a period of 20 min. XP spectra in the Co(2p) and O(1s) regions before and after air exposure are shown in Fig. 7-18. Note that in this case the O(1s) signal overlaps with an Auger peak from Co; this issue was avoided in all other O(1s) scans by using Al Kα x-ray excitation. The emergence of an O(1s) peak, as well as a high binding energy shoulder on the peaks of the Co(2p) doublet, indicate significant oxidation upon 20 min exposure to air.
Figure 7-16: Angle-resolved XPS of the O(1s) feature for CCTBA beam exposures from 0 s to 1800 s. Beam exposure increases from top to bottom.
Figure 7-17: Proposed film structures during the main stages of film growth.

- **Bare substrate**
  - Ta, O
  - Ta

- **Growth stage 1**
  - ≤ 480 s CCTBA beam exposure
  - Ta, Co, O, C (carbidic)
  - Ta

- **Growth stage 2**
  - ≥ 1800 s CCTBA beam exposure
  - Co, C (aliphatic)
  - Ta, Co, O, C (carbidic)
  - Ta
Figure 7-18: XP spectra in the (a) O(1s) and (b) Co(2p) regions of the film resulting from 3 hours of exposure to the CCTBA beam before and after 20 minutes exposure to ambient air.
7.5. Future experiments

As stated above, these experiments represent the initial stage of an ongoing project. As such, the results discussed above suggest a need for a number of changes to the experimental protocol, or for additional experiments. First is the replacement of the 350 °C annealing step, which is not well understood, with in situ pre-cleaning of the substrate with ion beam sputtering. Second is the co-dosing of the surface with atomic hydrogen during deposition. The addition of H₂ in the reaction chamber during Co CVD using CCTBA at relatively high pressure has been shown to greatly reduce the carbon content of the resulting Co films and improve their electrical properties [2]. The pressure of H₂ needed to affect growth is probably not achievable in this UHV system, however a viable alternative for UHV may be the use of atomic H. Therefore, a possible set of future experiments would involve co-dosing the surface with CCTBA and atomic H to determine the effect on growth rate and chemical composition of the resulting Co film. Finally, because these results showed significant interaction between the substrate and the growing film, a final aspect which warrants future consideration is the use of alternate substrate materials, TaNₓ and other candidate barrier materials in particular.

7.6. Conclusions

XPS was used to observe the formation of a film of Co on an annealed Ta substrate. The substrate was initially a layer of Ta₂O₅ native oxide on sputtered Ta; in
*situ* annealing was used to clean the substrate and reduce the near-surface O concentration. Angle-resolved XPS, in combination with AFM, revealed that the formation of the Co film involved the intermixing of Co and Ta. At long exposure times, a Co film was formed which completely obscured the Ta signal in XPS. It was found that, in the early intermixing phase of growth, that carbon was incorporated in the film as a carbide-like species, with a C:Co ratio between 0.2 and 1. After the Ta substrate was covered, however, aliphatic carbon was also incorporated in the film, forming a very high C content layer (~75-80 atomic % C). Oxygen was present at the Co/Ta interface, but the Co/C film formed after the substrate was covered did not contain O. These results are summarized graphically in Fig. 19. The thickest Co/C film grown (10800 s CCTBA beam exposure) was found to be susceptible to oxidation by 20 minutes of exposure to ambient air.
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8. Summary

The need to deposit extremely thin, conformal films for a number of applications has led to a significant amount of research into atomic layer deposition (ALD), particularly in the field of semiconductor device fabrication. Because ALD relies on chemical reactions which are localized at the interface, one route to controlling ALD growth is through the use of surface bound organic molecules, which alter the chemical identity and distribution of active sites on the substrate. Here we have examined the first stages of ALD, including the initial interactions of gas-phase ALD precursors with the substrate, and the period in which the growing surface transitions from the starting substrate to the steady-state growing film. ALD has been examined on both unmodified substrates, and substrates which have been modified through the addition of a thin organic film.

This began with a review of relevant prior work in the area, focusing mainly on the ALD of TiN$_x$ on a variety organic films, including self-assembled monolayers with an essentially 2-d arrangement of chemically reactive groups, and more complex branched molecules with a 3-d distribution of such groups. Connections were found between the effect of the organic layers on the first half cycle of ALD (i.e. the initial chemisorption of the transition metal coordination complex) and the effect of the organic layer on subsequent growth. In some cases, the relationship simply involves a correlation between the saturation density of the complex after the first half cycle and the rate of subsequent growth. Substantial attenuation was observed, for example, in cases where the organic layer blocked active sites on the surface (-CH$_3$ terminated SAMs); a lower degree of attenuation was observed for ALD on organic layers possessing reactive endgroups (-OH and –NH$_2$). In other cases, notably for branched, -OH terminated organic layers, the chemical structure of the adsorbed precursor, not
its density, was the critical factor in determining subsequent growth rate. Layers which formed a high number of oxygen containing bonds to the metal center of the complex were found to strongly attenuate growth (poly-G). Examining ALD on a range of organic films, we also found that the initial rate of ALD could be connected with the resulting film morphology. Lower initial ALD growth rate due to a low density of nucleation sites led generally to rougher, more islanded films. Ultimately, these results suggest that, if the purpose of the organic layer is to block or attenuate growth, then a dense, thick organic layer should be used, in order to effectively block the diffusion of precursors to the organic film/substrate interface. If the purpose of the organic layer is to enhance growth, however, organic materials should be used which lead to the adsorption of transition metal coordination complexes at the vacuum interface, with minimal loss of the surrounding ligands.

Next, the deposition of several film materials (Al$_2$O$_3$, HfO$_2$, Ta$_2$O$_5$, and TaN$_x$), on a single organic film, poly(ethylene imine) (PEI) was examined. Here we observed a range of effects due to PEI, from no measurable attenuation (Al$_2$O$_3$), to strong attenuation even after 50 ALD cycles were completed (TaN$_x$). Analysis of the ALD reactions revealed a strong correlation between the net energy change associated with the ALD reaction and the degree of attenuation, suggesting that ALD processes in which there is a strong thermodynamic driving force, or low activation barrier, for the formation of the final products can more easily overcome the obstacles presented by the organic layer. Along this line of research, future investigation was suggested using coreactants which would lead to an increase in the thermodynamic driving force, such as ozone (for oxide processes), hydrazine (for TaN$_x$), or plasma-generated radicals.

The ALD of one material, TaN$_x$, was examined in more detail using *in situ* XPS. This required the installation of new XPS hardware on the UHV chamber used
to conduct ALD. Substrates in this case included nonporous SiO$_2$, a porous low dielectric constant or ‘low-κ’ material, and both substrates modified by PEI films. Through the use of spectroscopic ellipsometry, it was shown that the deposition of thin organic films using small molecules was problematic, due to the infiltration of these molecules into the pore network of the low-κ. PEI was used here in part because of its relatively large size, which prevented infiltration. The use of *in situ* XPS required the addition of new XPS hardware in the UHV chamber used for ALD. *In situ* XPS after the first half cycle of TaNx ALD {chemisorption of the transition metal coordination complex Ta[N(CH$_3$)$_2$]$_5$} showed that the chemical structure of the adsorbed complex was strongly related to the substrate type, and, to some degree, to the substrate temperature. Furthermore, the oxidation state and chemical composition of the TaN$_x$ film in the first 10 ALD cycles (~ 6-10 Å) was strongly affected by the starting substrate. Substrates with a high density of oxygen containing groups led to a more oxidized TaN$_x$ film, and less efficient incorporation of N in a nitride binding state. Of interest in the application of barrier film deposition for the interconnect structures of integrated circuits, the presence of a PEI film enhanced the uptake of Ta[N(CH$_3$)$_2$]$_5$ at the topmost surface of the porous low-κ, and limited its infiltration into the pore network of the low-κ. However, ALD on PEI-treated low-κ, particularly when ALD is conducted using conventional techniques, did not proceed at the same rate as the ‘ideal’ ALD observed on SiO$_2$. Therefore, additional improvements could be made, where possible routes to improvement are suggested by this work (Chapter 5), as well as that presented in Chapters 3 and 4. One route to higher ALD growth rates could involve the use of an alternate organic film material which does not bind as strongly to the Ta[N(CH$_3$)$_2$]$_5$ precursor. There are many examples of water-soluble, multifunctional polymers which could be employed. Here again, a key aspect to the organic film seems to be the ability to increase Ta[N(CH$_3$)$_2$]$_5$ uptake close to the
vacuum interface, while leaving the chemisorbed species sufficiently reactive towards the second half cycle of ALD. Considering the results discussed in the previous paragraph (Chapter 4), another route to overcoming the initial attenuation of ALD in the presence of PEI may be the deposition of a second inorganic layer, such as $\text{Ta}_2\text{O}_5$, prior to $\text{TaN}_x$ ALD.

A final set of experiments involved the early stages of cobalt film formation on tantalum substrates using chemical vapor deposition with the metalorganic precursor dicobalt hexacarbonyl tert-butylacetylene (CCTBA). Here it was found that growth proceeded in two phases. The first of these involved the formation of an intermixed cobalt/tantalum layer, while the second took place after the intermixed layer was covered and was characterized by the formation of a mixed carbon/cobalt film. In this area, further investigation is ongoing to characterize the process of Co film formation on Ta and $\text{TaN}_x$ films sputter cleaned \textit{in situ}, as well as the addition of $\text{H}_2$ or atomic H during growth.
9. Appendix: Addition of x-ray photoelectron spectroscopy components to the Olin Hall 312 ultra-high vacuum system

The capability to perform x-ray photoelectron spectroscopy (XPS) was added to the UHV system in Olin Hall 312 (system described fully in Sec. 2.5) in September 2008 through the installation of an Omicron Sphera U5 concentric hemispherical electron energy analyzer (serial no. 154/1250/U5/34/08, Omicron Nanotechnology USA, Eden Prairie, MN) and an Omicron DAR 400 Mg/Al twin anode x-ray source (serial no. 173, Omicron Nanotechnology USA). Full details of the operation, features, and capabilities of both components are provided in the user manuals, so discussion here will be limited to the aspects of the components which are unique to this system. The analyzer and x-ray source were mounted to 6” and 2.75” CF flanges on the west side of the chamber, as shown in Fig. 9-1. Space restrictions within the main chamber of the system required mounting both components on translation stages. The x-ray source was mounted on a bellows-sealed linear translation stage (LSM39-100-H, UHV Design, East Sussex, England) which allows 100 mm of travel. The electron energy analyzer was also mounted on a bellows-sealed linear translator (BLT66-04-SP, McAllister Technical Services, Coeur d’Alene, ID). A stage was required to support the weight of the analyzer. Schematics of this stage, designed and fabricated by McAllister Technical Services, are shown in Fig. 9-2.
Figure 9-1: AutoCAD drawing of the Olin Hall 312 system with installed XPS components.
Figure 9-2: Schematics of the translation stage built for the Sphera U5 electron energy analyzer (courtesy McAllister Technical Services).
The use of angle-resolved XPS (ARXPS) required the fabrication of a new molybdenum sample platen in which the samples are positioned along the axis of rotation of the sample manipulator (Thermionics Northwest, Port Townsend, WA). Schematic drawings of this new platen are given in Fig. 9-3. This platen was designed to be compatible with the existing sample manipulator (Thermionics SMR-3) and sample transfer system (Thermionics STLC Series II) [1]. As with the sample platens used previously in this system, 17 x 17 mm² samples are held in shallow wells by a cover plate secured by clips. The backs of the sample wells are open, allowing efficient heating of the sample by radiation from the pyrolytic boron nitride sample heater. Two threaded holes were tapped on either side of the center sample well, which allowed the use of clips to directly hold irregularly shaped samples to a back plate of standard size. Correct alignment of the axis of rotation of the sample and the analyzer lens axis is critical in ARXPS, and will be discussed in further detail below.

The angle between the x-ray source and electron energy analyzer centerline axes is fixed at 52.6°. For unpolarized photons, the differential cross-section for photoemission as a function of the angle between photoelectron emission and the photon source, \( \phi \), for a given electron core level is given by [2]:

\[
\frac{d\sigma}{d\Omega} = \frac{\sigma_{\text{total}}}{4\pi} \left[ 1 - \frac{\beta}{4} \left( 3\cos^2 \phi - 1 \right) \right]
\]

(9-1)

Where \( \sigma_{\text{total}} \) is the overall photoionization cross-section for the core level, and \( \beta \) is an asymmetry parameter.
Figure 9-3: Drawing of the Mo sample platen used for angle-resolved XPS (courtesy Thermionics Northwest, Inc.).
This parameter depends on the angular momentum and kinetic energy of the electron. Note that the ‘magic angle’ of 54.7°, where $d\sigma/d\Omega$ does not vary with $\beta$, is very close to the fixed value in this system. Values of $\beta$ have been tabulated for kinetic energies of interest in XPS for a range of elements from atomic number 1 to 100 [3]. Given the fixed $\phi$ used here, the value of the relevant factor which must be used to correct $\sigma_{\text{total}}$ used for quantitative elemental analyses, $(d\sigma/d\Omega)/(\sigma_{\text{total}}/4\pi)$, does not vary from the range of 0.95 to 0.97 for the elements and core levels considered here.

After installation, the initial setup of the XPS components included electrical testing of the vacuum hardware and optimization of the electron multiplier supply voltages as instructed in the user manual. Next, a series of tests was conducted to (i) confirm correct operation of the components as a set, (ii) characterize the resolution of the instrument with settings commonly used for analysis, and (iii) to determine the correct position of the sample during XPS analysis. Concerning point (i), three materials of known composition were analyzed. The materials included a film of 1000 Å polycrystalline Au (e-beam evaporated) / 100 Å Cr / native SiO$_2$ / Si(100), a film of ~ 20 Å SiO$_2$ film on Si(100), and a foil consisting of pure Ta (99.95%). Survey scans of the three materials are shown in Fig. 9-4. As can be seen, all peaks can be assigned to the materials analyzed, with no missing peaks. This, along with the absence of unexplained ghost or satellite peaks, confirms the correct operation and cleanliness of the X-ray source and analyzer electronics. Similar testing using Al Kα excitation later confirmed proper operation and cleanliness of the Al anode.
Figure 9-4: XPS survey scans of three films of known composition, taken using the new XPS equipment after installation.
Concerning (ii), the resolution of the spectrometer, the full width at half maximum (FWHM) of the Au(4f\textsubscript{7/2}) peak was measured using two different entrance apertures, at 50 eV pass energy and with a 5 mm x 11 mm exit slit. The Au(4f\textsubscript{7/2}) FWHM was 1.70 ± 0.03 eV with a circular entrance aperture of 6.3 mm diameter, and 1.55 ± 0.02 eV with a circular entrance aperture of 3.1 mm diameter. In XPS, the width of a peak from an individual core level, in a single chemical state, can be described by [4]:

$$\Delta E = (\Delta E_x^2 + \Delta E_i^2 + \Delta E_a^2)^{1/2}$$ \hspace{1cm} (9-2)

Where \(\Delta E\) is the measured FWHM, \(\Delta E_x\) is the characteristic spread of the x-ray excitation energy, \(\Delta E_i\) is the intrinsic width of the core level, and \(\Delta E_a\) is the contribution of the analyzer, where all parameters are given as FWHM values. In this experiment, \(\Delta E_x\), the characteristic spread of unmonochromated Mg K\(\alpha\) x-ray line, is known to be 0.7 eV [4], while \(\Delta E_i\), the intrinsic width of the Au(4f\textsubscript{7/2}) core level due to core hole lifetime effects is 0.317 eV [5]. Using Eq. 9-2, we obtain \(\Delta E_a\) values of 1.52 eV and 1.35 eV for the 6.3 mm and 3.1 mm entrance apertures respectively. This can be compared to a \(\Delta E_a\) value of 2.62 eV for the other set of XPS components used in the Engstrom group, a VSW Class 100 hemispherical electron energy analyzer with unmonochromated Mg K\(\alpha\) source, operated at 90 eV pass energy with 5 mm circular entrance and exit apertures. The better resolution obtained using the Omicron U5 spectrometer is expected, due to its higher radius of curvature (125 mm vs. 100 mm), and the lower pass energy used for this test (50 eV vs. 90 eV).
To address point (iii), determining the correct sample position during XPS, we must consider alignment along 3 axes, as shown in Fig. 9-5. For the vertical axis, z, alignment simply involves positioning the XPS analysis spot over the desired location on the sample. The sample position along the other two axes, however, affects the distance between the sample and both the electron energy analyzer and the x-ray source. Therefore, the position of the sample in the x and y directions must be precisely aligned, and should be fixed during XPS for quantitative analysis.

Considering the x axis first, the specified working distance between the end of the analyzer lens and the sample is 30 mm. The correct x axis setting, as well as the distance between fixed and traveling flanges on the analyzer translation stage, was set by using a ‘pointer’ extension provided by the manufacturer. When mounted on the end of the lens, the pointer indicates the correct sample position.

Optimal focusing of the XPS analysis spot on the sample provides confirmation that the working distance, and therefore the x axis position, has been set correctly. Focus of the analysis spot was confirmed by rotating the sample to 0° photoelectron takeoff angle, then taking XPS measurements close to the edge between the sample and sample platen, using the smallest analysis spot available (200 µm circular aperture at high magnification, giving an analysis spot on the sample of ~60 µm). The sharpness of the edge measured using this technique can then be compared to the factory test data provided by the manufacturer. Here, a sample consisting of SiO₂/Si was used, which provided good material contrast to the Mo sample platen. As can be seen in Fig. 9-6, at an x position of 9.75 mm, the edge of the XPS analysis spot compares well with the factory provided data.
Figure 9-5: Schematic of the sample position during XPS analysis.
Figure 9-6: XPS intensity as a function of y axis position (see Fig. 9-5), for positions close to the sample/sample platen edge. Factory test data, provided by Omicron Nanotechnology USA, is shown for comparison.
Moving the x position 1 mm away from the lens, to 8.75 mm, causes defocusing of the analysis spot, evidenced by the widening of the transition between the sample and sample platen.

In ARXPS, the axis of rotation of the sample must intersect the analyzer lens axis (shown in Fig. 9-5). Deviation from this condition will lead to variation in the lens to sample and/or x-ray source to sample distance with takeoff angle, causing systematic errors in the measured intensity in ARXPS. Correct alignment of the sample axis of rotation was achieved by adjusting the position along the y axis. Initially, the sample was aligned along this axis by moving to a y position such that the analysis spot was centered of the sample, for the middle of the three sample wells shown in Fig. 9-3. Proper alignment was confirmed by measuring XPS intensity as a function of photoelectron takeoff angle (θ in Fig. 9-5) for a semi-infinite film with no overayers or long-range crystal structure. For this type of sample, XPS intensity should be constant with takeoff angle, provided the sample is correctly aligned [4]. For this test, a ~ 200 nm film of Ta deposited using sputtering was used. Annealing the sample at 375 °C for 1 hour removed the native Ta₂O₅ and contamination carbon overlayers from the Ta surface. As shown in Fig. 9-7, no systematic intensity variation is measured as a function of takeoff angle, with all random variation confined to a window of ±4%. This confirms accurate alignment in the y axis. ARXPS was also performed on an Au reference standard, with no attempt made to clean the sample surface. Here the intensities of both the Au(4f₇/₂) and C(1s) peaks were measured, due to the expected presence of a carbon containing contamination layer.
Figure 9-7: Ta(4d$_{5/2}$) intensity as a function of photoelectron takeoff angle, normalized by the intensity at 0° takeoff, for a thick Ta film after annealing at 375 °C for 1 hour.
In Fig. 9-8, we see that the Au(4f\textsubscript{7/2}) intensity decreases with takeoff angle, while the C(1s) intensity increases, as would be expected for a thin layer of carbon-containing material on a semi-infinite Au substrate. This ARXPS data can be fit to simple models by approximating the carbon-containing layer as a uniform thin film. The Au(4f\textsubscript{7/2}) intensity, $I_{\text{Au}}$, as a function of photoelectron takeoff angle, $\theta$, can be described by:

$$
I_{\text{Au}} = I_{\text{Au,0}} \exp \left( -\frac{d_{\text{Au}}}{\lambda_{\text{Au4f}} \cos \theta} \right)
$$

Where $I_{\text{Au,0}}$ is the unattenuated intensity of the Au(4f\textsubscript{7/2}) signal, $d_{\text{Au}}$ is the thickness of the carbon overlayer, and $\lambda_{\text{Au4f}}$ is the attenuation length of the Au(4f\textsubscript{7/2}) photoelectrons through the carbon layer. Likewise, the C(1s) intensity can be described by:

$$
I_{\text{C}} = I_{\text{C,0}} \left[ 1 - \exp \left( -\frac{d_{\text{C}}}{\lambda_{\text{C1s}} \cos \theta} \right) \right]
$$

Where $I_{\text{C,0}}$ is the unattenuated intensity of a theoretical semi-infinite film of the carbon-containing layer, $d_{\text{C}}$ is the thickness of the layer, and $\lambda_{\text{C1s}}$ is the attenuation length of the C(1s) photoelectrons through the layer. If the assumptions used here are valid, then we would expect that independent fits using the Au(4f\textsubscript{7/2}) and C(1s) features would give equivalent values for $d_{\text{Au}}/\lambda_{\text{Au4f}}$ and $d_{\text{C}}/\lambda_{\text{C1s}}$. 
Figure 9-8: (a) Au(4f\(_{7/2}\)) and (b) C(1s) peak intensity as a function of photoelectron takeoff angle for a thick Au film with no sputter cleaning.
Fits to the two sets of data, shown as solid lines in Fig. 9-8, we obtain values of $d_{\text{Au}/\lambda_{\text{Au}4f}} = 0.27 \pm 0.01$ and $d_{\text{C}/\lambda_{\text{C}1s}} = 0.35 \pm 0.24$. To compare these values accurately, we use the correlation $\lambda_{\text{C}1s}/\lambda_{\text{Au}4f} = \{E[\text{C}(1s)]/E[\text{Au}(4f_{7/2})]\}^{1/2}$ [6] to obtain $d_{\text{C}/\lambda_{\text{Au}4f}} = 0.32 \pm 0.22$. The close agreement between the calculated $d_{\text{Au}/\lambda_{\text{Au}4f}}$ and $d_{\text{C}/\lambda_{\text{Au}4f}}$ values again indicates proper alignment along the $y$ axis. Finally, the Au film can be cleaned by sputtering with a beam of 3 keV $\text{Ar}^+$ (Ion Source IQE 12/38, SPECS Surface Nano Analysis GmbH, Berlin, Germany). As shown in Fig. 9-9(a), the sputter cleaning effectively removes the carbon contamination from the sample surface. As a result of the decrease in attenuation from the carbon layer, an increase in the Au(4f) intensity is also observed [Fig. 9-9(b)]. Results of Au(4f_{7/2}) ARXPS for the sputter cleaned Au surface are shown in Fig. 9-9(c). The equivalent result for the non sputter cleaned Au sample is also shown in Fig. 9-9(c) for comparison. As expected, the photoelectron intensity is nearly constant with takeoff angle after sputter cleaning. The effect of the analysis spot size was also examined for the sputter cleaned Au surface. It was found that equivalent results were obtained using circular apertures of 3.16 and 0.63 mm, as indicated in Fig. 9-6(c). Because both apertures lead to the expected behavior in ARXPS, and because the 3.16 mm aperture provides a better signal to noise ratio, we have chosen to use the 3.16 mm aperture for most experiments. The angular acceptance used for ARXPS was the smallest available on the instrument, $\pm 2^\circ$ (angular acceptance of up to $\pm 7^\circ$ is available). At this angular acceptance (‘low magnification mode’) the size of the analyzed spot on the sample surface is $\sim 2.5$ mm in diameter at normal photoelectron takeoff when using the 3.16 mm circular entrance aperture.
Figure 9-9: (a) C(1s) and (b) Au(4f$_{7/2}$) XP spectra taken before and after sputter cleaning with 3 keV Ar$^+$. (c) Au(4f$_{7/2}$) intensity as a function of photoelectron takeoff angle, before and after sputter cleaning with 3 keV Ar$^+$. 
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